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Chapter 1 
General introduction 
Scattering processes between particles are an important source of informa-
tion in physics. The main subject of this thesis is to use this source to obtain 
information about the interaction between two protons. This is done by 
using the available data from all measurements ever performed. The inter-
action between two protons is of course also very important for situations 
with more interacting protons, like in atomic nuclei and the interior of stars. 
The measured quantities in a scattering process are usually of statisti-
cal nature. An example is the so-called differential cross-section, which is 
essentially the probability that a particle is scattered from the target (an-
other particle) with a certain angle. Since protons are particles with spin, 
they possess a certain orientation in space (polarization). This enables ex-
periments with polarized particles, which lead to different probabilities that 
can also be measured; the so-called polarizations and spin-correlations. 
All these quantities, called observables, depend on the energy (related 
to the velocity) of the incident particle, and also on the observed scattering 
angle. To use the information they provide, the framework of quantum 
mechanics has to be used. This gives a description of the behavior in 
terms of a wave function. After splitting off the centre of mass motion this 
function is expanded in partial waves, which each possess their own radial 
wave function. The partial waves have names like 15o, 3Po, 3Pi, etc. These 
names are a notation of the combined spin of the two particles, the orbital 
angular momentum and the total angular momentum. 
The radial wave function i/>(r) describes the probability amplitude for 
a certain separation r between the particles and is determined by the in-
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teraction (or forces) between the particles. In a scattering experiment the 
observables are determined by the behavior of the wave function at large 
separations, since they are measured relatively far from the site of collision. 
The function i/>(r) behaves for large r as a sine wave. This enables the 
definition of a phase shift, by comparing 0 with another function. This 
latter function usually is the radial wave function that one would have 
for particles without any interaction. Due to mathematical difficulties, 
however, one compares ψ in pp-scattering with the wave function of particles 
that only interact via the 1/r-shaped Coulomb force. 
If a theoretic model is used to predict scattering observables, the phase 
shifts are important intermediate quantities. In such a case it saves a lot of 
work if only the phase shifts have to be computed and not the observables 
themselves. This is possible if one knows which phase shifts are required 
to obtain the right observables. The purpose of a phase shift analysis is to 
determine these phase shifts. There are infinitely many partial waves, each 
having its own phase shift. In the waves with high orbital angular momen­
t u m ί, called 'higher waves', the particles will not come close together, due 
to centrifugal effects. Since at large distances the interaction is zero (or 
well-known), this leads to phase shifts that are zero (or trivial). Therefore 
only a limited number of phase shifts have to be determined. 
The phase shifts are functions of the energy. One can determine them 
in two manners. The first is to determine their values at a certain number 
of energies. This means that at each of these energies an independent 
analysis has to be done, called a single-energy analysis. The other method 
is to construct functions that give the phase shifts at each energy. This is 
called a multi-energy or energy-dependent analysis. 
To do this one needs functions that can be shaped by means of pa­
rameters. The main differences between multi-energy phase shift analyses 
lie in the choice of these paramctrizations of the phase shifts. Different 
choices are polynomials [Dys87], the effective range formalism JSSH70] and 
the parametrization of [Mac68], based on generalized Yukawa functions. 
One also can use parametrized potential models [Nai77], which indirectly 
parametrize the phase shifts. 
Strictly speaking, a single-energy analysis is not often possible, since it 
requires a set of measurements all at exactly the same energy. In practice 
one uses data in a narrow energy range. The values of a particular phase 
shift at different energies are related then using some information about 
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its energy-dependence. So in practice a single-energy analysis is often a 
multi-energy analysis of a narrow energy range, with only one parameter 
per phase shift. 
In the analysis of this thesis the P-matrix formalism is used as a pa-
rametrization of the energy-dependence. In this method the interaction is 
divided into two parts, with the division at r = b. In the long range re­
gion (r > b) a potential tail is used to describe the behavior of the wave 
function. This is possible because the long range force is theoretically well 
understood. The potential tail relates the behavior of the wave function at 
large distance, as expressed in the phase shifts, to the behavior at r = b. 
This latter behavior is expressed in the P-matrix. The P-matrix thus rep­
resents the interaction contained in the short range region. This results 
in a very economical parametrization, since it is precisely the short range 
interaction that still lacks understanding. 
The model is used in the following way, which is the general method of 
any multi-energy phase shift analysis. 
• The parameters are given values. 
• The P-matrix is computed at the energy values of all measurements. 
• From these P-matrix values the phase shifts are computed, using the 
potential tail. 
• Phase shifts of higher partial waves are computed using a much sim­
pler method. 
Φ The M-matrix at the required energies and scattering angles is com­
puted. 
• The observables at these energies and angles are produced. 
• The differences with the measured values are computed, weighed by 
the experimental errors (these are called the residuals). 
This process is repeated to obtain the best values for the parameters, using 
a least squares algorithm. This is called a 'fit' and this word is sometimes 
used as a synonym for 'analysis'. The sum of the squared residuals is named 
χ
2
. It is a measure for the quality of the fit. The best parameter values are 
those with the lowest χ 2 . 
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The value of χ 2 offers in fact a very general way to judge the agreement 
between a physical model and a data set. Unfortunately it is not simple 
to compute the x'-value, especially for a large data set. It would be very 
useful to be able to represent the same information that is contained in the 
data in a simpler way, which enables the computation of χ 2 with less effort. 
χ
2
 can be viewed as a functional of the phase shifts, which are themselves 
functions of the energy. This functional can be approximated by a small 
number of functions, each of which depends only on phase shift values at 
one single energy. Usually these functions have a minimum for some value 
of their arguments (which are phase shift values). The functions can then 
be approximated by their value and second derivative matrix. 
Although a more sophisticated approximation scheme might be better, 
the method described above is very popular. It can be realized by dividing 
the data set in subsets of limited energy range, for each of which a single-
energy fit is performed. Each of these subsets then provides us with one 
of the functions mentioned above. The values of the phase shifts for which 
the minimum occurs are known from the single-energy fits, and the second 
derivative which was needed is twice the inverse of the error matrix obtained 
in such a fit. 
If the subsets are chosen small (which should lead to a better approxi­
mation) it is often not possible to determine a large number of phase shifts 
in the single energy fit; there is no minimum in χ 2 . In that case it is 
better not to use a single-energy fit, but just an expansion of χ 2 in the 
phase shifts at phase shift values that are derived from a multi-energy fit. 
This expansion will also contain first derivatives, because it was not in a 
minimum. 
Expansions of this kind, at 19 different energies, have been used as a 
representation of the data set, to speed up some of the calculations of this 
analysis. Because they consist of large tables of numbers, they cannot be 
given in this thesis. They are available upon request. Single-energy results 
for a smaller number of energies are given in Section 2.6, but also there the 
error matrices had to be left out. 
In Chapter 2 of this work the analysis is described in more detail and 
the results are given. Chapter 3 describes te construction of a potential 
model based on the P-matrix formalism, which gives an excellent fit to the 
data. In Chapter 4 the method of optimal mapping is described, which was 
used in the analysis to improve the description of the higher partial waves, 
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which are not parametrized. Chapter 5 is devoted to the statistics and 
the proper use of data in an analysis. In Chapter 6 a method is described 
to solve the wave equation, which has some advantages compared to the 
well-known Numerov method. 
Chapter 2 
Phase shift analysis below 350 
MeV 
2.1 Introduction 
The phase shift analysis of all pp scattering data below Γ ] ^ = 350 MeV 
presented here, is a continuation to higher energies of our 0-30 MeV anal­
ysis [Ber87a]. The P-matrix method, that was there seen to be very suc­
cessful in the description of the phase shifts as a function of the energy, 
is also applied here. The first results of the analysis have already been 
reported [Ber87b,Ber87c]. In this paper we want to give a full account of 
the methods and results of the analysis. 
In a multi-energy (т.е.) phase shift analysis, one divides the phase 
parameters (phase shifts and mixing parameters) into two groups: those 
with low angular momentum (J) are parametrized as a function of the 
energy; the others are kept fixed. The reason for this splitting is simple, 
one cannot determine an infinite number of parameters from the scattering 
data. The splitting makes sense since the centrifugal barrier in the higher 
partial waves screens the short range interaction. Therefore the higher 
partial wave (p.w.) phase parameters can be computed from the well-
known long range interaction. 
With the well-known rong range interaction we mean those effects that 
are theoretically well understood and that are the same in all realistic de­
scriptions of the pp interaction. To be more specific, we regard as such 
the tail of the electromagnetic potential, containing the relativistically 
8 
2.1. Introduction 9 
corrected Coulomb potential [Aus83] and the vacuum polarization poten­
tial [Dur57], and the tail of the one-pion-exchange (OPE) potential. The 
description of nuclear forces due to multiple meson-exchange or heavier 
meson-exchange is model-dependent [Nag78,Lac80]. Not all phase shift 
analyses include vacuum polarization [Bys87] or Coulomb-distortion in the 
higher partial waves [Am87,Bys87]. In a previous paper [Ber87c] we ana­
lyzed the importance of the use of optimal mapping techniques to give a 
non-ΟΡΕ contribution to the higher partial waves. It appeared that for 
some sequences of partial waves these techniques improved the description 
of the data. 
The main difference between other т . е . phase shift analyses and ours is 
that we fully exploit the well-known long range interaction also in the de­
scription of the energy-dependence of the lower p.w. phase parameters. This 
is implemented by using outside some radius r = i ss 1.4 fm a potential tail 
in the relativistic (Swa85] radial Schrödinger equation. The phenomenol-
ogy, necessary to describe accurately the precise scattering data, enters the 
method via the parametrization of the partial wave P-matrix, the logarith-
mic derivative of the radial wave function at г = 6. Phenomenology is thus 
only used where there is a lack of knowledge, i.e. for г < b. This approach 
is theoretically more appealing than parametrizing the p.w. phase param­
eters as a polynomial as a function of the energy. It has also an advantage 
when the long range interaction is not fully determined. Then the unknown 
parameter can be determined from all partial waves. A good example is 
the ΟΡΕ-potential. Its strength, given by the ppw0-coupling constant /Q , is 
not accurately known. In a previous paper [Ber87b] we reported our results 
for /g from the analysis of all pp scattering data below 350 MeV. 
It appeared [Ber87c] that with OPE as the only nuclear interaction 
outside r = b, we had to take 6 £ 1.8 fm in order to have a reasonable 
description of the data. With intermediate range forces included in the 
potential tail, one can take a smaller value for b, the description of the d a t a 
is better and the interaction inside r — b requires less parameters [Ber87c]. 
Since the tail of the Nijmegen soft-core (NSC) potential model [Nag78] 
appeared to be somewhat better than the tail of the parametrized Paris 
potential [Lac80], we chose to include the higher boson exchange (HBE) 
forces of the NSC model. With this model for the intermediate range 
interaction, the results for the inner region were not satisfactory for the ^Di 
and 1GÁ partial waves, pointing to a flaw in the potential tail. Therefore 
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the НВБ forces of the NSC model were multiplied for the singlets with an 
arbitrary parameter, to be determined by the data. For the triplets such 
a parameter is not necessary. It should be emphasized that our method of 
analysis of the scattering data is especially suited to measure the quality 
of potential tails. In the future more nuclear potential tails will have to be 
tested in this way. 
We also made a very simple local potential model to describe the short 
range interaction. It consists of step potentials for r < 6 in each lower par­
tial wave. With this (too) simple potential model a very good description 
of the data is attained. We reach x2/d.o.f. = 1.14. Modern realistic NN 
potential models [Nag78,Lac80], in which also the short range interaction is 
based on field theory, have x2/d.o.f. « 2. Our simple local potential model 
might therefore stimulate improvements in the theoretical derivation of the 
short range interaction between two protons. 
Our final multi-energy (т.е.) fit to the data has x2/d.o.f. = 1.11. This 
is better than other т.е. phase shift analyses [ArnSTjBysST], which have 
X2/d.o.f. « 1.3. Therefore our т .е. phase shifts are more in accordance 
with the data. We also give s.e. phase shifts and errors. These can be used 
to judge the quality of a model for the pp interaction. The full error matri­
ces, which take into account the correlation between the phase parameters, 
and which should be used when adjusting the parameters of a model, are 
available upon request. 
In Section 2.2 a summary is given of the methods used in the analy­
sis. Section 2.3 contains the definition and properties of the P-matrix and 
describes a variational method with which some properties are derived. It 
also lists the parametrizations used for the interaction inside r = 6. In Sec­
tion 2.4 the potential tails used in the analysis to describe the interaction 
inside r = b are discussed. The set of data is defined in Section 2.5. The 
results for the parameters, and for multi- and single-energy phase parame­
ters are given in Section 2.6. The local potential model for the interaction 
inside r = b is discussed in Chapter 3. The resulting potentials for all lower 
partial waves are there compared with the Nijmegen soft-core potential. 
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2.2 The method of analysis 
In this section we summarize the methods used in our multi-energy (т.е.) 
phase shift analysis of the pp data below Т^ь = 350 MeV. 
In other т .е . phase shift analyses various ways of parametrizing the 
phase parameters as a function of the energy have been employed. The 
simplest way is used by Bystricky et al. [Bys87]. They express the phase 
parameters as a polynomial of the energy, multiplied by the OPE phase 
parameters to have the correct threshold behavior. For the 'So an exception 
is made, there the effective range approximation is used instead of the OPE 
phase shift. Arndt et al. [АгпвТ] express the partial wave amplitudes as a 
sum over one-boson-exchange type basis functions, where the masses are 
chosen as a multiple of the 7r0-mass. The strengths of these amplitudes are 
then fitted to the data. Phase shift analyses primarily interested in the 
low-energy region, usually use effective range parametrizations or potential 
parametrizations. The drawbacks of these latter methods are extensively 
discussed in Ref. [Ber87a]. 
Our method of analysis is about the same as in our 0-30 MeV anal­
ysis [Ber87a]. What is special about this method, is that the knowledge 
about the NN interaction is fully exploited. For г less than about 1 fm 
the interaction is to a large extent unknown, or, stated otherwise, large 
differences exist in the models for the short range interaction. For larger 
distances the electromagnetic interaction and the ΟΡΕ-part of the nuclear 
interaction are well-known and model-independent. There exists some gen­
eral agreement between nuclear potential models concerning the remaining 
(intermediate range) part of the nuclear interaction outside about 1 fm. Sig­
nificant differences exist in the heavier meson-nucleon coupling constants 
used and in the treatment of two-pion-exchange. 
Therefore we view the interaction between two protons as being built 
up from several parts, which get more well-known with larger r. This is 
implemented via a boundary condition model. The long and intermediate 
range interaction (Section 2.4) is incorporated via a potential tail in the 
radial Schrödinger equation outside a certain radius r = b. The short range 
interaction is parametrized phenomenologically, by specifying the partial 
wave P-matrix (Section 2.3). Different models for the intermediate range 
forces have been tried. In the final analysis a specific model for these forces 
has been chosen, but the uncertainty in them is expressed by introducing 
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in them a parameter (Section 2.4). The electromagnetic and the OPE 
potential tails are taken into account exactly. 
The asymptotic (r —* oo) behavior of the radial wave function, which 
is the solution of the radial Schrödinger equation with specified boundary 
condition at r = b, gives then the partial wave 5-matrix by matching 
the wave function to Coulomb functions. The 5-matrix is decomposed 
into the standard nuclear-bar phase parameters [SYM57], i.e. the phase 
shifts and mixing parameters. For the definition of different kinds of phase 
parameters, found by matching the radial wave function to functions other 
than Coulomb functions, see Ref. [Ber87a]. 
For larger angular momentum the inner region becomes less important 
due to the centrifugal barrier. Therefore one approximates in a phase shift 
analysis the higher p.w. phase parameters (i.e. the ones that are not pa-
rametrized) usually by the OPE phase parameters. We have done this too, 
but for partial waves with intermediate angular momentum we have used 
the optimal polynomial theory (OPT) [Cut68a,Ciu69] to give a non-OPE 
contribution to the phase parameters. OPT is only used for the 'SO-, 3Pi-, 
and 3P2-sequences of partial waves, since in our study of OPT [Ber87c] we 
found that it could not predict the mixing parameters or the 'Fj-sequence 
well enough. It is the first time the optimal mapping theory has been used 
in a т . е . pp phase shift analysis. 
Given all p.w. phase parameters, one computes in a standard way the 
observables [Mac60,Hos68]. The difference of the observables with the ex­
perimental data (Section 2.5) is minimalized in a least χ 2 fit. Some data 
are rejected on the basis of sound statistical criteria (Chapter 5). The 
number of parameters is determined by the criterium that the fit does not 
improve significantly if a parameter is added. In any analysis problems 
can be expected at the end of the energy range. In our analysis such a 
problem was only seen for the 'SQ. The 'So phase shift showed a tendency 
to rise at the highest energies. Since it is well-known that the 'So phase 
shift continues to fall smoothly far above 350 MeV [Arn87,Bys87,Dub82], 
we added the 'So phase shift at 425 MeV as an extra datum. The value 
chosen, ¿('So) = —19 ± 2 degrees at 425 MeV, is chosen such that it is in 
agreement with all the above mentioned higher energy analyses. 
Adjusting all parameters to obtain the minimal χ 2 gives our final т . е . 
fit (Section 2.6). The quality of the fit can be seen from the x2-value, and 
the error matrix of the parameters is related to the second derivative matrix 
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of χ2 w.r.t. the parameters. 
The behavior of the phase parameters in the final т .е . fit is used in the 
single-energy (s.e.) analyses. The results of the s.e. analyses, i.e. s.e. phase 
parameters and error matrices, are a compact representation of the χ2-
surface. They can be used by anyone who wants to adjust the parameters 
of a model for the pp interaction to the data. Of course modelists can 
also compare directly with the data, but this has its disadvantages [Swa84]. 
Different modelists will pick different sets of data, sometimes perhaps only 
data that always give a low x2-value. Comparison of the quality of these 
models will then be troublesome. 
2.3 The P-matrix 
2.3.1 Definition and properties of the P-matrix 
The scattering process of two protons we describe by the relativistic [SwaS5] 
radial Schrödinger equation 
(¿ + ^-^-М
Р
Пг))х{г) = 0, (2.1) 
where x(r) is the radial wave function, Mp is the proton mass and L7 is 
shorthand notation for ¿(£ +1), with t the orbital angular momentum. The 
correct relativistic connection between the cm. relative momentum к and 
the laboratory kinetic energy Г]^ is 
fc2 = M,7i
a
b/2 . (2.2) 
In the case of two coupled channels, all operators in Eq. 2.1 become 2 x 2 
matrices, of which only the potential V(r) is non-diagonal. The number of 
linearly independent solutions of Eq. 2.1 is twice the number of channels. 
But the complete physical model has only half that number of independent 
solutions. Therefore it consists of more than Eq. 2.1. For instance in a 
potential model one has the boundary condition that the physical solution 
is regular at the origin (r = 0). These solutions are then written as the 
2 x 2 matrix x(r). 
Perhaps one wonders why the relativistic Schrödinger equation can pro-
vide a good relativistic description of the scattering amplitude and of bound 
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state energies. Then one should realize that this equation is nothing else 
but a differential form of the relativistic Lippmann-Schwinger (LS) inte-
gral equation. The relativistic LS equation in turn is totally equivalent 
with three dimensional integral equations, such as the Blankenbecler-Sugar 
equation [Log63,Bla66,Kad68]. Important to note is that it is well-known 
how to calculate the potential for the use in the relativistic Schrödinger 
equation [Par70,Erk74,Swa78]. 
Measurements of scattering observables determine the asymptotic 
(r —» oo) behavior of the physical solution up to an unimportant normal-
ization. 
In the P-matrix formalism [Wig47,Jaf79)Bak85], that we employ, Eq. 2.1 
is only used for r > b, the P-matrix radius. All of the interaction inside 
r = 6 is absorbed in a boundary condition at r = b, the P-matrix 
^ *
2 ) = 6 ( ë - * - l ) r = k · (2·3) 
Given the asymptotic behavior of x(r) ) and the potential V(r) outside 
r = 6, the P-matrix is uniquely determined. If i> is chosen so large that the 
interaction outside b (the long range interaction) is well-known and model 
independent, all models for the pp interaction that give a good fit to the 
data should produce the same P-matrix. 
If one has a model for the interaction inside r = b, not necessarily 
a potential model, the P-matrix connects the physics of the inner region 
with the physics of the outer region. For instance, in a bag model, in which 
quark degrees of freedom play a role inside г = b, the P-matrix shows 
poles at the energies of the eigenstates of the confined system. J affé and 
Low [Jaf79j call these eigenstates bag primitives. 
We use a parametrized P-matrix as a means to analyze the experimental 
data. We add the well-known long range interaction by means of a potential 
tail and parametrize the structure of the P-matrix as a function of the 
energy. The energy-dependence of the P-matrix is easier parametrized 
than the energy-dependence of the phase shifts. The potential V(r) we use 
for r > 6, will be discussed in Section 2.4, and the parametrizations for the 
P-matrix will be given in Section 2.3.4. In this section, we review briefly 
some properties of the P-matrix. 
Ρ is a single-valued function of fc2. Ρ is real for real fc2 in the case 
of a unitary 5-matrix and a hermitian potential. In the coupled channel 
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case, time reversal invariance allows the choice of a symmetric potential 
and S-matrix, leading to a symmetric P-matrix. 
Other important properties of the P-matrix are: 
• If one assumes that a local potential V(r) also exists for г < b, one 
can show that the P-matrix can be written as a sum of poles. In the 
one channel case we may write 
P(fc;*') = c + fc'f;-^-. (2.4) 
n = l K Kn 
For comparison, one might look at the trivial case that К(г) = 0 
for r < b and orbital angular momentum I. This leads to the free 
P-matrix Pfreei for which the quantities of Eq. 2.4 are 
c = t + l ; r
n
 = 2 ; k
n
 = «„/6 , (2.5) 
with z
n
 the n-th zero of the spherical Bessel function jt(z). 
In the case that Eq. 2.1 contains a potential which has a constant 
value V for r < 6, this can be absorbed in the fc'-term and we then 
have 
P(ò; fc3) = Pfree(6; fc2 - MPV) . (2.6) 
In the case of a coupled channels P-matrix, the residues of Eq. 2.4 
can be factorized. This means that in the neighborhood of a pole one 
may write 
where P^g describes a smooth background. This means that in general 
the pole will show up in all matrix elements, with residues that are 
not independent. This is of importance for the choice of the P-matrix 
parametrization. 
• The P-matrix is a decreasing function of the energy. For coupled 
channels the generalization is that the derivative with respect to k2 is 
a negative definite matrix. Without assumptions about the potential 
for r < 6, this behavior can be seen as a consequence of classical 
causality [Fes64], but it is also possible to express it explicitly in 
terms of the potential in the inner region. This will be explained in 
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more detail in Section 2.3.2. Using Eq. 2.25 of that section, one can 
derive 
S = -мадг'х dk 
x / ¿»"ΧΜ 
JO 
1 Mp
 дк* 
X(r)-(x(b))-1 . (2.8) 
Неге the tilde denotes the transpose of a matrix. From this, one 
can see that Ρ is a decreasing function of the energy, if the energy-
dependence of the potential V is not too strong. In the coupled 
channel case, Eq. 2.8 states that the energy-derivative of F is a 
non-positive matrix, provided we have a positive matrix between the 
square brackets. 
• If one wants the P-matrix at a different value of b, one can use the 
relation: 
6 ^ = P - P 2 + 6: 
do 
(-*» + £ + i l f , . K ( b ) ) . (2.9) 
In particular this means that a potential containing a ¿-function 
ηδ(τ — α) causes a jump in the P-matrix at r = α of value 'ybMp. 
We cannot expect all of the above properties to hold exactly. This can 
be seen by looking at the S-matrix as a function of the complex energy. 
The 5-matrix has a (purely kinematical) unitarity cut, some right-hand cuts 
due to inelastic processes and left-hand cuts due to particle-exchanges. The 
potential tail that we use does not contain all meson-exchanges forces, nor 
does it account for inelastic processes (couplings to channels with higher 
thresholds). We can only get the right S-matrix if some of the cuts are still 
present in the P-matrix. Therefore, in the P-matrix approach we might be 
able to spot a wrong potential tail. If one finds e.g. for some partial wave 
a P-matrix that increases as a function of the energy, this is an indication 
that the potential tail used is wrong. 
The lowest lying inelastic channels and the Г^ь (in MeV) of the corre­
sponding thresholds are: ρρπ0(279.63), ¿π+(287.51), ρηπ+ (292.30). There­
fore one might expect to find some effects of these thresholds at the high end 
of our energy range. At energies below 400 MeV, however, the inelasticity 
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appears t o be still rather small [Dub82,Arn87,Bys87]. This does not mean 
that the coupling to channels with higher thresholds has no effect. It will 
change the elastic scattering at lower energies. This effect is investigated 
in more detail in Section 2.3.3 and for the 1В
г
 partial wave in particular in 
Chapter 3. 
Some of the left-hand cuts in the 5-matrix are not present in the 
P-matrix, since we include in the potential tail the proper electromag­
netic potential and the ΟΡΕ-potential. In Fig. 2.1 the cut-structure of the 
S- and P-matrix in the complex energy plane has been sketched. Due to 
the Coulomb interaction there is in the S-matrix at Г ] ^ = 0 an essen­
tial singularity and a 'logarithmic' branchpoint, as can be seen from the 
ln(7/') term in h{rf) [Bre36,Hel60]. The corresponding cut can be chosen 
along the negative imaginary fc-axis, so along the negative Г[
а
ь-ахіз on the 
non-physical sheet. 
The P-matrix does not have the Coulomb singularity at Т\^ = 0, and 
also the nearby cuts due to VP (starting at Т^ь = —5.6 · Ю - 4 MeV) and 
O P E (starting at —9.71 MeV) are absent in our P-matrix. Since we solve 
the Schrodinger equation exactly for r > 6, we expect to have included part 
of the iterated O P E , and therefore part of the two-pion-exchange (TPE). 
Still there will be left-hand cuts present in the P-matrix, of which the most 
nearby one starts at 7і
а
ь = —38.83 MeV and is due to those T P E effects 
that are not included in the iterated O P E for r > b. An improvement of 
our model would be the inclusion of right-hand cuts in some way, meaning 
that the inelasticity would no longer be neglected. This will be necessary 
if higher energies are to be included. 
2.3.2 A variational method 
Several properties of the P-matrix can be derived by a variational method, 
which describes the effect of infinitesimal changes in the wave equation. 
It can deal with problems like the energy-dependence of the P-matrix, its 
dependence on the potential and the effect of coupling to other channels. 
The method is similar to the well-known Born-approximation technique. 
To describe the method we start with a radial equation of the form 
— Ф = Х ( г ) Ф ( г ) , (2.10) 
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which is in general an equation for η coupled channels. The η χ η matrix 
Χ (τ) contains all the dynamics. In the case of the pp Schrödinger equation 
one has 
X(r) = -k* + £ + MpV(r). (2.11) 
We can also deal with an energy-dependent potential [кг,г). In the case 
of coupled channels A:2 is a diagonal matrix; if the channels have different 
thresholds fcJ is not proportional to the unit matrix. The only requirement 
at this point is that X is symmetric 
X(r) = X(r) . (2.12) 
One can now construct a regular solution F(r), which is an η χ η 
matrix. The columns of F are the independent solutions in η channels. 
This means that F is far from unique. It can still be multiplied from the 
right by any nonsingular matrix. We also define an irregular solution G, in 
such a way that the following Wronskian relations are obeyed: 
W{F,G;T) = 1„ 
W{G,G;T) = ()„, (2.13) 
where l
n
 is the η Χ η unit matrix. The Wronskian of two matrix functions 
is defined as 
W(A, B; r) = Л(г)В'(г) - Л'(г)В(г) , (2.14) 
where the prime in B' means derivation w.r.t. r. We now look at a change 
in Χ 
X - X + AX . (2.15) 
The new regular solution x(r) and its derivative can be expressed in terms 
of the old F and G 
X(r) = F(r)a(r) + G ( r ) ^ r ) 
X'(r) = Г(г)в(г) + С(г)/»(г), (2.16) 
where the coefficients are just the Wronskians: 
a(r) = -W{G,x;r) 
j9(r) = W[F,x;r). (2.17) 
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The r-dependence of the coefficients can be found using Eqs. 2.10,2.14, and 
the fact that X and ΔΧ are symmetric. 
a'(r) = -<5(Γ)ΔΧ(Γ)Χ(Γ) 
β·{τ) = F(r)AX(r)x(r). (2.18) 
If we want χ to be a regular solution, we can choose α = 1 and β = 0 
at г = 0 and then use Eq. 2.18 to find them at г = b. We now assume 
that AX is infinitesimal, so we can compute everything to first order in 
AX. This means that χ in Eq. 2.18 can be replaced by F, leading to the 
following expressions: 
а(Ь) = 1 - / drG(r)AX{r)F(r) 
Jo 
/3(6) = ['drF(r)AX{r)F(r) . (2.19) 
Jo 
At this point it is necessary to require certain properties of the matrix 
ΔΧ in the origin, in order to use Eq. 2.19. For a single channel the potential 
should be less singular than 1/r2. For any two coupled channels t and j , 
we require for ΔΧ,,, and therefore for any mixing potential contained in 
ΔΛΓ that 
I A X » l<
 Г
2-Ді- . Μ r - 0 - ( 2 · 2 0 ) 
for some postive ε. Here £, and I, are the angular momenta in the two 
channels. This condition is usually fulfilled by most potential models. If it 
is not, one cannot even define a regular solution in the usual way. 
Using α and β, we can construct the solution χ. We obtain an equivalent 
regular solution φ by multiplying χ with the factor o:(6)_1. From Eq. 2.16 
it is clear that we can just as well multiply 0!(r) and ß(r) with this factor. 
At r = 6 this leads to 
а(Ь) - 1 
/?(Ь) -» /?(6)a(ò)-1 =/3(6) + second order, (2.21) 
since /3(6) already is a first order quantity. We now have constructed up to 
first order a new regular solution φ. At г = 6 it appears that we only added 
a certain amount of the irregular solution G to the old regular solution 
ф(Ь) = F(b) + G(b)ß(b) 
ф'(Ь) = F'(6) + G'(6)/3(6) . (2.22) 
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In spite of the fact that neither F nor G were unique, we can derive 
unambiguous results. If 6 —> oo, the Bom approximation of the perturba­
tion ΔΧ for the phase shifts or the К -matrix can be obtained. Instead we 
choose a finite 6, and look at the P-matrix Ρ of the new solution φ. First 
we need the inverse of φ (suppressing all arguments 6) 
φ-
1
 = (F + G β)-1 = {1 +F-1 G β)'1 F'1 
= (l-F-1Gß)F-1+ second order. (2.23) 
Then we relate Ρ to the old P-matrix, neglecting second order terms: 
ρ = οφ
,
φ-
1
 = ο[ρ, + α'β){ι-ρ-1ββ)ρ-1 
= 6(P'P- 1 + G'ßF-1 - F'F^GßF-1) 
= P + bF-^FG'ßF^-F'Gßp-1) 
= Р + ЬР-^Р-1, (2.24) 
where Eq. 2.13 is used in the last step. We now use Eq. 2.19 and reinstate 
the argument 6, which gives 
ΔΡ(6) = P(b) - P(b) = bP-^b) [ drF(r)AX{r)F{r) 
Jo 
P-I{b) . (2.25) 
From this equation one can derive for instance the energy-dependence of 
P, as given in Eq. 2.8. It can also be used to estimate the effects of certain 
terms in potential models for the short range interaction. For instance, we 
can look at the first order effect on the P-matrix, of a mixing potential 
Vi2(r) for two coupled channels. It is then seen that the diagonal P-matrix 
elements are not influenced in first order, while the off-diagonal element 
will become 
і > Л ( г ) М , У
ц
( г ) А ( г ) 
P l 2 ( 6 ) =
 Шйъ) • ( 2 · 2 6 ) 
2.3.3 Short range coupling to closed channels 
In order to describe inelastic processes, coupling to decay channels is the 
usual model. Although the inelasticity itself hardly plays a role in the 
energy range of this analysis, these other channels, which must be closed 
channels, can still have influence on the interaction. If a long range inter­
action describes this coupling, it should be included in the potential tail. 
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Here we investigate the case that the coupling is mainly due to short range 
interaction, so that outside r = b the channels are not coupled. Therefore 
we are in fact only interested in a P-matrix at r = 6 for the open chan-
nels). This P-matrix we call PIt¿, and it can be obtained from the larger 
P-matrix of the complete model. 
Let us assume that from an η χ η P-matrix the n-th channel should 
be removed. We have η solutions of the wave equation that satisfy the 
boundary condition contained in P. We demand that in channel η the 
wave function is proportional to e , t" r as r —* oo. Since the n-th component 
is uncoupled for r > 6, we require that for each solution the n-th component, 
called ƒ for the moment, satisfies the same boundary condition at r = 6. 
This can be expressed as 
bf.rl = pM{b. fc2)) ( 2 . 2 7 ) 
where P+ is the P-matrix of the 'outgoing solution' (in fact the Jost-solution 
of momentum — k
n
) in channel n. If channel η is closed, k
n
 is positive 
imaginary and the required solution is exponentially damped for large r. 
The requirement of Eq. 2.27 leaves us with η — 1 solutions. They can 
be gathered in an (n — 1) χ η matrix У (τ)- We rescale and recombine them 
to obtain 
*(*) = ( f ' 1 ) . (2-28) 
where ƒ is a row vector with η — 1 entries. Now we write Ρ as a block 
matrix 
Μί;)· (229) 
where A is an (n — 1) χ (n — 1) matrix, с a column vector with η — 1 entries, 
and d a scalar. The boundary condition that Ρ imposes on Φ is 
* ' ( 6 ) = 6 - 1 P * ( f c ) = f c - 1 ( ^ + d C i ] . (2.30) 
Our extra requirement in channel η leads to 
c + df = Pin)f and thus ƒ pW (2.31) 
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To find P
r e
d, we just neglect the n-th channel and use the first η — 1 
components of Eqs. 2.28 and 2.30 
Pn¿ = A + cf = A + - £ — . (2.32) 
This completes the reduction to η — 1 channels. Of course it can be 
repeated, until Ρ,.^ is found for only the channels of interest. If the removed 
channels are closed, then the obtained Pte¿ behaves much like any ordinary 
P-matrix. In that case P+ is a real function, so if Ρ is real and symmetric, 
P
r e d of Eq. 2.32 will also be. It can then also be shown that PTei is a 
decreasing function of the energy, or that its derivative w.r.t. the energy 
is a matrix with negative eigenvalues. Therefore it seems that coupling to 
closed channels does not lead to a very special P-matrix, and probably the 
same P-matrix can also be obtained by choosing some short range potential 
without coupling to other channels. In Section 3.4 this is demonstrated with 
a simple model. 
2.3.4 Parametrizations of the P-matrix 
In this phase shift analysis the parametrization of the P-matrix is used to 
give a phenomenological description of the short range interaction. Many 
parametrizations can be used to obtain this. We start by looking at an 
uncoupled channel. One could use Eq. 2.4 and parametrize the P-matrix 
by a finite number of poles. If the energy range that is analyzed contains 
only one pole, or no poles at all, this is not the best method. Since a distant 
pole does not effect the P-matrix very much, it will then be impossible to 
fit the two parameters k
n
 and r„ of Eq. 2.4 to the data. Therefore, in this 
analysis at most one pole is parametrized in each partial wave. The effect 
of all the higher poles together can be taken into account by adding a power 
series in кг. This leads to 
Р
 = 1ТГГ2+ сЛк'Г. (2.33) 
A simpler parametrization can be obtained by using no pole at all and 
keeping only the second term in Eq. 2.33. 
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A different parametrization is obtained by starting with P[Tet, the free 
P-matrix, and replacing the argument кг by some function /{k1). If ƒ is 
expanded in кг this leads to the parametrization 
(б; Σ M**)") p = Pfm[b; «»( τ] · (2·34) 
Using Eq. 2.6 we see that we have in fact used an energy-dependent poten­
tial, independent of r for r < b 
V(k*) = -1/ЛГ, ( £ a
n
( * s ) n - λ' \ . (2.35) 
Instead of the fc'-dependent potential of Eq. 2.35 one can of course use any 
short range potential to parametrize the P-matrix. One particular choice 
is the local potential used in Chapter 3. 
In the pp interaction we encounter the case of two coupled channels. 
To describe this coupling, as far as the short range interaction is involved, 
we need to construct a 2 χ 2 P-matrix. The simplest way to do so starts 
with two single channel P-matrices as diagonal elements. These can be 
constructed using one of the methods mentioned above. After that one can 
simply add the off-diagonal elements as some function of k2, e.g. using a 
power series 
p-( Pi Σ?=ο<Μ*2Μ
 f 23 6 ì 
Μ ς ^ Ο - Μ *
2 ) " Ρ, ) • ( 2 · 3 6 ) 
The P-matrix constructed in this way will not have the right behavior in 
the vicinity of a pole (see Eq. 2.7). A better construction is 
/ coso втв\(Р1 0 W coso -зтв\ 
\ - s ino cosS ) { 0 Р
г
 ) \ sino соа ) ' { ' 
The angle θ is a smooth function of к2, also near a pole, so it can be 
expanded in a power series. Eq. 2.37 must be used if poles appear in the 
analyzed energy range, it can also be expected to be better than Eq. 2.36 
if the poles are close to the energy range. 
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2.4 The potential tail 
We describe the long range interaction, beyond some distance b, by a po­
tential tail. Our objective is to include all potentials that can be considered 
to be model independent. 
The electromagnetic interaction is exactly the same as in our 0-30 
MeV phase shift analysis [Ber87a], it consists of the relativistically cor­
rected Coulomb potential V0 [Aus83] and the vacuum polarization potential 
VVp [Dur57]. Explicitly the included electromagnetic potential VBU is 
VEU = VC + VVF = Vm + Vm + Vvr , (2.38) 
with 
V
ol = oljr and Г с, = - ^ {(Δ + <:г)а/г + в/г(Д + λ1)} , 
where а' = 7.кт{¡Mr with г/' = а/к^ь the standard Coulomb parame­
ter [Bre55]. For Гі
а
ь > 30 MeV vacuum polarization is unimportant. The 
change in the electromagnetic potential due to the spatial extension of the 
protons [Derks], which is of short range, has no influence on the tail. It is 
absorbed in the P-matrix. The longest range nuclear potential, one-pion-
exchange, is included as 
1,, Mf ( m \ 2 e - m r Г_ » 4 „ Л 3 3 Y Vo„ = r/o2 -TT (оі-З
г
) + Su 1 + — + Tj , 3 E V m +/ r L \ mr (mr) J\ 
(2.39) 
where m is the 7r0-mass and E = \JM* + кг with к the cm. relative mo­
mentum. No form factor has been included, since its effect is of short 
range. The pseudo-vector pp7r0-couplmg constant ƒ*, appearing in this po-
tential, is an important physical quantity and also an important parameter 
in our model. Its determination from the fit to the data is described in 
Ref. [Вег87Ь]. The obtained result was: f¡ = (72.5 ± 0.6)-10-s. This 
corresponds for the pseudo-scalar coupling constant to gl = 13.1 ± 0.1. 
The intermediate range forces cannot be included without introducing 
some model-dependence. Therefore we first did not include any nuclear 
potential tail other than ОРБ. A reasonable fit was then only possible 
for 6 > 1.8 fm. When we used (Ber87b] the intermediate range forces of 
the Nijmegen soft core potential [Nag78] or the parametrized Paris poten­
tial [LacSO], b could be chosen smaller and the fit to the data became better, 
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even if less parameters were used for the short range interaction. These po­
tentials were used in our model after removing their OPE part, keeping 
only what we call 'intermediate range forces', since short range forces have 
no effect on the tail. In all cases we kept the OPE potential of Eq. 2.39. 
Since the fit to the data with the Nijmegen intermediate range forces was 
somewhat better than with the Paris intermediate range forces [Ber87b], 
we chose to include the non-OPE part of the Nijmegen potential in our 
potential tail. 
Although an improved fit was obtained in this way, there were still in­
dications that this potential tail was not perfect. This was most clearly 
seen in the 1Ю
г
 and 1Gi. The potential in the inner region which is the 
equivalent of the P-matrbcappeared to be highly attractive for these waves. 
Since the region r < 6 has only little influence on the phase shifts for higher 
Í, this points towards an incorrect potential tail. In that case very large 
short range potentials are needed to compensate rather small imperfec-
tions in the tail. To investigate this, we introduced a parameter (fmt¿) for 
the intermediate range forces in the potential tail. The non-OPE part of 
the Nijmegen potential (V£BE) is multiplied for the singlet waves with this 
factor, now called /¡¡¡Щ1". The best fit was achieved with / ^ ¡ l e t « 1.8. 
Since this makes the tail of the potential more attractive, one needs less 
exorbitant attraction in the inner region. 
Summarizing, the employed potential tail V,, is 
VL = VEU + Vma = VEU + VOPB + V».a{fäg*) , (2.40) 
and contains two parameters, /^ and f™% ' . 
In the future, more potential models can be tested for the quality of 
their description of the intermediate range forces. Probably both a pp and 
an np phase shift up to 350 MeV will be necessary to determine from the 
scattering data a meson-nucleon coupling constant other than fg. The 
local potential model of Chapter 3 gives already some indications for dis-
crepancies between the intermediate range forces of potential models and 
the intermediate range forces favored by the data. 
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2.5 The data 
The data for Ti
a
i, < 30 MeV have been extensively discussed in Ref. [Вег87а]. 
The data above 30 MeV will not be discussed here in detail, but our data 
base with comments is available upon request. Our collection of data 
with 7]
a
b > 30 MeV started with the data as used in the analyses of 
Arndt et al. [Arn74,Am83], sent to us in 1982 in a private communicar 
tion. We first compared these with the data-lists published by Bystricky 
and Lehar [Bys8l). When these disagreed, we looked at the original pub­
lication. In several fits some data were rejected as they had a too large 
X2-value. This resulted in our data set as reported in [Ber87b,Ber87c], 
with 1234 scattering observables. Since there were 22 groups of data with 
experimentally undetermined normalization, the number of degrees of free­
dom (d.o.f.) without counting model parameters, was 1208 for this data 
set. For some of the fits, reported in this paper, the same data set has been 
used. In these cases, it is stated that the 'first' data set was used. 
For the final fits of this account of our analysis, we went through the 
data once more. New data, references to be found in Ref. [Bys87], were 
added. Also old data, that were rejected in the analyses of MacGregor 
et al. [Mac68] or Arndt et al. [Arn74], but are present in the data lists of 
Bystricky and Lehar [Bys81], were added. 
The definition of the set of data that we analyzed above 30 MeV is 
as follows. Like in our 0-30 MeV analysis [Ber87a]) we considered all pp 
scattering data published in a regular physics journal after approximately 
1955 (because of the relative precision of the newer measurements). Unlike 
in the 0-30 MeV region, there are only few unpublished data points (pub­
lished only in theses or conference proceedings). Quasi-elastic data {e.g. 
deuteron targets) have not been included. Also total cross sections ( σ ^ , 
Δσρ, Дсть) are not included, due to the difficulty of their definition and the 
differences in the treatment of the Coulomb-nuclear interference term by 
the experimentalists. In our range of energies the total cross sections are 
very unimportant, there are only 17 relatively precise published total cross 
section data. Dispersion relation predictions [KroSl] are not included as 
data, which has been done in the analyses of Arndt et al. [Arn87] and the 
previous analyses of Bystricky et al. [Bys80]. When more data were taken 
at the same angles, we often averaged them. 
On account of improbably [Ber87a] high χ2 we rejected 10 groups of in 
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total 100 data, and 29 other data points. One group of 10 data was rejected 
for its improbably [Ber87a] low value of χ 2 . None of these rejections is 
surprising, compared with other analyses [Mac68,Arn74]. 
After these rejections, we have our final set of data above 30 MeV. It 
contains 131 groups of in total 1010 scattering data. Of these groups, 23 
have an experimentally undetermined normalization. 44.8% of the data are 
differential cross sections, 32.6% are polarization or analyzing power data, 
17.6% are Wolfenstein parameters, and 5.0% are correlations of polariza­
tion. 
Together with the 0-30 MeV data [Ber87a], we thus have 1370 scat­
tering data. For a correct model without any parameters, one expects 
(χ2) = 1342 ± 52. 
2.6 Results of the analysis 
The analysis presented here of pp data below 350 MeV, has been preceded 
by an analysis [Ber87a] of the 0 to 30 MeV range. In that analysis the 
P-matrix parametrization was used, with 6 = 1.4 fm, for partial waves with 
I < 2. The potential tail consisted of only OPE and the electromagnetic 
interaction. The same model served as a start for the 0-350 MeV range. 
The partial waves up to i = 4 were parametrized, the methods were those 
of Eqs. 2.33 and 2.37. For a reasonable fit we had to choose 6 > 1.8 fm. 
The obtained χ ' with this model was somewhat too high (see first line of 
Table 2.1). 
To improve this, the parametrization of Eq. 2.34, which is easier to use 
for a large number of parameters, was tried. In Table 2.1 this is denoted 
by У(к2). Although the χ2 decreased, the results were not satisfactory, 
mainly because the potentials corresponding with this parametrization (see 
Eq. 2.35) became extremely high in some partial waves. Also the P-matrix 
was not in all partial waves a decreasing function of the energy. So it 
appeared that the potential tail was wrong, which had to be compensated 
by unphysical parametrizations of the short range interaction. 
To solve this problem, we included in the potential tail the medium 
range forces of the Nijmegen (NSC) potential (see Section 2.4). With this 
improved tail, the value of b could be decreased to 1.4 fm, and a better fit 
could be obtained. Still there were objections against the resulting short 
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P-matrix 
parametrization 
poles 
vm poles 
V(k') 
Chapter 3 
6(fm) 
1.8 
1.8 
1.4 
1.4 
1.4 
potential 
tail 
V O F E + 'EM 
V0pB+ VB.U 
NSC + Υ,,» 
NSC + VBM 
NSC + VBM 
number of 
parameters 
30 
35 
26 
31 
25 
Xmin 
1369 
1276 
1346 
1268 
1348 
Table 2.1: Results of different paramctrizations, fitted to the 
first data set as defined in Section 2.5. 
range interaction in the 1О
г
 and 1Gi waves. As a last improvement the 
factor /
m e
d of Section 2.4 was applied to the medium range forces for the 
singlet waves. A fit to the data resulted in 
С Г = 1.8 ±0.15. (2.41) 
The resulting potential tail is the one of lines 3 and 4 of Table 2.1. The 
last line in the table refers to the local short range potential described in 
Chapter 3. 
The third model of Table 2.1 resulted in P-matrix parameters that can 
be found in Table 2.2. It should be realized that these parameters are only 
valid for 6 = 1.4 fm and the chosen potential tail. The obtained values of 
со show wether the short range interaction for a partial wave is attractive 
(со < ί + 1) or repulsive (со > i + 1). From the values of k* one sees 
that the poles are far outside our energy range. Therefore these positions 
and the residues r are extrapolations and will not be very precise. The 
values of r are all positive, so P-matrix is a decreasing function of k2. 
This is necessary if one wants to describe the short range interaction by a 
local potential (Eq. 2.8). For the same reason the values of ci should be 
negative. Only for the 'So this is not the case, but the total l5o P-matrix is 
a decreasing function, due t o the explicitly parametrized first pole. Still ci 
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partial wave 
'So 
'Po 
3
Ъ 
3F< 
ε: 
=4 
Co 
0.60 
2.44 
2.69 
1.75 
3.32 
5.19 
3.89 
4.43 
Cl 
0.10 
-0.45 
-0.26 
-0.31 
*p2(fm-') 
8.77 
62.1 
54.3 
11.2 
18.5 
г 
6.32 
23.5 
19.5 
4.45 
5.77 
0 
0 
0 
в = 0.07 
в = 0.21 
Table 2.2: Fitted Р-таІтіх parameters using Eqs. 2.33 and 
2.37, «ΛΑ ò = 1.4 fm and NSC tail. 
should be negative for a purely local short range potential, since c0 and Ci 
represent the effect of higher poles, which all should have a positive residue 
in that case. Of course one does'nt need necessarily a local potential, which 
brings us to the next model of this analysis. 
With model 4 of Table 2.1 the best fit to the data was obtained. It 
was refitted to the final data set of Section 2.5 and resulted in the energy-
dependent potentiak of Fig. 2.6. The potential for the 1G^ is not shown in 
this figure, since it is simply a constant (V(1G4) = 834 MeV), which would 
not fit very well in the figures. The final fit resulted in χ 2 = 1449.7, which 
corresponds to x2/d.o.f. = 1.11. Using the first data set, this value was 
even lower (1.08). 
An important result of this analysis was the determination of the pion-
coupling constant. The obtained value in the final fit was: gl = 13.08±0.14 
or fo = 0.0724 ± 0.0008. A more complete report of this determination can 
be found in [Ber87b]. 
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The phase parameters of the best fit, the final т .е . fit, are shown in 
Fig. 2.3. Also included axe the combinations of P-wave phase shifts Δ^, 
AT, and Δχ,β. The single-energy phases shifts are given in Table 2.3. As 
stated before, the full error matrices are available upon request. 
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Figure 2.3: The т.е. (full line) and i.e. (O) phase shifts in 
the lower partial waves. 
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Гіаь(Ме ) 
50 
67 
97 
142 
215 
312 
330 
l So 
39.52 
33.26 
24.81 
16.31 
4.74 
- 8 . 0 
-9.32 
± 
± 
± 
± 
± 
± 
± 
0.20 
0.51 
0.50 
0.48 
0.49 
1.2 
0.81 
lDt 
1.60 
2.39 
3.82 
5.44 
7.38 
9.49 
10.12 
± 
± 
± 
± 
± 
± 
± 
0.05 
0.09 
0.09 
0.07 
0.20 
0.39 
0.34 
lG« 
1.19 
1.78 
1.29 
. 
-
. 
± 
± 
± 
0.08 
0.18 
0.14 
Tiab(MeV) 
50 
67 
97 
142 
215 
312 
330 
3P
a 
11.37 ± 0.35 
13.4 ± 2.6 
13.3 ± 1.6 
6.13 ± 0.40 
-1.89 ± 0.39 
-11.1 ± 1.5 
-15.1 ± 1.7 
'P i 
-8.07 ± 0.13 
-10.32 ± 0.20 
-12.56 ± 0.31 
-16.80 ± 0.13 
-22.27 ± 0.23 
-27.9 ± 1.0 
-30.52 ± 0.84 
3P2 
5.77 ± 0.09 
7.48 ± 0.52 
10.71 ± 0.24 
13.83 ± 0.09 
16.03 ± 0.14 
17.85 ± 0.40 
17.47 ± 0.37 
rUb(MeV) 
97 
142 
215 
312 
330 
3 F 2 
0.77 
0.99 
1.18 
1.15 
± 
± 
± 
± 
0.19 
0.12 
0.51 
0.62 
SF3 
-1.92 
-2.70 
-3.25 
-3.18 
± 
± 
± 
± 
0.15 
0.12 
0.47 
0.62 
3Ft 
0.45 
0.90 
1.85 
2.79 
3.25 
± 
± 
± 
± 
± 
0.05 
0.09 
0.08 
0.21 
0.12 
Table 2.3: (continued) 
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r,ab(McV) 
50 
97 
142 
215 
312 
330 
<?2 
-1 .61 
-2 .94 
-2 .91 
-2 .83 
-2 .34 
-2 .11 
± 
± 
± 
± 
± 
± 
0.06 
0.12 
0.05 
0.11 
0.35 
0.40 
Si 
. 
-
-1 .16 ± 0.06 
-1 .58 ± 0.16 
- 1 . 7 2 ± 0.19 
Table 2.3: Single-energy phase shifts w.r.t. Coulomb func-
tions, in degrees. 
Chapter 3 
A local potential model 
3.1 The model 
The results of a phase shift analysis can be used to construct models for the 
interaction. One would hope that the analysis presented here would lead to 
improvements in nucleon-nucleon potential models. To start this process, 
a simple potential model will be described hereafter, which produces an 
almost perfect fit to the pp data. The model is based on the Nijmegen 
soft core (NSC) model [Nag78j, but has a different short range interaction. 
Although the model may be too simple to be realistic, the quality of the fit, 
with x'/d.o.f. = 1.14, is better than that of any existing model. This shows 
that potential models can give a description that is much better than what 
has been achieved until now. 
The idea for this model was born when it was found that the P-matrix, 
which was obtained in the multi-energy fit, could easily be described by a 
rather simple potential in the short-range region. For a few partial waves 
(the 'Dj and 'J^) this did not work immediately, but this problem was 
later solved by changing the potential tail, using the multiplicative factor 
of Section 2.4. In the model the interaction is divided into two parts: r < b 
and r > 6, with the same b (1.4 fm) that was used in the final phase shift 
analysis. In the outside region the tail of the NSC potential is used. In each 
partial wave (up to ¿ = 4), a multiplicative factor is applied to the medium 
range forces of the tail. This correction factor, /medi does not apply to the 
OPE part of the potential tail, which has the same coupling constant for 
all partial waves. 
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The inner region is described by a very simple local potential. This 
potential is a step function of r. For the 5-, P-, and D-waves it consists 
of two regions of constant potential. The values of the potential in the two 
regions are used as parameters to fit the data. The border between the 
regions is at r = a. Originally α was fixed at α = 6/2, but it appeared 
that for waves with I > 0 a larger value was more appropriate. This is due 
to the presence of the centrifugal barrier, which makes the higher partial 
waves insensitive to the potential at short distances. Therefore the value 
α = 0.7 fm is used only for the 1So, and the P- and D-waves have α = 1 fm. 
For the F ала G waves a potential with only one value in the entire inner 
region appeared to be sufficient. The partial waves with I > 4 were treated 
with the optimal mapping technique [Ber87c]. 
In order to do calculations with this model, it is most easy to look at the 
potential in the inner region as a special parametrization of the P-matrix at 
r = 6. Since the wave function in the inner region can easily be constructed 
using Bessel and Neumann functions, we can also express the P-matrix in 
terms of these functions. So as far as the inner region is concerned, the 
model can be solved analytically. 
Until now, we did not mention the mixing in the coupled channels. An 
off-diagonal constant in the inner region would destroy the simplicity of 
the calculation. Therefore a diagonal potential was chosen, leading to a 
diagonal P-matrix. To describe the mixing, off-diagonal terms have to be 
present of course, since the mixing is not only due to the potential tail. 
Therefore, to parametrize the mixing parameters £2 and ε 4 ι the methods of 
Section 2.3 were used. 
The method that applies a rotation to the P-matrix (Eq. 2.37) can 
be expected, as was explained there, to give the best results. However, the 
method of just putting in a constant off-diagonal element performed almost 
as well. This second method is equivalent (Section 2.3) to the choice of an 
off-diagonal potential which is a ¿-function at г = 6, so with that choice 
the model is still a purely local potential model. Whatever method is used, 
the mixing can always be translated to an off-diagonal potential giving in 
Born-approximation the same off-diagonal P-matrix (Section 2.3). This 
equivalent potential in the inner region is used to present the potential 
values for the £2 and ε 4 in the next section. 
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3.2 Results for different partial waves 
The model has been fitted to the first data set (Section 2.5) by starting with 
the multi-energy fit. One by one the partial waves were given their new 
parametrization, based on the potential described above. A requirement 
was that for no partial wave this would lead to a dramatic increase of χ 2 . 
To achieve this, the 1 or 2 parameters for the step potential were fitted. 
The factor fme¿, for the medium range forces in the tail, was chosen out 
of some round values. The accuracy with which it could be determined 
was about ±0.1 for the partial waves with low Í, and ±0.2 for those with 
t > 2. For coupled channels one single /m e ( j was used for the total 2x2 
potential. To speed up the computations, the matrix representations of 
the phase shifts were used, but all values of χ2 that are given below were 
obtained from the first data set of Section 2.5. The obtained parameters 
are given in Table 3.1. The resulting potentials are shown in Fig. 3.1. 
^ 0 
To avoid a large (> 100) increase in χ 2 , it was necessary to choose the 
medium range factor /
me<j = 1.2. In that case, fitting the two potential 
parameters gives a description with χ 2 only 18 higher than with the 7 
parameters in the multi-energy fit. This is quite astonishing, since the 
15o phase shift from 0 to 1 MeV already requires at least a 2-parameter 
description [Ber87a]. 
3Po and »Ρχ 
To start with, these phase shifts were treated with α = 0.7 fm in the step 
potential. This gave a good description, but for both waves the potential 
in the most inner region became very large (> 1000 MeV), with a large 
uncertainty. This effective 'hard core' behavior disappeared when α was 
enlarged to 1 fm. The less exorbitant potential values thus obtained were 
one of the reasons for choosing а = 1 fm for P- and D-waves. To obtain 
a good fit for the 3Po and iPl it would not be necessary. For both waves 
/med = 1 appeared to be the best choice. 
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partial wave 
'50 
3Po 
•Pi 
3P2 
lih 
3F2 
'ft 
3F< 
£4 
o(fm) 
0.7 
1.0 
1.0 
1.0 
1.0 
/med 
1.2 
1.0 
1.0 
1.0 
1.8 
1.0 
1.0 
0.5 
1.6 
1.8 
1.6 
Vi(MeV) 
224 ± 5 
282 ± 72 
232 ± 40 
- 5 4 ± 2 
-387 ± 8 
V,(MeV) 
-52 .0 ± 0.4 
7 ± 12 
48 ± 7 
-15 .8 ± 0.8 
107 ± 3 
23 ± 2 
75 ± 2 0 
- 5 8 ± 14 
14 ± 21 
399 ± 97 
123 ± 65 
Table 3.1: Parameters of the step potentials in the different 
partial waves. 
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3P2-e2-
3F2 
For the 'Pj channel a 2-step potential was found which is entirely attractive. 
The SF2 requires only one interval. To describe the ej mixing parameter 
both methods of Section 2.3 were applied. As might have been expected, 
the rotation method works slightly better (Δχ ' = 6). Both methods are 
in Born approximation equivalent to almost the same potential, which is 
shown in Fig. 3.1. 
lD2 
An excellent fit was achieved with /
me(j = 1.8 and a 2-step potential, dis­
played in Fig. 3.1. The core of the interior potential is strongly attractive. 
This is somewhat unexpected, since existing models usually have repulsive 
cores and also the 1S0 does require that. Although the potential of Fig. 3.1 
is far from having a bound state, its attractive core shows up as a slight 
s-shape in the phase shift around 250 MeV. This phenomenon disappears 
if the potential is described by only one interval (see Table 3.2), but this 
increases χ ' with 80. Therefore there is a strong evidence for the attractive 
core. However, in Section 2.3 it was pointed out that coupling to a closed 
channel leads to an effective attraction in the open channel. 
Since it is well-known [Man58,Arn68,Haa87] that the pp 1П
г
 can couple 
to an ΝΔ state in an S-wave, we applied this idea to provide an alternative 
way to describe the lD¡. This model, described in Section 3.4, couples the 
1Dj to a closed 5-channel with the JVA threshold. It leads to an almost 
equivalent description of the phase shift with still only two parameters. 
The '.Dî-channel itself has only one parameter, the strength of the mixing 
potential (a ¿-shell) is the other. The fit of this model to the data results 
in χ2 being only 6 higher. 
3F3 
This is the only .F-wave for which a 2-step potential gives a lower χ 2 . In that 
case, like for the iDt, we see an attractive core surrounded by a repulsive 
hull, but now the attractive part is much deeper (« —1000 MeV). Therefore 
we chose the l-parameter potential, although it leads to a χ2 which is 19 
higher. The factor fmt¿ can only be determined if a l-parameter potential 
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in the inner region is used. 
One parameter is enough for the inside potential. The factor fme¿ shows 
a slight (± 0.2 for Δχ 5 = 1) preference for fme¿ = 1.8. This is the same 
value that is favored by the lDi. 
The 3Ηι phase shift was not used from this model. Like the other //-waves 
it belongs to the group of higher partial waves (see below). For the iFi a 
1-step potential (so with only one parameter) suffices, but /
m
ed = 1.6 has 
to be chosen. Although the e4 mixing parameter appears to require a large 
interaction in the inner region, the error involved is so large (see Table 3.1), 
that this has little meaning. 
3.3 Other results and conclusions 
After all partial waves had been given their new parametrization, the fol­
lowing situation was reached. The best fit to the first data set (Section 2.5) 
gives χ2 = 1348, which corresponds to χ2/d.o.f. = 1.14. The pion-coupling 
constant, which was also fitted, came out as ƒ 2 = (73.46 ± 0.44) · 10 - 3 
or gl = 13.28 ± 0.08, which is a bit higher than the value in the т .е . fit 
(see Section 2.6 and Ref. [Ber87b]). In this fit the higher partial waves 
were taken to be OPE in CDWBA, with the OPT(7r) predictions [Ber87c] 
applied. 
From the results in Fig. 3.1 and Table 3.1 we conclude that for the S- and 
P-waves the fitted potential is similar to the Nijmegen NSC potential. The 
1
Вг shows a different behavior. The fitted potentials for the F-waves are 
not contradicting the NSC behavior, but these waves are not very sensitive 
to the short range interaction and therefore do not need any detailed short 
range structure in the energy range of this analysis. The 'G^ and ε« show 
short range potential values that differ very much from the NSC model. 
The errors are so large, however, that this is not conclusive. To obtain 
more information about the short range potential for these higher partial 
waves, data at higher energies have to be used. 
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The determination of the factor /
m e
d might lead to improvements in 
the potential tail. The most important deviations are seen for the 'Dj 
and 'G«, which require a stronger medium range attraction, and the лРз 
and ' Л І which respectively require a weaker and stronger medium range 
interaction. 
3.4 Coupling the ^D^ to an iVA-channel 
In this section we use an alternative method to describe the short range 
interaction for the 'ZVwave. Instead of the potential of Table 3.1, we use a 
model, in which the 1D-l is coupled to an extra channel, describing an TVA 
state with t = 0. The coupling to this channel is very important in many 
models describing inelasticity [Man58,Arn68,Haa87]. The model is kept as 
simple as possible and still the results are practically as good аз with the 
potential of Section 3.2. 
The Δ is treated аз a stable particle with mass 1232 MeV. This means 
that the threshold of the second channel lies at Г[
а
і, = 633 MeV, so it is 
closed in our energy range, below 350 MeV. Instead of the 2-step potential 
of Section 3.2, only one single value Vj is used in the 'Dj-channel for r < 
Ь = 1.4 fm. Outside г = 6 we keep the same tail as in the earlier model. The 
coupling between the two channels is chosen as a ¿-function at г = α = 1 
fm. In the JVA-channel no potential is used at all. 
Using the P-matrix formalism the model is easy to solve. For r < о the 
2 x 2 P-matrix consists of two uncoupled P-matrices 
where Eq. 2.6 is used in the first channel. In the pp-channel k1 is still 
defined by Eq. 2.2, in the second channel it is replaced by q1 = /c2 — fc^ , 
with with fcjhrj, = 7.63 fm - 2. The indices 0 and 2 of the P-matrices denote 
their ¿-values. If we now look at r = α + ε, just outside the í-function, we 
find 
as was explained after Eq. 2.9. Since outside r = α there is no coupling 
between the two channels, we now look at the reduced P-matrix for the 
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Figure 3.2: Construction of the 1В
г
 P-matrix for different 
models. 
'.Ог-сЬаппеІ. Eq. 2.32 now becomes 
Pred(a;fe í) = P ! i f ree(a;fc í-MpV1) + -
-*'? - -fVeeK 92) 
(3.3) 
It is easy to show that this Pre(j is very similar to the P-matrix of an 
uncoupled channel with an attractive potential for r < a. In the latter case 
Eq. 2.6 leads to a P-matrix Pattr, which is just the free P-matrix, shifted 
to the left (see Fig. 3.2). In the coupled channel case, without any other 
potential than the mixing, one obtains from Eq. 3.3, P j ^ e + »?' ffí^2)· 
where g is given by 
д(кг) = 
->/*íh«.-* ,-*W«¡* ,-*, ,brJ 
(3.4) 
The function g is also plotted in the figure (on an enlarged scale). From 
Fig. 3.2 it can be seen that addition of the right amount of g to P&ee 
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Figure 3.3: 'іЗг phase shift for different models. 
Solid line: 2-step local potential. 
Dashed line: 1-step local potential. 
Dotted line: 1-step potential with coupling to an 
ΝΔ-channcl. 
The markers are as in Fig. S.S. 
(choosing the coupling η), docs indeed give a function very similar to Pattr-
For energies above the threshold the coupled channels model will give rise 
to a complex PTe¿, describing inelasticity. Then the two models compared 
here will no longer be alike. 
In Fig. 3.3 we show the resulting phase shifts of some models. It is seen 
there also that the phase shift with the coupling to the JVA-channel behaves 
much like the phase shift of the 2-step potential. The third model shown 
is that with a 1-step potential without coupling, which lacks the ¿-shape 
required by the data around 250 MeV. All three models were fitted to the 
first data set, the results are given in Table 3.2. 
From these results we see that the third model, in which the s-shape 
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model 
2-step 
coupled 
1-step 
/med 
1.8 
1.8 
1.4 
VjíMeV) 
-387 ± 8 
V2(MeV) 
107 ± 3 
84 ± 2 
-6.3 ± 0.4 
V2 
7.4І0.4 
Х
г 
1348 
1354 
1435 
Table 3.2: Results for the three models for the lD2 phase 
shift. 
in the phase shift is absent, does not give a good fit to the data. We also 
see that two rather different potential models, the ñrst and second of the 
table, can very well describe the same interaction. 
Chapter 4 
The optimal polynomial theory 
4.1 Introduction 
The conventional partial wave (p.w.) expansion expresses the nuclear scat­
tering amplitude as an infinite series of Legendre polynomials Ρι{θ), where 
the expansion coefficients are related to the p.w. phase parameters. Due 
to the short range of the nuclear forces the higher p.w. phase parameters 
decrease quite rapidly. Usually one approximates therefore in a nucleon-
nucleon phase shift analysis [Arn87,Bys87] the higher p.w. nuclear phase 
parameters, which are not searched, by the longest range interaction, one-
pion-exchange (OPE). One of the problems of an analysis is to judge which 
phase parameters can be determined from the data, and which phase pa­
rameters can be taken to be OPE. The quality of an analysis can be im­
proved if one has a better approximation for the higher p.w. phase param­
eters. 
The Optimal Polynomial Theory (OPT) of Cutkosky and Deo [Cut68a] 
and Ciulli [Ciu69] is meant to be a method to expand a function in a series 
in the most efficient way. The basic idea of OPT is to use knowledge about 
the domain of analyticity of the function to be expanded. For the scattering 
amplitude this means that the expansion is not made in terms of Pi{0), but 
in functions which are determined by the branchpoint that is nearest to 
the physical region. The p.w. series is known to converge in the cos 0-plane 
Nijmegen preprint THEF-NYM-87.20. Co-authors: P.C. van Campen, T.A. Rijken, 
and J.J. de Swart. 
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within an ellipse, determined by the mass of the lightest exchanged particle 
(the Lehmann ellipse [Leh58]). When applied in a pp phase shift analysis, 
the advantage of using O P T instead of the conventional p.w. expansion 
would be that one could reach the same accuracy with less parameters, 
since the O P T expansion converges faster. It provides also a smoother 
transition from parametrized to fixed phase parameters. 
Cutkosky and Deo applied OPT to determine coupling constants from 
single-energy np and К+p differential cross sections [Cut68b). The O P T 
method has first been tested for pp scattering by Chao [Cha70] to investigate 
whether the higher p.w. phase parameters of the analyses of MacGregor et 
al. [МасбЭ] from 200 to 400 MeV could be reproduced with O P T from 
their lower p.w. phase parameters. It later turned out [Mar82] that for 
the triplet phase parameters the method followed by Chao did not work in 
practice. Rijken et al. [Rij77,Rij85,Rijken] studied the use of a different set 
of triplet amplitudes, and found that the higher p.w. phase parameters of 
the Nijmegen soft core (NSC) potential [Nag78] could be predicted by O P T 
from the lower ones for a number of partial waves. An acceleration of con­
vergence of the p.w. series, more primitive than O P T , has been used in the 
single-energy phase shift analyses from 142 to 800 MeV of Dubois [Dub82]. 
In this paper we test the use of OPT for the description of the pp scattering 
data with Г 1 а Ь < 350 MeV. 
The outline of the paper is as follows. In the next section the method 
is explained using a simple example. The specifics of O P T when applied to 
pp scattering are given in Section 4.3. In Section 4.4 the predictive power 
of O P T is judged from a realistic nuclear potential model. The predicted 
higher p.w. phase parameters can in that case be compared with the models 
higher p.w. phase parameters. In Section 4.5, where O P T is used in a 
multi-energy pp phase shift analysis, we compare the quality of description 
of the data, measured by xj^/d.o.f., with and without using O P T . In 
Section 4.6 the results are summarized and discussed. Furthermore, an 
appendix (Section 4.7) is devoted to the detailed construction of the optimal 
mappings. 
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4.2 The method: an example 
To illustrate the method we take a simple example. Let us assume that 
we are interested in an expansion on the interval [—1,1] of the function 
f(x) = ( i
c
 — z ) - 1 / 2 with x
c
 = 1.2. This function has branchpoints at 
ι = x
e
 and χ = oo, and the cut can be taken along [i
c
, oo). 
For an expansion in a finite number of powers of χ we have to choose 
a norm in order to define which approximation is best. Using the L^ inner 
product ƒ dx f g on [—1,1] results in the approximation 
/<">(x) = £a„P„(x). (4.1) 
n=0 
The expansion coefficients a
n
 are independent of N because the Pn{x) are 
orthogonal with respect to the chosen inner product. 
To make an OPT expansion of the function, one first has to construct a 
conformai mapping z(x) which maps the complex i-plane on to an ellipse in 
the 2-plane (Fig. 4.1). The upper and lower edge of the cut are mapped on 
с 
х-ріап z-ріап 
Figure 4.1: The optimal mapping for x
c
 = 1.2. 
to the border of the ellipse; the points —1 and 1 are invariant. This makes 
the mapping unique. In the appendix (Section 4.7) we give the detailed 
construction of this mapping. We can now expand our example function in 
Legendre polynomials of z(x). With the Lj inner product ƒ dz f g on [—1,1] 
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Figure 4.2: The example function f(x) = ( i
e
 - х)~1/г (full 
line) and the two term expansion approximations 
to it. Dashed: mthout OPT. Dotted: with OPT. 
we obtain the approximation 
ƒ£&(*) = £«-''«(*(*))· (4-2) 
n=0 
In Fig. 4.2 we show the result for a two term expansion. We also show the 
two term expansion in χ that would result without OPT. The difference 
should be clear from the figure. 
To see why the OPT expansion should be better than the normal one, 
we look again at Fig. 4.1. It is known that a Legendre expansion converges 
within the largest unifocal (foci ±1) ellipse that contains no singularity. 
Now in the 2-plane this ellipse is larger than in the x-plane (see Fig. 4.1). 
Convergence in a larger ellipse automatically means that the expansion 
coefficients decrease faster. This hopefully will lead to a more accurate ap­
proximation on [—1,1] with a given number of terms. Unfortunately, one 
can only be sure of this if the number of terms in the expansion becomes 
sufficiently large. With a given number of terms, the quality of approxima­
tion depends strongly on the function that is approximated. For instance, 
the figure analogous to Fig. 4.2 for f(x) = ln(i
c
 — x) would have been 
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even more impressive, but the results for f(x) = s/x
c
 — ι would have been 
meager with a two term expansion. 
Knowing only the position of the nearest branchpoint, OPT is the best 
expansion scheme to choose. Chilli [Ciu69] gave a detailed mathematical 
treatment of the method. The expansion scheme of OPT is Optimal', only 
if the expansion coefficients are determined using the function on the entire 
interval [—1,1]. This is in fact what a Legendre expansion does. In practice, 
the available data do not form a continuum on this interval, but merely 
some spots on it. The distribution along [—1,1] only exists in a statistical 
sense. Of course, the situation of sparse data favors an expansion with not 
too many terms, which OPT seems to provide. 
The OPT expansion (Eq. 4.2) in a finite number of powers of г can be 
rewritten as an infinite series in χ 
/¿ΑΜ = Σ2»Λ(*)· (4·3) 
In Table 4.1 the coefficients a
n
 for a two term expansion (labeled OPT) 
are compared to the exact values. The coefficient а
г
 comes out fairly well. 
The higher coefficients are in the right direction, but too small in this 
example. Measured with the Lj norm in i , the OPT expansion with two 
parameters is more than 2 times as good as the normal expansion with 
two parameters. Therefore, the use of OPT corrects for a substantial part 
of the truncation error that would be present in a two term expansion in 
x. It is seen from the table that άο φ oo and αχ φ αχ. If one knows the 
lower expansion parameters (as in this example), one can choose a different 
method of determining the OPT expansion parameters, t.g. fixing c0 and cj 
such that 00 = 00 and άο = βο· The coefficients â„ of this method, labeled 
OPT', are also given in Table 4.1. In Fig. 4.2 the differences between 
both OPT approximations would be small. The OPT' method is somewhat 
better near χ = — 1 and somewhat worse near χ = 1. 
The method analogous to OPT' will be used in Section 4.4, where the 
OPT higher p.w. phase parameters are compared with model values. In the 
actual analysis the lower p.w. phase parameters are parametrized as smooth 
functions of the energy. The OPT expansion coefficients that reproduce 
these lower p.w. phases are determined by the criterium that they give the 
minimal χ2 in a fit to the scattering data. 
It is clear that the coefficients 2
n
 follow from the OPT coefficients c„. 
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η 
exact 
linear 
OPT 
OPT' 
a„ 
a
n 
ân 
â„ 
0 
1.036 
1.036 
1.022 
1.036 
1 
0.556 
0.556 
0.639 
0.556 
2 
0.290 
0 
0.229 
0.199 
3 
0.160 
0 
0.092 
0.080 
4 
0.086 
0 
0.039 
0.034 
5 
0.046 
0 
0.018 
0.015 
6 
0.025 
0 
0.008 
0.007 
Table 4.1: Exact expansion coefficients of our example func-
tion and approximations to them. Linear: Two 
expansion parameters determined with the Ь
г
 in­
ner product. OPT: Two OPT expansion parame­
ters determined with the Lj inner product. OPT: 
Two OPT expansion parameters determined to 
reproduce the first two a
n
. 
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For the first N coefficients 2„ there will be a one to one correspondence 
to the c
n
. So instead of saying that OPT uses the c
n
 as parameters to 
approximate f{x), one can also argue that the first N of the coefficients 
S
n
 are the parameters. In that case, OPT is seen as a kind of expansion 
in x, where the higher coefficients 2„ with η > N are 'predicted'. We will 
use this point of view, which is completely equivalent to the former, in our 
application to pp scattering. The reason for this is of course the connection 
with the existing expansion in χ = cosfl, where the coefficients are related 
to the phase parameters. 
Since Po{x) = Po{z) = li it ' 3 readily seen from Eqs. 4.2 and 4.3 that 
the ¿o term (which in the phase shift analysis will correspond to the 1So 
and sPo phase shifts) is only linked to the Co· Therefore the ÔQ term has no 
predictive power. 
4.3 The method: specifics for pp scattering 
In this section we turn to the specifics of OPT when applied in a pp scat-
tering phase shift analysis. First of all, we use the nuclear scattering ampli-
tude, i.e. the scattering amplitude minus the electromagnetic amplitude, as 
the function to be expanded. The 'original' variable is χ = cos Θ, with θ the 
c m . scattering angle. The procedure is rather simple for the spin-singlet 
amplitude. Usually this amplitude is expanded as 
Μ$(χ) = Σ,{21+ΐ)αιΡί(χ), (4.4) 
where the sum is over even orbital angular momentum ί only. Thus Ms 
is an even function. Its singularity structure, which is also symmetric, is 
given in Fig. 4.3. It only has cuts along (—oo,— x
e
] and [i
e
,oo), with 
where к is the c m . relative momentum and μ is the mass of the lightest par­
ticle of which the exchange is taken into account in M j . For our application 
of OPT as explained above, we have therefore μ = mTo. For uncharged iden­
tical particles OPE leads to poles in the amplitude at χ = ± i
c
. Due to the 
Coulomb interaction OPE leads for pp scattering to branchpoints at these 
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Figure 4.3: Singularity ítructurt of the spin-singlet nuclear 
amplitude Ms in the complex χ = cos в-ріапе. 
places, as the amplitude then contains the factor 1/(9* + μ 2 ) 1 + 2 " ' [San pc], 
with q the exchanged momentum and η the Coulomb parameter. 
A small difference between the method followed by Cutkosky and Deo 
and ours is that Cutkosky and Deo let OPT predict the higher at or S — 1 
matrix elements followed by a unitarization, whereas we predict the higher 
if-matrix elements. Since these if-matrix elements are real, unitarity is 
automatically guaranteed in the higher partial waves. 
We can now proceed in two different ways. The first one is the method 
of Cutkosky and Deo [Cut68a]. It uses a mapping of this twice cut complex 
z-plane on to an ellipse in the 2-pIane. This is again a unique mapping, 
but it is different from the one we used for one cut. The construction 
of this mapping is again deferred to the appendix (Section 4.7). We only 
mention here that the OPT variable 2(1) will be an odd function of x. This 
means that we will need only even powers to expand Ms in 2. The other 
method has been proposed by Rijken (Rij77,Rij85,Rijken]. It was intended 
to be used for amplitudes, which in general have a right- and left-hand cut, 
although not always symmetrical. It starts with a decomposition of the 
amplitude 
M{x) = ML[x) + Мя[х) , (4.6) 
where M¿ and MR have only the left-hand and the right-hand cut respec-
tively. This decomposition can be made uniquely if Μ (χ) behaves well at 
χ —> 00. In the general case, one then defines the signature amplitudes 
M±(x) = ì (Л/д(і) ± ML[-x)) . (4.7) 
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The amplitudes M+ and Λ/_ are then expanded separately. In our case, 
scattering of identical particles, the amplitudes are either symmetric or 
antisymmetric. Therefore one of the signature amplitudes vanishes, and 
the other coincides with M R . In the case of our singlet amplitude we have 
for symmetry reasons 
M
s
{x) = ML{x) + MR{x) = MR(-x) + MR{x) . (4.8) 
Therefore we now have to expand only one function with only a right-hand 
cut. So we need here the optimal mapping that we first introduced. We will 
call this mapping the signature mapping. A disadvantage of this approach 
is that MR(X) is no longer an even function, so both even and odd powers 
appear in the expansion, but an advantage is that the optimal mapping for 
one cut results in a larger Lehmann ellipse than that for two cuts, so the 
expansion coefficients decrease somewhat faster. 
We now turn to the problem of the spin-triplet amplitudes. In that 
case it is not quite clear which functions to expand. We cannot take the 
M-matrix elements Л/оо, Мои Мю, M
n
, and Afi_i [МасбО] as they are not 
independent and some of them have kinematical singularities at χ = ± 1 . 
Chao [ChaTO] made use of amplitudes based on Fermi-invariants, which 
have been studied by Goldberger ei αί. [Gol60]. It later turned out [Mar82] 
that for the triplet amplitudes this procedure does not work. Another 
method is to make use of the so-called 'derivative' amplitudes of De Alfaro 
et al. [Alf67]. Their use in NN scattering has been studied by Rijken et 
al. (Rij77,Rij85,Rijken]. With these derivative amplitudes it is possible to 
construct a set of functions that are closely related to the phase parameters 
and still have the required analyticity properties. They are 
ωι{χ) = 53(2J + l ) e « P y ( i ) 
j 
1 
« M W = E C ^ + iW+iV^M*) (4-9) 
j 
wii(x) = £ ( 2 7 + 1)а ' .РД*), 
j 
where we use the SYM parametrization [SYM57] to define the p.w. am­
plitudes au. The functions ω, are either odd or even in x, as shown in 
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amplitude 
signature 
content 
ωι 
odd 
'Pu'F,,.. 
Шц 
even 
. 'fl, ·Λ,.. 
ωα 
even 
.
 3
Р о ,
3
^ , . . 
Uli 
even 
• ει,ε^,... 
Table 4.2: The spin-triplet amplitudes which are expanded 
(see text). 
Table 4.2. Furthermore the table lists the phase parameters involved in 
each ω,. For easier recognition of the p.w. phase parameters involved, the 
amplitudes w,- are labeled by the lowest p.w. phase parameter that they 
contain. The amplitudes are then called partial wave sequences. The OPT 
expansion for these functions can of course be made with the Cutkosky 
and Deo as well as with the signature mapping. For и>і, which is an odd 
function of x, the Cutkosky and Deo mapping uses only odd powers of z(x), 
and the signature mapping has ωα, = — шщ. 
Finally we mention a method which makes explicit use of the OPE 
contribution Wir to the amplitudes. If we write 
ω(ι) = ω 1 τ(ι) + ώ(ι) , (4.10) 
then ώ will have a more distant branchpoint (see Fig. 4.3). More explicitly 
we have μ = 2πι
τ
ο in Eq. 4.5, We can now use OPT to expand the functions 
ω, (also for the spin-singlet of course). This new method we call ΟΡΤ(π). 
If OPT is viewed as a method to predict higher p.w. phase parameters, 
then OPT(7r) predicts the deviation of higher p.w. phase parameters from 
the OPE ones. Therefore, to judge the predictive power of ΟΡΤ(π·), this 
difference, and not the phase parameter itself has to be judged. 
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4.4 Theoretical tests 
In this section we judge OPT and ΟΡΤ(π) from a theoretical side, analogous 
to the test in Ref. [Rijken]. The higher p.w. phase parameters predicted 
by OPT and ΟΡΤ(π) with the signature mapping from the lower p.w. 
phase parameters of a realistic NN potential model are compared with the 
higher p.w. phase parameters of that model. Furthermore we examine 
the significance of the differences in higher p.w. phase parameters between 
OPE, OPT and this potential model in the description of the scattering 
data. 
The potential model considered is 
V = Vo + VJ„ + V»BB. (4.11) 
Here V
c
 is the point-Coulomb potential, £
вв
 is the non-ΟΡΕ part of the 
Nijmegen soft core potential [Nag78], and V^j. the OPE potential with a 
form factor as in the Nijmegen potential 
" £ . = /o2 f ( ¿ 7 ) ' "» [\ [δι • З
г
) Φ] + S U # ] , (4.12) 
with m the 7r0-mass, and E the c m . total energy of a nucleón. The functions 
Фс and фт are as defined in Ref. [Nag78]. The pseudo-vector ppjr0-coupling 
constant /Q has been determined from the 0-350 MeV pp scattering data 
in Ref. [Вег87Ь] as /02 = (72.5 ± 0.6) IO"3. 
For each ω, the lowest p.w. phase parameters of the potential are input. 
In the case of ΟΡΤ(π), the OPE amplitude ώ subtracted is the unitarized 
OPE amplitude in Coulomb-distorted-wave Born approximation. OPT or 
ΟΡΤ(π) provide higher p.w. phase parameters that can be compared with 
the models phase parameters. As stated before, in the case of ΟΡΤ(τ) 
it is the difference of the predicted phase parameter with the OPE phase 
parameter, that is to be judged. In the case of OPT, i
e
 is given by the 
Coulomb + OPE branchpoint. Since this branchpoint is removed when we 
use ОРТ(7г), the nearest branchpoint then corresponds to 2π exchange. 
The predictions of OPT and ΟΡΤ(π) have been computed for all partial 
waves with J < 10. The results for some partial waves are given in Fig. 4.4. 
The predictions are labeled OPTn and ΟΡΤ(π)τι, where η is the number 
of input phase parameters for the predictions. For the ^ 4 and the 3Ρ^ 
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only η = 1 is possible, since the 'So and the 3 Po have no predictive power. 
Also for the partial waves not displayed the O P T predictions are always 
in the correct direction, which demonstrates the predictive power of O P T . 
Of course, this is of no practical use in a phase shift analysis, since the 
C + O P E phase parameters are in general a far better approximation to the 
models phase parameters. In general ΟΡΤ(π) works well for the ^SQ-, SPI-, 
and 'Pj-sequences. However, it does noi work for the mixing parameters 
and the 3Po-sequence. 
The simplest interpretation for these mispredictions could be that we 
work with heavily truncated expansions, so we cannot expect very good 
results, but the origin of these mispredictions can be seen in the model 
phase parameters: both the ej and 3FÌ of the model deviate very much 
from OPE, but the higher p.w. phase parameters of these sequences deviate 
only slightly from OPE. Therefore no singularity other than OPE can be of 
importance here. Ο Ρ Τ ( π ) will extrapolate the large deviation from O P E 
in the E2 and 3FÌ smoothly to higher J and therefore predict wrong higher 
partial waves. 
At 300 MeV in the cases where ΟΡΤ(π) works well, the difference of 
the model phase shifts with the C + O P E phase shifts decreases with a 
factor of 5 to 10 if ί is increased by 2, but decreases with a factor of 
80 or larger from the ej to the ει, and from the ' i ^ to the 'ff*. Had 
we taken the parametrized Paris potential [Lac80] instead of the Nijmegen 
potential, then the predictions for higher mixing parameters would have 
been more in accordance with the model values, but the predictions in the 
3Po- sequence would still be incorrect. That the higher mixing parameters 
are then predicted better is probably caused by the fact that the model 
values differ more from OPE. 
The conclusion to be drawn from the tests with potential models, as 
displayed in Fig. 4.4, is that OPT and Ο Ρ Τ ( π ) work if there is a definite 
trend in the phase parameters or in the deviation from O P E of the phase 
parameters. 
The importance of the differences in the higher p.w. phase parameters 
can probably best be measured via the χ | ^
η
 they give when compared with 
the experimental data. In a phase shift analysis as discussed in the next 
section, roughly the phase shifts up to and including ί = 4 and the mixing 
parameters ε 2 and ε 4 are parametrized. Therefore we have computed for 
several models for the higher p.w. phase parameters, the xjLj,, reached on 
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Figure 4 4 Model and Coulomb + ΟΡΕ (π) phase parameters 
in degrees compared with predicted values 
OPTn prediction of OPT with η lower phase pa­
rameters as input 
ΟΡΤ(τ)η predictions of ΟΡΤ(τ) with η lower 
phase parameter differences as input 
Pion coupling constant used f£ = 73 10"' . 
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Model for 
higher phase 
parameters 
X 2 · 
none OPE NSC ОРТ ОРТ(7г) 
3636.2 1937.4 1855.1 1806.0 (s) 1771.5 (s) 
1820.7 (С) 1768.4 (С) 
Table 4.3: χ ^ on tht 874 scattering data betwetn 30 and 
350 MeV of tht NSC potential model plus the 
point Coulomb interaction, with different models 
for the higher p.w. wave phase parameters. 
OPE: with fl = 73 · IO"». 
s: signature mapping. 
C: Cutkosky and Deo mapping. 
the 874 scattering data that we have between 30 and 350 MeV. The nuclear 
interaction in the lower partial waves v/as taken to be the Nijmegen soft 
core potential [Nag78]. The x j ^ obtained in each case is given in Table 4.3. 
The results in Table 4.3 are not what one would expect. It is clear 
that no interaction in the higher partial waves is the least realistic model, 
but here it appears that all OPT predictions (not only when the difference 
with the OPE phase parameters is predicted) are better than the OPE and 
even the NSC phase parameters. From Fig. 4.4 one would have expected 
the OPT method to be worse than OPE. In the next section we will see 
that the performance in a phase shift analysis of the OPT methods is 
somewhat different. There the lower partial waves will be adjusted when 
taking different prescriptions for the interaction in the higher partial waves. 
Furthermore, the χ 2 attained in the analysis will be much closer to the 
expected Х2
т
-
т
/а.о.{.= 1. 
4.5 Tests in the phase shift analysis 
A realistic application of OPT is its use in a phase shift analysis. We 
present here some results of an analysis of all pp scattering data in the 
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energy range 0 < Т{
л
ъ < 350 MeV [Ber87d]. Analogous to our previous 
analyses of pp scattering data [Ber87a,Ber87b| we used an energy-dependent 
P-matrix parametrization to parametrize the short range interaction. The 
long range interaction is described by a potential tail. The electromagnetic 
part consists of the modified relativistic Coulomb potential [Aus83] and 
the vacuum polarization potential [Dur57]. For the nuclear part of the 
potential tail we chose either the OPE potential or the OPE potential plus 
the heavier boson exchange parts of the Nijmegen potential [Nag78]. As 
the OPE potential is only needed here for г > 6, we can neglect the form 
factor that enters Eq. 4.12 via φς and φ?. The parameters in the phase 
shift analysis are the pion-coupling constant and a number of P-matrix 
parameters. 
One can parametrize only a finite number of phase parameters in an 
analysis. Those that are not parametrized are what actually interests us 
here. We compare three different choices for these higher p.w. nuclear phase 
parameters (i) OPE phase parameters, computed in Coulomb-distorted-
wave Bom approximation, (ii) the OPT(7r) predictions, as described earlier, 
and (iii) the phase parameters of the Nijmegen soft core potential. 
For these three choices, we made fits to the data using different num­
bers of parameters. In Table 4.4 we show how the P-matrix parameters 
were distributed over the different partial waves. For each total number of 
parameters the same parametrization was used in the lower partial waves, 
independent of how the higher p.w. phase parameters were taken. This 
guarantees that every effect seen is due to the choice of higher p.w. phase 
parameters, although it does not ensure the lowest possible x j ^ with a 
given total number of parameters for all three choices. 
The obtained Χ^;
η
/<1·θ·ί· where for the lower partial waves the OPE 
potential tail was taken is shown Fig. 4.5a, that for the OPE+NSC potential 
tail in Fig. 4.5b. Since we consider two descriptions of the potential tail, 
we test in fact the ΟΡΤ(π) prediction scheme for two different physical 
modek. In order to make visible both the large differences in x j ^ for few 
parameters and the much smaller differences for about 30 parameters, the 
vertical scale in Figs. 4.5 is chosen as bgfa^/d.o. f . —1)· 
Apart from the simple observation that with more parameters (and 
therefore more parametrized phase parameters) a better treatment of higher 
partial waves grows less important, we can draw several conclusions from 
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1 
2 
2 
3 
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2 
2 
2 
2 
2 
3 
3 
'σ« 
2 
2 
2 
2 
£4 
~ 
З
я< 
1 
total 
13 
15 
18 
22 
25 
28 
29 
32 
33 
Table 4 4: í?»síri4ution о/ <Ле parameters over the different 
partial waves. The total number of parameters 
also includes the pton-coupling constant. 
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(a) (b) 
Figure 4.5: Χ^,ίη/^·0·/- v e r s u s number of parameters. 
(a): lower partial waves described with the OPE 
potenttal tail. 
(b): lower partial waves described with the 
OPE+NSC potential tail. 
Dashed: higher p.w. phase parameters OPE. 
Dotted: higher p.w. phase parameters ОРТ(ж) 
(signature mapping). 
Dashed-dotted: htgher p.w. phase parameters 
ΟΡΤ(π) (Cutkosky and Deo mapping). 
Full line: higher p.w. phase parameters of the 
Nijmegen potential. 
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partial wave 
sequence excluded 
Δ Υ 2 · 
'So 
7.6 
'Λ 
4.4 
9
Р
г 
0.8 
ει 
-0.2 
'Po 
-9.0 
Table 4.5: Change іпх^
п
 when ΟΡΤ(π) is used for a subset 
of the partial waves. 
the results in Figs. 4.5. ΟΡΤ(π) is better than OPE for the higher partial 
waves. The Cutkosky and Deo and signature mappings are comparable 
in predictive power. The Nijmegen potential model provides better higher 
p.w. phase parameters than ΟΡΤ(π). For the 29 parameter fits, the higher 
p.w. phase parameters of the Nijmegen potential give xj^, about 20 less 
than the OPE higher p.w. parameters, and the OPT higher p.w. parameters 
give a X^in inbetween. Also in the lower partial waves the tail of the 
Nijmegen potential is seen to be better than the ΟΡΕ-tail, Δ χ ^ ss 30 for 
the 29 parameter fits. 
Guided by the results of the preceding section, we also investigated 
whether ΟΡΤ(π) can be seen to mispredict the phase parameters in certain 
sequences of partial waves. In the theoretical tests of Section 4.4, ΟΡΤ(π) 
failed to predict the 3Po-sequence, and the quality of prediction of the 
mixing parameters was at best meager. In the other p.w. sequences ΟΡΤ(π) 
correctly predicted the higher p.w. phase shifts. To have an analogous test 
in a fit to the data, we used ΟΡΤ(π) only for 4 of the 5 p.w. sequences, 
thereby excluding each p.w. sequence one at a time. This has been done 
for the 29 parameter fit with the OPE+NSC potential tail. The results 
are given in Table 4.5, from which one can see that predicting the 'So and 
3Pi-sequences and not predicting the 'Po-sequence improve the fit, which 
is in agreement with the result of the theoretical test. 
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4.6 Discussion 
We have analyzed the importance of the use of optimal mapping techniques 
to describe the higher partial wave phase parameters in the analysis of 
0-350 MeV pp scattering data. 
Tests within a potential model as well as tests in the phase shift analysis 
show that O P T can in principle correct for a substantial part of the error 
made due to the truncation of the p.w. series. For the 3 P o - s e 4 u e n c e a n d f° r 
the mixing parameters the method fails to produce good results. Within 
the potential model this can be related to the non-smooth behavior of the 
expansion coefficients (phase parameters). 
Inclusion of O P T in the phase shift analysis (at least for a subset of the 
p.w. series) gives a good and model-independent description of the higher 
p.w. phase parameters. The higher p.w. phase parameters of the Nijmegen 
soft core potential [Nag78] appear to be even better than those predicted 
by O P T . The quality of the higher p.w. phase parameters of other NN 
potentials could be tested in the same way. 
In a high-quality phase shift analysis the inclusion of O P T appears to 
be not very important ( Δ χ ^ и 10). In an analysis where less partial 
waves are parameterized, the use of O P T can improve the description of 
the scattering data dramatically. Therefore the use of O P T might be of 
more importance in the analysis of higher energy data or incomplete data 
sets. 
4.7 Appendix: derivation of the mapping 
In our applications we used the optimal mapping for two different singular­
ity structures. The mapping for an i-plane with two cuts, along (—oo, — x
c
] 
and [x
c
, oo), will be denoted as zSym(x e; x) and the mapping for the z-plane 
with only the right-hand cut as г
м
( і
с
; і ) . 
From the theory of conformai mappings it is known that the function 
that maps a specific region on to a specific image contains three arbitrary 
real constants. The image of our mappings is only demanded to be a uni­
focal ellipse, of which the size can still vary. To make the mapping unique, 
we have to supply four real, or two complex constants. This is done by 
requiring that z(x = ±1) = ± 1 . The whole problem has complex conju-
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gation symmetry. Therefore the mapping will be a real-analytic function 
and the interval [—1,1] will be mapped on to itself, since its endpoints are 
invariant. 
For the construction of the mapping zSym(x) we follow Cutkosky and 
Deo [Cut68a], where it is given as 
zSym{xc;x) = s i n 
where Р(ф,к) is the incomplete elliptic integral of the first kind [Fet64]. 
They also pointed out that using repeated Gauss transformations leads to 
a very simple computation scheme. We only summarize the results. First 
define v0{x) = χ and fco = l / i c . Then use repeatedly 
f ì f л ^ λ Α 3 " ^ , , kl 
«η+ι(Χ) = v
n
{x) / . , , and k
n+1 = , . 
Now one obtains lirrin—to υ„ = 2 3 y m ( i c ; ι ) . It is easily seen that the conver­
gence is very rapid, since k
n
 converges to zero quadratrically. 
The mapping 2
ω
 can be expressed in Zsym as 
«as(ici i ) = - 1 + 2 
TT F(sin I , l/Xc) 
2 F(*/2,l/x
e
) 
I /xc + 1 Ix + A 
Chapter 5 
Statistics 
Statistics is an important ingredient of a phase shift analysis. In this chap­
ter the necessary elements are presented. Special attention is paid to the 
method of least squares fitting. The tests and examples in this chapter 
refer to only a part of the data set of Section 2.5, the 389 data with 
Гі
а
ь < 30 MeV. 
5.1 Statistical considerations 
5.1.1 The procedure 
In any kind of fitting one compares the predictions of a. certain model with 
the experimental data and then adjusts the parameters of this model to 
obtain the best agreement. In our analysis we are mainly interested in 
extracting values for the phase shifts and the pion-coupling constant from 
the data. We employ the P-matrix model (Section 2.3) to describe the 
phase shifts as energy-dependent quantities. We make use of three kinds of 
fitting: 
(i) In a multi-energy (т.е.) fit, all parameters of our model are fitted 
to all available data in the entire energy range. 
(ii) In a single-group (s.g.) fit only data of one experiment are used. 
Only 1 or 2 phase shifts at the energy of the experiment (or at some central 
Part of Nijmegen preprint THEF-NYM-87 02 Co-authors Ρ С van Campen, W.A 
van der Sauden, and J J de Swart 
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energy if the data within this group have been taken at different ener­
gies) serve as parameters. Other phase shifts and, if necessary, the energy-
dependence of the phase shifts searched for, are fixed using т .е . results. 
The purpose of s.g. fits is to judge the quality of each group in the determi­
nation of the phase shifts. These s.g. phase shifts can show friction between 
groups. They can also serve as a means to detect systematic errors that 
have not been specified in the data publication. In Section 5.1.5 we will 
give an example of such a situation. 
(iii) In a single-energy (s.e.) fit, the subset of data with energies close 
to some central value is used. The phase shifts one wants to search for at 
these energies act as parameters. Their proper energy-dependence has to 
be preserved using т .е . results. Since the energy-dependence of the phase 
shifts produced by the model is not so important in s.e. fits, s.e. fits are 
less model-dependent and can be used to judge our т .е . parametrization. 
Furthermore, s.e. fits are more likely to satisfy the conditions for a least 
squares fit (see Section 5.1.3 condition (ii)). Therefore, the values for the 
phase shifts with error matrices resulting from s.e. fits are the most reliable, 
model-independent description of the data in terms of phase shifts. They 
can be used to judge a model of the interaction or to adjust its parameters 
to the data. The advantage of a т.е. fit over a s.e. fit is that it averages 
the statistical fluctuations at different energies. 
In all three kinds of fits the method of least squares [Dra81,Yos85J has 
been used, which will be described below. 
5.1.2 Least squares fît 
We consider the case of a data set consisting of several groups of measure-
ments. A group is a set of measurements obtained from one experiment. 
The measurements within a group usually have a common normalization 
uncertainty and there may also be other systematic errors. We denote the 
Ν
Λ
 measurements and errors within agroup A by Ε
Λι
,±ε
Λι
, (i = 1 , . . . , Ν
Λ
). 
Suppose for a moment that no groups contain specified systematic errors, 
such as normalization uncertainties. The model values for the scattering 
observables we call Мл,,(р}. They depend on the model parameters p
a 
(a = 1,... ,./Vp;ir)· The agreement between theory and experiment can 
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then be seen in χ 2 
χ'(ρ) = ΣχΜρ) = ΣΣί Μ Λ · · ( ! ) "^ ·) 2 · 
Λ ι=1 \ £Л,І 
(5.1) 
A least squares fit means that Eq. 5.1 has to be minimized with respect to 
all parameters p
a
. The obtained parameter values are the predictions we 
get from the data. The error matrix E for these parameters is related to 
the second derivative of χ 2 , evaluated at the minimum of χ 2 with respect 
to all parameters 
(Λ Jap 2 dpadpß (5.2) 
From the error matrix E one defines the one standard deviation (s.d.) error 
for parameter pa as (-Ean)1^2· By approximating χ 2 as a quadratic function 
near its minimum, one can show that 
( Я . . ) " 1 = (5.3) 
ρ<.=(ρΊ».
η
)ο 
This means that the error (Eaa)1'2 is the maximum deviation possible in 
p
a
 without raising χ 2 by more than 1, while other parameters are allowed 
to vary. Eq. 5.3 is valid also if α stands for a subset of the parameters. 
Then Eaa is the error matrix, truncated to this subset of parameters. We 
make use of this to define χ 2 when, as usual, groups of data have an over­
all (multiplicative) norm uncertainty. Such a normalization has to be in­
troduced as a normalization parameter i/A, for which the experimentalist 
states: uA = 1 ± εΛβ- This would lead to a χ
2
 depending on many more 
parameters. Since we are usually interested in determining the model pa­
rameters only, we avoid this by defining 
л л
 λ
 .=ι V εΑ,< / V еА,о / 
(5.4) 
5.2 
(i 
where ρ contains only the model parameters. The use of this χ 2 in Eq. 
immediately gives the error matrix, restricted to the model parameters. For 
calculations, the χ 2 of Eq. 5.4 is very useful. The minimum with respect 
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to the normalization parameters c^ can be found trivially, by minimizing 
a quadratic function. Therefore one can easily compute х г(р) of Eq. 5.4 
with the 1/4 adjusted implicitly. So the function to be minimized iteratively, 
depends only on the model parameters. For the groups where u^ is entirely 
unknown (ε^ο = oo), the second squared term in Eq. 5.4 is absent. К 
л
 is exactly known (ε^,ο = 0), и χ is fixed to 1 and the second squared 
term is again absent. Some groups [Tho78J have, apart from л, some 
more specified systematic errors, given as normalization parameters with 
different angle-dependent influences. These more complicated systematic 
errors can be treated analogously. 
Since the first derivative of \ г with respect to all parameters is zero 
in the minimum, the second derivative matrix 5 = 2E~X together with 
the minimum value of χ 2 (χ^,ίη)' c a n s e r v e ъа a n approximation for χ 2 (ρ) 
in the neighborhood of the minimum. In the case of our s.e. fits, where 
the parameters are phase shifts, this allows the computation of χ 2 for any 
model that produces phase shifts. Fitting the parameters of that model 
to our s.e. values and error matrices has several advantages. First of all, 
one does not have to compute model values for every measured observable. 
Also the detailed analysis and selection of the data is avoided. Finally, the 
obtained χ2 can be compared with the value we reach in our т .е . fit. Our 
s.e. minima of χ2 show the minimum values that are attainable. 
It is better not to compare phase shifts with our results by using only the 
errors computed from the diagonal elements of our error matrix, because 
phase shifts that seem to be in reasonable accordance with ours (when this 
accordance is measured in terms of these errors) can still be very bad, due 
to the correlation between the phase shifts. 
5.1.3 Conditions for a least squares fit 
In order to get meaningful results from a least squares fit some conditions 
must be satisfied. 
(i) The model should be able to give (almost) the true values of the 
observables for some values of the parameters. This could be called the 
true values of the parameters. 
(ii) The model predictions М^
л
(р) should be approximately linear as a 
function of the parameters in the parameter region where χ2 — xj^¡ S 1. 
(iii) The measurements have to be free from unspecified systematic er-
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TOTS (unbiased), and their statistical errors should be specified correctly. 
Stated differently, each measurement should have a probability distribu-
tion function (p.d.f.), which has as its expectation value the true value of 
the observable, and as its variance (mean square deviation from the expec-
tation value) the e^,. The shape of the p.d.f. may be arbitrary, as long as 
the variance exists. 
If these conditions are met, one can derive some desired properties for 
the parameters obtained in the fit. The least squares fit is viewed then 
as a method (estimator) to derive parameters as a function of the input 
measurements. Since the latter are stochastic variables, the same is valid 
for the parameters. These parameters will now have as their expectation 
values precisely the true values, mentioned above. So the least squares 
method provides an unbiased estimate for the parameters. Furthermore, 
the variance matrix of these parameters is precisely the matrix E defined 
by Eq. 5.1, which is the justification for calling this the error matrix. If 
the measurements have Gaussian p.d.f.'s, one obtains for the parameters a 
p.d.f., that is also Gaussian (multivariate normal distribution). If the data 
have arbitrary p.d.f.'s, then, due to the central limit theorem of statistics, 
one still obtains a Gaussian p.d.f. for the parameters in the limit of a large 
number of data. 
We now return to the three conditions. As stated above, we would like 
to satisfy them especially in s.e. fits, in order to get a reliable representation 
of the x2-hypersurface. In these analyses only a limited number of phase 
shifts can be used as parameters. To satisfy condition (i) the phase shifts 
not searched for (higher I phases) have to be fixed at the correct values. If 
one fails to include the proper high I phase shifts, this can still result in a 
good fit, but then the fitted phase shifts will be biased. An example of such 
a situation can be seen in older analyses that neglect vacuum polarization 
for orbital angular momentum I > 0. This error is compensated roughly 
by changing the central P-wave phase shift combination Ac [Dur57]. 
One can see that condition (ii) is easily satisfied, since the parameter 
region involved is typically much less than a degree in each phase shift. 
If condition (iii) is violated by some measurements, it will often be 
necessary to reject them, in order to obtain reliable results. We will now 
describe some means to detect such data. 
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5.1.4 Expectations for χ2 
In a least squares fit to data as described above, we have to define the fol­
lowing numbers. The number of data JV¿at consists of the JV0be measured 
scattering observables and the iVne normalization parameters for which an 
error is given: N¿it = N^ + Nne. Thus N¿At is the number of squared 
terms in Eq. 5.4. The total number of parameters Nfp used to minimize 
χ
2
 (Eq. 5.4) includes the JVpar model parameters plus the N
a
 fitted nor­
malization parameters: JVfp = Np^ + N0. So NB — iVne is the number of 
unbounded normalization parameters, which will be equal to the number 
of groups of relative measurements. The number of 'degrees of freedom' 
N¿{ is given by the difference between the number of data and the number 
of parameters: Na = N¿^ - Nfp. 
If the conditions for a least squares fit are fulfilled, one can show that 
the expectation value for the obtained minimum xj^jj, is N¿j . However, 
the uncertainty in this prediction depends on the shape of the p.d.f.'s of 
the individual measurements. In the following we will assume, if necessary, 
that these are Gaussian. In Section 5.2 this assumption will be tested for 
a part of the data set, namely the data with ГіаЬІ 30 MeV. There it is 
shown that the χ2 distribution of the experiments agrees very well with the 
expectation for Gaussian data. For scattering data one certainly expects 
this, because the Gaussian is the limiting form for large numbers of the 
Poisson distribution, that would emerge from event counting. With this 
assumption one can assign a p.d.f. to xj^ in 
(^Xinin) = PNJXIJ . (5-5) 
where 
Ρ„(ή = - ^ ^/ 2>-V'. ' 2 , (5.6) 
Γ ( φ " / 2 V ' 
is the x2-distribution for ι/ degrees of freedom. It has expectation value ι/ 
and variance 2i/. This leads for х ^
п
 to the expectation value 
(Xmm) = ^ f ± \ Ä · (5-7) 
One often defines the χ 2 per degree of freedom, x2/d.o.f. or M-value, for 
which one expects 
(M) = 1 ± s/2/Ñ¡'s . (5.8) 
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We now look at the contribution to χ 2 of one data point, denoted by 
Хя, . This is one individual term in χ 2 of Eq. 5.4. For a moment assume 
that no normalization parameters have to be fitted and that the model 
has no parameters (or all parameters are fixed at their true values). The 
assumption of Gaussian measurements then gives us for each squared term 
in χ 2 a p.d.f. Pi(x\t,) of Eq. 5.6. Since this p.d.f. has expectation value 1, 
the expectation value of the total χ 2 will be the number of these squared 
terms. In the case where Npai model parameters and N
n
 normalization 
parameters are fitted, we know that the .Njat terms lead to an expectation 
value N¿( . Therefore it seems reasonable to assume that a somewhat 
narrower p.d.f. for each term results, due to the fitting of these parameters, 
Р(хгл,) = *-1Р1(а-1ХІА,,) , (5.9) 
with а = N¿¡/Nfat = 343/389. In Section 5.2 this p.d.f. is compared with 
the experimental distribution of our final fit, and an excellent agreement is 
found. 
One can also look at the x2-contribution of a group within a large data 
set. Again we start assuming that there are no model parameters. A 
group of NA measurements with a fixed normalization will then have for its 
contribution to χ 2 , Хд , a x2-distribution for NA degrees of freedom. For 
a group of relative measurements this reduces to N^-i degrees of freedom 
after the normalization is fitted. If a group contains a normalization datum 
(fx = 1 ± £x,o)i it actually consists of JV^  + 1 data, but after the norm is 
fitted, the p.d.f. for its contribution to χ 2 will again be a x2-distribution 
for NA degrees of freedom. Adding the expectation values of all groups, we 
now reach N^ — (ΛΓ
η
 — NM) as the expectation value of the total χ 2 . If 
model parameters are fitted, this has to be reduced to the expected N¿¡ . 
We again assume that the distributions for each group are narrowed, due 
to the fitting of the model parameters 
Р
р
о»
Р
(хг
А
) = 0-1Р
К
(0-1х\), (5.10) 
with N'A = NA — 1 for groups of relative measurements, and N'A = NA 
otherwise. In both cases β = Ni[¡(N¿[+ JVpm·)-
Serious deviations from the behavior expressed in Eqs. 5.5, 5.9, and 5.10 
are an indication that the conditions for a least squares fit are violated. 
Therefore the above p.d.f.'s can be used to construct rejection criteria. 
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5.1.5 Rejection criteria 
There are two ways in which a measurement can fail to satisfy condition 
(iii) of Section 5.1.3. The errors ел,, could be specified incorrectly (too 
small or too large), or there may be systematic errors present. If the errors 
are overestimated, there is of course no reason to reject these data. In the 
case of too small errors, the data pretend to give more information than 
they actually do, which can lead to erroneous results. Systematic errors 
are errors that are in some way correlated for all measurements within a 
group. If they are specified clearly, systematic errors can be dealt with, as 
in the case of normalization errors. Often this is not the case, and statistical 
and systematic errors are somehow combined to so called total errors. The 
following example shows how systematic errors can lead to wrong results. 
Suppose that in a group of N measurements of the same quantity the 
error is purely systematic. This means that N times the result Τ + S is 
obtained, where Τ is the true value. The experimentalist does not know S, 
but he has only some expectation value for it, say 5. Each measurement 
now has the total error ε, = S. A least squares fit to determine Τ would 
result in the value Τ + S, with error S/\ÍN, which is not correct. Of 
course in this case the systematic nature of the errors is clearly visible. 
As a more general example we look at a group of N measurements of an 
angle-dependent observable at a number of angles. Again we assume that 
the errors are purely systematic and again the number 5 is a measure 
for the magnitude of the systematic errors. The measurements result in 
E, = T, + S · ƒ,, where the ƒ, allow for an angle-dependent systematic error 
and are normalized such that Σ/, 2 = N. The experimentalist gives for 
each measurement an error ε, = S, the estimated magnitude of S. If this 
group is analyzed in a s.g. fit, it is possible that a fitted parameter p
a
 can 
compensate for the effect of S. In that case a χ2 -с N¿f will be obtained. 
So it appears that a systematic error can sometimes be detected from a 
very low χ 2 in a s.g. fit. One will also get a value for the parameter p
a
 with 
a deviation from the true value proportional to S, independent of N. The 
fit, however, will give an estimate for the accuracy of this parameter that 
is proportional to S/yN. The group pretends to determine this parameter 
more accurately than is actually the case. 
If the same group is analyzed in a т .е. fit as part of a large data set, it 
might be detected in another way. Let us assume that the parameters are 
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practically fixed to the true values by the rest of the data set. Then the χ ^ 
of the group in question will not have the usual p.d.f. of Eq. 5.10, since only 
one single parameter S is responsible for its errors. If one assigns a Gaussian 
p.d.f. to S one can show that the p.d.f. for χ\ will be N^Pifc^/N). In 
any case we expect a p.d.f. which is not as sharply peaked around N, so 
very high and very low values of χ ^ are more likely to occur. Therefore 
they can serve as an indication for systematic errors. 
Finally we mention the problem of outliers, individual data points with 
a very high χ ^ , . These can be viewed as resulting from a faint, but very 
broad background added to the p.d.f. of the data. It can be shown that, if 
a background exists, rejection of outliers will lead to more accurate values 
for the parameters (having smaller variance). Different methods exist to 
reject outliers. We use the 3σ criterium, as explained below. 
In this analysis we reject groups of measurements if there is strong 
evidence against them. Only conditions that would have a very small chance 
to occur for a correct data set serve as rejection criteria. 
We now list our rejection criteria: 
1. Any measurement Εχ,, with Хд, > 9 is rejected as an outlier. This 
corresponds to the 3σ criterium, since a χ ^ , of 9 means a misfit of 
3 times the experimental error. For Gaussian data and a parameter 
free model there would be a chance of only 0.27% for a measurement 
to be rejected. Due to the effect of fitting, we expect an even smaller 
chance; Eq. 5.9 leads to 0.08%. 
2. To reject data with systematic errors, we leave out groups of which 
the s.g. fit disagrees too much with the т .е . fit. We use an analogy of 
the 3σ criterium. The group is rejected if the parameter values in the 
т.е. and s.g. fits show a difference of more than 3 times the accuracy 
with which this parameter is determined in the s.g. fit. In the case 
of a 1 parameter s.g. fit хг
А
 is not allowed to drop more than 9 below 
x\ of this group in the т.е. fit. For an η parameter s.g. fit, this is 
generalized to a maximum χ ^ drop by xL.jJn) of Table 5.1. This 
criterium is tailored in such a way that the chance that a group of 
correct Gaussian data will be rejected is 0.27%, if the effect of fitting 
the т .е . parameters is neglected. In fact also here the chance is even 
smaller. 
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3. As another means against systematic errors, a group is rejected if its 
x\ is less than xf^iNjf) in a s.g. fit with N¿[ degrees of freedom. 
The values of xfow) listed in Table 5.1, are calculated to give again a 
chance of 0.27% for a correct group to be rejected. A group is also 
rejected, if its т .е . χ^ is already too low. We do not use this criterium 
if N¿¡ < 3, because then a small χ^ is no longer highly improbable. 
4. Finally we leave out a group if its χ\ in the т .е. fit exceeds 
β • ХЬІЦІДЛГД), where β is as specified below Eq. 5.10. From Eq. 5.10 
it can be seen that this gives again the 0.27% chance to reject correct 
data. For a group of Ν
Λ
 relative measurements, the upper limit 
becomes 
/»•XÌighWi-i)· 
By construction all these criteria should almost never come into action 
in the case of correct data. If they do reject a considerable fraction of 
the data set, one should be suspicious, because those criteria that reject 
data for their high contribution to χ 2 can also indicate that the model does 
not have enough freedom. In this analysis the (by far) largest set of data 
rejected consists of the 50 Berkeley68 [SI068] cross section data between 6 
and 10 MeV. (All rejected data are discussed in Ref. [Bcr87a].) In that 
case however, there are enough comparable measurements, and therefore 
one can see that the Berkeley68 data clearly contradict the other data (see 
also Ref. [SSII70]). Therefore it is very likely that something is wrong with 
these data. 
The criteria are meant to avoid unwanted effects, like systematic errors 
and underestimated errors, because they can lead to less accuracy in the 
parameters than the obtained error matrix suggests. Instead of rejecting 
data, this might also be remedied by enlarging by hand the errors of suspect 
measurements. With which factor the errors should be enlarged would have 
to be guessed from the amount of systematic error one sees in the data. In­
corporating data with enlarged errors has the disadvantage that the above 
expectations for χ2 (e.g. M = 1 ± y2/N¿i) are not valid anymore. The 
Wisconsin66 1-3 MeV cross section data [Кпебб] form an example of the 
above situation. Before the publication of the Zürich78 data [Tho78], the 
Wisconsin66 data were the only cross sections below 5 MeV and away from 
the interference minimum that were incorporated in analyses. However, 
the errors contained a large systematic component. Therefore, before 1978 
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Ν 
Xhirt» 
xfowH 
1 
9.0 
— 
2 
11.8 
— 
3 4 5 
14.2 16.3 18.2 
— 0.15 0.31 
7 
22. 
0.81 
10 15 
27. 35. 
1.8 4.1 
20 25 
42. 49. 
6.8 9.8 
30 
56. 
13. 
Table 5.1: Values of χ2 used in tht rejection criteria (see 
text). 
one could not reject the Wisconsin66 data without throwing away valuable 
information, but one should have enlarged the errors. Nowadays the im­
portance of the Wisconsin66 data has faded, since one has the Zürich78 
data [Tho78]. Therefore we do not include the Wisconsin66 data in our 
data set. The Wisconsin66 data are not in disagreement with our multi 
energy fit, since they give χ2 = 15 (for 50 data). 
5.2 How non-statistical are the data? 
In this section we want to see how the data spread around the model values. 
The theoretical framework has already been presented in Section 5.1. The 
total χ 2 (Xtot) ^ ' n o u r case surely compatible with the data being drawn 
around the model values (Eq. 5.7). Here we want to say more about the 
distribution of the contributions to χ2, i.e. of the JVj^ squared terms in 
Eq. 5.4. The distribution we find in the multi-energy fit we denote by 
Л,апа1увй(Х2)· l t i s g i v e I l by 
, Wdat 
Л.ал.аІувіЛх
2) = T T " Σ *(x' - Χ?) • ( " l ) 
J v dat ,
=
 i 
This distribution has to be compared with the theoretical p.d.f., the χ2-
distribution for 1 degree of freedom P¡ (χ2) of Eq. 5.6. This comparison is 
made in a histogram in Fig. 5.1, but it is difficult to judge the agreement 
between the distributions from such a figure. We believe it is better to 
give the moments of the distributions, because errors can be given for these 
moments. The moments μ'„ of a distribution P(t) (with t 6 (0)O°)) are 
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given by 
μ'
η
 = Γ dt P{t) Г , (5.12) 
Jo 
and the central moments μ„ are given by 
Un = Γ dt P( t ) (t - μ',)" . (5.13) 
Jo 
aw of M out of P{t) can then be evaluated as The error in μ'
η
 from a dr
and analogous for σμη. 
„г There are two flaws in ί Ί ( χ 2 ) a s a comparison for Рі
і а п а
іу
а
і
а
. First of 
all, as also discussed in Section 5.1, 
J" ¿I ^l.analyeisí«) ' = X?ot/^dat , (5-15) 
whereas 
/ dt P,(t) t = 1 . (5.16) 
Jo 
The expectation value (xJot) = N¿[ = 343, but JV(jat = 389, because the 
normalizations (17 overall norms plus 12 angle-dependent normalization 
factors) contribute to χ 2 , we use 12 model parameters and there are 5 un-
normed groups of data. Therefore, a better p.d.f. to compare Pi.analysis 
with is the somewhat narrowed p.d.f. of Eq. 5.9 with α = 343/389. Sec­
ondly, we have rejected all data with χ 2 > 9, which influences of course 
primarily the higher moments. Therefore, we believe it is best to compare 
the moments of Pianalysieix2) w ' t ^ those of 
/ W u t ( x 2 ) = [osftl ( l /2 , 9/2 « Г 2 ) ] " 1 * - * 2 / " 3 ( χ 2 ) - ι / 2 0 ( 9 - χ 2 ) , 
(5.17) 
with ι(α, z) the incomplete gamma function and σ chosen in order to have 
(χ 2 ) = 343/389, thus σ = .89677. This P ^ . d t still has a flaw as a 
comparison p.d.f. for Pianalysis > since measurements of different groups are 
treated in the same way. 
The lower moments of Pi , of Pi .„¿ut and of P] analysis a r e given in Ta-
ble 5.2 together with their errors. All of the four lower moments of P! analysis 
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S Ί analysis 
Figure 5.1: Probability distribution functions vs. χ 2 . The tail 
is enlarged by a factor 10. The histogram, of 389 
data points, represents the experimental distribu­
tion in bins Δχ 2 = 0.1 (and Δχ 2 = 0 2 for the 
tail) 
- - - - . Pi(x2), χ2-distribution for 1 degree of 
freedom. 
: Piafiutfy2), X2-P-d·/· ·/ we tote mío ac-
count that (χ2) = 343/389 and that data points 
with χ2 > 9 have been rejected. 
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μΊ 
μί 
μί 
Mi 
Мг 
Мз 
μ* 
Л 
1.000 ± 0.072 
3.000 ± 0.050 
15.0 ± 5.1 
105. ± 72. 
2.00 ± 0.38 
8.0 ± 3.9 
60. ± 55. 
•Pl.tr.CUt 
0.882 ± 0.061 
2.24 ± 0.32 
8.8 ± 2.0 
44. ± 14. 
1.46 ± 0.23 
4.3 ± 1.3 
21.9 ± 8.7 
'l.analysis 
0.883 
2.24 
8.5 
40. 
1.46 
3.9 
18.3 
Table 5.2: Moments μ'
η
 and central moments μ
η
 for our 
analysis of the data and the moments of two com­
parison probability distribution functions. Errors 
are given for a draw of 389 points. In the mo­
ments given for our analysis, contributions of 
normalization data are included. For definitions, 
see text. 
agree (almost too good) with those of .P1(TCUt, so the distribution of the con­
tributions to χ2 is very near to what one would expect for statistical data. 
In the histogram (Fig. 5.1), where the above p.d.f.'s are displayed, one 
can see that to the eye both p.d.f.'s agree with the experimental distribution 
•M.analyeifl · 
Chapter 6 
An alternative method to solve 
the Schrödinger equation 
6.1 A method to obtain high accuracy 
In the physics of scattering processes one usually employs a radial wave 
equation, which is a second order differential equation. A well-known 
method to solve equations of this kind is the Numerov method [Num33]. 
Here another method is presented, which offers interesting advantages. 
We start with writing the differential equation as 
¿ Ф ( г ) = [оі(г) + ад]*(г), (6.1) 
where Di contains the more elementary parts of the interaction and D2 the 
rest. We then follow the arguments of Section 2.3.2. Di now plays the role 
of X and DÏ tha t of AX. So we write 
X(r) = F(r)«(r) + G(r)/?(r) 
X ' ( r) = F ' ( r ) Q ( r ) + G ' ( r ) / J ( r ) , (6.2) 
where F and G are solutions of Eq. 6.1 without D¡ present. We arrive at 
the equivalent of Eq. 2.18 
a '(r) = - G ( r ) D 2 ( r ) x ( r ) 
β'(τ) = F(r)D2(r)x(r) . (6.3) 
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Since in Eq. 2.18 AX did not need to be infinitesimal yet, also here it is 
allowed that DÌ is finite. 
This equation can be generalized if one does not require F to be a 
regular solution, and the wronskians are altered to 
W{F,G;r) = W0 
W(F,F;r) = W(G,G;r) = 0. (6.4) 
If we also substitute Eq. 6.2 in Eq. 6.3 we obtain 
with 
Л(Г) =
 ("^Г 1 -?(Г))" А ( Г ) -^ ( Г ) G ( r ) ) • ( 6 · 6 ) 
In the case of η coupled channels Eq. 6.5 is a block matrix equation. 
The quantities Dj, F, G, and WQ are then η χ η matrices and A is then a 
2n χ 2n matrix. 
To solve the wave equation, we now choose initial values for α and 
β, in order to have the right boundary condition for χ at r = 0 (or any 
other r). After that the first order differential equation (Eq. 6.5) can be 
solved numerically to find α and β at the desired value of r. This gives 
then, using Eq. 6.2, the solution χ and its derivative. 
Different choices are possible for the division of the interaction into Di 
and DÌ in Eq. 6.1. Together Di and DÌ will be simular to Eq. 2.11. If for 
Di a more complicated part of the interaction is chosen, the construction 
of F and G will be more difficult. If only the кг term is included in Di, 
then for F and G one can simply take the sine and cosine functions. If 
also the operater L2 is contained in -Di, Bessel and Neumann functions are 
appropriate. 
An advantage of the method is obtained if DÌ becomes small for large 
r. In the above examples this is the case if the potential approaches zero 
for large r. The same will be the case then for the matrix A{r) in Eq. 6.5. 
This means that α and β will approach a limiting value for large r. In the 
Numerov method, the wave function χ itself is generated by the differen­
tial equation. Because χ keeps changing for large values of r, it requires 
more effort to compute it accurately. This is of particular importance for 
88 6. Ал alternative method to solve the Schrodinger equation 
potentials with a very long range, like the vacuum polarization potential. 
In that case the method described here will allow a larger steplength in 
discretizing the variable r. 
Another advantage is seen if we look in detail at the numerical process of 
solving the method. This can be done using ал implicit multistep method, 
by first defining a new function 
u,(r) = ( l-b/M(r))-(° j ; j ) , (6.7) 
where h is the steplength. /?o is just a numerical constant, which together 
with numbers 7
m
 is chosen in such a way that 
w
(r)=
w
(r-h)
 + hZlmT^^
L
-r-Mr-rnh) (6.8) 
m
=i 1 - np0A(r - mh) 
up to order 0(hM+2). Since A is a 2n χ 2n matrix, the denominator in this 
equation requires a matrix inversion. This is also the case in the Numerov 
method, although there only an η χ η matrix appears. Fortunately, the 
inversion in Eq. 6.8 is trivial. From Eq. 6.6 it can be derived that Аг = A, 
which leads to 
For certain applications some more advantages exist, which will be 
shown in the next section. 
6.2 Applications of the method 
6.2.1 Calculations for the phase shift analysis 
In order to see how the potential tail is used in our model, we first turn 
to those partial waves that have a parametrized P-matrix. Knowing the 
P-matrix is enough to give the radial wave function and its derivative, χ 
and χ', at r = b, up to a common normalization factor. The Schrodinger 
equation enables us then to compute x(r) for all r > b. This wave function 
will, for very large r, have the asymptotic behavior 
X(r)
 r
~„ Ρ({η', kr)C1 + G ¿η', fcr)C2 , (6.10) 
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where Ft and Gt are the regular and irregular Coulomb functions as de­
fined in [Abr70j and η' is the Coulomb parameter. In the nucleon-nucleon 
interaction the spin triplet states with J = ί ± 1 are coupled. In that case 
Eq. 6.10 becomes a matrix equation. The 2 x 2 matrix χ consists then of 
columns which are independent two-component solutions, and i^ and Gi 
become diagonal matrices. The coefficient(-matrices) Ci and Сг of Eq. 6.10 
contain all necessary information about the partial wave. In terms of Ci 
and Сг, the Jf-matrix and 5-matrix are defined as 
Кj = Cj C7j 
The decomposition of the S-matrix into different types of phase shifts 
is discussed extensively in Ref. [Ber87a]. 
In practice, the calculations have to be repeated many times while the 
P-matrix parameters are fitted. Because it is rather time consuming, it is 
not desirable to solve the Schrödinger equation each time to compute the 
asymptotic behavior of χ. For each energy, we need only once to compute 
two independent solutions Xi(r) and Хг(г) of the wave equation, satisfying 
the boundary conditions at r = 6 
xi(b) = i ; xi(*) = o 
xi(4 = o ; xi(6) = i . 
Their asymptotic behavior is given by 
(6.12) 
X! , r . FtW,kr)A + Gt{n',kr)B (6.13) 
XÎ , - - Ft{rt,kT)C + Gt{tf,kr)D. 
For any P-matrix P, we then can compute Ci and Cj of Eq. 6.10 
С, = A + C-P/b (6.14) 
Cj = B + D-P/b . 
The coefficients A, B, C, and D have to be computed for each pa­
rametrized partial wave and for all energies appearing in the data set. A 
complication arises if the potential tail contains parameters, as in our case 
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the pion-coupling constant /Q. We solved this by interpolating each coeffi-
cient, using computed values for 3 different values of f¡. 
The improved Coulomb potential (Eq. 2.38) cannot be used directly in 
a radial wave equation. It contains a non-local potential of the form 
V(r) = Vb(r) - 1/M, (Αφ(τ) + φ(τ)Α) . (6.15) 
A widely used method to deal with this problem is to define 
X(r) = y/l + 2ф(г) x(r) . (6.16) 
The function χ then is a solution of the normal radial Schrödinger equation 
with the local potential 
W = - A - + — ( Uk' - фП \ fe 17Ì 
1 + 2ф Мр\\ + 2ф (1 + 2ф)2) ' [ ' ' 
For any P-matrix, one can compute the boundary condition for χ with 
Eq. 6.16. Writing χ as a linear combination of χ! and χ2, Eqs. 6.11, 6.14 
and 6.15 give then the 5-matrix (if ф(г) —• 0 sufficiently fast for r -+ oo ). 
The use of Eq. 6.17 can lead to trouble, if the denominator 1 + 2ф(т) 
becomes 0 for some r. Furthermore the generalization to coupled channels, 
when φ is not a scalar matrix, results in unpleasant equations. One can 
take another approach and adapt the method of the previous section. The 
potential of Eq. 6.15 gives rise to a differential equation with first and 
second derivatives of the wave function. Therefore we have to generalize 
Eq. 6.1 to 
> H Dur) + Щт) + E{r)± Ф(г) . (6.18) 
We still choose F and G to be solutions of the equation with only D¡. The 
matrix A(r) now becomes 
A{r)
 = {~^'%\)-^{r)-(F{r] G(r)) + 
+ E(r) • ( Г(г) G'(r) )] . (6.19) 
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The inversion required in Eq. 6.8 is still rather simple 
Mr) ^ (-Wöl-ä[r)\ ι 
1 - h0oA(r) \ Wo1 • F(r) ) 1 - hß0E{r) 
{В
г
{т) - ( í"(r) С ( г ) ) + Я ( г ) - ( Г М G'(r))] . 
(6.20) 
This requires only the inversion of the η χ η matrix 1 - hßoE{r), which can 
never cause problems if h is small enough. 
6.2.2 Calculations at negative energies 
One last application that has to be mentioned is the solution of the wave 
equation for negative energies. In order to compute the 5-matrix in that 
case it is convenient to to use 
S{k) = (-yj(k)/J{-k) (6.21) 
where J(k) is the Jost function. 
The method of this chapter is very well suited to compute Jost functions. 
If F and G are chosen e'*r and e_'*r respectively, then the coefficients a and 
β have as limiting values if r —» oo precisely the Jost functions J(k) and 
J(—k). One can also use Hankel functions for F and G, if L2 is included in 
Di. Methods that directly compute the wave function have to determine 
the Jost functions from the wave function and its derivative. The difficult 
one to obtain is J(k), since it is the coefficient of the exponentially damped 
e'
k
 (for positive imaginary k). 
The direct computation of J (A;) and J(—k) gives better results, but one 
fundamental problem remains. If for large г the potential falls off like e _ ' , r, 
J (к) can not be computed for Ітп(к) > μ/2. This problem can only be 
circumvented via analytic continuation. In Fig. 6.1 some calculations are 
shown of the Jost function of a simple model, which can also be solved an­
alytically. The exact solution has a pole at к — χμ/Ζ. The approximations 
fail beyond this point, not because of numerical inaccuracy, but because 
the solution of Eq. 6.5 has to be stopped at a finite г and the result has no 
limit for r —» oo. 
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Figure 6.1: The Jost function for purely imaginary kffm'1) 
for an exponential potential V(r) = ffe"'" in an 
S-wave, which has one bound state. 
Solid line: exact solution. 
Dotted line: stopped at r = 5 fin. 
Short dashes: stopped at r = 10 fm. 
Dashed line: stopped at τ = 15 fm. 
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Samenvatting 
Een proton-proton faseverschuivings-analyse 
Dit proefschrift geeft een analyse van de wisselwerking tussen twee 
protonen. Gezocht wordt naar een beter theoretisch inzicht, uitgaande 
van de bestaande meetgegevens. Dit is gedaan in de vorm van een fase-
analyse van proton-proton verstrooiïngsdata. Deze data bestaan uit alle 
tot op heden gepubliceerde hoekverdelingcn, polarisatie- en spincoirelatie-
metingen. Deze metingen worden gedaan door versnelde protonen met 
andere, stilstaande, te laten botsen. Het hier behandelde energiegebied is 
0-350 MeV. Een theoretische beschrijving voor deze verschijnselen wordt 
meestal gegeven door potentiaalmodellen. Hiermee kan men de quantum-
mechanische golffunctie berekenen. Deze bestaat uit verschillende partiële 
golven, waarvan de faseverschuivingen de verstrooiïngsdata beschrijven. 
De lange-drachts potentiaal voor proton-proton is tegenwoordig zeer 
goed bekend. Deze bestaat uit de electromagnetische interactie, waartoe 
ook de vacuümpolarisatie behoort. Op wat kortere afstanden speelt ook 
de pion-uitwisseling эеп rol. De sterkte hiervan hangt af van de ρρπ 0 -
koppelingsconstante. Een van de resultaten van deze analyse is een nieuwe 
bepaling van deze constante. Op nog kortere afstand wordt de interactie 
meestal beschreven door uitwisseling van zwaardere bosonen, terwijl ook 
vaak fenomenologische ingrediënten worden gebruikt. De bestaande mo-
dellen zijn hier lang nog niet perfect. 
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Voor het zoeken naar betere modellen is het nodig dat de reeds bestaande 
informatie zoveel mogelijk wordt gebruikt. In het verleden gebeurde dat 
voor de electromagnetische interactie met behulp van het effectieve-drachts 
mechanisme. Hierbij was het echter moeilijk om nog meer van de bestaande 
theorie, zoals de pion-uitwisseling, toe te voegen. Ook werd wel gebruik 
gemaakt van volledige potentiaalmodellen met een aantal vrije parameters. 
Hierin moesten dan vooraf aannames worden gemaakt over de korte-drachts 
interactie, waarvan eigenlijk niet genoeg bekend was. 
In deze proton-proton analyse wordt voor het eerst gebruik gemaakt 
van de P-matrix parametrisatte. Deze geeft de mogelijkheid om voor de 
lange-drachts interactie (r > 6) een bepaalde potentiaalvorm te kiezen, 
terwijl voor r < 6 geen beperkende keuze hoeft te worden gedaan: hier 
wordt de interactie fenomenologisch beschreven De P-matrix radius b geeft 
dus aan binnen welke afstand men geen vorm voor de potentiaal vooraf 
wil vastleggen. De faseverschuivingen voor hogere angulaire momenta J, 
die niet uit de data kunnen worden bepaald, worden in eerste instantie 
benaderd door alleen de electromagnetische en pion-uitwisselingseffecten. 
Om dit nog te verbeteren, is gebruik gemaakt van technieken uit de theorie 
van optimale afbeeldingen. Hiermee wordt nog een extra correctie op deze 
hogere faseverschuivingen verkregen uitgaande van de lagere. 
De analyse is uitgevoerd volgens de kleinste kwadraten methode. Spe-
ciale aandacht is besteed aan de statistisch juiste behandeling van de data. 
Er werd een uitstekende overeenkomst met de data bereikt. De gevonden 
faseverschuivingen en bijbehorende foutenmatrices kunnen een belangrijke 
informatiebron vormen voor verbetering van bestaande modellen, zowel 
voor de proton-proton als de neutron-proton interactie. Een aanzet hier-
toe is al gegeven door de constructie van een (te) simpel locaal potenti-
aalmodel, dat een betere overeenkomst met de data geeft dan alle andere, 
meer theoretisch gefundeerde, potentiaalmodellen. De gevonden P-matrix 
parameters kunnen als leidraad dienen bij het pogen de bestaande modellen 
te verbeteren. Voor de lange-drachts interactie zijn verschillende potenti-
aalmodellen vergeleken. Er kon worden aangetoond dat de modellen waarin 
de uitwisseling van zwaardere bosonen wordt meegenomen, bruikbaar zijn 
in het gebied r > 1.4 fm. Het eenvoudige model met het pion als zwaarste 
boson voldoet slechts voor r > 1.8 fm. Al deze modellen gaven overeen-
stemmende waarden voor de ppir0-koppelingsconstante. 
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Stellingen. 
ι. 
Het gebruik van de P-matrix ab parametrisatie van het korte afstands gedeelte 
van een 2-deeltjes wisselwerking is een waardevol hulpmiddel bij de verbetering 
van potentiaalmodellen. 
2. 
Het pad-integraalformalisme zou aan iedere natuurkundestudent moeten wor­
den onderwezen, omdat het op overtuigende wijze het verband tussen quan-
tummechanica en klassieke fysica laat zien en bovendien het gebruik van een 
Lagrangiaan en het principe van stationaire actie rechtvaardigt. 
3. 
Door de korte golflengte van licht is de aansluiting van glasvezels voor sig­
naaloverdracht een lastig mechanisch probleem. Op de schaal van geïntegreerde 
schakelingen maakt juist de relatief lange golflengte van licht het optisch trans-
porteren van de signalen problematisch. Daarom zal optische signaaloverdracht 
de electronische nooit verdringen. 
4. 
Om de kans op radiostoring, veroorzaakt door electrische apparaten, te mini-
maliseren, zou men een gewogen integraal over het frequentiespectrum als toe-
latingseis moeten hanteren. Dit is niet het geval in de bestaande reglementerin-
gen, waar de limietwaarde voor een bepaalde frequentie onafhankelijk is van de 
aanwezige stoorsignalen op andere frequenties. 
(CISPR-publication 15 : Limits and methods of measurement of radio interfer-
ence characteristics of fluorescent lamps and luminaires, ІБС, Genève) 
5. 
In de loop der jaren is het aantal meetgegevens, verkregen met behulp van 
nucleon-nucleon verstrooiingsexperimenten, te groot geworden om direct te ge-
bruiken. Daarom is een vorm van datareductie noodzakelijk en de beste vorm 
is een goed fysisch model. 
6. 
De digitale opslag van audio- en videosignalen heeft раз iets nieuws te bieden 
wanneer hierbij dezelfde manipulaties mogelijk worden als bij opgeslagen gege­
vensbestanden in een computergeheugen. 
7. 
Voor een meerkanaals Schrödingervergelijking kiest men vaak matrixoplossingen 
F en G met Wronskiaan-relaties 
W{F,F)=W{G,G)=0; W(F,G) = X (1) 
Door deze relaties in blokmatrixvorm te schrijven leidt men gemakkelijk af 
-FX-1G+GX-1F = 0; -F'X^G+ G'X-1F = 1 (2) 
waarmee vgl. 6.20 van dit proefschrift bewezen kan worden. 
8. 
Het komt voor dat van een Ie orde differentiaalvergelijking, y'(r) = A(r)y(r), 
alleen de ruimte, opgespannen door de kolommen van de matrix y, de gewenste 
informatie geeft. De oplossing x, van x'(r) = [1 — i(r)xT(r)]j4(r)i(r), geeft 
dezelfde informatie en kan voldoen aan x*(r)x(r) = 1, voor iedere r. Hiermee 
voorkomt men het optreden van zeer grote getallen en blijven de kolommen van 
χ maximaal onafhankelijk. 
Dit is van belang als men een Schrödingervergelijking omzet naar een Ie orde 
differentiaalvergelijking, voor een probleem met koppeling aan gesloten kanalen. 
9. 
Het gebruik van electrochemisch uit water verkregen waterstof als brandstof 
voor auto's biedt voordelen. Het zou nog veel meer voordelen bieden als men 
uit water en atmosferische COj koolwaterstoffen kon synthetiseren, met eigen-
schappen als LPG. 
10. 
De gevoeligheid van verstrooüngsobservabelen voor de faseverschuivingen van de 
verschillende partiële golven neemt toe, met toenemend angulair momentum J 
(Tabel 2.3 van dit proefschrift). Bij de beoordeling van fysische modellen dient 
men daarom ook te letten op de partiële golven met hoge J, hoewel deze vaak 
niet uit analyses bekend zijn. 
11. 
Het gebruik van de 'finite element method' voor de berekening van uitgestraalde 
electromagnetische velden leidt niet tot snelle resultaten. 




