Numerical simulations of Sequences of Earthquakes and Aseismic Slip (SEAS) have 9 made great progress over the past decades to address important questions in earthquake 10 physics and fault mechanics. However, significant challenges in SEAS modeling remain 11 in resolving multiscale interactions between aseismic fault slip, earthquake nucleation, 12 and dynamic rupture; and understanding physical factors controlling observables such 13 as seismicity and ground deformation. The increasing capability and complexity of 14 SEAS modeling calls for extensive efforts to verify codes and advance these simulations 15 with rigor, reproducibility, and broadened impact. In 2018, we initiated a community 16 code-verification exercise for SEAS simulations, supported by the Southern California 17 Earthquake Center (SCEC). Here we report the findings from our first two benchmark 18 problems (BP1 and BP2), designed to test the capabilities of different computational 19 methods in correctly solving a mathematically well-defined, basic problem in crustal 20 faulting. These benchmarks are for a 2D antiplane problem, with a 1D planar vertical 21 strike-slip fault obeying rate-and-state friction, embedded in a 2D homogeneous, linear 22 elastic half-space. Sequences of quasi-dynamic earthquakes with periodic occurrences 23 (BP1) or bimodal sizes (BP2) and their interactions with aseismic slip are simulated.
Introduction and Motivation
tions and nucleation procedures for dynamic rupture simulations, however our vision for SEAS models is to develop them all to include full dynamic ruptures, capturing the 2013), coupling faulting with fluid/heat transport and inelastic dilatancy (Segall and Bradley, 2012a) , effects of surface topography (Ohtani and Hirahara, 2015) , frictional 151 heterogeneities (Kato, 2016) and viscoelastic response (Kato, 2002; Lambert and Bar-152 bot, 2016; Barbot, 2018) . A spectral element method (SEM) has also been developed 153 for simulating fully dynamic earthquakes in a heterogeneous bulk (Kaneko et al., 2010) . 154 To verify the accuracy of SEAS models based on these different computational 155 methods, the SEAS group developed our first benchmark problem, BP1, to test the 156 capabilities of different computational methods in correctly solving a mathematically the SEAS platform (http://scecdata.usc.edu/cvws/seas/index.html). We include 168 some of the details on the friction law here, for clarity of important concepts. 169 The fault is governed by rate-and state-dependent friction (Dieterich, 1979; Ruina, 170 1983; Marone, 1998) where shear stress on the fault is set equal to fault strength ,
where = 0 + qs − is the sum of the prestress 0 , the shear stress due to quasi-174 static deformation qs , and the radiation damping term − as approximation to 175 inertia (Rice, 1993). = /2 s is half the shear-wave impedance for shear wave speed s = √︀ / , where is the elastic shear modulus and is the material density. The fault strength = n ( , ), where is the slip rate and is a state variable. n is 178 the effective normal stress on the fault. For this first benchmark problem we assume 179 evolves according to the aging law 
where is a constant of order 1. Another characteristic length scale which has been 203 shown to control model behavior is the critical nucleation size ℎ * , which governs the 204 minimum extent of the rate-weakening region under which spontaneous nucleation may 205 occur, (see Andrews, 1976a,b; Rubin and Ampuero, 2005; Ampuero and Rubin, 2008) .
206
For 2D problems, the critical nucleation size can be estimated for the aging law (with
209
A cell size of 50 m was used for BP1, resolving Λ 0 with approximately 6 grid points and 210 ℎ * with approximately 40 grid points.
211
We developed the second benchmark BP2 that is similar to BP1 to explore the 212 model resolution issues, which will be important in future benchmarks in 3D Table ) , with the exception of QDYN, which applies a Bulirsch-Stoer method for BP1, 247 and BICyclE, which incorporates adaptive time-stepping based on stability conditions 248 derived from the choice of constitutive relationship.
249
To facilitate the submission and comparison of simulation results, we established an 250 online platform that provides access to community resources and supports the submis-251 sion, storage, visualization, and comparison of benchmark results, see Figure 4 . For our 252 first benchmarks, we adopted a platform with similar functionality developed for the 253 SCEC dynamic rupture simulation group (http://scecdata.usc.edu/cvws/seas/).
254
All modelers can upload and immediately plot time-series data to quickly assess the 255 overall agreements between models for the time evolution of fault slip, slip rates and 256 shear stress at representative locations on fault. We use the online platform for prelim-257 inary model comparisons and analyze more detailed model observables to verify these 258 computational codes.
259
Model Comparisons and What We Learned
260
It is important to note that the problem descriptions for BP1 and BP2 consider a semi- to model divergence at a near-constant rate. We found that these discrepancies were 289 caused by choices in domain truncation and boundary conditions. We were surprised to 290 find that far-field boundary condition type leads to quantitative differences in long-term 291 fault behavior for relatively small domains (revealed by the blue and orange curves).
292
This in part is due to small differences in the physical problem being solved by im- increased, suggesting convergence of results across the modeling groups. Figure 5 
shows comparisons of all models with > 160 km, further illustrating that excellent 299 agreements between model results can be achieved with sufficiently large domain sizes.
300
While computational domain size and boundary conditions can lead to model diver-301 gence over the long term, the coseismic behavior of individual earthquake are qualita-302 tively well reproduced by all models. In Figure 6 we show the time series of shear stress 303 evolution near the nucleation depth (12.5 km) and slip rate (at a mid-seismogenic depth 304 of 7.5 km) during the coseismic phase for the 8th event in the sequence from Figure 5 . 305 We chose these plotting depths as they best illustrate model discrepancies, with time 
Results from BP2
318 For BP2 we suggested submissions of multiple models with different spatial resolutions 319 from each group, see Table . By design, models with a cell size/node spacing that does 320 not resolve critical length scales -process zone size and nucleation zone size defined in 321 (4) and (5) 2009), and illustrated in the cumulative slip profiles in Figure 3(b-d) .
324
While drastic differences in small event patterns arise for large cell sizes, we found 325 that with increasing resolution results converge to an alternating sequence of large and 326 small events among most models. Figure 7a shows the long term evolution of slip rates 327 at 9.6 km (near the bottom of the seismogenic zone and above the earthquake initiation 328 depth) for the best model results (with a cell size of 25 m and large computational 329 domain sizes). We found that even models with similar cell/domain sizes tend to 330 produce results that are initially closely matching, but diverge over time, likely due to 331 accumulation of numerical round-off errors and differences in computational techniques.
332
However, if we zoom in on the tenth event in the sequence (gray bar in Figure 7a ), the 333 time series of fault slip rates, aligned with respect to the start time of seismic slip 334 at the depth of 12 km within each model, show good agreements (Figure 7b ). While 335 small discrepancies exist in peak slip rates and early source complexity, partly due 336 to differences in interevent times, the models with the highest resolution exhibit good 337 agreements in their overall coseismic behavior despite their divergence in the long term. techniques likely contribute to the divergence of simulation results.
346
In Figure 9 we plot the distribution of earthquake sizes, seismic moment release and with increased cell sizes.
377
In Figure 11 we show interevent times for large surface-breaching events for all Fig. 1 ) rate-and-state parameter variable (see Fig. 1 Fault Friction, Bulk Rheology, ... (1993), where a planar fault is embedded in a homogeneous, linear elastic half-space with a free surface. A vertical cross-section of the 3D setting is taken so that slip varies only with depth and deformation is 2D antiplane strain. The fault is governed by rate-and-state friction with depth-dependent frictional parameters and above the depth f , below which a steady slow loading rate is assumed. The friction-controlled fault is seismogenic due to velocity-weakening properties (( − ) < 0) down to depth and accommodates aseismic creep at greater depths due to velocity-strengthening properties (( − ) > 0). Earthquakes nucleate spontaneously, with inertia approximated with radiation damping. Depth distribution of the ratio of total seismic moment release to total moment release, s , is shown by solid lines. The ratio between seismic moment due to surface-breaching earthquakes (with surface slip greater than 0.1 m) to total moment release is indicated by dashed lines. Simulations with different resolutions are shown, with the same color for each modeling group. Note that not all groups have simulation results for all resolutions. 
Computational Methods for SEAS models

