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Abstract—Bursts of sleep spindles and paroxysmal fast brain
activity waveforms have frequency overlap whilst generally,
paroxysmal waveforms have shorter duration than spindles. Both
of these waveforms resemble bursts of normal alpha activity
during short rests while awake with closed eyes. In this paper, it
is shown that for a proposed cooperative adaptive line enhancer,
which can both detect and separate such periodic bursts, the
combination weights are consistently different from each other.
The outcome suggests that for accurate modelling of the brain
neuro-generators, the brain connectivity has to be precisely
estimated and plugged into the adaptation process.
Index Terms—Cooperative adaptive line enhancer, EEG, brain
connectivity, alpha wave, paroxysmal activity, sleep spindles.
I. INTRODUCTION
The state of brain activity is recognised up to a high
extent by temporal and spatial characteristics of the electroen-
cephalography (EEG) waveforms and the neuronal commu-
nications between the brain zones [1]. As a normal brain
activity, sleep spindles are peculiar, random in time, oscillatory
brain patterns associated with the second and third stages of
sleep. They last between 0.5 to over one second, and have
frequencies in alpha range to early beta range (i.e. 10-15
Hz). Their visual scoring is cumbersome and user dependent.
On the other hand, as an abnormal brain activity, in tonc-
clonic seizure patients, the brain often generates bursts of
paroxysmal periodic polyspikes, which are fast and short
bursts of brain activity with frequencies around lower beta
range, appearing across the left posterior brain quadrant with a
spatial distribution which is neither fully generalised nor truly
focal. The spindles often appear in all the EEG channels but
mostly appear around the mid-line of the brain on both centro-
parietal (for early spindles) and frontal (for late spindles) zones
of the brain. Both waveforms are also very similar to frontal-
central beta activity as well as normal alpha activity during
short resting periods while awake.
Detection of such waveforms and their separation from
normal bursts of brain activities are necessary for recognition
and scoring either the sleep stages or the severity of tonic-
clonic seizure and distinguishing them from normal alpha and
beta bursts. In addition, the spatial distinction of these two
waveforms and the way they evolve within the brain indicate
Fig. 1: EEG with bursts of beta activity (top), sleep EEG with bursts
of spindles (middle), and seizure EEG with bursts of paroxysmal
activity (bottom).
their differences and set the criteria for their detection and
characterisation.
Efforts have been made to better detect some of these signals
(i.e. sleep spindles) automatically [2]. These methods are either
based on time-frequency [3] [4], source separation [5], or other
approaches [2]. From Figure 1 the similarity between these
activities is visible. Without clinical examination of the patient,
it is easy to make mistake between them particularly if these
waveforms are elicited around the same time. One example is
when the paroxysmal seizure happens during sleep.
Fig. 2: A cooperative network and the neighbourhood of node k .
II. METHODOLOGY
As for the data, the sleep EEG signals are preprocessed
using the method in [6] to mitigate the effect of eye-blinks
before applying our proposed spindle detection method. The
data are processed block by block of 0.5 sec each and the
sampling rate is 256 samples/sec.
A. Cooperative Learning
A distributed adaptive network is a collection of connected
agents that have some learning abilities enabling them to sense
and adapt to the streaming data. Moreover, these networks are
able to collaborate and share their information on a local level.
This collaboration results in the complex behaviour of the
network and diffusion of information over the entire system.
The performance of these self-organized networks depends on
the learning abilities and localized cooperation of the inter-
connected nodes of the network [7]. After all, the objective
of the network is to discover some global information and
resolve a global task by using the distributed information of
all the agents. Figure 1 shows an example of such a network
comprising N agents,where each agent k is connected to some
neighbours in a set represented by Nk that can communicate
with.
Consider Nk as the neighbours of node k , including k
itself. To model the problem, we consider a connected network
consisting of N nodes. Such a network can be seen in Figure
2. Each node attempts to estimate a 1 ×M unknown vector wok
from the collected measurements. Each node k of the network
has access to scalar measurements dk as its target, and an 1
× M regression vector xk (i ) at each time instant i ≥ 0. The
information at each node is assumed to be related to the wok
via a linear regression model:
dk (i) = x
T
k (i)w
o
k + nk (i) (1)
where nk (i) is the measurement noise at node k in time
instant i and T refers to transpose of a vector. In the context
of diffusion adaptation (DA), this leads to an optimization
problem which minimizes a cost function, Jk (w), for each
node k as shown in Figure 2, proportional to the difference
between an estimate and the corresponding objective, resulting
in the following two-step solution which involves adaptation
and combination respectively:
φk (i) = wk (i − 1 ) + µkdkxTk (i)wk (i − 1 )xk (i) (2)
wk (i) =
∑
l∈Nk
alkφl(i) (3)
where µk >0 is the step-size parameter used by node k , wk
denotes the estimate of actual filter parameters, and alk are
nonnegative combination weights which satisfy∑
l∈Nk
alk = 1, and alk = 0 if l /∈ Nk (4)
The adaptation and combination steps can be performed in
any order. In general applications, there are no clues about the
values of alk and often for an N node neighbourhood each
link weight is considered equal to 1/N [7]. Single- and multi-
task cooperative networks have diverse range of applications
such as in [8] [9] [10]. In application to multichannel EEG,
accurate estimation of the combination parameters becomes
very crucial as they play the major role in both recognition
of brain state and classification of the states eliciting similar
EEG waveforms. The estimation of brain connectivity (often
proportional to Granger causality measure) can be achieved
using different methods.
B. Cooperative Adaptive Line Enhancer
Adaptive line enhancer (ALE) was introduced by Widrow
[11] and widely used for separation of sinusoid or narrow-band
periodic signals from their mixtures with broad-band noise.
The general block diagram of a traditional single channel ALE
is depicted in Figure 3. The ALE input s(t) is assumed to
be the sum of a narrow-band signal x (t) and a broad-band
signal n(t). The parameters of the filter, w, are recursively
adapted and estimated in such a way that the statistical
mean squared error (MSE), E [e2 (t)], where E [.] stands for
statistical expectation, is minimized. The ALE operates by
virtue of the difference between the correlation lengths of x (t)
and n(t). The delay parameter ∆ should be chosen larger than
the correlation length of n(t), but smaller than the correlation
length of x (t). The correlation length is equal to the longest
interval between the two correlated samples of the signal, i.e.,
where the signal autocorrelation falls to zero. In this case,
it is possible for w to make a ∆-step ahead prediction of
x (t-∆) based on the present and past samples of s(t-∆).
However, w is not able to predict n(t) from the knowledge
about present and past samples of n(t-∆). As a result, after
the convergence of w to its optimal values, the error signal
e(t) is approximately equal to n(t) and the ALE output x (t)
is approximately equal to x (t).
There have been some improvements and new versions
of ALE with particular applications to wideband periodic
signals buried in non-Gaussian noise [12] or three-dimensional
periodic signals [6].
ALE has applications in many areas such as communica-
tions, sound, and biomedical signal processing. It operates on
a single channel and assumes that the periodic signal exists
throughout the data segment. Therefore, in places where a
Fig. 3: Conventional ALE.
burst of periodic signal is propagated over a connected network
the method is not applicable. Here, we exploit the fact that
EEG is generally a multichannel data and the normal or
abnormal EEG source locations are neither known in advance
nor steady in any certain brain zone. These include the sources
of short bursts of normal alpha and beta activities, sleep
spindles and paroxysmal activity. However, normal alpha often
elicits from posterior brain zone (or from mid-lateral zone if
it is a mu rhythm) and beta activity from frontal zone. On
the other hand, it has been well established that, during sleep
there is no alpha- or beta-range activities.
Nevertheless, the main hypothesis in this work is that,
during the above different brain states/activities, the connec-
tivity patterns between various brain zones vary considerably.
Hence, the brain connectivity parameters can be good es-
timates of the combination weights for a cooperative ALE
(CoALE) introduced in [13] to best estimate the desired
waveform and classify the above waveforms. For a CoALE
the target signal in equation (2) is replaced with the shifted
input signal, i.e.,
φk (i) = wk (i − 1 )+µkxk (i−∆)xTk (i)wk (i − 1 )xk (i) (5)
However, the combination equation follows equation (3).
C. Brain Connectivity
Generally, the brain connectivity measures follow the
Granger causality principle. In order to estimate the com-
bination weights in each time interval for more accurate
estimation of cooperative filter parameters, xk the Stockwell
time-frequency transform (S-transform) [14] is employed here.
This method is more accurate and less sensitive to the changes
in time-frequency parameters compared to the autoregressive
based methods [15]. It is defined as:
xk(τ, f) =
∞∫
−∞
xk(t)
|f |√
2pi
e−
(τ−t)2f2
2 e−i2pift (6)
Then, the cross-spectrum (or S-coherency) of the signal is
defined as:
C
(ST )
kl (t, f) =
S
(ST )
kl (t, f)√
S
(ST )
kk (t, f)S
(ST )
ll (t, f)
(7)
where
S
(ST )
kl (t, f) = 〈Xk(t, f)X∗k(t, f)〉 (8)
Obviously, Xk(t, f) is complex-valued. The imaginary part
of S-coherency (ImSCoh) is related to the phase difference
between the signals xk(t) and xl(t) at each frequency f ; e.g.,
if ImSCoh is positive then, xk(t) and xl(t) are interacting and
Fig. 4: EEG connectivity informed CoALE.
xk(t) leads xl(t). The cross-spectra values are then used in
estimation of the combination weights as [16]:
a
(ST )
kl =
max(Im(C
(ST )
kl (t, f)), 0)∑
l∈Nk max(Im(C
(ST )
kl (t, f)), 0)
(9)
The estimated akl are then plugged into the adaptation equa-
tion for estimation of the DA weights wkl. The application
of S-coherency in connection with cooperative learning has
been reported for classification of hand clockwise and anti-
clockwise movements [17] and for EEG-based tremor detec-
tion in patients suffering from Parkinson’s disease [16].
III. DETECTION OF BURSTS OF EEG PERIODIC
WAVEFORMS
In the set of data used here, the spindle, paroxysmal wave,
short alpha, and short beta last between 0.5 to 1.5 seconds.
All the waveforms have approximately constant (but different)
amplitudes. However, the amplitudes are modulated by the
EEG variation and also distributed over the neighbouring
electrodes. This is seen in Figure 1 very clearly. Looking at
this figure, it is easy to see that the waveforms are propagated
to other neighbouring channels. The amount of propagation
is highly dependent on the cooperation levels between various
brain zones as estimated by the brain connectivity and reflected
in the combination coefficients. Here, the sets of EEG signals
are converted to referential mode (w .r .t mid-zone electrode,
Cz ,) and pre-processed using the method in [6] to eliminate
the effects of eye-blinks on the signals. Then, non-overlapping
consecutive 500 msec (125 samples) segments were processed
by the proposed informed CoALE. The delay, ∆, was selected
as 4/f0, where f0 is a peak frequency of a labelled periodic
burst in any of the above related EEG segments.
After the filter is designed using the system in Figure 4
for restoration of the rhythmic waveforms, it is applied to the
whole multichannel EEG segment and the results compared
to those of [3] and [4] as well as the one scored by expert
clinicians as the gold standard. The results of applying the
CoALE are shown in Table 1. In this table we also present
the outcome for CoALE where the combination weights for
each agent are similar and therefore, the parameter vector wk
is only the average of the aggregate vector φkl over N , the
number of agents in the neighbourhood. Although for all the
three methods the spindles are detected correctly, estimation of
TABLE I: The error in detection of full duration of each spindle
using the proposed (multichannel) informed CoALE, single-channel
based methods, and the CoALE where the cooperative coefficients
are considered equal for each agent k and its neighbourhood.
Error in Beta Spindle Paroxysmal
Method activity activity
Time-frequency [3] 24% 26% 27%
Tensor-based [4] 16% 17% 17%
Non-Cooperative ALE 20% 19% (ave.) 19%
(independent channels)
CoALE (all akl the same, i.e. 8.5% 8.5% 7.5%
their average for each k )
Proposed Informed CoALE 0.35% 0.3% 0.3%
TABLE II: Classifications accuracy for discriminating between each
two brain states using (a) connectivity parameters and support
vector machines (SVM) classification and (b) connectivity-informed
CoALE.
Two brain waveforms compared Connectivity Connectivity-
and SVM inf. CoALE
alpha and beta bursts 92% 100%
alpha burst and sleep spindle 90% 98.2%
sleep spindle and seizure paroxysmal 91.6% 96.6%
sleep spindle and beta burst 88% 100%
alpha burst and seizure paroxysmal 90.6% 100%
beta burst and seizure paroxysmal 87.8% 97.4%
sleep spindle and beta burst 92.5% 100%
their exact durations involves error. This error, , is calculated
as follows:
 = 1− actual and estimated signals overlap duration
duration of actual signal
(10)
From Table 1 it is clear that, although single channel based
methods are not always able to detect the full duration of burst
waveforms, these particular methods have shown to be very
successful in detection of the EEG sleep spindles. On the other
hand, if the traditional DA-based cooperative filtering is used
in the ALE design, without any prior information about the
cooperation weights which quantify the brain connectivity, the
system is not sufficiently effective. In the proposed method the
cooperative weights are estimated for each 500msec segment
and included in the combination and adaptation processes.
Therefore, the method can not only detect the bursts of
periodic waveforms correctly but also their full durations are
precisely detected and labelled.
In Table 2 the classifications accuracy for discriminating
between each two brain states are depicted. 25 segments for
each case (short alpha burst, short beta burst, spindle, and
seizure paroxysmal activity) have been used.
IV. CONCLUSIONS
The brain waveforms of normal and abnormal activities can
be captured from multichannel EEGs using spatio-temporal fil-
ters. For multichannel EEGs, a cooperative filtering approach
using diffusion adaptation can model such filters if the combi-
nation weights are accurately estimated. Unlike conventional
diffusion adaptation applications where the weights are often
approximated (or even considered equal), thanks to the brain
connectivity measures, in the case of brain research, these
parameters are estimated for each epoch of the data with
reasonable accuracy. As for this paper, these parameters play
a crucial role when the objective it to detect similar brain
activities with different spatial distributions. A good example,
as explored here, is the differentiation between different short
bursts of rhythmic brain activities where each one represents a
different state of the brain. Sleep spindles, paroxysmal seizure
activity, and transient alpha or beta waves are detected and
classified using the proposed algorithm. The method may be
extended to differentiate many brain rhythmic activities which
have different spatial distributions.
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