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I
Introducción
En este trabajo se estudian los ideales primos de las llamadas extensiones PBW torci-
das introducidas en [5] y ampliamente estudiadas en [6].
En el transcurso del trabajo realizamos la construcción fundamental y caracterización por
propiedad universal de estas extensiones, este resultado se encuentra en la sección 2.1 teo-
rema 4. En el contexto de este teorema resulta natural generalizar las extensiones PBW
torcidas originales, estas extensiones se llaman aquí extensiones PBW torcidas generali-
zadas, véase la sección 1.2 definición 7, estos objetos incluyen en particular los anillos de
polinomios torcidos R[x, σ, δ] (incluso si σ es un endomorfismo no inyectivo) y las álgebras
envolventes de álgebras de Lie libres sobre un anillo k conmutativo (incluso si el álgebra
de Lie es infinito dimensional). En la sección 2.1 ejemplo 1 vimos que la construcción y
caracterización en el teorema 4 de la sección 2.1, aplicada a las álgebras de Lie libres sobre
un anillo k conmutativo produce el teorema de Poincaré-Birkhoff-Witt.
Las extensiones PBW torcidas generalizadas más frecuentes en la teoría son las finitas
y biyectivas, véase la sección 1.2, estas extensiones coinciden con las extensiones PBW
torcidas biyectivas definidas anteriormente, por ejemplo en [5], y por lo tanto para estas
extensiones abandonamos el calificativo de generalizada, en particular este tipo de exten-
siones es la que se considera en el capítulo 3, donde se lleva a cabo un primer estudio de
los ideales primos en estas extensiones con la hipótesis adicional de la Noetherianidad del
anillo de coeficientes.
Resumimos a continuación los principales resultados de este trabajo
En la sección 1.1 reunimos algunos resultados estándar de la teoría general de anillos,
principalmente algunas nociones relacionadas con localización en anillos no conmutativos.
En la sección 1.2 damos la definición de extensión PBW torcida generalizada y algunas
consecuencias sencillas de la definición.
En la sección 2.1 el resultado principal es el teorema 4 como ya se mencionó antes. En la
sección 2.2 consideramos un anillo A, un homomorfismo de anillos ϕ : A → B y una ex-
tensión PBW torcida σ(A)[X], y abordamos el problema de construir σ(A)[X]→ σ(B)[X]
que extienda a ϕ. Esto se hace en dos pasos, primero se extienden derivaciones de A a
B en el corolario 2, y segundo se aplica el teorema 4 de la sección 2.1, para construir
σ(B)[X] en la proposición 6. En la sección 2.3 probamos algunas proposiciones conocidas
sobre extensiones PBW generalizadas quasiconmutativas y finitas, que permiten simplifi-
car algunas pruebas usando el método de graduación, como ejemplo se prueba el teorema
conocido de la base de Hilbert para extensiones PBW generalizadas finitas y biyectivas.
Se prueba además un resultado nuevo sobre localización por sistemas multiplicativos del
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anillo de coeficientes invariantes por los endomorfismos asociados a la extensión, que se
obtiene como corolario de la sección 2.2.
El capítulo 3, como ya se dijo antes, es un primer estudio de los ideales primos en una
extensión PBW torcida biyectiva.
En la sección 3.1 se extienden ideales del anillo de coeficientes a la extensión, aquí seguimos
parte de lo que se hizo en el artículo [2] para anillos de polinomios torcidos, los resultados
principales son las proposiciones 12 y 15. En la sección 3.2 se modifica la técnica clásica de
contracción y se le asocia a cada ideal primo de la extensión una órbita, por los automor-
fismos asociados a la extensión, de ideales primos en el anillo de coeficientes, el resultado
principal es la proposicion 18, aquí seguimos parte de los que se hizo en el artículo [4] para
anillos de polinomios torcidos.
Finalmente en la sección 3.3 presentamos como tópico adicional la propiedad de Jacobson
para extensiones PBW torcidas biyectivas sobre un cuerpo, el resultado principal es la
proposición 22, aquí seguimos los resultados relevantes de [1], donde se prueba esto para
álgebras envolventes de álgebras de Lie.
La mayor parte de los resultados son nuevos, exceptuando la sección 1.1 y parte de la
sección 2.3.
CAPÍTULO 1
Preliminares
En este capítulo se describen algunas definiciones, construcciones y propiedades de la teoría
general de anillos en la primera sección; y de las extensiones PBW torcidas generalizadas
en la segunda sección.
En todo el trabajo consideramos sólo anillos asociativos con unidad, pero no necesariamente
conmutativos.
1.1. Teoría general de anillos
Empezamos describiendo la teoría de localización por sistemas multiplicativos de Ore.
Definición 1. Sea R un anillo y S ⊆ R; decimos que S es un subconjunto multiplicativo
de R si s1 ∈ S y s2 ∈ S implican s1s2 ∈ S.
Decimos que S es un conjunto de Ore a izquierda si además se tiene
1. Si r ∈ R y s ∈ S cumplen rs = 0 entonces existe s1 ∈ S con s1r = 0.
2. Para r ∈ R y s ∈ S existen r1 ∈ R y s1 ∈ S tales que s1r = r1s.
Observamos que cualquier subconjunto multiplicativo de un anillo conmutativo es de Ore
(por ambos lados).
Definición 2. Sea R un anillo y S ⊆ R un subconjunto multiplicativo. Sea A un anillo, y
φ : R→ A un morfismo de anillos.
Entonces (A, φ) es una localización de Ore de R con respecto a S por la izquierda si, y sólo
si,
1. φ(s) es invertible en A para todo s ∈ S.
2. Ker(φ) = {r ∈ R | existe s ∈ S, tal que sr = 0}.
3. Todo elemento en A es de la forma φ(s)−1φ(r), con r ∈ R y s ∈ S.
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Notamos que S es un subconjunto multiplicativo de R si, y sólo si, S′ = S ∪ {1} es un
subconjunto multiplicativo de R; además S es de Ore a izquierda si, y sólo si, S′ es de Ore
a izquierda y (A, φ) es una localización de Ore por la izquierda de R con respecto a S si,
y sólo si, es una localización de Ore por la izquierda de R con respecto a S′.
Por esta razón generalmente se asume que 1 ∈ S.
Notamos también que para (A, φ) una localización de Ore por la izquierda deR con respecto
a S, A = 0 si, y sólo si, 0 ∈ S.
Finalmente φ es inyectivo si, y sólo si, los elementos de S son regulares, es decir para s ∈ S
y r ∈ R, sr = 0 o rs = 0 implica r = 0. El teorema principal es el siguiente.
Teorema 1. Sea R un anillo y S un subconjunto multiplicativo de R. Entonces una loca-
lización de Ore por la izquierda de R con respecto a S, (A, φ) existe, si, y sólo si, S es de
Ore a izquierda.
En este caso (A, φ) cumple la siguiente propiedad universal:
1. φ(s) es invertible en A para todo s ∈ S.
2. Si τ : R → B es un morfismo de anillos con τ(s) invertible en B para todo s ∈ S,
existe un único morfismo de anillos T : A→ B tal que Tφ = τ .
Vemos entonces que el par (A, φ), cuando existe, es único salvo isomorfismo, cuando
existe se denota S−1R.
También se tienen las definiciones simétricas de un conjunto de Ore a derecha y de RS−1,
y la simetría de la propiedad universal implica que S−1R ∼= RS−1 cuando ambos existen.
Hay también una teoría similar para módulos.
Definición 3. Sea R un anillo y S ⊆ R un subconjunto multiplicativo de Ore a izquierda.
Sea M un R-módulo izquierdo y N un S−1R módulo izquierdo. Suponiendo φ : M → N
un morfismo de R-módulos.
Entonces (N,φ) es una localización de Ore de M con respecto a S por la izquierda si, y
sólo si,
1. Ker(φ) = {m ∈M | existe s ∈ S, tal que sm = 0}.
2. Todo elemento en M es de la forma s−1φ(m), con m ∈M y s ∈ S.
Tenemos la siguiente propiedad universal.
Teorema 2. Sea R un anillo y S un subconjunto multiplicativo de Ore a izquierda de R.
Sea M un R-módulo izquierdo. Entonces una localización de Ore por la izquierda de M
con respecto a S, (N,φ) existe y cumple la propiedad universal:
• Si B es un S−1R módulo izquierdo y τ : R → B es un morfismo de R-módulos,
entonces existe un único morfismo de S−1R-módulos T : N → B tal que Tφ = τ .
Se tiene también el isomorfismo de S−1R-módulos N ∼= S−1R⊗RM .
Podemos denotar la localización del móduloM con respecto al sistema multiplicativo S,
por S−1M . Esta notación es consistente con la introducida para anillos antes (la localización
de RR es S−1RS−1R).
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Proposición 1. Sea R un anillo y S un sistema multiplicativo de Ore a izquierda en R.
Si M1 → M2 → M3 es una sucesión exacta de R-módulos izquierdos, entonces S−1M1 →
S−1M2 → S−1M3 (con morfismos naturales) es una sucesión exacta de S−1R-módulos
izquierdos, en otras palabras S−1R es un R-módulo derecho plano.
Si N ⊂ S−1M es un S−1R-submódulo de S−1M , entonces existe N1 ⊂M un R-submódulo
de M tal que N = S−1N1.
Concluimos con una especificación del teorema de Goldie (suficiente para los propósitos
de este trabajo).
Teorema 3. Si R es un anillo Noetheriano y semiprimo, entonces existe el anillo total de
fracciones de R, es decir, existe D = S−1R con S el conjunto de elementos regulares de R.
Además D es semisimple; y D es simple si, y sólo si, R es primo.
Estos teoremas se pueden encontrar por ejemplo en [4] capítulo 6 (teorema de Goldie)
y capítulo 10 (anillo de fracciones).
Definición 4. Dado R un anillo definimos CR(0) como el conjunto de elementos regulares
de R. Para un ideal I ⊆ R definimos CR(I) como el conjunto de elementos de R cuya
imágen en R/I es regular en R/I.
Definición 5. Sean R un anillo, S un conjunto multiplicativo de R y M un R-módulo
izquierdo. Se dice que M es libre de S-torsión si sm = 0 implica m = 0 para todo m ∈M
y s ∈ S.
Se dice que M es libre de torsión si M es libre de CR(0)-torsión.
Los siguientes dos lemas se usan en la seccion 3.2
Lema 1. Sea R es un anillo noetheriano, P es un ideal primo de R y σ es un automorfismo
de R. Sea D el anillo total de fraciones de R/P . Sea Dσ el D-R-módulo definido como:
por grupo abeliano se toma el mismo D, y la multiplicación se define como d ·a ·r = daσ(r)
para d, a ∈ D y r ∈ R.
Entonces Dσ es simple.
Demostración. El látice de sub-bimódulos en Dσ es el mismo que en D, luego basta tomar
σ la identidad.
Reemplazando R por R/P vemos que se puede tomar sin pérdida de generalidad P = 0.
En este caso tomemos S el conjunto de elementos regulares de R, de forma que D = S−1R,
y tomemos E ⊆ D un D −R-sub-bimódulo.
Recordamos que D es simple y artiniano; vamos a ver que Es−1 = E para s ∈ S esto es
suficiente porque entonces E es un ideal de D y D es simple.
Para ver que Es−1 = E, tomamos
· · · ⊆ Es2 ⊆ Es ⊆ E
una cadena descendente de ideales izquierdos en D, como D es artiniano se concluye que
Esn+1 = Esn y multiplicando por la derecha por s−n−1 se conluye lo que se busca.
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Lema 2. Sean R un anillo Noetheriano y P es un ideal primo de R. Sea RM un R-módulo
izquierdo con annRM = P y libre de torsión como R/P módulo. Entonces annRN = P y
N es libre de torsión como R/P -módulo, para N un submódulo no nulo de M .
Demostración. P ⊆ annRN y N es claramente libre de torsión como R/P -módulo.
Reemplazando R por R/P suponemos sin pérdida de generalidad que P = 0. De forma
que R es primo y noetheriano.
Tenemos entonces que el anillo total de fracciones D = S−1R existe, (recordando que aquí
S es igual a el conjunto de elementos regulares de R) y D es una extensión de R, simple y
artiniana.
ComoM es libre de torsión, podemos identificar N ⊆M ⊆ S−1M , luego E = annD(N) es
un D −R-sub-bimódulo de D, y concluimos por el lema 1 que E = 0 o E = D. Si E = D
entonces N = 0, si E = 0 entonces annR(N) = 0 como se quiere.
1.2. Extensiones PBW torcidas generalizadas
En esta sección se definen las extensiones PBW torcidas generalizadas y se dan algunas de
sus propiedades.
Primero recordamos la definición original de una extensión PBW torcida que aparece
en [5].
Definición 6. Sea A un anillo y R un subanillo de A. Entonces A se dice una extensión
PBW torcida de R con indeterminadas X si
1. Existen x1, · · · , xn ∈ A tales que {xa11 · · ·xann | ak ∈ N para 1 ≤ k ≤ n} es una base
de RA.
2. Para 1 ≤ k ≤ n y 0 6= r ∈ R, existe 0 6= cir ∈ R con xir − cirxi ∈ R.
3. Para 1 ≤ i, j ≤ n, existe 0 6= cij ∈ R con xjxi − cijxixj ∈ Σ1≤k≤nRxk +R.
Ahora definimos la generalización que proponemos en este trabajo.
Definición 7. Sea R un anillo. Sea A un anillo y φ : R→ A un homomorfismo de anillos.
Tomemos X = {xi | i ∈ I} ⊆ A un conjunto indexado por un conjunto totalmente ordenado
I.
Denotamos Mon(X) = {xi1 · · ·xin | n ≥ 0, ik ∈ I para 1 ≤ k ≤ n, y i1 ≤ · · · ≤ in} ⊆ A.
Se dice que A es una extensión PBW torcida generalizada de R con indeterminadas X si
1. Mon(X) es una base del módulo RA.
2. Para i ∈ I y r ∈ R se tiene xir ∈ Rxi +R1.
3. Para i ∈ I y j ∈ I con i < j, se tiene
xjxi ∈ Rxixj +
∑
i∈I
Rxi +R1
.
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En este caso se denota A = σ(R)[X].
En la definición de Mon(X) tomando n = 0 se observa que 1 ∈Mon(X) y por lo tanto φ
es inyectivo, por el item 1 en la definición 7.
También se ve que para i ∈ I y r ∈ R existen únicos σi(r) ∈ R y δi(r) ∈ R con
xir = σi(r)xi + δi(r)
por 1 y 2 en la definición 7.
Definición 8. Si σ es un endomorfismo del anillo R, δ : R → R es una σ derivación si
es un morfismo del grupo aditivo de R y se tiene
δ(ab) = σ(a)δ(b) + δ(a)b.
También se dice que (σ, δ) es una derivación.
Nótese que esto implica δ(1) = 0, de aplicar la fórmula en la definición a la identidad
1 · 1 = 1
Proposición 2. Sea A es una extensión PBW torcida generalisada de R. Sean σi : R→ R
y δi : R→ R determinados por
xir = σi(r)xi + δi(r),
entonces σi es un endomorfismo del anillo R y δi es una σi derivación.
Demostración. Si i ∈ I, a, b ∈ R, xiab = σi(a)xib + δi(a)b = σi(a)σi(b)xi + σi(a)δi(b) +
δi(a)b, por otro lado xiab = σi(ab)xi+ δi(ab), notamos que xi, 1 son elementos de una base
de RA luego se concluye σi(ab) = σi(a)σi(b) y δi(ab) = σi(a)δi(b) + δi(a)b. También se
tiene xi(a+ b) = xia+ xib = σi(a)xi + δi(a) + σi(b)xi + δi(b), y por otro lado xi(a+ b) =
σi(a+ b)xi + δi(a+ b), de aquí se sigue σi(a+ b) = σi(a) + σi(b) y δi(a+ b) = δi(a) + δi(b).
Finalmente xi1 = 1xi luego σi(1) = 1, δi(1) = 0
En el caso particular en el que hay una sola variable X = {x} la extensión se denota
A = R[x, σ, δ] y se va a probar que siempre existe cuando (σ, δ) es una derivación, y es
única salvo isomorfismo. Esto se va a ver en el siguiente capítulo.
Definición 9. Una extensión PBW torcida generalizada A = σ(R)[X] se dice
1. finita si I es finito.
2. quasi conmutativa si para i ∈ I y r ∈ R se cumple xir ∈ Rxi. Y para i ∈ I y j ∈ I
con i < j se cumple xjxi ∈ Rxixj.
3. biyectiva si σi es un automorfismo y
xjxi − cijxixj ∈
∑
i∈I
Rxi +R
con cij ∈ R invertible.
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Vemos que σ(R)[X] está siempre dotado de la filtración estándar. En general si R,A son
anillos, φ : R → A es un homomorfismo de anillos y X ⊆ A es un subconjunto tal que
φ(R) ∪X generan a A como anillo, se define la filtración estándar en A como, para n ∈ N
elementos en An son sumas de elementos de A de la forma φ(r0)x1φ(r1) · · ·xmφ(rm) con
m ≤ n y xi ∈ X.
CAPÍTULO 2
Propiedad Universal
En este capítulo se da la construcción fundamental de las extensiones PBW torcidas
generalizadas que motivó la definición 7, y se da su caracterización por propiedad univer-
sal, esto se hace en la primera sección. En la segunda sección estudiamos la posibilidad de
extender el anillo de coeficientes de una extensión PBW torcida generalizada, aquí usa-
mos el resultado de la primera sección, junto con una manera muy general de extender
derivaciones. En la tercera sección vemos unas consecuencias sencillas de las dos secciones
anteriores, el comportamiento de una extensión PBW torcida generalizada al hacer la gra-
duación por la filtración estándar; y al hacer la localización por un sistema multiplicativo
del anillo de coeficientes invariante por los endomorfismos del anillo.
2.1. Construcción y caracterización de las extensiones PBW
torcidas generalizadas
Dada una extensión PBW torcida generalizada A = σ(R)[X], se tienen las siguientes
identidades
1. Para i < j en I y k en I existen únicos cij , akij , dij ∈ R tales que xjxi = cijxixj +
Σka
k
ijxk + dij .
2. Para i ∈ I y r ∈ R existen únicos σi(r) ∈ R y δi(r) ∈ R tales que xir = σi(r)xi+δi(r).
Intuitivamente los parámetros cij , akij , dij , σi y δi determinan por completo la extensión
A, en lo que sigue se prueba esta afirmación y se encuentran condiciones necesarias y sufi-
cientes sobre estos parámetros que garantizen la existencia de una extensión PBW torcida
generalizada A de R que cumple (1) y (2). Esto se consigue con una construcción explícita.
Para enunciar las condiciones y para la prueba del teorema es conveniente introducir algu-
nas definiciones.
Definición 10. R un anillo y X un conjunto, al módulo libre con base las palabras en X
(es decir sucesiones finitas de elementos de X) se le puede dar una estructura de anillo
por concatenación y extension R−bilinear, el anillo resultante se denomina extension libre
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de R con coeficientes en X y con coeficientes que conmutan con variables y se denota
A = R < X >.
Definición 11. R un anillo, I un conjunto totalmente ordenado y w una palabra en {xi :
i ∈ I} ∪ R (es decir una sucesión finita de elementos en el conjunto {xi : i ∈ I} ∪ R) la
complejidad de w denotada c(w) es la tripla de números no negativos (a, b, c) donde a =
card{s : ws = xi} numero de x’s en w, b = card{(s, r) : s < r, xj = w(s), xi = wr, i < j} es
el número de inversiones que involucran sólo x’s y c = card{(s, r) : s < rws = xi, wr ∈ R}
el número de inversiones del tipo (xi, r).
Las triplas se ordenan con orden lexicográfico (a, b, c) ≤ (d, e, f) ssi a < d o a = d, b < e o
a = d, b = e, c ≤ f , se sabe que es un buen orden.
La complejidad es una medida de que tan lejos está una palabra de ser ordenada en el
sentido: w como en la definición y de longitud n+m es ordenada si w = r1 · · · rnxi1 · · ·xim
con n,m ≥ 0, rl ∈ R y ik ∈ I para 1 ≤ l ≤ n y 1 ≤ k ≤ m; y además i1 ≤ · · · ≤ im.
Denotamos T el conjunto de palabras en {xi : i ∈ I} ∪R ordenadas y ZT el grupo aditivo
en Z < {xi : i ∈ I} ∪R > generado por T .
Observamos que para cualquier palabra w de longitud m en {xi : i ∈ I} ∪ R, podemos
elegir el menor entero n tal que wn · · ·wm es ordenado, y encontramos que w ∈ T o existen
únicas palabras v1 y v2 tales que w = v1xisv2 con s ∈ R o s = xj y j < i y sv2 ∈ T , en
efecto v2 = wn+1 · · ·wm.
Definición 12. Sea R un anillo y I un conjunto totalmente ordenado. Sean {cij}i<j,
{dij}i<j, {akij}i<j,k elementos de R los índices i, j, k en I; tales que para i < j en I akij es
0 para casi todo k. Sean σi, δi : R → R un par de funciones para cada i ∈ I. Se define
p : {palabras en {xi : i ∈ I}∪R} → Z < {xi : i ∈ I}∪R > por inducción en la complejidad
1. Si w ∈ T entonces p(w) = w.
2. Si w = v1xirv2 con r ∈ R, y rv2 ∈ T entonces p(w) = p(v1σi(r)xiv2) + p(v1δi(r)v2).
3. Si w = v1xjxiv2, xiv2 ∈ T , i < j entonces p(w) = p(v1cijxixjv2) + Σkp(v1akijxkv2) +
p(v1dijv2). La suma es sobre los k con akij 6= 0.
Esta definición tiene sentido pues los tres casos son disyuntos y exhaustivos. Y adicional-
mente porque la complejidad de los términos en la derecha disminuye (incidentalmente esta
es la única propiedad de la función de complejidad que se usa).
A la extensión lineal de p, Z < {xi : i ∈ I} ∪ R >→ Z < {xi : i ∈ I} ∪ R > también la
llamo p.
Vemos que la imagen de p está en ZT .
Mon = {Πnk=1xik : i1 ≤ · · · ≤ in, n ≥ 0}, y FR(Mon) es el R−módulo libre con base Mon.
Definimos también q : ZT → FR(Mon) como la extensión lineal de q(r1 . . . rmxi1 . . . xin) =
(Πmk=1rk)xi1 . . . xin.
Finalmente definimos h : Z < {xi : i ∈ I} ∪R >→ FR(Mon) como h = qp y se denomina
función de reducción.
Se enuncia el teorema principal
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Teorema 4. R, I, akij , cij , σi, δi, h, p, q como en la Definición 12, entonces existe A exten-
sión PBW torcida generalizada de R con
1. xir = σi(r)xi + δi(r).
2. xjxi = cijxixj + Σkakijxk + dij, para i < j en I.
si, y sólo si,
1. σi es endomorfismo de anillos de R y δi es σi-derivación.
2. h(xjxia) = h(p(xjxi)a) para i < j y a ∈ R.
3. h(xkxjxi) = h(p(xkxj)xi) para i < j < k.
Y en este caso la inclusión ι : R→ A cumple la propiedad universal:
Si f : R → B es un morfismo de anillos, y yi ∈ B son elementos de B indexados por I
tales que
1. yif(r) = f(σi(r))yi + f(δi(r)).
2. yjyi = f(cij)yiyj + Σkf(akij)yk + f(dij), para i < j en I.
Entonces existe un único morfismo de anillos F : A→ B tal que Fι = f y F (xi) = yi
Demostración. Llammamos t : FR(Mon) → Z < {xi | i ∈ I} ∪ R > la siguiente
función: un elemento de FR(Mon) se escribe de forma única como Σrx¯x¯ donde la su-
ma es sobre un conjunto finito de x¯ ∈ Mon y rx¯ 6= 0 son elementos de R; entonces
t(Σrx¯x¯) := Σrx¯x¯ ∈ Z < {xi | i ∈ I} ∪R >.
Necesidad
Ya se vió que 1 es necesario, para 2 y 3 usamos la propiedad universal de Z < {xi :
i ∈ I} ∪ R > para encontrar un morfismo de anillos k : Z < {xi : i ∈ I} ∪ R >→ A
con k(xi) = xi, k(r) = r; i ∈ I, r ∈ R. Probamos ahora que k(w) = h(w) como ambos
son lineales basta tomar w palabra, procedemos por inducción en c(w), sea w = w1xirw2
con r ∈ R, i ∈ I, c(rw2) = (a, 0, 0); entonces h(w) = h(w1σi(r)xiw2) + h(w1δi(r)w2) =
k(w1σi(r)xiw2) + k(w1δi(r)w2) = k(w1)σi(r)xik(w2) + k(w1)δi(r)k(w2) = k(w1)(σi(r)xi +
δi(r))k(w2) = k(w1)(xir)k(w2) = k(w1xirw2) = k(w), primera igualdad es definición de h,
segunda es inducción, tercera y sexta es porque k es morfismo de anillos que deja fijos xi
y R, quinta igualdad es hipótesis 1.
Ahora vemos que h(p(xjxi)a) = h((cijxixj+Σkakijxk+dij)a) = (cijxixj+Σka
k
ijxk+dij)a =
xjxia = h(xjxia) tercera y quinta igualdad es porque h es un morfismo de anillos que deja
fijos xi, R, hipótesis 2 es la cuarta igualdad.
Reemplazando a por xk con k < i < j se tiene condición 3.
Suficiencia
Definimos ahora un producto en FR(Mon) como a ? b = h(t(a)t(b)), se prueba a continua-
ción que h(ab) = h(a) ? h(b), como además conocemos h(a+ b) = h(a) + h(b) y h es sobre
entonces A = (FR(Mon),+, ?) es un anillo.
Veamos primero que A resulta una extensión PBW torcida generalizada de R.
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Para esto hay que ver que ι : R → A es un endomorfismo inyectivo y Mon es una base
de RA estructura inducida por ι, aquí ι(r) = r. Esto es claro si se prueba que r ? p = rp
en este caso se vé que la estructura de R módulo inducida por ι coincide con la ori-
ginal, si p = Σrx¯x¯ como antes entonces r ? p = h(rt(x)) = Σrrxx¯ = rp. Además se
requiere xi ? r = σi(r)xi + δi(r), si r = 0 ambos lados son 0, y si r 6= 0 entonces
xi ? r = h(xir) = qp(xir) = q(σi(r)xi + δi(r)) = σi(r)xi + δi, primera igualdad es de-
finición de ?, tercera es definición de p.
Similarmente si i < j, xj ?xi = h(xjxi) = cijxixj+Σkakijxk+dij = cijxi?xj+Σka
k
ijxk+dij .
Así que para terminar se prueba
Lema 3. h(ab) = h(a) ? h(b), para a, b ∈ Z < {xi | i ∈ I} ∪R >.
Para este fin se enuncian
Lema 4. 1. h(a0b) = 0.
2. h(a(−r)b) = −h(arb).
3. h(a(r + s)b) = h(arb+ asb).
4. h(a1b) = h(ab).
5. h(a(rs)b) = h(arsb).
a,b palabras r, s ∈ R
Nota: La suma, resta , producto 1 y 0 en el lado izquierdo se refieren a las operaciones
del anillo R, en el lado derecho suma, resta, 0 se refieren a Z < {xi | i ∈ I} ∪ R > y
FR(Mon) si no se indica con paréntesis se entiende producto en Z < {xi | i ∈ I} ∪ R >
(concatenación), el lema ayuda a evitar ambigüedad (módulo h).
Lema 5. x, y ∈ Z < {xi | i ∈ I} ∪R >, a, b ∈ ZT .
Si q(a) = q(b) entonces h(xay) = h(xby).
Lema 6. Si x, y, z ∈ Z < {xi | i ∈ I} ∪R > entonces h(xp(y)z) = h(xyz).
Demostración. Lema 4.
Parte 1 y 2 son consecuencia de 3 pues r 7→ h(arb) resulta un morfismo del grupo aditivo
de R en el grupo aditivo de FR(Mon).
Se procede a probar 3 por inducción en c(a(r + s)b). Supongamos primero que la primera
inversión de a(r+ s)b está contenida en b, entonces b = w1xitw2 con t ∈ R o t = xj , i > j;
en este caso h(a(r+s)b) = h(a(r+s)w1p(xit)w2) = h(arw1p(xit)w2)+h(arw1p(xit)w2) =
h(arb)+h(asb), primera y tercera igualdad es definición de p y h, y la segunda es inducción.
El caso en el que la primera inversión de a(r + s)b está contenida en a es análogo, el caso
restante es a = a′xi y xi(r + s) es la primera inversión; en este caso h(a(r + s)b) =
h(a′σi(r+s)xib)+h(aδi(r+s)b) = h(a′(σir+σis)xib)+h(a′(δir+δis)b) = h(a′σi(r)xib)+
h(a′δi(r)b) +h(a′σi(s)xib) +h(a′δi(s)b) = h(a′xirb) +h(a′xisb) = h(arb) +h(asb) primera
y cuarta igualdad es por definición de h, segunda es poque σi, δi son aditivos en R por
hipótesis, y tercera es por inducción y reordenando la suma.
Falta el caso base cuando a(r + s)b no tiene inversiones, en este caso a = r1 . . . rm, b =
s1 . . . snx¯ donde rk, sk ∈ R y x¯ ∈ Mon, por definición p deja fijos a a(r + s)b, arb, y asb;
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y h(a(r + s)b) = (Πrk(r + s)Πsk)x¯ = (ΠrkrΠsk)x¯+ (ΠrksΠsk)x¯ = h(arb) + h(asb).
El caso base en 4 y 5 son similares y también los casos en el que la primera inversión
está en a o b. Solo hago el caso a = a′xi, xi(rs) o xi1 es la primera inversión: h(a1b) =
h(a′σi(1)xib)+h(a′δi(1)b) = h(a′1xib)+h(a′0b) = h(a′xib) = h(ab), aquí usamos definición
de h, inducción y parte 1 ya probadas , además se usa σi(1) = 1 por hipótesis en σi y que
δi(1) = 0, ver la discusión despues de la definición 8.
Finalmente
h(a′xi(rs)b) = h(a′σi(rs)xib) + h(a′δi(rs)b) = h(a′(σi(r)σi(s))xib) + h(a′(σi(r)δi(s) +
δi(r)s)b) = h(a
′σi(r)σi(s)xib) + h(a′σi(r)δi(s)b) + h(a′δi(r)sb) =
h(a′σi(r)xisb) + h(a′δi(r)sb) = h(a′xirsb) = h(arsb)
Primera, cuarta y quinta igualdad es definición de h, segunda igualdad son las hipótesis
en σi y δi y tercera igualdad es la parte 3 ya probada e inducción (3 veces).
Demostración. El lema 4 implica el lema 5.
a = Σkzkrk1 . . . rkm(k)xik1 . . . xikn(k) suma es sobre k finito, zk es entero, m(k), n(k) ≥ 0
son enteros, rkn ∈ R para todo k y 1 ≤ n ≤ m(k), ikn ∈ I para todo k y 1 ≤ n ≤ n(k).
Escribimos tq(a) = Σi¯∈A(Σk∈Li¯sk)xi1 . . . xin , donde se denota i¯ = (i1, . . . , in) con i1, . . . , in ∈
I, Li¯ = {k : (ik1 . . . ikn(k)) = i¯}, sk = zkΠmks=1rks ∈ R y A = {¯i | Σk∈Li¯sk 6= 0}.
Es claro que existe una sucesión finita a = a0, a1 . . . , an = tq(a) de elementos en ZT que
cumple al = w+ (rs)f , al−1 = w+ rsf ; o al = w+ 1f , al−1 = w+ f ; o al = w+ (r+ s)f ,
al−1 = w+ rf + sf ; o al = w+ (−r)f , al−1 = w− rf ; o al = w, al−1 = w+ 0f . Aquí f es
una palabra w ∈ ZT r y s pertenecen a R; x, r, s, w dependen de l.
Vemos ahora que h(xaly) = h(x(w + (rs)f)y) = h(xwy) + h(x(rs)fy) = h(xwy) +
h(xrsfy) = h(x(w + rsf)y) = h(xal−1y) aquí x,y son palabras; se usa que h es lineal
por definición y el lema 4. Los otros casos para al, al−1 corresponden a los otros puntos del
lema 4.
Se concluye h(xay) = h(xa0y) = h(xa1y) = · · · = h(xany) = h(xtq(a)y), para x, y pa-
labras; pero como la identidad es lineal en x, y, esto es cierto para x, y ∈ Z < {xi | i ∈
I} ∪R >, de aquí es claro el lema 5.
Demostración. El lema 5 implica el lema 6.
Empezamos notando que la identidad es lineal en x, y, z luego se pueden asumir que son
palabras.
A continuación procedemos por inducción en c(xyz) .
Supongamos primero que la primera inversión (de derecha a izquierda) en xyz está con-
tenida en z, z = w1xjsw2 con s ∈ R, o, s = xi y i < j; entonces por definición
p(xyz) = p(xyw1p(xjs)w2) inducción aplica en (x, y, z′), z′ es palabra en w1p(xjs)w2,
así que h(xyz) = h(xp(y)w1p(xjs)w2) = h(xp(y)z), la segunda igualdad es por la defini-
ción de h.
Supongamos ahora que la primera inversion de xyz está contenida por completo en y, y =
w1xjsw2, s como antes; h(xyz) = h(xw1p(xjs)w2z) = h(xp(w1p(xjs)w2)z) = h(xp(y)z)
primera y tercera igualdad es definición de h, segunda es inducción para (x, y′, z) con y′
palabra en w1p(xjs)w2.
Si no hay inversiones, o tienen parte en x entonces y es ordenado y p(y) = y.
CAPÍTULO 2. PROPIEDAD UNIVERSAL 12
Finalmente se tiene el caso y = y′xj , z = sz′, j, s como antes. Suponemos primero que la
primera inversión de y está contenida en y′, de forma que y′ = w1xks′w2, en este caso se
tiene
h(xyz) = h(xy′p(xjs)z′) = h(xp(y′)p(xjs)z′) = h(xp(w1p(xks′)w2)p(xjs)z′) =
h(xw1p(xks
′)w2p(xjs)z′) = h(xw1p(xks′)w2xjsz′) = h(xp(w1p(xks′)w2)z) = h(xp(y)z),
la primera, tercera, quinta y séptima igualdad son de la definición de p. La segunda igualdad
es inducción en (x, y′, z1) z1 es palabra en p(xjs)z′, la cuarta igualdad es inducción en
(x, y1, z1), y1 es palabra en w1p(xks′)w2 , la sexta igualdad es inducción en (x, y1, z).
El último caso es y = y′xkxj , z = sz′ , (xj , s) como antes (una inversión). En este caso
h(xyz) = h(xy′xkp(xjs)z′) = h(xy′p(xkp(xjs))z′) = h(xy′p(p(xkxj)s)z′) =
h(xy′p(xkxj)sz′) = h(xp(y′p(xkxj))z) = h(xp(y)z).
Aquí la primera y sexta igualdad son de la definición de p, la segunda igualdad es inducción
en (xy′, y1, z′), y1 una palabra en xkp(xjs), la cuarta igualdad es inducción en (xy′, y2, z′),
y2 palabra en p(xkxj)s, la quinta es inducción en (x, y3, z), y3 palabra en y′p(xkxj), y la
tercera igualdad es gracias al lema 5, pues
qp(xkp(xjs)) = h(xkp(xjs)) = h(p(xkxj)s) = qp(p(xkxj)s)
la segunda igualdad aquí son las hipótesis 2 y 3 en el teorema 4.
Para terminar la parte de suficiencia en el teorema:
Demostración. Lema 5 y lema 6 implica lema 3.
h(a) ? h(b) = h(tqp(a)tqp(b)) = h(p(a)p(b)) = h(ab), primera igualdad es definición de ?,
segunda igualdad es lema 5 dos veces (qtqp(a) = qp(a) pues qt es identidad, igual con b),
y tercera igualdad es lema 6 aplicado dos veces.
Demostración. Universalidad en el teorema 4.
Llamamos B = Z < {xi | i ∈ I} ∪R > /G donde G es el ideal bilátero generado por:
1. para r, s ∈ R
(a) (rs)− (r)(s).
(b) (r) + (s)− (r + s).
(c) 1− (1).
2. xir − σi(r)xi + δi(r), para r ∈ R, i ∈ I.
3. xjxi − cijxixj − Σkakijxk − dij , para i < j en I.
R→ B claramente cumple la propiedad universal deseada, nótese que los generadores en 1
de G son exactamente los que hacen que esta función sea un morfismo de anillos. Probamos
ahora que h¯ : B → A es biyección, notar primero que h¯ es la factorización de h a travez
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del mapa cociente pi : Z < {xi | i ∈ I} ∪ R >→ B y está bien definida pues h anula los
generadores de G.
h¯ tiene inverso por derecha pit, h¯pit = ht = 1. Vemos que pit es inverso por izquierda, es
decir x = th(x) mo´d G para x ∈ Z < {xi | i ∈ I} ∪R >, esto se hace en dos pasos:
Primero ver que x = p(x) mo´d G para x ∈ Z < {xi | i ∈ I} ∪ R >, como esto es
lineal en x basta para x palabra, y se usa inducción en c(x): si x no tiene inversiones
p(x) = x es inmediato, si x = w1xirw2, xir la primera inversión de x, r ∈ R, se tiene
p(x) = p(w1σi(r)xiw2)+p(w1δi(r)w2) = w1σi(r)xiw2+w1δi(r)w2 = w1xirw2 = x mo´d G,
primera igualdad es definición de p, segunda es inducción, y tercera es por el numeral 2 en
la definición de G. Similarmente si x = w1xjxiw2 la conclusión se obtiene del numeral 3
en definición de G.
El segundo paso es ver a = tq(a) mo´d G si a ∈ ZT , si esto se tiene entonces x = p(x) =
tqp(x) = th(x) mo´d G como se requiere. Para ver y = tq(y) mo´d G, se recuerda la
discusión de la prueba del lema 5, a = a0 = · · · = an = tq(a) mo´d G basta ver por ejemplo
ak = r + (a+ b)x = r + ax+ bx = ak−1 mo´d G que se obtiene de multiplicar el numeral
1.b en la definición de G por x y sumar r, similarmente (−r) = −(r) mo´d G,(0) = 0
mo´d G, (ab) = (a)(b) mo´d G, (1) = 1 mo´d G, prueba los otros casos, las dos primeras
identidades son consecuencia de 1.b pues bajo esta condición R → B es un morfismo de
los grupos aditivos.
Notamos que en la prueba de suficiencia las condiciones 2 y 3 solo se usan en la parte
final de la prueba del lema 6, la condición 1 solo se usa en la prueba del lema 4.
De aquí se puede obtener un refinamiento que consiste en considerar las palabras en xi y
M , M un conjunto que genere a R como anillo, la complejidad d(w) = (a, b, c), a, b como
en le definición 11 pero c = (c1, . . . , ca) ∈ Na definido por: si xi es el k-ésimo objeto de la
forma xj , de derecha a izquierda en w, xi = ws entonces ck = card{r : wr ∈ M, r > s},
estas tuplas ordenadas lexicográficamente forman un buen orden como antes. En lugar de d
se puede tomar cualquier función con valores en un conjunto bien ordenado que disminuya
al permutar una inversión de acuerdo con las reglas de conmutación.
La inducción en el lema 6 es igual reemplazando r ∈ R por r ∈M y haciendo uso del lema
4.
Se obtiene:
Corolario 1. Si M genera a R como anillo y con la notación del teorema 4 una condi-
ción suficiente para la existencia de una extensión PBW torcida generalizada como en el
teorema son las condiciones 1 y 3 allí descritas junto con
2’ h(xjxia) = h(p(xjxi)a) para i < j y a ∈M .
Vemos que el teorema 4 generaliza la construcción usual del anillo de polinomios torci-
dosR[x, σ, δ], en seguida se ve también que generaliza el teorema de Poincare-Birkhoff-Witt.
Ejemplo 1. Tomemos k un anillo conmutativo y V un k-módulo equipado con una función
[, ] : V × V → V , bilineal, que a un par v1, v2 ∈ V le asocia [v1, v2] ∈ V .
(V, [, ]) se llama una k-álgebra de Lie si
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1. [v, v] = 0 para todo v ∈ V .
2. [v1, [v2, v3]] + [v2, [v3, v1]] + [v3, [v1, v2]] = 0 para cualesquiera v1, v2 y v3 elementos de
V .
A toda k-álgebra asociativa A se le puede asociar una k-álgebra de Lie dada por [a, b] =
ab− ba.
A toda álgebra de Lie V se le puede asociar una única álgebra asociativa A y un morfismo
de álgebras de Lie φ : V → A (donde A se toma como álgebra de Lie con la estructura
definida anteriormente) que cumple la propiedad universal:
Si B es un álgebra asociativa y f : V → B es un morfismo de álgebras de Lie (donde B
se toma como álgebra de Lie con la estructura definida anteriormente) entonces existe un
punico morfismo de álgebras F : A→ B tal que Fφ = f .
Esta álgebra asociativa se denomina el álgebra envolvente del álgebra de Lie V .
El teorema de Poincare-Birkhoff-Witt dice que si V es un k-módulo libre con base {xi |
i ∈ I} con I un conjunto totalmente ordenado entonces A es un k-módulo libre con base
Mon({φ(xi) | i ∈ I}).
Para ver esto como consecuencia del teorema 4 observamos que para i < j y r ∈ k se
tiene φ(xi)r = rφ(xi) y φ(xj)φ(xi) = φ(xi)φ(xj) + φ([xj , xi]), así que la consecuencia del
teorema PBW dice que A es una extensión PBW torcida generalizada de k.
Recíprocamente si una extensión PBW torcida generalizada A que cumple estas dos ecua-
ciones existe, entonces por la propiedad universal en el teorema 4 A es el álgebra envolvente
de V .
Para terminar sólo hay que verificar las hipótesis del teorema con las dos ecuaciones:
La primera condición se tiene pues la identidad de k, idk, es un endomorfismo de k y la
función constante a cero es una idk-derivación.
Para la segunda condición se calcula h(xjxir) = h(xjrxi) = h(rxjxi) = rxixj + r[xj , xi] y
por otro lado h(p(xjxi)r) = h(xixjr)+h([xj , xi]r) = h(xirxj)+r[xj , xr] = rxixj+r[xj , xi]
y se verifica h(xjxir) = h(p(xj , xi)r).
Para la tercera condición se calcula
h(xkxjxi) = h(xkxixj) + h(xk[xj , xi]) = h(xixkxj) + h([xk, xi]xj) + h(xk[xj , xi]) =
xixjxk + h(xi[xj , xk]) + h([xk, xi]xj) + h(xk[xj , xi])
y por otro lado
h(p(xkxj)xi) = h(xjxkxi) + h([xj , xk]xi) = h(xjxixk) + h(xj [xi, xk]) + h([xj , xk]xi) =
xixjxk + h([xj , xi]xk) + h(xj [xi, xk]) + h([xj , xk]xi) = xixjxk + (h(xk[xj , xi]) +
h([[xj , xi], xk])) + (h([xi, xk]xj) + h([[xi, xk], xj ])) + (h(xi[xj , xk]) + h([[xj , xk], xi])) =
h(xkxjxi) + h([[xj , xi], xk] + [[xi, xk], xj ] + [[xj , xk], xi]) = h(xkxjxi)
donde la última igualdad es consecuencia de la segunda condición en la definición de álge-
bra de Lie.
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2.2. Extensión del anillo de coeficientes
En esta sección usamos el teorema 4 para examinar el caso en el que A es una extensión
PBW torcida generalizada de R y B es una extensión de R, y dar una construcción general
para extender A a una extensión PBW torcida generalizada de B.
Primero damos una definición que es útil para la construcción de anillos con propiedades
universales prescritas.
Definición 13. Dado un anillo A y un conjunto X, Al < X >:= Z < X ∪ A > /I donde
I es el ideal bilátero generado por
1. (rs)− (r)(s).
2. (r) + (s)− (r + s).
3. 1− (1).
Para r, s ∈ A. Al < X > está caracterizado por la propiedad universal ι : A → A < X >
es un morfismo de anillos y si f : A → B es un morfismo de anillos y g : X → B es una
función entonces existe un único morfismo de anillos F : Al < X >→ B con Fι = f y
Fx = gx para x ∈ X. Al < X > se denomina la extensión libre de A por X.
Si {rα} ⊂ Z < X∪A > entonces B = Z[X∪A]/(I+J) con J el ideal bilátero generado por
{rα} se llama la extensión de A con generadores X y relaciones {rα}. Este anillo cumple
una propiedad universal análoga.
Ya se vió un ejemplo en la demostración del teorema 4, presentamos un segundo ejem-
plo.
Ejemplo 2. R un anillo y S ⊂ R, se define R(S−1) como la extension libre de R con
generadores xs un símbolo para cada s ∈ S y relaciones xss = sxs = 1. Este anillo cumple
la propiedad universal:
1. φ : R→ R(S−1) es un morfismo de anillos tal que φ(s) es invertible en R(S−1) para
todo s ∈ S.
2. Si f : R → B es un morfismo de anillos tal que f(s) es invertible en B para todo
s ∈ S, entonces existe un único F : R(S−1)→ B tal que Fφ = f .
En efecto la imagen de xs en R(S−1) denotada por abuso de notación xs es un inverso
multiplicativo de φ(s) en R(S−1) luego el primer item es válido.
Para el segundo item observamos que la función F cumple necesariamente
F (xs) = F (φ(s))
−1 = f(s)−1,
luego es única porque {xs | s ∈ S} ∪ φ(R) genera a R(S−1) como anillo. Y F existe por
que f = Hι donde ι : R → Rl < {xs | s ∈ S} >, H : Rl < {xs | s ∈ S} >→ B y
H(xs) = f(s)
−1; observamos entonces que H(xsι(s) − 1) = 0 y H(ι(s)xs − 1) = 0 luego
H(J) = 0 donde I es el ideal de Rl < {xs | s ∈ S} > tal que Rl < {xs | s ∈ S} > /J =
R(S−1) (véase la definición anterior), luego existe F : R(S−1)→ B tal que Fpi = H donde
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pi : Rl < {xs | s ∈ S} >→ R(S−1) es la proyección canónica; luego Hι = Fpiι = Fφ como
se afirma.
Por supuesto cuando S es un conjunto de Ore de R por la izquierda se tiene RS−1 ∼=
R(S−1).
Como otro ejemplo (sin detalles) mencionamos que con una construcción similar se puede
probar la existencia del álgebra envolvente de Lie del ejemplo 1, en efecto para el álgebra
de Lie V el álgebra envolvente asociada es la k-álgebra con generadores {xv | v ∈ V } y
relaciones xv+w − xv − xw, xrv − rxv y xvxw − xwxv − x[v,w], para v, w ∈ V y r ∈ k.
Proposición 3. K es un anillo conmutativo, X un conjunto y f : X → K < X > es una
función entonces existe un único endomorfismo f1 de K < X > tal que f1(ra) = rf1(a)
para a ∈ K < X >, r ∈ K; y f1x = fx para x ∈ X.
h : X → K < X > es una función, entonces existe una única f1-derivación h1 en K < X >
tal que h1(ra) = rh1(a) para a ∈ K < X > y r ∈ K; y h1x = hx para x ∈ X.
Demostración. La primera afirmación se obtiene tomando f1(xi1 · · ·xin) = f(xi1) · · · f(xin)
y extensión K-lineal.
Para la derivación se define h1(x¯) para x¯ una palabra en X por inducción en la longitud
de la palabra:
h1(1) = 0 para la palabra vacía. h1(x¯y) := f1(x¯)h(y) + h1(x¯)y por inducción. Y h1 :
K[X]→ K[X] es la extensión K-lineal, esto prueba incidentalmente unicidad.
Cuando x¯ = 1 es la palabra vacía entonces observamos h1y = hy para y ∈ X.
Falta probar que h1(xy) = f1(x)h1(y)+h1(x)y como esto es K-lineal en x, y basta suponer
x, y palabras.
Se procede por inducción en la longitud de y, si y = 1 esto es cierto; supongamos y = y′z
con z ∈ X, entonces h1(xy′z) = f1(xy′)h(z) +h1(xy′)z = f1(x)f1(y′)h(z) + f1(x)h1(y′)z+
h1(x)y
′z = f1(x)h1(y)+h1(x)y en la primera igualdad se usa la definición de h1 en (xy′, z),
en la segunda se usa inducción para (x, y′) y en la tercera se usa la definición de h1 en
(y′, z).
Proposición 4. Con la notación de la proposición 3{rα} ⊂ K < X >, I el ideal bilátero
en K < X > generado por los rα, A = K < X > /I. Si f1(rα) = 0 mo´d I entonces existe
un único K-endomorfismo f2 de A con f2(x+ I) = f(x) + I para x ∈ X.
Si además h1(rα) = 0 mo´d I entonces existe una única f2-derivación h2 en A tal que
h2(x+ I) = h(x) + I para x ∈ X.
Demostración. f2 y h2 son la factorización por el cociente K < X >→ A de f1 y h2
respectivamente. La ecuación h1(ab) = f1(a)h1(b) + h1(a)b produce h2(a¯b¯) = f2(a¯)h2(b¯) +
h2(a¯)b¯.
Para terminar hay que probar que f2 y h2 están bien definidas, como son aditivas basta ver
que f1(I) ⊂ I y h1(I) ⊂ I, pero f−11 (I) es un ideal bilátero por ser f1 un endomorfismo, y
contiene a rα por hipótesis, luego se concluye I ⊂ f−11 (I) como se requiere. Similarmente
se prueba que J = h−11 (I) ∩ f−11 (I) ∩ I es un ideal bilátero: J es un subgrupo aditivo; y si
h1(a) = 0 = f1(a) = a mo´d I y b ∈ A entonces h1(ab) = f1(a)h1(b) + h1(a)b = 0 mo´d I,
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f1(ab) = f1(a)f1(b) = 0 mo´d I y ab = 0 mo´d I entonces ab ∈ J . De la misma forma si
b ∈ J y a ∈ A entonces ab ∈ J y J es ideal bilátero. Como rα ∈ J entonces I ⊂ J .
Proposición 5. Si σ es un endomorfismo de A y f : X → Al < X > es una función
entonces existe un único endomorfismo g de Al < X > tal que gι = σ y gx = fx para
x ∈ X.
Si δ es una σ-derivación en A y h : X → Al < X > es una función, entonces existe una
única g-derivación d en Al < X > tal que dι = δ y dx = hx para x ∈ X.
Demostración. Sean G como en la definición 13 y pi : Z < X ∪ A >→ Al < X > la
proyección canónica.
f˜ : A∪X → Z < X ∪A > es tal que pif˜ es f en X y es σ en A. h˜ : A∪X → Z < X ∪A >
es tal que pih˜ es h en X y es δ en A. (g˜, d˜) es una derivación de Z[X ∪ A] que extiende a
(f˜ , h˜), como en la proposición 3 para terminar por el teorema se prueban las condiciones
de la proposición 4: por ejemplo pig˜((r)(s)) = pig˜(rs) para r, s ∈ R, en efecto pig˜((r)(s)) =
pif˜(r)pif˜(s) = σ(r)σ(s) = σ(rs) = pig˜(rs); σ aditivo y preserva el uno son las otras dos
condiciones, y también es necesario pid˜((r)(s)) = pif˜(r)pih˜(s) + pih˜(r)pi(s) = σ(r)δ(s) +
δ(r)s = δ(rs) = pid˜(rs). que δ es aditivo y δ(1) = 0 son las otras dos condiciones.
Corolario 2. A,X, σ, δ, f , g, h, d como antes. {rα} ⊂ Al < X >, I el ideal bilátero
en Al < X > generado por los rα, B = Al < X > /I, φ : R → B canónico . Si
g(rα) = 0 = d(rα) mo´d I entonces existe una única derivación (σ1, δ1) en B tal que
σ1φ = φσ, δ1φ = φδ , σ1(x+ I) = f(x) + I y δ1(x+ I) = h(x) + I para x ∈ X
Demostración. De las dos proposiciones anteriores.
Este último corolario es uno de los objetivos de la sección.
Ejemplo 3. Como un ejemplo que constituyó una de las motivaciones principales del
último resultado mencionamos el caso B = R[x, σ, δ], por la propiedad universal de B
observamos que B es la extensión de R con generador x y relación xr = σ(r)x+ δ(r).
Dado una segunda derivación (σ1, δ1) : R → R, es común buscar extender a una deri-
vación (σ2, δ2) : R[x, σ, δ] → R[x, σ, δ] con valores prescritos σ2(x) = a ∈ R[x, σ, δ] y
δ2(x) = b ∈ R[x, σ, δ]. Condiciones evidentes necesarias para la existencia de (σ2, δ2) pue-
den obtenerse de aplicar σ2 y δ2 a la identidad xr = σ(r)x+ δ(r). El colorario implica que
estas condiciones son suficientes y la derivación obtenida (σ2, δ2) es única.
Como una ilustración calculamos explícitamente las condiciones necesarias y suficientes
para la existencia de (σ2, δ2) con σ2(x) = x y δ2(x) = 0. En este caso σ2(xr) = xσ1(r) =
σ(σ1(r))x + δ(σ1(x)) y por otro lado σ2(σ(r)x + δ(r)) = σ1(σ(r))x + σ1(δ(r)) de donde
obtenemos σσ1 = σ1σ y δσ1 = σ1δ. Análogamente δ2(xr) = σ2(x)δ2(r)+δ2(x)r = xδ1(r) =
σ(δ1(r))x+δ(δ1(r)) y por otro lado δ2(σ(r)x+δ(r)) = σ2(σ(r))δ2(x)+δ2(σ(r))x+δ2(δ(r)) =
δ1(σ(r))x+ δ1(δ(r)), de donde obtenemos σδ1 = δ1σ y δδ1 = δ1δ. De forma que la deriva-
ción (σ2, δ2) que extiende a (σ1, δ1) y cumple σ2(x) = x y δ2 = 0 existe si, y sólo si, las dos
funciones en (σ, δ) conmutan con las dos funciones en (σ1, δ1).
Por supuesto se puede tomar en lugar de R[x, σ, δ] una extensión PBW torcida gene-
ralizada, con resultados similares.
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Ejemplo 4. Tomemos φ : R→ R(S−1) como en el ejemplo 2, y tomemos (σ, δ) una deri-
vación de R tal que σ(S) ⊆ S.
Entonces existen una única derivación (σ1, δ1) de R(S−1) tal que σ1φ = φσ y δ1φ = φδ.
En efecto suponiendo que existen se tiene que σ1(xs) = σ1(φ(s)−1) = σ1(φ(s))−1 =
φ(σ(s))−1 y de aplicando δ1 a la ecuación xsφ(s) = 1 se obtiene δ1(xsφ(s)) = σ1(xs)δ1(φ(s))+
δ1(xs)s = φ(σ(s))
−1φ(δ(s))+δ1(xs)φ(s) = 0 = δ1(1) luego δ1(xs) = −φ(σ(s))−1φ(δ(s))φ(s)−1
luego el corolario 2 garantiza unicidad.
Si ahora prescribimos los valores (con la notación de el corolario 2) f(xs) = φ(σ(s))−1
y h(xs) = −φ(σ(s))−1φ(δ(s))φ(s)−1 entonces se tiene g(xsφ(s)) = g(φ(s)xs) = g(1) y
d(xsφ(s)) = d(φ(s)xs) = d(1) por un argumento esencialmente idéntico al del párrafo an-
terior.
Luego se tiene existencia por la misma proposición.
Nota: De la prueba observamos que es suficiente la hipótesis más débil φ(σ(s)) es invertible
en R(S−1).
Proposición 6. B, R son anillos y φ : R → B es un morfismo de anillos. M ⊂ B es tal
que φ(R)∪M generan a B como anillo. Sea A es una extensión PBW torcida generalizada
de R con
1. xir = σi(r)xi + δi(r). Para i ∈ I y r ∈ R
2. xjxi = cijxixj + Σkakijxk + dij, para i < j en I.
h como en la definición 12.
Supongamos ademas (σ′i, δ
′
i) es una derivación de B con σ
′
iφ = φσi y δ
′
iφ = φδi.
Entonces existe C extensión PBW torcida generalizada de B con
1. x′ir = σ
′
i(r)xi + δ
′
i(r). Para i ∈ I y r ∈ B
2. x′jx
′
i = φ(cij)x
′
ix
′
j + Σkφ(a
k
ij)x
′
k + φ(dij), para i < j en I.
si, y sólo si,
a h′(xjxia) = h′(p′(xjxi)a) para i < j y a ∈M .
h′ es la función en la definición 12 con parametros las imágenes por φ de los correspon-
dientes parámetros de h.
Demostración. Es consecuencia del corolario 1, condicion 1 está en la hipótesis, condición
2 para φ(a) ∈ φ(R) y condición 3 se heredan de A.
2.3. Aplicaciones
En esta sección presentamos dos aplicaciones de las dos secciones anteriores.
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Proposición 7. Si A es una extensión PBW generalizada de R entonces Gr(A), el gradua-
do de A respecto a la filtración estándar, es una extensión quasiconmutativa de R. Gr(A)
es finita si A es finita y biyectiva si A es biyectiva.
Demostración. Dotamos a A de la filtración estándar, {An}n∈N y vamos a ver que An es el
conjunto de sumas de elementos de la forma rx¯ donde r ∈ A y x¯ es un monomio en X con
m indeterminadasm ≤ n. En efecto, llamemos Bn a el conjunto cuyos elementos son sumas
de elementos de la forma rx¯ donde r ∈ A y x¯ es un monomio en X con m indeterminadas
m ≤ n. De la definición de la filtración estándar todo elemento en An+1 es una suma de
elementos de la forma rxia donde a ∈ An, si asumimos por inducción que a ∈ Bn entonces
como Bn es cerrado por sumas y multiplicación por elementos de R a izquierda, basta
observar que xirx¯ = σi(r)xix¯ + δi(r)x¯ ∈ Bn+1 para r ∈ R y x¯ un monomio como en la
definición de Bn+1. Finalmente observamos por inducción en el número de variables en x¯
que xix¯ = cx¯′+d donde c ∈ R ,x¯′ es el único monomio que tiene exactamente las variables
en x¯ y un xi adicional, d es suma de elementos de la forma ty¯ con t ∈ R y y¯ con menos
variables que x¯.
De aquí se sigue fácilmente que RGr(A) es libre con base los monomios estándar en x′i,
donde x′i ∈ A1/A0 ⊆ Gr(A) es la imágen de xi. Las otras condiciones en la definición de
extensión PBW torcida generalizada quasiconmutativa para Gr(A) son inmediatas.
Es claro que si A es finita entonces Gr(A) es finita y si A es biyectiva entonces Gr(A)
también es biyectiva (pues tiene los mismos endomorfismos asociados).
Proposición 8. Sea A = σ(R)[X] es una extensión PBW generalizada quasiconmutativa
de R. Para i ∈ I sean X−i = {xj | j < i} y Xi = {xj | j ≤ i}, entonces los R-submódulos
de RA generados por Mon(X−i ) y Mon(Xi) son subanillos de A, y si se denotan A
−
i y
Ai, se tiene que existe una única extensión (σ′i, δ
′
i) de la derivación (σi, δi) a A
−
i tal que
Ai = A
−
i [xi, σ
′
i, δ
′
i]. Adicionalmente si A es biyectiva entonces σ
′
i es biyectiva.
Si A es finita existe una sucesión finita φ(R) = A0 ⊆ · · · ⊆ An = A tal que Ai =
Ai−1[xi, σ′i, δ
′
i]. Si A es finita y biyectiva, entonces σ
′
i es biyectiva.
Demostración. Llamamos AJ el R-submódulo de RA generado por monomios de XJ =
{xj | j ∈ J} donde J ⊆ I. Para ver que AJ es un subanillo basta ver que r1x¯1r2x¯2 ∈
AJ para r1, r2 ∈ R y x¯1, x¯2 ∈ Mon(XJ), multiplicando los términos en r2x¯2 con r1x¯1
y recordando que AJ es un R-módulo izquierdo vemos que basta observar x¯r ∈ AJ y
x¯xj ∈ AJ para r ∈ R, j ∈ J y x¯ ∈ Mon(XJ).
Pero observamos que x¯r = σ(r)x¯ con σ un endomorfismo y x¯xj = x¯′xixj = x¯′cjixjxi =
σ′(cji)x¯′xjxi y se conluye por inducción en la longitud de x¯ que x¯xi = ry¯ donde r ∈ R y
y¯ es el único monomio que contiene sólo a los términos de x¯ y a xi.
Es claro que Ai es una extensión PBW torcida generalizada con una variable xi de A−i .
Falta por ver que es biyectiva si A es biyectiva.
Para ver esto se toma τ : A−i → A−i el endomorfismo determinado por τφ = σ−1i y
τ(xj) = σ
−1
i (c
−1
ji )xj , para se tiene que τ = σ
′−1
i pues τσ
′
i y σ
′
iτ coinciden con la identidad
en xj y en φ(R).
Para ver que τ está bien definido solo hay que observar que la definición es compatible con
las identidades xjr = σj(r)xj y xjxk = ckjxkxj por el teorema 4 y el colorario 2, aplicando
τ se obtienen las identidades equivalentes
σ−1i (c
−1
ij )σj(σ
−1
i (r)) = σ
−1
i (σj(r))σ
−1
i (c
−1
ij ) (2.1)
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σ−1i (c
−1
ij )σj(σ
−1
i (c
−1
ik ))ckj = σ
−1
i (ckj)σ
−1
i (c
−1
ik )σk(σ
−1
i (c
−1
ij )) (2.2)
Aplicación de σ′i a xjr = σj(r)xj y xjxk = ckjxkxj genera
cijσj(σi(r)) = σj(σi(r))cij (2.3)
cijσj(cik)ckj = σi(ckj)cikσk(cij) (2.4)
La ecuación (1) es la ecuación (3) en r′ = σ−1i (r), multiplicando por c
−1
ij a derecha y a
izquierda; y aplicando σ−1i . Usando la ecuación (1) en la ecuación (2) para r = c
−1
ik en la
izquierda y r = c−1ij en la derecha se obtiene la identidad que resulta de multiplicar (4) por
constantes adecuadas y aplicar σ−1i .
Proposición 9. Su A es una extensión PBW torcida generalizada finita biyectiva de R y
RR es Noetheriano, entonces AA es Noetheriano.
Demostración. Por las proposiciones 7 y 8 se reduce al caso A = R[x, σ] con σ un auto-
morfismo de R.
Este caso se prueba como el teorema de la base de Hilbert usual:
Si I ⊆ A es un ideal izquierdo entonces el conjunto J = {r ∈ R | xir + Σk<irkxk ∈
I para algunos i ≥ 0, rk ∈ R} ⊆ R es un ideal izquierdo de R y por lo tanto es finita-
mente generado J = r1R + · · · + rnR, se eligen entonces polinomios f1, · · · , fn ∈ I con
términos principales xmr1, · · · , xmrn. Tomando ahora Jl = {r ∈ R | xlr + Σk<lrkxk} para
0 ≤ l < m, observamos de la misma forma que los Jl son ideales izquierdos de R y por lo
tanto son finitamente generados, digamos por r1l · · · rNl, y tomando polinomios fil ∈ I con
término principal xlril observamos que AI es generado por {fk | 1 ≤ k ≤ n} ∪ {fil | 1 ≤
i ≤ N, 0 ≤ l < m}.
Proposición 10. Sean R un anillo, A es extensión PBW torcida generalizada de R, y
S ⊂ R un subconjunto de R tal que σi(S) ⊂ S para todo i ∈ I, entonces existe una única
extensión PBW torcida generalizada de R(S−1) como en la proposición 6 , digamos B, y
se tiene B ∼= A(S−1).
Si A es biyectiva y σi(S) = S entonces B es biyectiva.
Si S es un sistema multiplicativo de Ore a izquierda en R entonces también lo es en A.
Demostración. En el ejemplo 4 se ve que existen unicas extensiones de σi, δi a R(S−1) se
quiere aplicar la proposición 6.
Basta ver h(xjxis−1) = h(p(xjxi)s−1). Se calcula
h(xjxit) = h(xjσi(t)xi) + h(xjδi(t)) =
h(σj(σi(t))xjxi) + h(δj(σi(t))xi) + h(σj(δi(t))xj) + h(δj(δi(t))) =
σj(σi(t))cijxixj + Σkσj(σi(t))a
k
ijxk + σj(σi(t))dij + δj(σi(t))xi + σj(δi(t))xj + δj(δi(t))
h(p(xjxi)t) = h(cijxixjt) + Σkh(a
k
ijxkt) + h(dijt) = h(cijxiσj(t)xj) + h(cijxiδj(t)) +
Σkh(a
k
ijσk(t)xk) + Σkh(a
k
ijδk(t)) +dijt = cijσi(σj(t))xixj + cijδi(σj(t))xj + cijσi(δj(t))xi +
cijδi(δj(t)) + Σka
k
ijσk(t)xk + Σka
k
ijδk(t) + dijt.
Igualando se obtiene
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at σj(σi(t))cij = cijσi(σj(t)).
bt σj(σi(t))aiij + δj(σi(t)) = cijσi(δj(t)) + a
i
ijσi(t).
ct σj(σi(t))a
j
ij + σj(δi(t)) = cijδi(σj(t)) + a
j
ijσj(t).
dt σj(σi(t))akij = a
k
ijσk(t), k 6= i, j.
et σj(σi(t))dij + δj(δi(t)) = cijδi(δj(t)) + Σkakijδk(t) + dijt.
En as-1 multiplicar por σj(σi(s)) a izquierda y por σi(σj(s)) a derecha y se obtiene ecuación
equivalente as que es cierta.
En bs-1 se multiplica por σj(σi(s)) a izquierda y por σis a derecha, y teniendo en cuenta
la fórmula para δj(s−1) = −σj(s)−1δj(s)s−1 se tiene la ecuación equivalente aiijσi(s) −
δj(σi(s)) = −σj(σi(s))cijσi(σj(s))−1σi(δj(s)) + σj(σi(t))aiij , en presencia de as, se reduce
a bs.
Análogamente multiplicando cs-1 por σj(σi(s)) a izquierda y por σj(s) a derecha y usa as
para reducir la ecuación a cs.
Para ds-1 se multiplica por σj(σi(s)) a izquierda y por σk(s) a derecha y se obtiene ds.
Finalmente hay que probar es-1, multiplicando por σj(σi(s)) a derecha y por s a izquierda
se obtiene
dijs+ σj(σi(s))δj(δi(s
−1))s =
σj(σi(s))cijδi(δj(s
−1))s+ Σkσj(σi(s))akijδk(s
−1)s+ σj(σi(s))dij
y usando as,bs,cs,ds se obtiene
dijs+ σj(σi(s))δj(δi(s
−1))s =
cijσi(σj(s))δi(δj(s
−1))s+ Σkakijσk(s)δk(s
−1)s− σj(δi(s))δj(s−1)s+ cijδi(σj(s))δj(s−1)s−
δj(σi(s))δi(s
−1)s+ cijσi(δj(s))δi(s−1)s+ σj(σi(s))dij .
Ahora usamos las identidades
δ(abc) = σ(a)σ(b)δ(c) + σ(a)δ(b)c+ δ(a)bc
y
δ(s−1) = −σk(s)−1δk(s)s−1
para obtener
δjδi(s
−1) = −δj(σi(s)−1δi(s)s−1) = −σj(σi(s)−1)σj(δi(s))δj(s−1)−
σj(σi(s)
−1)δj(δi(s))s−1 − δj(σi(s)−1)δi(s)s−1 = σj(σi(s))−1σj(δi(s))σj(s)−1δj(s)s−1 −
σj(σi(s))
−1δj(δi(s))s−1 + σj(σi(s))−1δj(σi(s))σi(s)−1δi(s)s−1.
Y de aquí
σj(σi(s))δj(δi(s
−1))s = σj(δi(s))σj(s)−1δj(s)− δj(δi(s)) + δj(σi(s))σi(s)−1δi(s).
Intercambiar (i, j) produce otra identidad. Al reemplazar estas identidades y reordenar en
la ecuación equivalente a es-1 obtenida antes se obtiene
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dijs+ σj(δi(s))σj(s)
−1δj(s)− δj(δi(s)) + δj(σi(s))σi(s)−1δi(s) = cijσi(δj(s))σi(s)−1δi(s)−
cijδi(δj(s)) + cijδi(σj(s))σj(s)
−1δj(s)− Σkakijδk(s) + σj(δi(s))σj(s)−1δj(s)−
cijδi(σj(s))σj(s)
−1δj(s) + δj(σi(s))σi(s)−1δi(s)− cijσi(δj(s))σi(s)−1δi(s) + σj(σi(s))dij .
Y
0 = σj(σi(s))dij + δj(δi(s))− cijδi(δj(s))− Σkakijδk(s)− dijs
Esto es es. Esto termina la prueba de existencia de B.
Por propiedades universales el isomorfismo es claro.
Si σi(S) = S entonces σ−1i se extiende a R(S
−1) luego σi : R(S−1)→ R(S−1) es biyectivo
y B es extensión PBW torcida generalizada biyectiva.
Ahora supongamos que S ⊂ R es de Ore a izquierda y χ : A→ B es el morfismo canónico,
basta ver que todo elemento b ∈ B se expresa de la forma χ(s)−1χ(a), s ∈ S y que χ(a) = 0
implica sa = 0 para algún s ∈ S.
Tomemos b = Σrx¯x¯, suma es sobre x¯ ∈ Mon y rx ∈ S−1R, como S es de Ore a izuierda
existe un denominador común rx¯ = s−1lx¯ con lx¯ ∈ R, así que b = s−1c con c = Σlx¯x¯.
Tomemos ahora χ(a) = 0 en B, a ∈ A; se escribe a = Σrx¯x¯ la suma sobre un conjunto
finito de x¯ ∈Mon, rx¯ 6= 0. De aquí se tiene 1−1rx¯ = 0 en S−1R para todos los coeficientes
que aparecen en la suma.
Por lo tanto existe sx¯ ∈ S con sx¯rx¯ = 0, pero como S es de Ore a izquierda existe s ∈ S y
tx¯ con s = tx¯sx¯, es claro que srx¯ = 0 y sa = 0 como se busca.
CAPÍTULO 3
Ideales primos
En este capítulo se hace un primer estudio de ideales primos en una extensión PBW
torcida finita y biyectiva. El anillo de coeficientes se toma Noetheriano. En la primera
primera sección se toma un ideal invariante en el anillo de coeficientes, se extiende a
la extensión PBW torcida, y se dan resultados sobre la clase de ideales en el anillo de
coeficientes que se extienden a ideales primos; los resultados en esta sección son adaptados
del artículo [2]. En la segunda sección se empieza desde un ideal primo de la extensión y se
le asocia una órbita de un ideal primo de el anillo de coeficientes bajo los automorfismos
de la extensión , aquí seguimos el artículo [3].
Finalmente en la última sección cubrimos como un tema adicional la propiedad de Jacobson
cuando el anillo de coeficientes es un cuerpo, aquí adaptamos resultados del libro [1].
En todo el capítulo todas las extensiones se asumen finitas.
3.1. Extensión a ideales primos
En esta sección damos algunos resultados parciales a la pregunta de para cuáles ideales
I de R es IA un ideal primo de A.
Empezamos con algunas definiciones.
Definición 14. Dado un anillo R un sistema de automorfismos de R es un conjunto finito
Σ = {σ1, · · · , σn} indexado por {1, · · · , n} tal que σi es un automorfismo de R para todo i.
Un sistema de Σ-derivaciones ∆ es un conjunto finito ∆ = {δ1, · · · , δn} indexado por
{1, · · · , n} tal que δi es una σi derivación.
También decimos que (Σ,∆) es un sistema de derivaciones de R.
Definición 15. Dado un anillo R y un conjunto L de funciones de R es si mismo, decimos
que un ideal I ⊆ R es L-invariante si f(I) ⊆ I para todo f ∈ L. Decimos que un ideal es
f -invariante si es {f}-invariante.
Por ejemplo para (Σ,∆) un sistema de derivaciones de R podemos hablar de ideales Σ-
invariantes y ∆-invariantes.
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Un ideal se dice (Σ,∆)-invariante si, y sólo si, es Σ∪∆-invariante (o equivalentemente si
es Σ-invariante y ∆-invariante)
El siguiente lema se usa en lo que sigue sin mención explicita
Lema 7. Si R es Noteheriano, σ es un automorfismo e I es un ideal σ-invariante de R,
entonces σ(I) = I.
Demostración. Tenemos σ(I) ⊆ I, aplicando σ−n obtenemos
I ⊆ σ−1(I) ⊆ σ−2(I) ⊆ · · ·
Por Noetherianidad concluimos σ−n(I) = σ−n−1(I) y aplicando σn+1 se obtiene I =
σ(I)
Definición 16. Dado un anillo R y un conjunto L de funciones de R es si mismo, decimos
que un ideal I ⊂ R es L-primo si I 6= R, I es L-invariante y para todo par J,K de ideales
L-primos con JK ⊆ I se tiene J ⊆ I o K ⊆ I.
R se dice L-primo si 0 es L-primo.
Lema 8. Sea R es un anillo y A es una extensión PBW torcida biyectiva de R con sistema
de derivaciones asociado (Σ,∆). Si I es un ideal de R (Σ,∆)-invariante entonces IA es
un ideal de A. Ademas A/IA es una extensión PBW torcida generalizada de R/I, y es
biyectiva si R es Noetheriano.
Demostración. Para ver que IA es un ideal de A basta observar que xiI ⊆ IA para xi
una variable de A. Y en efecto xia = σi(a)xi + δi(a) ∈ IA para a ∈ I, pues I es (Σ,∆)-
invariante.
Vemos que las condiciones σi(I) ⊆ I y δi(I) ⊆ I son equivalentes a decir que existe una
derivación (σ′i, δ
′
i) en R/I tal que σ
′
i(r+ I) = σi(r) + I y δi(r+ I) = δi(r) + I, se puede ver
directamente de la definición que A/IA es una extensión PBW torcida generalizada de R/I
con estas derivaciones, pero también es consecuencia de la proposición 6 y la propiedad
universal.
Finalmente σ′i es biyectiva si σi(I) = I (en este caso tiene inversa) y esta igualdad es válida
si R es Noetheriano por el lema 7.
Proposición 11. Si R es un anillo Noetheriano, A es una extension PBW torcida biyectiva
de R y el conjunto de automorfismos y derivaciones de R asociados a A es (Σ,∆) ,si I es
un ideal Σ-primo y ∆ invariante de R entonces IA es un ideal primo de A.
Demostración. Reemplazando R por R/I podemos asumir sin pérdida de generalidad ue
I = 0.
Reemplazando A por Gr(A) (con la filtración estándar) podemos asumir que A es qua-
siconmutativo ,véase la sección 2.3, proposición 7(y recordando que si Gr(A) es primo
entonces A es primo).
Recordando que A = R[x1, σ1] · · · [xn, σn] (véase la sección 2.3, proposición 8), basta ver
que si A = R[x, σ] y R es Σ ∪ {σ}-primo donde Σ = {σ1, · · · , σn} y σi se extiende a A al
hacer σi(x) = cix con ci ∈ R invertible, entonces A es Σ-primo.
En este caso tomamos I, J ⊆ A ideales Σ-invariantes con IJ = 0. Definimos I1 = {r ∈
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R : rxn + Σk<nrkx
k ∈ I para algunos n ≥ 0, rk ∈ R} y J1 = {r ∈ R : rxn + Σk<nrkxk ∈
J para algunos rk ∈ R}. Para r ∈ I1 elegimos f = rxn + Σk<nrkxk ∈ I con rk ∈ R, para
a, b ∈ R multiplicando f por a a izquierda y por σ−nb a derecha observamos que arb ∈ I1.
Para s ∈ I1 elegimos g = sxm + Σk<mskxk ∈ I con sk ∈ R, considerando fxm + gxn
vemos que r + s ∈ I1. Calculando σi(f) ∈ I observamos que σi(r)ciσi(ci) · · ·σn−1i (ci) ∈ I1
y como ciσi(ci) · · ·σn−1i (ci) es invertible entonces σi(r) ∈ I1. Finalmente considerando xf
observamos que σ(r) ∈ I1. Concluimos que I1 es un ideal Σ ∪ {σ} invariante de R. Por
supuesto esto tambien es cierto para J1.
Ahora tomemos t ∈ J1 elegimos h = txl + Σk<ltkxk ∈ J con tk ∈ R, haciendo el producto
fh = 0 y viendo el coeficiente de xl+n obtenemos rσn(t) = 0, como R es noetheriano y
J1 es σ invariante concluimos que σ−n(t) ∈ J1 y por lo tanto rt = 0, es decir I1J1 = 0.
Como R es Σ ∪ {σ} primo concluimos I1 = 0 o J1 = 0 y de aquí I = 0 o J = 0 como se
requiere.
Como ejemplo vemos un caso particular, en el que las derivaciones se toman como 0.
Proposición 12. Sea R un anillo Noetheriano y A una extensión PBW-torcida biyectiva
con automorfismos asociados Σ y derivaciones asociadas todas 0.
Si I es un ideal de R Σ-invariante entonces IA es un ideal primo de A si, y sólo si, I es
un ideal Σ-primo de R.
Demostración. Una dirección es la proposición anterior, para la otra asumimos que I es
un ideal Σ-invariante pero no Σ-primo, entonces existen J,K ideales Σ-invariantes no
contenidos en I con JK ⊆ I. Entonces JA y KA son ideales de A no contenidos en IA
con JAKA ⊆ IA, y IA no es primo en A.
Proposición 13. Sea R un anillo Noetheriano, y Σ un conjunto de automorfismos. Sea I
un ideal de R Σ-primo, entonces I es semiprimo.
Demostración. Reemplazando R por R/I podemos asumir sin pérdida de generalidad ue
I = 0.
En este caso J = Nil(R) es nilpotente pues R es Noetheriano, Jn = 0. Pero J es siempre
Σ-invariante, luego J = 0, es decir R es semiprimo.
Denotemos las palabras finitas en el alfabeto {1, · · · , n} por Pn, para cada elemento
t = (t1, · · · , tm) ∈ Pn definimos σt = σt1 · · ·σtn (como convención si m = 0 entonces
σt = id).
Tomemos I un ideal de R un anillo y definimos para k ≥ 0
Ik = {a ∈ R : σn0δi1σn1 · · · δijσnj (a) ∈ I para 0 ≤ j < k, 1 ≤ i1, · · · , ij ≤ n, n0, · · · , nj ∈ Pn}
Se tiene la siguiente identidad
σn0δi1σn1 · · · δijσnj (ab) =
∑
w
σn0αi1w(1)σn1 · · ·αijw(j)σnj (a)σn0βi1w(1)σn1 · · ·βijw(j)σnj (b)
la suma en la derecha es sobre w : {1, · · · , j} → {0, 1}, αr0 = σr, βr0 = δr, αr1 = δr,
βr1 = id.
Esta identidad se prueba por inducción en j.
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Ahora si a ∈ In, b ∈ Im y 0 ≤ j < n + m entonces para cada w : {1, · · · , j} → {0, 1},
se tiene card{r : w(r) = 0} < n o card{r : w(r) = 1} < m. En el primer caso
σn0βi1w(1)σn1 · · ·βijw(j)σnj (b) ∈ I y en el segundo σn0αi1w(1)σn1 · · ·αijw(j)σnj (a) ∈ I, con-
cluimos que σn0δi1σn1 · · · δijσnj (ab) ∈ I y ab ∈ In+m.
Es decir InIm ⊆ In+m, en particular si m = 0, I0 = R y In es un ideal derecho, por simetría
In es un ideal bilátero.
También podemos ver que
ΠkInk ⊆ IΣknk
por inducción en el numero de ks. En particular Im1 ⊆ Im.
Proposición 14. Sea R un anillo Noetheriano, Σ un sistema de automorfismos de R y ∆
un sistema de Σ-derivaciones de R. Si R es (Σ,∆)-primo, entonces
1. Nil(R) es Σ-primo.
2. CR(0) = CR(Nil(R)).
3. El anillo total de fracciones de R existe y es artiniano.
Demostración. 1) Tomamos un ideal I ⊆ R, Σ-invariante con rannR(I) 6= 0 y maximal
con esta propiedad.
Vemos primero que I es Σ-primo, en efecto si J,K son ideales Σ-invariantes con JK ⊆ I
y J,K no contenidos en I entonces reemplazando J,K por J + I,K + I podemos suponer
I ( J,K y por maximalidad de I conluimos que rannR(J) = 0 = rannR(K) y de aquí
rannR(JK) = 0 pues si r ∈ R es tal que rJK = 0 entonces rJ ⊆ rannR(K) = 0 y
r ∈ rannR(J) = 0. Esto contradice 0 6= rannR(I) ⊆ rannR(JK).
Vemos entonces que I es semiprimo por la proposición 13 y por lo tanto Nil(R) ⊆ I.
Para la otra contenencia recordamos las convenciones de antes de esta proposición
· · · ⊆ I2 ⊆ I1 = I
y
rannRI1 ⊆ rannRI2 · · ·
Por Noetherianidad tenemos que J = rannRIm = rannRIm+1 = · · · para algún m. Vamos
a ver que J es un ideal (Σ,∆)-invariante, en efecto J es Σ-invariante porque Im es Σ-
invariante. Tomemos ahora a ∈ J y b ∈ Im+1 entonces ab = 0, σi(a) ∈ J y δi(b) ∈ Im,
luego σi(a)δi(b) = 0, y de aquí
0 = δi(ab) = σi(a)δi(b) + δi(a)b = δi(a)b
concluimos que δi(a) ∈ J , y J es (Σ,∆)-invariante.
También tenemos que L = lannRJ es un ideal (Σ,∆)-invariante, en efecto L es Σ-invariante
porque J es Σ-invariante; y si tomamos a ∈ L y b ∈ J entonces ba = 0, δi(b) ∈ J , y por
tanto δi(b)a = 0, y de aquí
0 = δi(ba) = σi(b)δi(a) + δi(b)a = σi(b)δi(a)
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es decir 0 = σi(J)δi(a) = Jδi(a) y δi(a) ∈ L.
De la definición de J y L tenemos Im ⊆ L, rannRI ⊆ J y JL = 0. Por la elección de I,
tenemos rannRI 6= 0, de donde J 6= 0. R es (Σ,∆)-invariante y JL = 0 implica L = 0.
Finalmente por la discusión antes de la prueba Im ⊆ Im ⊆ L implica Im = Im = 0 y
I ⊆ Nil(R).
2)La inclusión CR(0) ⊆ CR(Nil(R)) es cierta para anillos Noetherianos cualquiera, véase
[7]4.1.3 (iii).
Tomamos I = Nil(R) e In como en la prueba de 1, y observamos que
0 = Im ⊆ · · · ⊆ I0 = R
de forma que sólo hay que probar que In/In+1 es CR(I)-libre de torsión. Para esto tomamos
s ∈ CR(I) y r ∈ In con sr ∈ In+1. Y tomamos j < n+ 1, recordamos la identidad
σn0δi1σn1 · · · δijσnj (sr) =
∑
w
σn0αi1w(1)σn1 · · ·αijw(j)σnj (s)σn0βi1w(1)σn1 · · ·βijw(j)σnj (r)
con las convenciones de la discusión antes de esta proposición. Vemos que el término en la
derecha pertenece a I (por definición de In+1) y σnj (s)σn0βi1w(1)σn1 · · ·βijw(j)σnj (r) ∈ I
siempre que w no sea constante a 0. Reduciendo módulo I obtenemos
σf¯ (s)σn0δi1σn1 · · · δijσnj (r) ∈ I
con σf¯ una palabra en σi. Como I es Σ-invariante entonces CR(I) es Σ-invariante y σf¯ (s) ∈
CR(I), σn0δi1σn1 · · · δijσnj (r) ∈ I y r ∈ In+1 como se requiere. Un argumento simétrico
prueba que si rs ∈ In+1 entonces r ∈ In+1.
3)Esto es consecuencia de 2 por el teorema de Small, véase [7] 4.1.4.
En la siguiente proposición resolvemos la pregunta del principio de la sección para el
caso mixto (es decir automorfismos y derivaciones no triviales) para el caso algo restrictivo
de ideales semiprimos.
Proposición 15. Sea R un anillo Noetheriano y A una extensión PBW-torcida biyectiva
con derivaciones asociadas (Σ,∆). Si I es un ideal de R (Σ,∆)-invariante y semiprimo,
entonces IA es un ideal primo de A si, y sólo si, I es un ideal Σ-primo de R si, y sólo si,
I es un ideal (Σ,∆)-primo de R.
Demostración. Una dirección es la proposición 11.
Ahora asumimos que I es un ideal (Σ,∆)-invariante pero no (Σ,∆)-primo, entonces existen
J,K ideales (Σ,∆)-invariantes no contenidos en I con JK ⊆ I. Entonces JA y KA son
ideales de A no contenidos en IA con JAKA ⊆ IA, y IA no es primo en A. Esta es otra
de las implicaciones.
Finalmente si I es (Σ,∆)-primo y semiprimo entonces la parte 1 de la proposición anterior
aplicada a R/I implica que Nil(I) = I es Σ-primo. Esto termina la prueba.
3.2. A cada ideal primo de la extensión se le asocia una órbita
en Spec(R)
En esta sección seguimos los resultados de [3] (especialmente la sección 4), en el con-
texto de extensiones PBW torcidas.
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Proposición 16. Sea T un anillo y TM un T módulo derecho. Si se tiene una suseción
de submódulos de TM
M0 = 0 ⊂M1 ⊂ . . .
tales que Mi/Mi−1 es simple y M = ∪iMi, y tomamos N un subfactor simple de M
entonces existe i tal que Mi/Mi−1 ∼= N
Demostración. N = N1/N2 con N2 ⊂ N1 ⊂ M . Existe i tal que Mi ∩ N1 * N2, de lo
contrario como M = ∪iMi se tendría N1 = N2; se elige i mínimo con esta propiedad, de
forma que en particular Mi ∩N1/Mi−1 ∩N1 6= 0.
Tenemos morfismos inyectivos Mi ∩N1/Mi−1 ∩N1 →Mi/Mi−1 y
Mi∩N1/Mi∩N2 → N ; como tienen dominios no nulos y rangos simples son isomorfismos,
en particular Mi ∩ N1/Mi−1 ∩ N1 es simple y Mi−1 ∩ N1 ⊆ Mi ∩ N2 ⊂ Mi ∩ N1 implica
Mi−1 ∩N1 = Mi ∩N2 y N ∼= Mi ∩N1/Mi−1 ∩N1 ∼= Mi/Mi−1 que es el enunciado.
Lema 9. Si R es un anillo Noetheriano y A es una extensión PBW-torcida biyectiva de R,
siM es un subfactor de RAR, y b ∈M entonces el R−R bimódulo RbR es finitamentemente
generado por cualquiera de los dos lados.
Demostración. Como M = B/C con C ⊂ B ⊂ A, entonces se observa que basta probar el
lema para M = A.
En este caso si
b =
∑
a∈J
rax
a
donde J ⊆ Nn es finito y ra ∈ R, entonces RbR es un submódulo izquierdo de Σa∈JRxa,
como R es Noetheriano se concluye el resultado. (El lado derecho es por simetría).
Sea R un anillo Noetheriano por ambos lados y A una extensión de R, A un anillo
Noetheriano, tomemos P un ideal primo de A.
Siguiendo las pruebas en [3], llamamos C el anillo total de fracciones deA/P , y tomamos
una serie de descomposición de RCC , 0 = C0 ⊂ C1 ⊂ · · · ⊂ Cm = C, llamamos Qi =
annR(Ci/Ci−1). Vemos que Qi es primo de R. Más en general si A y B son anillos y AMB
es un bimódulo simple entonces annAM = {a ∈ A | am = 0 para todo m ∈ M} es un
ideal primo de A. P ∩ R ⊂ Qi y Q1 . . . Qm ⊂ P ∩ R; en particular si Q es primo minimal
con P ∩R ⊂ Q entonces Q ∈ {Q1, . . . Qm}.
Dado una tupla a = (a1, . . . , an) ∈ Z, denotamos σa = σa11 . . . σann .
Dados monomios estándar x¯ = xa11 . . . x
an
n y y¯ = x
b1
1 . . . x
bn
n , decimos x¯ ≤ y¯ si
(Σak, a1, . . . , an) ≤ (Σbk, b1, . . . , bn)
en el orden lexicográfico. Este orden es isomorfo a ω.
Proposición 17. Dado R,A,C, P y Q1, . . . , Qm como antes existe un B, R−R bimódulo
subfactor de A/QmA con con annRB = Qm, annBR = Qi y B libre de torsión por ambos
lados como R/Qm-R/Qi-bimódulo.
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Demostración. Se encuentra en el lemma 2 de [8]
Proposición 18. Tomando A una extensión PBW torcida biyectiva de R y con la notación
de antes, para todo 1 ≤ i ≤ m existe a ∈ N tal que σa(Qi) = Qm
Demostración. Se elige B un R-R bimódulo, subfactor del R-R bimódulo A/QmA con
annRB = Qm y annBR = Qi, libre de torsión por ambos lados como R/Qm-R/Qi bimó-
dulo, podemos reemplazar B por RbR con b ∈ B no nulo para concluir que sin pérdida de
generalidad B es finitamente generado como R módulo por cualquier lado (véase el lema
2 en la seccion 1.1 y el lema 9).
D es el anillo de fracciones de R/Qm, entonces D ⊗R B es un D-R bimódulo de longi-
tud finita con ann(D ⊗R B)R = Qi. En efecto D ⊗R B es finitamente generado como
D-módulo izquierdo luego es artiniano y noetheriano como D-R-bimódulo, es decir es de
longitud finita, y como B es libre de torsión como R/Qm módulo se tiene también que el
morfismo B → D ⊗R B canónico es inyectivo luego ann(D ⊗R B)R = Qi. Ahora elegimos
M ⊆ D⊗R B simple entonces M = D⊗R B1 y reemplazando B por B1 podemos suponer
sin pérdida de generalidad que D⊗B es simple. En efecto D⊗RB es la localización del mó-
dulo izquierdo B por el sistema multiplicativo de elementos regulares de R/Qm, de forma
que los submódulos de D⊗RB son localizaciones de submódulos de B, luego M = D⊗B1
y aplicando de nuevo el lema 2 en la sección 1.1 obtenemos lo que mencionamos antes.
D ⊗ B es un subfactor de V = D ⊗R A = D ⊗R A/QmA, pues D es un R/Qm módulo
izquierdo plano.
D(D ⊗R A) es libre con base {1⊗ x¯ | x¯ es un monomio estándar}.
Vx¯ = Σy¯≤x¯D(1 ⊗ y¯) es una filtración de DVR con los cocientes consecutivos Gx¯ =
Σy¯≤x¯D(1 ⊗ y¯)/Σy¯<x¯D(1 ⊗ y¯), D-R bimódulos isomorfo to Dσα luego es simple (véase el
lema 1 en la sección 1.1). Y se tiene con ann(Gx¯)R = (σa)−1(Qm).
Se concluye por la proposición 16 que D⊗RB ∼= Gx¯ para algún x¯ y tomando los anuladores
derechos Qi = (σa)−1(Qm).
Este resultado se puede interpretar como: a cada ideal primo de P de A la estrategia
clásica es asociarle el ideal de R obtenido por contracción P ∩ R, pero se observa en [3]
que esta asociación no es adecuada en el caso R[x, σ, δ] con R no conmutativo y σ y δ no
triviales, esta proposición se propone en ese artículo como una modificación del método
clásico, que a un ideal primo P de A le asocia la órbita {τi1 · · · τin(Q1) | 1 ≤ ik ≤ n, τi =
σi o τi = σ−1i } que contiene a todos los primos minimales de de R sobre P ∩R.
Sigue un resultado de localización.
Lema 10. Sea R un anillo Noetheriano y A un anillo Noetheriano con R ⊂ A, sea P un
ideal primo de A. Sea C el anillo total de fracciones de A/P , y una serie de descomposición
de RCC , 0 = C0 ⊂ C1 ⊂ · · · ⊂ Cm = C, llamamos Qi = annR(Ci/Ci−1).
Suponiendo que Q1, . . . , Qn son exactamente los primos minimales sobre P ∩R y que RaR
es noetheriano como R-módulo por ambos lados, se tiene entonces que para C el conjunto
de elementos regurales de R/P ∩R, C es de Ore en R/P ∩R y en A/P y que C−1(R/P ∩R)
es artiniano.
Demostración. Es una especialización de [3] lema 4.5.
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Proposición 19. R Noetheriano y A extensión PBW-torcida biyectiva de R, P un ideal
primo de A.Y sea C el conjunto de elementos regulares de R/P ∩ R, entonces C es un
conjunto de Ore de elementos regulares en R/P∩R y en A/P , y C−1(R/P∩R) es artiniano.
Demostración. Hay que ver por el lema anterior que con la notación de la proposición 18
{Q1, . . . Qn} es exactamente el conjunto de primos minimales de R/P ∩R.
Pero por la proposición 18 R/Qi ∼= R/Qj y por lo tanto la dimensión de krull clásica de
R/Qi, ckdim(R/Qi) es un ordinal (pues R es Noetheriano) independiente de i.
En particular tomando Qi cualquiera y P ∩R ⊆ Q ⊆ Qi con Q un primo minimal con estas
condiciones, por la discusión antes de la proposición 18 se conluye que Q ∈ {Q1 . . . Qn}
luego ckdim(R/Q) = ckdim(R/Qi) y esto implica Qi = Q como se busca.
Proposición 20. Sea R un anillo noetheriano, A un anillo y φ : R → A un morfismo.
Suponiendo que hay elementos x1, . . . , xn ∈ A que junto con R generan a A como anillo y
que cumplen xiR + R = Rxi + R, y, xjxiR + ΣRxk + R = Rxixj + ΣRxk + R; se tiene
entonces que rkdim(A) ≤ rkdim(R) + n.
Demostración. Dotamos a A de la filtración estándar dada por los xi, como rkdim(A) ≤
rkdim(Gr(A)) reemplazando A por Gr(A) podemos suponer que xiR = Rxi y xjxiR =
xixjR.
Tomando R0 = φ(R) y Rk = ΣnRk−1xnk y reemplazando A por Rk y R por Rk−1 se puede
asumir además que solo hay una variable y R es un subanillo de A.
En este caso A es Noetheriano por [7] 1.2.10 y por [7] 6.3.8 hay un ideal primo de A tal
que rkdim(A/P ) = rkdim(A), reemplazando A por A/P y R por R/P ∩ R suponemos
también que A es primo.
En este caso x es un elemento normal en A, luego x = 0 o x es regular en A; el primer
caso es trivial y en el segundo xr = σ(r)x con σ : R → R un automorfismo unívocamen-
te determinado por esta ecuación, de aquí se concluye que A = R[x, σ], y en este caso
rkdim(A) = rkdim(R) + 1 por [7] 6.5.4.
3.3. Propiedad de Jacobson
En esta sección probamos que una extensión PBW torcida finita biyectiva sobre un
cuerpo es de Jacobson.
Para las siguientes proposiciones seguimos las ideas de [1] 2.6.4 y 3.1.15. El orden total de
Nn es dado por a ≤t b si ak ≤ bk para todo k, esto es un orden parcial.
Lema 11. Si S ⊂ Nn entonces el subconjunto de elementos minimales S0 de S respecto al
orden total es finito.
Todo elemento en S es mayor o igual que un elemento en S0
Demostración. El conjunto de elementos minimales con respecto a S es un conjunto de
elementos incomparables en el orden total, si se elige a = (a1, · · · , an) ∈ S0 cualquiera
entonces hay a lo más Σkak + 2 elementos en S0, en efecto S0 − a ⊆ {0, · · · , a1 − 1} ×
Nn−1 ∪ · · · ∪ Nn−1 × {0, · · · , an − 1} si hubieran más elementos el principio de casillas
permite encontrar dos elementos en Ni × {k} × Nn−1−i que resultan comparables.
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En la siguiente prueba usamos otro orden en Nn, a < b si
(| a |, a1, . . . an) < (| b |, b1, . . . bn)
con el orden lexicográfico. Hemos denotado | a |= a1 + · · ·+ an. Notamos que Nn con este
orden es isomorfo N con el orden habitual.
Si A es un anillo conmutativo con un conjunto de automorfismos σi denotamos Af,σ la
localización de A por el sistema multiplicativo Sf,σ = {Πσσ(f) : σ es palabra en σi}, se
usa varias veces sin mención explicita que Af,σ es un A-módulo derecho plano.
Usaremos también el siguiente lema elemental.
Lema 12. Sea A es un anillo y AN es un A-módulo. Sea {Mβ}β<α una cadena de sub-
módulos de N indexados por un ordinal α ( es decir Mβ ⊂ Mγ para β < γ) tal que para
M−β = Σγ<βMγ = ∪γ<βMγ se tiene que Mβ/M−β es proyectivo para β < α. Entonces
M−α =
⊕
β<α Lβ con Lβ ∼= Mβ/M−β . En particular si Mβ/M−β es libre entonces M−α
también es libre.
La prueba es sencilla y se omite.
Lema 13. Sea R un dominio conmutativo y B una imagen homomórfica de una extensión
PBW-torcida biyectiva de R, entonces si BM es un B-módulo finitamente generado, existe
f ∈ R− 0 tal que Rf,σ ⊗RM es un Rf,σ-módulo libre.
Demostración. Sin pérdida de generalidad B es una extensión PBW-torcida biyectiva de
R en las variables x1, . . . , xn y BM = Bm. En efecto, como M es finitamente generado,
digamos con generadores m1, · · · ,ml, entonces tomando M1 = Σk<lBmk y M2 = M/M1,
tenemos la sucesión exacta 0 → M1 → M → M2 → 0, como M1 tiene menos genera-
dores que M podemos asumir por inducción que existe f ∈ R − 0 tal que Rf,σ ⊗R M1
es libre, y como M2 tiene un sólo generador, podemos suponer que Rg,σ ⊗R M2 es libre
para algún g ∈ R − 0; entonces (por ejemplo por propiedad universal) Rfg,σ ⊗R M1 =
Rfg,σ ⊗Rf,σ Rf,σ ⊗RM1 es libre, y similarmente Rfg,σ ⊗RM2 es libre, tensorisando la su-
cesión exacta 0→ M1 → M → M2 → 0 por Rfg,σ observamos que Rfg,σ ⊗RM es libre y
fg ∈ R− 0 pues R es un dominio.
Si a = (a1, . . . , an) ∈ Nn, denotamos xa = xa11 . . . xann . Con el orden en Nn de antes llama-
mos Na = Σb≤aRxbm y N−a = Σb<aRxbm ambos son R-módulos izquierdos; y denotamos
Ka = Na/N
−
a y Ia = annR(xam) = {r ∈ R | rxam = 0} donde xam es la imagen de xam
en Ka.
Si a, b ∈ Nn y a ≤t b en el orden total entonces σ(Ia) ⊂ Ib con σ una concatenación de
σi , en efecto sin pérdida de generalidad b = (a1, . . . , ai + 1, . . . , an) y si r ∈ Ia entonces
rxam ∈ N−a , es decir rxam = Σc<arcxcm, ahora observamos que xirxa = uσi(r)xb+Σclcxc
donde la suma en la derecha involucra solo c ∈ Nn con | c |<| b |, ( y por lo tanto c < b)
y u ∈ U(R). Multiplicando por u−1xi la ecuación rxam = Σc<arcxcm y con un cálculo
similar para los términos de la derecha se obtiene σi(r) ∈ Ib.
Tomamos S = {a ∈ Nn | Ia 6= 0}, por el lema 11 hay un número finito de elementos
minimales en S con el orden total s1 . . . sn ∈ S y como R es un dominio conmutativo,
elegimos f ∈ Is1 ∩ · · · ∩ Isn no nulo.
Si Ka es tal que Ia 6= 0 entonces Rf,σ ⊗R Ka es un Rf,σ-módulo generado por xam pero
CAPÍTULO 3. IDEALES PRIMOS 32
σ(f)xam = 0 y σ(f) es invertible en Rf,σ, de aquí Rf,σ ⊗R Ka = 0.
Si Ka es tal que Ia = 0 entonces Ka ≡R R en todo caso Rf,σ ⊗RKa es libre y por lo tanto
Rf,σ ⊗RM también lo es por el lema anterior.
En la siguiente prueba usamos el siguiente lema
Lema 14. Supongamos R un dominio conmutativo con una colección de automorfismos σi,
i ∈ I, y supongamos que F ⊂ R es Z/pZ con p primo o Z dependiendo de la característica
de R . σi se extienden a R[x] haciendo σi(x) = x. Tomamos f ∈ R[x] − 0 arbitrario.
Entonces existe g ∈ T [x] que no divide a ningún polinomio en Sf,σ ∈ R[x].
Demostración. Podemos reemplazar R por la clausura algebraica k del cuerpo de fracciones
de R (en efecto se sabe que σi se pueden extender a k).
Construimos f0 = x y fn = Πk<nfk + 1 polinomios no constantes en T [x], y se observa
que si k 6= n entonces fn y fk no tienen raices en común.
Suponemos por contradicción que fn | gn con gn ∈ Sf,σ, elegimos una raíz r de fn
entonces r es raiz de gn y por lo tanto r = σ(an) con an una raíz de f , como fn es un
polinomio en T y T es σi-invariante entonces an es raíz de fn. El conjunto de raices de
f es finito luego para una subsucesión de fn, an = a. Esto contradice la construcción de
fn.
Proposición 21. Sea R un dominio conmutativo y B es una imagen homomórfica de
una extensión PBW-torcida biyectiva de R , entonces para BM un módulo simple y a ∈
EndB(BM) existe una única estructura de R[x]-módulo derecho sobre M que extiende a la
de B y tal que xm = a(m). Con esta estructura existe un polinomio f ∈ R[x] tal que para
todo m ∈M existe g ∈ Sf,σ con g(m) = 0.
Demostración. C = B[x] es la imagen homomórfica de una extensión PBW-torcida biyec-
tiva sobre R[x]. Si a ∈ EndB(BM) entonces hay una única estructura de C-módulo derecho
sobre M que extiende la de BM y tal que xm = a(m). Y por el lema 13 existe f ∈ R[x]
no nulo tal que N = R[x]f,σ ⊗R M es libre. Tomemos F = Z/pZ o F = Z con p primo
dependiendo de la característica de R, tal que F ⊂ R es el subgrupo aditivo generado
por 1. Entonces existe g ∈ F [x] tal que g no divide ningún polinomio en Sf,σ por el lema
anterior y por lo tanto g /∈ U(R[x]f,σ).
Ahora supongamos que N 6= 0 entonces el morfismo de R[x]f,σ-módulos β(n) = gn no
es sobreyectivo (pues N es libre). Y por otro lado para h ∈ R[x]f,σ y m ∈ M se tiene
β(h⊗m) = h⊗ gm, como las imágenes de F en B pertenecen al centro entonces el mapa
m 7→ gm es un morfismo de B-módulos, y como BM es simple entonces es 0 o invertible, no
puede ser invertible pues se obtiene una contradicción, y si es 0 entonces g ∈ R[x] cumple
lo que se requiere.
Si suponemos ahora que N = 0 entonces es conocido que M es de Sf,σ-torsión . Esto es
precisamente la conclusión del teorema.
Proposición 22. Sea k un cuerpo y B es una imagen homomórfica de una extensión
PBW-torcida biyectiva de k, entonces Rad(B) = Nil(B).
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Demostración. Tomamos C = B[x] que es imagen homomórfica de una extensión PBW-
torcida biyectiva de k[x], y tomamos a ∈ Rad(B).
Suponemos que C(1− ax) 6= C, entonces hacemos CM = C/I donde I es un ideal derecho
maximal de C que contiene a C(1− ax) entonces CM es simple y si m1 es la imagen de 1
en M entonces (1− ax)m1 = 0.
Consideramos la función deM en si mismoX : m 7→ xm como x ∈ Z(C) es un elemento del
centro de C, se tiene que X es un C-endomorfismo y es distinto de 0 pues X(am1) = m1.
Concluimos que tiene inverso Y , y se tiene que para algún polinomio g ∈ k[x], g(Y )m1 = 0
en el sentido de la proposición anterior. Observamos que sin pérdida de generalidad g(0) = 1
pues Y es inyectiva (y k es cuerpo).
Para un polinomio f = Σrnxn ∈ k[x] denotamos f(a)m1 = Σrnanm1 y observamos que
f(a)m1 = f(Y )m1 para cualquier polinomio f . En efecto esta identidad es k-lineal en
f luego basta verificarla para f = xn en este caso aplicando el morfismo Xn se obtiene
m1 en ambos lados, como X es inyectiva se tiene la identidad. En particular g(a)m1 =
(1 + g1(a)a)m1 = g(Y )m1 = 0 esto contradice a ∈ Rad(B).
Esta contradiccíon muestra C(1− ax) = C, pero en este caso para un polinomio h ∈ B[x],
h(x)(1− ax) = 1 e igualando los coeficientes se puede ver que an = 0. Es decir Rad(B) es
un ideal nil, y como B es noetheriano se obtiene Rad(B) = Nil(B) como se busca.
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