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I. INTRODUCTION
BOTH fuzzy models and NN have been proven effective universal approximators [I] , [2] . There is also a close link between fuzzy models and so-called fuzzy NN, especially between Takagi-Sugeno models with singleton outputs and RBF-NN. It is possible to demonstrate that all of them are also closely linked to the general regression models [3] . We will refer to these models hrther as flexible models. Significant attention is paid recently [4]-[12] to the socalled 'data-driven' techniques for generation of flexible models, which incorporates Takagi-Sugeno, Mamdani models, and fuzzy NN.
It could be called the new wave of flexible models design with the first in SO'S and early 90's relying mostly on the subjective expert knowledge. The drawbacks of the later approach are well known and the efforts have been mostly directed to tuning and static optimization of rules generated by experts. The fact that nowadays row data exist in huge quantity and various forms and are extremely easy to transform and transmit give rise to the fast development of the data mining and related knowledge extraction techniques [ 
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The second author is with Ford Motor Co., 24500 Glendale avenue, Detroit, MI 48239, USA (l>.'t.'ilev(~E'ord.com). They, however, are still mostly applied to classification and oEZine modeling and control. At the same time, currently there are clear demands for effective approaches to design of autonomous, self-developing and self-enriching systems, which in the same time are flexible and robust [ 141. Their computational eflciency and compactness are pre-requisites of a practical application. The problems of on-line applications are mostly related to the non-linear nature of the rule-basehetwork structure and computational expenses of the training technique (normally backpropagation or evolutionary algorithms), that hampers development of recursive, adaptive schemes [SI, [ 141. Some practical applications of fuzzy modcls and fuzzy NN are called self-learning or adaptive, but they are rather self-adjusting and self-tuning [4] . They, normally, suppose structure of the model to be fixed. The lack of a true adaptivity hampers industrial applications, including portability (the ability to use a system designed for one specific application for another quite similar one with as little modifications as possible) [14] .
Algorithms for on-line applications with selfconstructing or evolving structure have been reported very recently and independently for the fuzzy [8]- [17] and NN models [5] . In [5] , however, the learning scheme is iterative and tends to fall into local minimums, because it is a gradient-based error back-propagation. The structure learning in [5] is not related to the descriptive potential, which the data have as in [SI-[lo] , [15] but is determined based on the error, which the previous structure had.
Hence, the generality of such structure changes is not ensured -the results will be good if the future character of the data is the same or similar. If new data pattern has appear, the error would be high for many new data samples, but not all of them need to be added as new neurons/rules to the model structure. The mechanism for pruning used in [5] is based on similarity and it tolerates the first new data samples rather than the most informative ones. In [6] there is no replacement of the neurons/rules, which has been accepted once in the network structurehle-base. Additionally, the model in [5] as well as with the other NN models including GR-NN [3] supposes singletons as outputs, while more general linear functions, representing local linear models, are considered in [SI- [IO] , [15] .
In this paper we introduce eNN as a twin model structure to the eR models. We demonstrate the close links between theseflexible models. The incremental learning mechanism, based on computationally very efficient technique, applicable on-line in real-time is also presented. The proposed eNN has wide range of potential applications. Their effectiveness is demonstrated on the example of modeling the air-conditioning plant serving a real building, located in Iowa, USA. (Fig.1) . The first, input layer serves to pass the input signals to the respective neurons/rules from the next layers for further It is also interesting to note that these types of flexible models, RBF-NN and the general regression models [3] are closely linked to each other.
transformation. The second layer (one of the two most important ones, given in Fig.1 in bold) corresponds to a particular fuzzy set having its own label. The third layer, the another most important one (also given in bold in Fig.l) , represents the set of rules. Each neuron in this layer corresponds to a fuzzy rule forming the rule base of this flexible model. Inputs to each neuron are equal to the degree of membership to the respective fuzzy set every input signal has. The neurons/rules perform logical AND operation represented here with multiplication. The fourth layer of the network forms the local linear sub-models, which correspond to the consequent of the Takagi-Sugeno model. Links to and from this layer are given with different type of arrows in Fig.1 to distinguish between the antecedent and consequent parts of the rules. The fifth layer combines the antecedent and the consequent part of each rule. Finally, the last layer forms the total output of this flexible model. It performs a weighted summation of local sub-models.
The link between eNN and Takagi-Sugeno models [lS] is very close, which could be seen from the description of each component of the network. The output (y) is also defined as a weighed sum, performed at layers 5 and 6:
B. Learning
The learning of the eNN is in fact a procedure of on-line identification of the Takagi-Sugeno model (4). The learning procedure has two main parts performed recursively in online:
J
To determine the structure of the antecedent part of the rule-base (layers 2 and 3 as in Fig.1); J To estimate the parameters of the linear sub-models (the weights to the layer 4).
The first part is performed as incremental unsupervised learning by a recursive on-line data space clustering. This procedure exploits a recursive formula for informative potential of a data point calculation, which express the accumulated spatial proximity information and thus the potential of a data point to be used as a representative prototype. The second part is based on Kalman filter [ 191 with proper initializations [15] . The procedure could be summarized in the following steps [15]:
Step 1. First data point define the first rule (neuron of the layer 3): (1)
Step 2. Determine parameters of the consequent part (weighs between the layer 1 and 4, Fig.1 ) by recursive least
The number of neurons in layers 3 and 4 is equal to the where y is the output of theflexible model;
yi is the output of the local linear sub-model; laver 3 ) in the model:
R dellotes the number of rules (neurons of the squares estimation (called also Kalman filter) [151, [191. , I
a is the degree of model, determined at layer 3:
to the i& sub-number of rules in the model (R). The weights ai (2) are normalized with the cluster density expressed by the n potential of the data point Pk, which is recursively calculated (updated) at time step k:
The degree of membership to a fuzzy set WO) from the other hand is determined at layer 2 by the Gaussian low, (3) estimator of probability density distribution [3] . Here, however, we consider linear functions as consequence, which is more general than the constant outputs used in [3] and potentials of the cluster centers as weights instead of just numbers of data samples in a cluster. In this way, the weights of the blending of the linear sub-models could be determined by the distances to the focal points of the respective rules and the accumulated spatial proximity to all of the previous data calculated recursive&. The fuzzy rules (mi; j=1,2 ,..., R), which labels (LV) are encoded in the neurons of the second layer, aggregated at layer 3, and which consequent part is formed by links from the input neurons (xi;j=1,2 ,..., n) through layer 4 (given in Fig. 1 This formulation of the weighting factors makes them a function of the current values of the inputs ( x k ) and the potential, which contains accumulated information concerning spatial proximity of past data.
Parameters of the local linear sub-model (K;) respective to the rule, which focal point is closer to the current data sample ( x 1' = Xg min IIx, -xi' are then updated by a recursive least squares procedure for each rule Q=I, 2,. . . , R ) separately:
Step 4. Collect the new data sample at the next time step This form of the potential is also monotonic and inversely proportional to the distance as the original one, but it makes possible recursive calculation, which is important for the on-line implementation.
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where X=[x r/ is the augmented inputs matrix; A4 is a big number; I denote the identity matrix; C is the covariance matrix; SZ is a square matrix with m in its diagonal elements.
Step 3. Predict the output for the next time step: R could be memorized from calculations of the previous step (k-I), while a depends on the new data point only.
Step 6. Update recimively in on-line the informative potential of the existing neurons at layer 3 (focal point of rules) in respect to the influence of the new data sample by:
where CL denotes the potential of the Clh focal point at the moment Tin on-line mode.
Step 7. This stage differs from [8], [9] and removes the need to calculate reference potential [8] , [9] and to have two thresholds, which are parameters that needs to be determined. The new data sample competes with the existing neurons (focal points of rules).
ADD the new data point as a new neuron (focal point of a rule) IF its potential is higher than the potential of all of the existing neurons (focal points of rules): (14) R,.=R+~; zR* = , n e w ; pR' = p " w REPLACE the existing center, which is closest to the new data point by the new neuron (focal point of a rule) IF the potential of the new data point is higher than the potential of all of the existing neurons (focal point of a rule) AND the closeness condition below is satisfied:
where Then: zk denotes the new data sample; z" is the focal point of the it* rule; P(z$ is the potential of the new data; P(z '*) is the potential of the i'* rule.
where z" is the focal point of the iJh rule;
Pkis the potential of the new data sample Zk; P" is the potential of the i -' * rule.
In this way, at each moment in on-line layers 2 and 3 of the network (effectively, the antecedent part of the fuzzy rule base) has been specified recursively and non-iteratively. Consequent part of the model, formed by neurons at layers 4 and 5, is determined non-iteratively. The learning procedure is in one pass for each new data sample. This effect is due to the exploitation of the quasi-linear nature of the Takagi-Sugeno models [18] and separation of the identification problem for the antecedent part from this of the consequent.
EXPERIMENTAL RESULTS
A typical engineering example of modeling the temperature difference across a cooling coil in an airconditioning plant serving a real building has been considered as a demonstration of the application of e".
A part of the air-conditioning plant processing the incoming air flow prior its submission to an occupied zone is represented graphically in Fig.2 . The outlet from the coil temperature is normally a specified by the design constant value, while the inlet air temperature is varying. Hence, the temperature difference is varying mostly because of the inlct tcmpcraturc variations and thc load in thc zonc. Thc inlet temperature is normally related or equal to the ambient temperature, which have significant seasonal variations.
Chiled water o r + u When the model is build from the data of all possible seasons, it gives some averaged, lower precision. If the data are from a specified season then using the resultant model is limited to this season only. Due to its gradually evolving structure, however, eNN is able to adapt to the changing data pattern.
The inputs considered in this realization are: The output is the temperature difference across the coil We have used real data from operating the facility in a typical summer day of August 22, 1998 (left part of the plots) and in a typical spring day of May 23, 1998 (right part of the plots). The structure of the eNN has evolved online (bottom plot in Fig. 5) . Starting from one neuron in the layer 3 (one linear model in the output of the TakagiSugeno model) six more neurons (linear sub-models) has been added (right part of the plots) on-line.
On the top plot of Fig.5 , the real data for the temperature (in "C) is depicted with dashed line and the prediction by eNN with a solid line. On the next plot, the absolute error (in "C) has been depicted. The overall RMS error is equal to 0.33262 "C (non-dimensional error index, NDEI is equal to 0.088), which is a good level for real data, modeled in on-line. On the bottom plot, the structure evolution (number of neurons in layer 3 representing fuzzy rules) has been illustrated. The error is more significant when the seasons change the data pattern dramatically and this is for one step only. As it could be seen from this figure, the flexible eNN model is able to adjust its structure (bottom plot) so that quickly to minimize the error and to make good on-line predictions.
The model represents a quasi-linear Takagi-Sugeno structure, which evolves on-line to 4 rules: RI: IF (m is n r l ) AND (T, is TI) AND (g is gl)AND VI. CONCLUSION In this paper, evolving model of Takagi-Sugeno type is represented in the form of a fuzzy NN with evolving structure (e"). It is of the same category of models as the recently introduced evolving rule-based (eR) models.
They have been yexible models with evolving structure' and they differ from the other model schemes by their gradually evolving structure as opposed to the fuced structure models, Essentially, they represent Takagi 
