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Vériation de propriétés LTL sur desprogrammes C par génération d'annotationsNiolas Stouls ∗(Niolas.Stoulsinsa-lyon.fr)Université de Lyon, INRIAINSA-Lyon, CITI, F-69621, Frane Julien Groslambert(Julien.Groslamberttrusted-labs.om)Trusted-Labs5 rue du Baillage, F-78000 Versailles28 septembre 2008RésuméCe travail propose une méthode de vériation de propriétés tem-porelles basée sur la génération automatique d'annotations de program-mes. Les annotations générées sont ensuite vériées par des prouveursautomatiques via un alul de plus faible préondition. Notre ontribu-tion vise à optimiser une tehnique existante de génération d'annota-tions, an d'améliorer l'automatisation de la vériation des obligationsde preuve produites.Cette approhe a été outillée sous la forme d'un plugin au sein del'outil Frama-C pour la vériation de programmes C.Mots lef : Preuve automatique, programmes C, propriétés LTL1 Introdution et état de l'artPropriétés temporelles Une branhe importante de la vériation logi-ielle s'intéresse à la vériation de propriétés de séurité de systèmes. Elleonsiste à exprimer, dans une logique adéquate, les propriétés requises dansle ahier des harges, puis à la validation de elles-i. La nature des propriétésque l'on souhaite vérier peut-être très variée. Elle peut aller de la onden-tialité des données ( Le ode seret de la arte doit resté ondentiel ),au ontrle d'aès ( Seul un terminal identié peut débiter la arte ).Nous nous intéressons ii à une lasse de propriétés dérivant l'évolution dusystème au ours du temps : les propriétés temporelles.Annotations de programme Pour vérier le respet d'une spéiationpar un programme, il est possible de travailler au niveau du ode soureen insérant des annotations logiques (invariants et pré/post-onditions). Les
∗Ce travail a été partiellement supporté par le projet PFC (Plate-Forme de Conane) du plede ompétitivité parisien Systemti. 1
travaux réalisés autour du langage d'annotations JML ont montré que elui-i pouvait aisément ombiner preuve formelle et validation à l'exéution [8℄.Cependant, les langages d'annotations ne permettent généralement pas d'-exprimer diretement des propriétés temporelles. Représenter manuellementsous forme d'un ensemble d'annotations, une propriété temporelle, s'avèreun travail fastidieux. De e fait, il a été proposé de générer de façon systé-matique les annotations assoiées à une propriété temporelle.État de l'art Une première proposition de génération automatique d'an-notations à partir de propriétés temporelles a été proposée par Huisman etTrentelman [12℄. Ces travaux se sont intéressés à la génération d'annota-tions JML à partir d'un langage de propriétés temporelles appelé JTPL. Cestravaux ont par la suite été étendus à la logique temporelle linéaire. Les fon-dations théoriques et la orretion de la méthode ont été établis dans [7℄. Cestravaux ont également donné lieu à l'implantation d'un prototype JAG, quia permis d'expérimenter l'approhe dans le adre de la validation par test etpar vériation par preuve.L'approhe de génération d'annotations à partir de propriétés temporelless'est montrée pertinente dans le adre de la vériation dynamique des an-notations générées, notamment dans le adre de la validation par le test. Parontre, la vériation statique par génération d'obligations de preuve s'estheurtée, dans la pratique, à deux problèmes majeurs : (i) bien que les an-notations alulées soient orretes, elles ne sont parfois pas susantes pourrésoudre les obligations de preuve générées ; (ii) les annotations généréesentraînent une explosion ombinatoire du nombre et de la omplexité desobligations de preuves. Pour pallier a es problèmes, l'utilisateur doit : (i)ajouter manuellement des invariants supplémentaires, faisant le lien entre leprogramme et la propriété. (ii) intervenir pour guider la preuve de façon inter-ative en séletionnant les hypothèses néessaires à la preuve. Globalement,es étapes demandent une forte onnaissane du système, de la propriété, dufontionnement du prouveur et du méanisme de génération d'annotations ;Contributions À travers les travaux exposés dans e papier, notre objetifest de favoriser l'automatisation du proessus de vériation, en minimisantes deux limitations. Pour ela, nous proposons de nouveaux algorithmes degénération d'annotations, permettant de générer une partie des hypothèsessupplémentaires, qui étaient auparavant érites manuellement, tout en opti-misant le nombre et la forme des annotations générées.Sommaire Dans un premier temps nous illustrons nos motivations enprésentant un exemple l rouge que nous déroulerons jusqu'au bout de etartile. Nous formalisons ensuite les langages onsidérés, avant de rappeler2
brièvement quelques travaux existants et sur lesquels nous nous basons. En-n, nous présentons nos ontributions en setions 5, 6 et 7, avant de onlure.2 Exemple l rougeint pt=3 ;/* global invariant invpt :
0 ≤ pt ≤ 3 ; */int status=0 ;/* global invariant invst :
0 ≤ status ≤ 1 ; */// ensures 0 ≤ \result ≤ 1 ;int init() {. . .}// ensures 0 ≤ \result ≤ 1 ;int ommit() {. . .}
// ensures 0 ≤ \result ≤ 1 ;int main(){/* loop invariant i :0 ≤ status ≤ 1 ∧ 0 ≤ pt ≤ 3 ∧ (pt = 0 ⇒ status = 0); */while (pt>0) {status=init() ;if (status && ommit()) goto label_ok ;pt- - ;}return 0 ;label_ok : return 1 ;}Figure 1  Programme C dérivant une transation en deux étapesPour illustrer l'approhe dérite dans et artile nous utilisons le frag-ment de programme C présenté en gure 2. Ce dernier s'inspire du domainedes arte à pue et illustre l'une des problématiques de es programmesritiques : réaliser une transation par l'appel suessif de deux opérations(init et ommit). Le nombre d'essais est limité à 3 et la fontion renvoieune valeur diérente de 0 si et seulement si les deux opérations on pu êtreappelées suessivement sans erreur.





status and Return(init_trans) and not Call(commit_trans)
True
Figure 3  Automate de Bühi de la propriété d'atomiité à vérier3











St=ReturnFigure 4  Extrait du système de transitions assoié au programme l rougeLa sémantique d'un programme P peut être dénie par l'ensemble destraes de son système de transitions. Intuitivement, une trae est la séquenedes états d'un hemin du système de transitions, partant de l'état initial.3.2 Sémantique des annotations de programmeUn programme peut être annoté par des assertions logiques. Celles-i nemodient pas son omportement (don sa sémantique), mais permettent d'-exprimer des propriétés que l'on veut vérier à ertains points du programme.Ii nous ne parlons que d'invariants, de pré-onditions et de post-onditions.Dénition 1 (Sémantique des assertions) Nous dénissons la séman-tique des assertions d'un programme P par rapport à une trae σ de P.Annotation Sémantique
I(I) ∀i.σ(i) |= I
Precondition(op, P) I(Oper = op ∧ St = Call⇒ P)
Postcondition(op, Q) I(Oper = op ∧ St = Return⇒ Q)4
Nous ajoutons à ela les deux annotations suivantes, relatives aux vari-ables d'annotations 1, qui sont des variables ne pouvant pas être utilisée parle programme, mais seulement dans les annotations : D(v, Init) : délaration de v ave Init omme valeur initiale. A(v, E) : assignation de v par E. L'expression E ne peut avoir d'eetde bord sur l'état du programme.3.3 Sémantique des automates de Bühi de sûretéDans ette artile, nous nous foalisons sur la omposante sûreté despropriétés temporelles. C'est pourquoi, nous rappelons la dénition de lastruture d'automate de Bühi de sûreté et quelques résultats importants àpropos de ette lasse d'automates.Dénition 2 (Automate de Bühi de sûreté) Soit PRED l'ensemble desprédiats sur les états du programme. Un automate de Bühi déni sur PREDest un triplet 〈Q, q0,R〉 où Q est un ensemble ni d'états de l'automate, q0 ∈ Q est l'état initial de l'automate, R ⊆ Q× PRED× Q est un ensemble ni de règles de transition.Nous notons BUCHI l'ensemble des automates de Bühi. Un automate deBühi peut se synhroniser ave une trae σ d'un programme P grâe à unefontion de synhronisation.Dénition 3 (Fontion de synhronisation) Soit A = 〈Q, q0,R〉 un au-tomate de Bühi et σ ∈ PATH une trae. La fontion de synhronisation
sync : BUCHI× PATH× N→ 2Q est dénie réursivement par : sync(A, σ, 0) = {q0} Pour tout i > 0 :











∃P ∈ PRED · ∃q ∈ Q·


σ(i − 1) |= P∧
q ∈ sync(A, σ, i− 1)∧





On dit qu'un automate de Bühi A aepte un programme P si et seule-ment si, haque trae σ de P vérie :
(CSync) ∀i ∈ 0..len(σ).sync(A, σ, i) 6= ∅4 Génération de onditions susantesEn nous basant sur les résultats de [6℄ montrés dans [7℄, nous pouvonsdénir les annotations présentées en gure 5 omme susantes pour garantirla synhronisation d'un programme ave un automate de Bühi.1. Aussi appelées variables ghost 5
Soit P un programme. Soit A = 〈Q, q0,R〉 un automate de Bühi de sûreté.L'ensemble des lauses d'annotation CLAUSEAnnA orrespondant à A sont :CLAUSEAnnA = CLAUSEDeclA ∪ CLAUSETransA ∪ CLAUSESyncAtel que CLAUSEDeclA = ⋃q∈Q { D(vq, true) si q = q0D(vq, false) si q 6= q0 }CLAUSETransA = ⋃q∈Q {A(vq,∨q′∈Q∧(q′,P,q)∈R(P ∧ vq′))}CLAUSESyncA = {I(∨q∈Q(vq))}Figure 5  Annotations de synhronisation et de desription de la propriétéDans le adre de la vériation par preuve des annotations générées,nous faisons appel à un générateur d'obligations de preuve (OP) basé surun alul de plus faible préondition (WP). Les OP générées sont ensuitedéhargées sur un prouveur automatique. Celles assoiée à la propriété tem-porelle (don issues des annotations de la gure 5) ont la forme dérite engure 6. Intuitivement : si l'automate était synhronisé avant la transition(H1), alors il doit être synhronisé après la transition (But). Pour prouverela, nous avons omme hypothèses elles liées au ode de synhronisationde l'automate (H2...n) et elles liées au orps du programme (Hn+1...m).
H1
∨NbStates
i=0 \old(urStates[i]) 6= 0
H2...n /* Hypothèses issues de CLAUSETransA */
Hn+1...m /* Hypothèses liées au orps de l'opération */But ∨NbStatesi=0 urStates[i] 6= 0 /* CLAUSESyncA */Figure 6  Forme générale des obligations de preuve généréesCette struture rend diile la preuve automatique, ar : Les Hn+1...m sont diilement exploitables pour la preuve. En eet, iln'existe pas d'hypothèse faisant le lien entre les états du programmeet les états de l'automate. L'hypothèse H1, indiquant que l'on est synhronisé ave au moins unétat de l'automate, est souvent trop faible. En eet, s'il existe un étatpour lequel auune transition n'est possible, alors il faut être apablede montrer que l'on ne pouvait pas y être. On retombe alors dans lepremier problème.De e fait, nous proposons, dans les setions suivantes, de nouveaux algo-rithmes de génération d'annotations. Ceux-i vont s'attaher (i) à exploiterles hypothèses sur le ontexte du programme, par le biais d'une axiomati-sation de l'automate de la propriété, qui fera le lien entre les hypothèses
Hn+1...m et H2...n, (ii) à limiter la disjontion sur les états du But et del'hypothèse H1, en exluant des états inatteignables.6
5 Génération d'hypothèses supplémentairesL'objetif de ette setion est d'optimiser le proessus de générationd'annotations en vue d'obtenir des obligations de preuve qui puissent êtredéhargées par un prouveur automatique. Pour e faire, nous proposons : en entrée et sortie de haque opération, d'ajouter dans des pré et post-onditions donnant la liste des états de synhronisation possibles, ande réduire les disjontions H1 et But. une axiomatisation de l'automate, permettant d'ajouter dans les hy-pothèses de l'obligation de preuve, un lien logique entre les états duprogramme et es de l'automate.5.1 Ajout de spéiation aux opérationsPrinipe Dans ertains as, pour garantir que la propriété n'est pas violée,il est néessaire de savoir que le programme ne peut pas être synhronisé aveun état donné. Comme la vériation est eetuée pour haque opération,indépendamment de son ontexte, nous proposons don d'attaher e typed'informations à la pré-ondition et à la post-ondition de haque opération.Mise en ÷uvre Dans un premier temps, nous allons onsidérer que l'u-tilisateur aura la harge de préiser, pour haque opération, les états avelesquels elle-i ne peut pas être synhronisée. En setion 6, nous proposeronsdiérentes méthodes permettant de générer automatiquement une premièreapproximation de es annotations.5.2 Axiomatisation de l'automatePrinipe Il n'est souvent pas susant d'aner l'ensemble des états pos-siblement synhronisés en début et n d'opération pour vérier qu'une pro-priété est respetée par un programme. En eet, e statut peut dépendredu ontexte de l'appel. C'est pourquoi, nous proposons de raner la vueque l'on a du système et de onsidérer non plus seulement le dernier étatde synhronisation (urStates), mais aussi haune des transitions pouvantavoir été franhies pour mener à l'un de es états (urTrans). Ii, une tran-sition tr est dérite par un état de départ (transStart(tr)), un état d'arrivée(transStop(tr)) et une ondition de franhissement (transCond(tr)). L'ajoutde es transitions permet notamment d'établir que, si auune des transitionsatteignant un état E donné n'a sa ondition de franhissement vériée, alorsle système ne peut pas être synhronisé ave E.Mise en ÷uvre Dans un souis de simpliation, la spéiation de haqueopération sera augmentée (et non remplaée) par l'ensemble des transitions7
ayant pu être franhies. Enn, pour simplier l'expression des invariants,nous mémorisons également le préédent ensemble des états synhronisésave le système (urStatesOld)./* logi integer transStart(integer tr) ; axiom transStart0 : transStart(0) = /* État de départ de la transition 0 */ ; axiom transStart1 : transStart(1) = /* État de départ de la transition 1 */ ; . . . logi integer transStop(integer tr) ; axiom transStop
0
: transStop(0) = /* État d'arrivée de la transition 0 */ ; axiom transStop
1
: transStop(1) = /* État d'arrivée de la transition 1 */ ; . . . prediate transCond(integer tr)= (tr = 0 ⇒ . . . /* Condition de la transition 0 */) ∧ (tr = 1 ⇒ . . . /* Condition de la transition 1 */) ∧ . . . */Figure 7  Axiomatisation de l'automate de la propriété vériéeL'automate étant onstant, il est dérit sous la forme de onstanteslogiques (d'axiomes), omme montré en gure 7. Pour exploiter et auto-mate, nous introduisons également diérents invariants indiquant, par ex-emple, que l'on ne peut pas être synhronisé ave un état dans lequel lesystème n'a pas pu aller par le franhissement d'une transition (gure 8)./* global invariant Non-atteignabilité1 : ∀st; 0 ≤ st < NbStates ∧  ∀tr; 0 ≤ tr < NbTrans⇒ urTrans[tr] = 0 ∨ transStop(tr) 6= st ∨
¬transCond(tr) ∨ urStatesOld[transStart(tr)] = 0  ⇒ urStates[st] = 0; */Intuitivement : pour qu'un état st ne soit pas synhronisé, il sut que,pour toute transition tr : soit tr n'est pas mémorisée omme franhie,soit elle ne mène pas à st, soit sa ondition de franhissement estfausse, soit le système n'était pas synhronisé ave son état de départà l'instant d'avant.Figure 8  Exemple d'invariant de non-atteignabilité généréLe ode issu de la lause CLAUSESyncA (gure 5) et permettant de syn-hroniser le programme ave l'automate est don adapté par rapport auxtravaux initiaux [6℄ pour prendre en ompte les nouvelles données intro-duites. Un exemple est présenté en gure 9.Ave la mémorisation des transitions et l'introdution de divers invari-ants permettant de lier et d'exploiter les diérentes informations, le nombred'obligations de preuve augmente très rapidement ave le nombre d'états oude transitions. Dans la setion suivante, nous proposons diérentes analy-ses statiques permettant de prévoir des as impossibles, an de réduire lenombre et la omplexité des OP générées.8
/* Mise à jour des variables de statut */
Oper = op_ommit /* Nom de l'opération */ ;
St = Call /* Statut de l'opération (Appel ou retour)*/ ;/* Mise à jour des aniens états */for (st = 0 ; st < NbStates ; st++) {urStatesOld[st] = urStates[st] ;urStates[st] = 0}/* Mise à jour des transitions et des états */for (tr = 0 ; tr < NbTrans ; tr ++) {tmp = urStatesOld[transStart(tr)] ∧ transCond ;urTrans[tr] = tmp ;urStates[transStop(tr)] = urStates[transStop(tr)] ∨ tmp} Figure 9  Code de synhronisation généré6 Limitation de l'explosion ombinatoireDans ette setion, tout l'enjeu onsiste à réduire statiquement les espaesd'états et de transitions aeptés en entrée et sortie de haque opération.Notons que la orretion du système ne peut pas être altérée par essimpliations. En eet, si la spéiation est trop simpliée et qu'un étatatteignable en est retiré, alors le ode qui est généré pour aluler la syn-hronisation ave l'automate mènera dans un état interdit et les obligationspreuve ne pourrons pas être vériées.Pour spéier les opérations, nous proposons une approhe en 2 temps.Dans un premier temps, nous spéions les opérations à partir de la propriété.Cette première approhe grossière est ensuite ranée par propagation desontraintes au travers du ot de ontrle, par interprétation abstraite.6.1 Sur-approximation depuis la propriétéLes gardes des transitions de l'automate sont dérites en termes d'ex-pressions, portant sur les variables du programme, et de prédiats, dérivantl'appel ou le retour d'une opération. En s'abstrayant des expressions, il estpossible d'exploiter les prédiats pour prédire statiquement qu'une transitionne peut pas être franhie par l'appel ou le retour d'une opération donnée etpour pouvoir retirer ette transition de la spéiation de l'opération.Par exemple, l'appel de l'opération ommit ne peut franhir auune destransitions de la propriété dérite en gure 3. Sa pré-ondition se réduit donau franhissement de la transition allant de l'état 0 vers l'état 1.Notons Pré(Op) la pré-ondition d'une opération et Post(Op) sa post-9
ondition, telles que Pré(Op).trans est l'ensemble des transitions qui peuventêtre franhies par l'appel d'Op et que Pré(Op).état est l'ensemble des étatsde synhronisation autorisés. Il est alors possible, à partir de l'automate dela propriété, de aluler une sur-approximation de la spéiation de haqueopération omme suit :Pré(Op).trans← {tr | l'appel d'Op n'est pas interdit par tr}Pré(Op).état← transStop[Pré(Op).trans]Post(Op).trans← {tr | le retour d'Op n'est pas interdit par tr}Post(Op).état← transStop[Post(Op).trans]Où la notation F [E] est l'image de l'ensemble E par la fontion F .Cette première approhe permet de retirer des transitions diretementinterdites. Enn, la spéiation de l'opération main peut être ranée, arétant l'unique point d'entrée du programme étudié, ses états d'entrée sontnéessairement des états initiaux de la propriété. Dans les setions suivantes,nous proposons de propager es ontraintes à travers le ot de ontrle duprogramme.6.2 Propagation statique des ontraintesÀ e stade du traitement, haque opération a une pré et une post-ondition autorisant tous les états et toutes les transitions sauf eux quisont expliitement interdits par la propriété. Nous proposons maintenantde propager es ontraintes en réalisant une interprétation abstraite avant-arrière [2℄, où l'on ne onsidère que les états et les transitions de la pro-priété (on s'abstrait des expressions relatives aux variables du système). Unepremière passe (en avant) permet, pour haque opération, de propager sapré-ondition à travers son orps, jusqu'à restreindre sa post-ondition parrapport à l'ensemble des états atteignables. De la même manière, une deux-ième passe (en arrière) permet de restreindre la pré-ondition à eux de sesétats qui ne mènent pas néessairement dans une post-ondition interdite.Cet algorithme est déni par indution sur l'ensemble des instrutions.Étant donnés une pré-ondition P et une séquene d'opérations L, la gure 10illustre la propagation de la pré-ondition Fwd(P,L) de manière intuitive surertaines instrutions lé.Lorsqu'un appel d'opération est renontré durant la passe en avant, 'estla post-ondition de l'opération qui devient la pré-ondition propagée, tandisque durant la passe en arrière, 'est sa pré-ondition qui devient la post-ondition propagée.De plus, le franhissement des transitions est eetué lors de haque ap-10
Fwd(P, [ ]) =̂ PFwd(P, (x = E) :: L) =̂ Fwd(P,L)Fwd(P,Call(Op) :: L) =̂ Fwd(Post(Op), L)Fwd(P, (IF (c) B1 ELSE B2) :: L) =̂let p1, p2 = Fwd(P,B1),Fwd(P,B2) in Fwd(p1 ∨ p2, L)Fwd(P, (return e) :: []) =̂
(trans = {tr | transStart(tr) ∈ P.état ∧ le retour d'Op peut franhir tr}état = transStop[Post(Op).trans])
. . .Figure 10  Exemple de propagation de pré-ondition sur quelques instru-tionspel et de haque retour d'opération. Ce ode n'étant pas enore généré, il estdon néessaire de le simuler en déterminant l'ensemble des transitions quipeuvent être franhies, omme l'illustre le as du retour. Dans l'algorithmede propagation de la post-ondition, l'approhe est similaire mais 'est l'in-strution d'appel qui néessite de aluler le franhissement de transitions.La post-ondition (resp. pré) d'une opération est alors l'intersetion entresa post-ondition (resp. pré) issue de la propriété et elle propagée par Fwd(resp. Bakward) :Post(Op) ← Post(Op) ∩ Fwd(Pré(Op), body(Op))Pré(Op) ← Pré(Op) ∩ Bakward(Post(Op), body(Op))Dans [11℄, e sont les variables d'annotation qui sont propagées et la prop-agation est eetuée dans le sens ontraire. Par exemple, la pré-onditiond'une opération o y alulée omme l'union des pré-onditions des instru-tions de o, diminuée des prédiats portant sur des variables modiées avantleur apparition. Notre approhe est don beauoup plus ne, grâe au faitque l'on ne traite pas des prédiats logiques mais des ensembles d'états etde transitions. Nous ne générons les prédiats assoiés qu'une fois toutes lesanalyses eetuées.Restrition aux as d'utilisation Durant ette analyse, l'intégralité desappels d'opération est observé. Il est don possible de reenser l'ensembledes as d'utilisation de haque opération. Ainsi, lorsqu'une opération n'estjamais appelée depuis ertains de ses états d'entrée autorisés, es dernierssont supprimés de la liste, simpliant d'autant les obligations de preuvegénérées. Le même traitement est eetué pour les post-onditions.Spéiation des boules Propager une pré ou une post-ondition re-vient à assoier une spéiation à haque (blo d')instrution(s). En parti-ulier, pour haque boule, il est néessaire de dénir ses pré et post-onditions11
{préext}while(1) {{préint}if() goto LabelEndLoop ;. . . /* Loop body */{post int}}LabelEndLoop :{postext}Figure 11  Forme d'une boule (dans l'outil Frama-C) ave annotationset de lui générer un invariant en terme des états et transitions de la propriété.Cette étude étant réalisée dans le adre de l'outil Frama-C, nous pouvonsprendre en ompte les pré-traitements qu'il eetue. Ainsi, toute boule estsous la forme dérite en gure 11. Étant données ses deux pré-onditions(de la boule et de son orps) et ses deux post-onditions, l'invariant d'uneboule peut s'exprimer de la manière suivante :// Loop invariant i : (Init ∧ Préext) ∨ (¬Init ∧ Postint)où Init est une variable fraîhe, identiant la première itération.Le alul des assertions, orrespond à un alul de point xe utilisant Fwdet Bakward à partir soit de Préext, pour la passe en avant, soit de Postext,pour la passe en arrière. Au nal, l'introdution de la disjontionpermetd'aner l'invariant. Notons quand dans notre as partiuler où l'on onnait lapré et la post-ondition de la boule, la génération d'un invariant disjontif nese heurte pas aux oûts théoriques de la génération d'invariants disjontifs [3℄.Ranement des post-onditions Enn, nous proposons de raner lareprésentation manipulée des post-onditions pour augmenter la préisiondes spéiations. Pour e faire, nous onsidérons les états et transitionsautorisés en sortie d'une opération en terme des états d'entrée de elle-i.Typiquement, on obtient des post-onditions déomposées en omportementsde la forme :behavior buh0 :assumes urStates[0℄ 6= 0ensures . . . /* Post-ondition liée à l'état d'entrée 0 */behavior buh1 :assumes urStates[1℄ 6= 0ensures . . . /* Post-ondition liée à l'état d'entrée 1 */. . .Comme l'ensemble possible des états d'entrée est onnu de l'appelant,ela lui permet de ne onsidérer que les états de sortie assoiés. Dans la12
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Figure 12  Vue générale de fontion du plug-inL'outil LTL2BA [5℄, développé au LSV 3, est utilisé pour onstruire unautomate de bühi représentant une propriété LTL. Certaines restritions delangage nous obligent à retirer les expressions de la formule LTL initiale etde les replaer ensuite dans l'automate produit.Le plug-in Jessie [10℄ de Frama-C est ensuite utilisé pour l'analyse dé-dutive du programme. En interne, il utilise l'outil Why [4℄ pour générerles obligations de preuve et les déharger sur diérents prouveurs tels queSimplify 4 ou Alt-Ergo [1℄.Appliation au programme l rouge La vériation du programme lrouge par rapport à la propriété présentée en gure 3 génère 10174 obli-gations de preuve en utilisant le alul de WP lassique, ontre seulement296 en utilisant la méthode de alul eae du WP proposée par K. Rus-tan M. Leino [9℄ (implantée dans Why sous le nom de Fast WP). Cetteméthode onsiste à ne pas systématiquement séparer les OPs liées à un mêmebranhement dans le ot de ontrle du programme. Le nombre d'obligationsde preuve peut don être réduit, mais leur omplexité est augmentée.2. http://www.frama-.ea.fr/3. http://www.lsv.ens-ahan.fr/~gastin/ltl2ba/index.php4. http://researh.ompaq.om/SRC/es/Simplify.html13
Toutefois, l'approhe de WP eae est bien adaptée à notre as degure, puisque les OPs que nous générons sont souvent très simples grâeaux multiples instaniations réalisées. De plus, omme un grand nombre desobligations de preuve générées sont similaires (ne dièrent ni par leur but, nipar leurs hypothèses pertinentes 5), alors l'utilisation du WP eae permetde limiter la dupliation de es obligations de preuve. En eet, omme lagranularité des propriétés vériée est l'appel et le retour d'opérations, leode se situant entre deux appels génère prinipalement du  bruit  dansles obligations de preuve.Ainsi, sur les 296 OPs générées, 289 sont vériées automatiquement. Les7 restantes sont atuellement fausses. En eet, les obligations de preuve sontgénérées par le plug-in Jessie qui est en ours de développement. Ainsi, il neprend pas enore en ompte la valeur initiale des tableaux dans les OPs liéesà la vériation des invariants lors de l'initialisation. 68 Bilan et perspetivesRésultats obtenus Nous avons proposé une extension de travaux exis-tants [6℄ dans le domaine de la vériation de propriétés LTL, en axantnotre proposition sur l'aspet automatique de la résolution des obligationsde preuve générées.Dans un premier temps (setion 5), nous avons renforer la spéia-tion générée dans le but de lier plus fortement le programme et l'automate,simpliant d'autant les raisonnements possibles lors de la résolution d'obli-gations de preuve. Dans une deuxième partie (setion 6), nous avons vouludiminuer le nombre et la omplexité des obligations de preuve générées enrestreignant l'espae d'états de la spéiation. Pour e faire, nous propa-geons statiquement les ontraintes liées soit à la propriété vériée, soit au otde ontrle du programme. Toutes es propositions ont été validées par uneimplantation de 7400 lignes d'Oaml au sein du plug-in Aoraï de Frama-C.Comparaison ave des travaux existants La propagation de propriétésa été abordée dans diérents travaux, dont le plus prohe est elui réalisédans le as de l'outil Jak [11℄, où les auteurs s'intéressent à la propaga-tion d'annotations JML représentant des propriétés de haut niveau. Leurapprohe se distingue de la notre par la dissoiation des proessus. En eet,ils proposent une méthode itérative, onsistant à générer des annotations,puis à les propager, néessitant ainsi la propagation de toutes les annota-tions logiques. À l'inverse, l'approhe que nous présentons dans et artileonsiste à propager les ontraintes liées à la propriété de haut niveau, avant5. Hypothèses néessaires à la validation d'une propriété.6. Normalement, es limitations devraient être orrigées d'ii n 2008.14
de générer les annotations assoiées, e qui permet de maîtriser la sémantiquedes diérentes annotations lors de leur propagation.Travaux futurs Atuellement, deux aspets semblent importants : la pré-ision des annotations générées et les hypothèses spéiques à la prise enompte de la vivaité.D'un point de vue génération d'OP, il serait possible d'aner enore lapropagation des annotations générées en remplaçant l'interprétation par desaluls de WP ou de SP. L'objetif serait alors de pouvoir aratériser, sinéessaire, les états possibles d'entrée ou sortie d'une opération en terme desvaleurs des variables du programme.Enn, la vériation de la omposante vivaité des propriétés a été pro-posée dans les travaux originaux et nos apports ne peuvent pas nuire à lavériation des OP générées en e sens. Nous prévoyons toutefois d'eetuerle même type d'optimisations sur es obligations de preuve, an de favoriserl'automatisme du méanisme de vériation. En partiulier, il est possibled'exploiter les méanismes de variants présents dans le langage d'annota-tion ACSL.Référenes[1℄ S. Conhon, E. Contejean, and J. Kanig. CC(X) : Eiently CombiningEquality and Solvable Theories without Canonizers. In 5th InternationalWorkshop on Satisability Modulo, Berlin, Germany, July 2007.[2℄ P. Cousot and R. Cousot. Abstra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tion or Approxima-tion of Fixpoints. In POPL'77, pages 238252. ACM, 1977.[3℄ Patrik Cousot and Radhia Cousot. Systemati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h Report 1366, LRI, Université Paris Sud, Marh 2003.[5℄ Paul Gastin and Denis Oddoux. Fast LTL to Bühi automata trans-lation. In Gérard Berry, Hubert Comon, and Alain Finkel, editors,CAV'01, volume 2102 of LNCS, pages 5365. Springer, 2001.[6℄ J. Groslambert. Veri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