In recent years, a number of preconditioners have been applied to solve the linear systems with Gauss-Seidel method (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] ). In this paper we use S l instead of (S + S m ) and compare with M. Morimoto's precondition [3] and H. Niki's precondition [5] to obtain better convergence rate. A numerical example is given which shows the preference of our method.
Introduction
Consider the linear system 
where I is the identity matrix, L  and are strictly lower triangular and strictly upper triangular parts of U  A , respectively. In order to accelerate the convergence of the iterative method for solving the linear system (1), the original linear system (1) is transformed into the following preconditioned linear system = PAx Pb,   (4) where P, called a preconditioner, is a nonsingular matrix.
In 1991, Gunawardena et al. [2] considered the modified Gauss-Seidel method with , where 
Morimoto et al. [3] proved that     s m s  . To extend the preconditioning effect to the last row, Morimoto et al. [7] proposed the preconditioner
where R is defined by
holds, where R T is the iterative matrix for R A . They also presented combined preconditioners, which are given by combinations of R with any upper preconditioner, and showed that the convergence rate of the combined methods are better than those of the Gauss-Seidel method applied with other upper preconditioners [7] . In [14] n Equation (5) is satisfied. Therefore, Niki et al. [5] proposed a new preconditioner , where
, and .
the Gauss-Seidel splitting of G A can be written as
is constructed by the elements . Thus, if the preconditioner is used, then all of the rows of .
Niki et al. [5] proved that the preconditioner G satisfies the Equation (5) unconditionally. Moreover, they reported that the convergence rate of the GaussSeidel method using preconditioner G is better than that of the SOR method using the optimum 
Main Result
In this section we replace S l by of Morimoto such that 
, and m has the same form as the proposed by Morimoto et al. [3] .
can then be written as
where and spectively. Assume that the following inequalities are satisfied: 
and , we write 
1 < 1,
We denote that . Then th ality holds:
Since A is a diagonally dominant Z-matrix, so we have , 1 
where and are the sums of the elements in row i
diagonally dom x, by (8) and by the condition (6) the following relations hold: 
Lemma 2.7 (Varga, [10]).
A R  rix. Then 
 
B space of all bounded linear operator mapping itself. We assume that B is generated by a normal cone K [17] . As is defined in [17] , the operator
 has the property "d" if its dual A possesses ius eigenvector in the dual cone a Fro-ben K  which is de-fined by
As is remarked in [1, 17] , when and = 
