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AN ALMOST SURE INVARIANCE PRINCIPLE FOR SEVERAL
CLASSES OF RANDOM DYNAMICAL SYSTEMS
JASON ATNIP
Abstract. In this paper we deal with a large class of dynamical systems having a version
of the spectral gap property. Our primary class of systems comes from random dynamics,
but we also deal with the deterministic case. We show that if a random dynamical system
has a fiberwise spectral gap property as well as an exponential decay of correlations in
the base, then, developing on Goue¨zel’s approach, the system satisfies the almost sure
invariance principle. The result is then applied to uniformly expanding random systems
like those studied by Denker and Gordin and Mayer, Skorulski, and Urban´ski.
1. Introduction
The almost sure invariance principle (ASIP) is a powerful statistical property which
assures that the trajectories of a process can be approximated in an almost sure manner
with the trajectories of a Brownian motion with a negligible error term relative to the
length of the trajectories. In particular, the ASIP implies many limit theorems including
the law of the iterated logarithm and various versions of the central limit theorem. For
more consequences of the ASIP, see [10] and the references therein.
The ASIP was first shown for scalar–valued independent and identically distributed ran-
dom variables by Strassen in [12, 13] and then for Rd–valued observables by Melbourne
and Nicol in [9]. In [6], Goue¨zel uses spectral properties to show a vector valued ASIP
for a wide class of dynamical systems which satisfy the so called “spectral gap” property.
Concerning random dynamical systems, the ASIP has been shown for random expanding
dynamical systems by Aimino, Nicol, and Vaienti in [1],considering only stationary mea-
sures. In the recent paper [5] of Dragicˇevic´, Froyland, Gonza´lez–Tokman, and Vaienti for
random Lasota–Yorke maps they consider non–stationary fiberwise measures, as we do in
this paper, but they prove the ASIP for centered observables. Here we consider general
Ho¨lder observables, which are not necessarily centered.
In this paper we build upon Goue¨zel’s approach, to present a real valued ASIP for a
large class of random dynamical systems with non–stationary fiberwise random measures
for which only the central limit theorem and law of the iterated logarithm were previously
known. We show that if a random dynamical system has transfer operators which satisfy the
spectral gap property as well as a base dynamical system which exhibits an exponential
decay of correlations, then the random system satisfies an ASIP. In particular it is the
difficulty of dealing with non–centered observables which requires this extra condition on
the dynamical system in the base.
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In what follows we will show that the uniformly expanding random systems of [8], and in
particular the DG*–systems of [8] based upon the work of Denker–Gordin [4], are examples
of such well–behaved systems for which our theory applies.
2. Preliminaries
2.1. Almost Sure Invariance Principle.
We will consider a real valued stationary stochastic process (An)
∞
n=0 which is bounded in
Lp for some p > 2.
Definition 2.1. Suppose 0 < λ ≤ 1/2 and σ2 > 0. We say that the sequence (An)∞n=0
satisfies an almost sure invariance principle with error exponent λ and limiting covariance
σ2 if there exists a probability space Ω and stochastic process (A′n)
∞
n=0 and (Bn)
∞
n=0 on Ω
such that the following hold:
(1) The processes (An)
∞
n=0 and (A
′
n)
∞
n=0 have the same distribution.
(2) The random variables Bn are independent and distributed as N (0, σ2).
(3) Almost surely in Ω we have that∣∣∣∣∣
n−1∑
j=0
A′j −
n−1∑
j=0
Bj
∣∣∣∣∣ ≤ o(nλ)
when n→∞.
As a Brownian motion on the integers corresponds with a sum of i.i.d. Gaussian random
variables, this definition can be restated as almost sure approximation by a Brownian
motion.
2.2. Random Dynamical Systems.
Suppose (X,F , m) is a complete (Borel) probability space with metric dX and that
θ : X −→ X is an invertible map, often referred to as the base map. We assume that θ
preserves the measure m, i.e.
m ◦ θ−1 = m,
and that θ is ergodic with respect to m. For each x ∈ X we associate the metric space
(Jx, ̺x) with each x ∈ X , and let
J :=
⋃
x∈X
{x} × Jx
For ease of exposition we will identify Jx with {x} × Jx. Further suppose that for each
x ∈ X there is a continuous map Tx : Jx −→ Jθ(x), and define the associated skew product
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map T : J −→ J by
T (x, z) = (θ(x), Tx(z)).
For each n ≥ 0 we denote
T nx := Tθn−1(x) ◦ · · · ◦ Tx : Jx −→ Jθn(x).
Similarly, we have
T n(x, z) = (θn(x), T nx (z)).
Given a continuous function g : J −→ R, for each x ∈ X we let
gx := g|{x}×Jx : Jx −→ R.
For a more thorough treatment of random dynamics see, for example, [2] or [7].
2.3. Random Measures.
Suppose T : J −→ J is a random dynamical system over the base (X,F , m, θ) the as
defined above, and let B := BJ denote the Borel σ–algebra on J such that the following
hold
(1) The map T and projection function πX : J −→ X , given by πX(x, y) = x, are
measurable,
(2) for every A ∈ B, πX(A) ∈ F ,
(3) Bx := B|Jx is a σ–algebra on Jx.
A measure µ on (J ,B) is said to be random probability measure relative to m if it has
marginal m, i.e. if
µ ◦ π−1X = m.
If (µx)x∈X are disintegrations of µ with respect to the partition (Jx)x∈X of J , then these
satisfy the following properties:
(1) For every B ∈ Bx, the map X ∋ x 7−→ µx(B) ∈ [0, 1] is measurable,
(2) For m-a.e. x ∈ X , the map Bx ∋ B 7−→ µx(B) ∈ [0, 1] is a Borel probability
measure.
We let P(Jx) denote the space of probability measures on (Jx,Bx) for each x ∈ X , and by
Pm(J ) we denote the space of all random measures on J with marginal m. By definition
we then have that for µ ∈ Pm(J ) and suitable g : J −→ R
µ(g) =
∫
J
gdµ =
∫
X
∫
Jx
gxdµxdm(x).
For such a function g, we denote the expected value of g with respect to the measure µ by
Eµ(g) = µ(g).
For a more detailed discussion of random measures see Crauel’s book [3].
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2.4. Continuous and Ho¨lder Potentials.
For each x ∈ X we let C(Jx) be the set of all continuous and bounded functions gx :
Jx −→ R. Taken together with the sup norm, ‖·‖x,∞, over the fiber Jx, C(Jx) becomes
a (fiberwise) Banach space. We can then consider the global space C (J ) of functions
g : J −→ R such that for m-a.e. x ∈ X the functions gx := g|Jx ∈ C(Jx). Let C 0(J ) and
C 1(J ) be subspaces of C (J ) such that for all g ∈ C 0(J ) the function x 7−→ ‖gx‖x,∞ is
F–measurable and g ∈ C 1(J ) implies that
‖g‖1 :=
∫
X
‖gx‖x,∞ dm(x) <∞.
Let C∞∗ (J ) denote the space of all BJ –measurable functions g ∈ C (J ) such that
sup
x∈X
‖gx‖x,∞ <∞.
Clearly C∞∗ (J ) becomes a Banach space when coupled together with the norm | ·|∞ given
by
|g|∞ = sup
x∈X
‖gx‖x,∞ , g ∈ C∞∗ (J ).
Fix α ∈ (0, 1]. The α–variation of a function gx ∈ C(Jx) is given by
vx,α(gx) = sup
{ |gx(y)− gx(y′)|
̺αx(y, y
′)
: y, y′ ∈ Jx, 0 6= ̺x(y, y′) ≤ η
}
.
We let Hα(Jx) denote the collection of all functions gx ∈ C(Jx) such that vx,α(gx) < ∞.
Taken together with the norm given by
‖·‖x,α = ‖·‖x,∞ + vx,α(·),
Hα(Jx) becomes a Banach algebra, that is we have
‖gxhx‖x,α ≤ ‖gx‖x,α · ‖hx‖x,α
for gx, hx ∈ Hα(Jx). We say that a function g ∈ C 1(J ) is (global) α–Ho¨lder continuous
over J if there is a m–measurable function
H : X −→ [1,∞), x 7−→ Hx,
such that vx,α(gx) ≤ Hx for m-a.e. x ∈ X and logH ∈ L1(m), i.e.∫
X
logHx dm(x) <∞.
Let Hα(J ) be the collection of all such functions. For each 1 ≤ p < ∞ we let H pα (J )
denote the set of functions g ∈ Hα(J ) such that ‖gx‖x,α ∈ Lp(m), that is such that
|||g|||α,p :=
(∫
X
‖gx‖px,α dm(x)
)1/p
<∞.
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We then have that H pα (J ) taken with the norm |||· |||α,p is a Banach space. Now let H ∗α (J )
be the set of all functions g ∈ C∞∗ (J ) such that
sup
x∈X
vx,α(gx) <∞.
For g ∈ H ∗α (J ), we set
Vα(g) = sup
x∈X
vx,α(gx),
and then define the norm | ·|α on H ∗α (J ) by
|g|α = |g|∞ + Vα(g).
Then H ∗α (J ) is a Banach space when considered with the norm |·|α.
We also consider the set Hβ(X), for β ∈ (0, 1], of bounded continuous functions G :
X −→ R such that the β–variation of G, denoted by ϑβ(G), is finite, i.e.
ϑβ(G) := sup
{
|G(x)−G(x′)|
dβX(x, x
′)
: x, x′ ∈ X, x 6= x′
}
<∞.
We say that such functions are β–Ho¨lder continuous on X . Hβ then becomes a Banach
space, and in fact a Banach algebra, when coupled together with the norm
‖·‖
H
:= ‖·‖X + ϑβ(·),
where ‖·‖X denotes the supremum norm on X .
2.5. Transfer Operators.
Given a continuous functions g ∈ C 1(J ), for each n ∈ N and x ∈ X we then define the
Birkhoff sum Sx,n : C(Jx) −→ R by
Sx,ngx :=
n−1∑
j=0
gθj(x) ◦ T jx .
If there is no confusion about the fiber Jx, we will simply write Sn. Now given a function
ϕ ∈ Hα(J ) we define the (Perron–Frobenius) transfer operator Lϕ,x : C(Jx) −→ C(Jθ(x))
by
Lx(ux)(w) := Lϕ,x(ux)(w) :=
∑
z∈T−1x (w)
ux(z)e
ϕx(z), w ∈ Jθ(x).
For n ∈ N the iterates Lnx : C(Jx) −→ C(Jθn(x)) is given by
Lnx(ux) := Lθn−1(x) ◦ · · · ◦ Lx(ux).
Inductively one can show that
Lnx(ux)(w) =
∑
z∈T−nx (w)
ux(z)e
Snϕx(z), w ∈ Jθn(x)
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for each n ∈ N. Denote by L∗x the dual operator L∗x : C∗(Jθ(x)) −→ C∗(Jx), where C∗(Jx) is
the dual space of C(Jx) equipped with the weak∗ topology. Now suppose there is a random
probability measure ν on J such that
L∗xνθ(x) = λxνx for m− a.e. x ∈ X,
where
λx := L∗x(νθ(x))(1) = νθ(x)(Lx1) =
∫
Jθ(x)
Lx(1x) dνθ(x).
We are then able to define the normalized operator L0,x : C(Jx) −→ C(Jθ(x)) by
L0,x(ux) := λ−1x Lx(ux).
Clearly we have that the iterates Ln0,x : C(Jx) −→ C(Jθn(x)) of the normalized are given by
Ln0,x(ux) = (λnx)−1Lnx(ux).
where
(λnx)
−1 = (λx)
−1 · · · (λθn−1(x))−1 =
∫
Jθn(x)
Lnx(1x) dνθn(x)
For each r ∈ R we define the perturbed operator given by
Lr,x(ux) := L0,x(eirgx · ux)
In the sequel, the perturbed operator will be our main technical tool. The following lemma
characterizes the iterates of the perturbed operator.
Lemma 2.2. For r0, . . . , rn−1 ∈ R we have
Lrn−1,θn−1(x) ◦ · · · ◦ Lr0,x(ux) = Ln0,x(ei
∑n−1
j=0 rjgθj(x)◦T
j
x · ux).
Proof. For r0, r1 ∈ R we have
Lr1,θ(x) (Lr0,x(ux)) = L0,θ(x)(eir1gθ(x) · L0,x(eir0gx · ux))
= L0,θ(x)
(L0,x (eir1gθ(x)◦Tx · eir0gx · ux))
= L20,x
(
ei(r0gx+r1gθ(x)◦Tx) · ux
)
Inducting on n ≥ 1 we suppose that for rn−1, . . . , r0 ∈ R we have
Lrn−1,θn−1(x) ◦ · · · ◦ Lr0,x(ux) = Ln0,x(ei
∑n−1
j=0 rjgθj(x)◦T
j
x · ux),
and let rn ∈ R. Then
Lrn,θn(x)Lrn−1,θn−1(x) ◦ · · · ◦ Lr0,x(ux) = Lrn,θn(x)Ln0,x(ei
∑n−1
j=0 rjgθj(x)◦T
j
x · ux)
= L0,θn(x)
(
eirngθn(x) · Ln0,x(ei
∑n−1
j=0 rjgθj(x)◦T
j
x · ux)
)
= Ln+10,x (ei
∑n
j=0 rjgθj (x)◦T
j
x · ux)

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In Section 3 we present our a main result, a theorem which establishes an almost sure
invariance principle for quite general classes of random dynamical systems. Afterward we
provide several classes of examples for which our theorem applies. Throughout our paper,
C will denote some positive constant, which may change from line to line. By N (µ, σ2) we
mean the normal distribution with mean µ and variance σ2.
3. ASIP for Random Systems
In this section we give the main result of the paper, which is an adaptation of Theorem
3.5 (Theorem 2.1 of [6]) for random dynamical systems. We will follow the general strategy
of Goue¨zel’s proof. Our main theorem is the following.
Theorem 3.1. Suppose (X,F , m, θ) and T : J −→ J form a random dynamical system
as defined above and suppose that µ is a T–invariant measure on J . For α ∈ (0, 1] and
let g, ϕ ∈ H ∗α (J ). Suppose the transfer operators Lϕ,x, L0,x, and Lr,x are defined as above
and suppose there is ε0 > 0, ρx ∈ Hα(Jx), and νx ∈ P(Jx) for each x ∈ X such that the
following hold.
(1) There exists C > 0 such that for each x ∈ X
µx = ρxνx and ‖ρx‖x,α ≤ C.
Moreover, for any r0, . . . , rn−1 ∈ R with |rj | < ε0 we have
Eµ
(
ei
∑n−1
j=0 rjg◦T
j
)
=
∫
X
∫
Jx
Lrn−1,θ−1(x) ◦ · · · ◦ Lr0,θ−n(x)(ρθ−n(x)) dνx dm(x).
(2) There exists C ≥ 1 such that for all n ∈ N, all r ∈ R with |r| < ε0, m-a.e. x ∈ X,
all fx ∈ C(Jx), and all hx ∈ Hα(Jx)∥∥Lnr,xfx∥∥θn(x),∞ ≤ C ‖fx‖x,∞ and ∥∥Lnr,xhx∥∥θn(x),α ≤ C ‖hx‖x,α .
(3) For each x ∈ X there is an operator Qx : C(Jx) −→ C(Jθ(x)) defined by
Qxux :=
∫
Jx
ux dνx · ρθ(x),
and there are C > 0 and κ ∈ (0, 1) such that for m–a.e. x ∈ X and ux ∈ Hα(Jx)∥∥Ln0,xux −Qnxux∥∥θn(x),∞ ≤ Cκn ‖ux‖x,α .
(4) There exist constants C > 0 and κ ∈ (0, 1) such that for all F ∈ Hβ, all G ∈ L1(m),
and n ∈ N sufficiently large we have that∣∣m(G ◦ θ−n · F )−m(G) ·m(F )∣∣ ≤ Cκn ‖F‖
H
‖G‖L1(m) .
(5) Suppose there exists C > 0 and β ∈ (0, 1] such that for each n ∈ N and r0, . . . , rn−1 ∈
R with |rj| < ε0 for each 1 ≤ j ≤ n− 1, we have that the function
X ∋ x 7−→ F (x) =
∫
Jx
Lrn−1,θn−1(x) ◦ · · · ◦ Lr0,x(ρx) dνx
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is β–Ho¨lder continuous on X and furthermore, we have that
‖F‖
H
≤ C
independent of the choice of n and r0, . . . , rn−1.
Then either there exists a real number σ2 > 0 such that the stochastic process {g ◦ T n − µ(g)}n∈N,
considered with respect to the measure µ, satisfies an ASIP with limiting covariance σ2 for
any error exponent larger than 1/4. Consequently, the sequence
Sng − n · µ(g)√
n
converges in probability to N (0, σ2) and
lim
n→∞
Sng − n · µ(g)√
2n log log n
= 1.
Or, if σ2 = 0, then we have that
sup
n∈N
‖Sng − µ(g)‖L2(µ) <∞
or equivalently, g is of the form g = k− k ◦ T + µ(g) where k ∈ L2(µ). In addition, almost
surely we have
lim
n→∞
Sng
n1/4
= 0.
Remark 3.2. Note that, using induction, we have that the operator
Qnx : C(Jx) −→ C(Jθn(x))
is defined by
Qnxux :=
∫
Jx
ux dνx · ρθn(x).
Remark 3.3. We also note that in [6], Goue¨zel refers to hypothesis (1) above as “the
characteristic function of the process g ◦T n being encoded by the family of operators {Lr}”.
Remark 3.4. Assumption (4) essentially says that the dynamical system in the base
exhibits an exponential decay of correlations. While this may seem like a strong assumption,
it should, in some sense, be expected. Consider a potential ϕ which is constant on fibers,
that is, ϕx = cx for some constant cx ∈ R, for each x ∈ X. Such a potential only captures
the dynamics of the base map θ, and, furthermore, the ASIP simply does not hold in general
assuming only ergodicity.
Also note that since θ is invertible and m–invariant, we also have that
|m(G · F ◦ θn)−m(G) ·m(F )| ≤ Cκn ‖G‖
H
‖F‖L1(m) ,(3.1)
for n ∈ N and F,G ∈ Hβ ∩ L1(m).
As we will see in the sequel, there are many random systems which satisfy this assump-
tion. In particular, any random system with an expanding base map θ and Gibbs measure
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m will satisfy an exponential decay of correlations for Ho¨lder continuous observables, see,
for example, [11].
In order to prove Theorem 3.1 we will adapt the method of the proof of the following
theorem of Goue¨zel:
Theorem 3.5 (Theorem 2.1, [6]). Let (Aℓ) be a stochastic process whose characteristic
function is encoded by a family of operators Lr : B −→ B (see Remark 3.3) and which is
bounded in Lp for some p > 2. Further assume
(I0) There exists u0 ∈ B and ξ0 ∈ B∗, the dual of B, such that for any r0, . . . , rn−1 ∈ Rd
with |rj| ≤ ε0,
E(ei
∑n−1
j=0 rjAj)) = 〈ξ0,Lrn−1 ◦ · · · ◦ Lr0u0〉.
(I1) – One can write L0 = Q+ S, where Q is a one–dimensional projection and S is an
operator on B with SQ = QS = 0 and ‖Ln0 −Q‖B−→B ≤ Cκn for some κ < 1.
(I2) – There exists C > 0 such that ‖Lnr ‖B ≤ C for all n ∈ N and all small enough
r ∈ Rd.
Then there exists a ∈ Rd and a matrix Σ2 such that (∑n−1j=0 Aj − na)/√n converges to
N (0,Σ2). Moreover the process (Aj − a)j∈N satisfies an ASIP with limiting covariance Σ2
for any error exponent larger that p/(4p− 4).
Remark 3.6. We note that we assume in the first half of (3) in the hypotheses of our
Theorem 3.1 what Goue¨zel proves in his first step. In practice, we will always have such
an operator, so our assumption is justified.
However, in order to prove Theorem 3.1, we must invoke Goue¨zel’s Theorem 1.3 and
Lemma 2.7 of [6]. First we state the main assumption of [6], which ensures that a given
stochastic process is sufficiently close to an independent process for our purposes. We will
refer to this assumption as condition (H).
(H) There exists ε0 > 0 and constants C, c > 0 such that for any n,m, k > 0, b1 < b2 <
· · · < bn+m+1, and r1, . . . , rn+m ∈ Rd with |rj| ≤ ε0 we have∣∣∣∣E
(
e
i
∑n
j=1 tj(
∑bj+1−1
ℓ=bj
Aℓ)+i
∑n+m
j=n+1 tj(
∑bj+1+k−1
ℓ=bj+k
Aℓ)
)
−E
(
e
i
∑n
j=1 tj(
∑bj+1−1
ℓ=bj
Aℓ)
)
· E
(
e
i
∑n+m
j=n+1 tj(
∑bj+1+k−1
ℓ=bj+k
Aℓ)
)∣∣∣∣
≤ C (1 + max |bj+1 − bj |)C(n+m) e−ck.
Theorem 3.7 (Theorem 1.3, [6]). Let (A0, A1, . . . ) be a centered R
d–valued process, bounded
in Lp for some p > 2, satisfying condition (H). Assume, moreover, that
∑ |Aℓ| < ∞ and
that there exists a matrix Σ2 such that, for any α > 0,∣∣∣∣∣cov
(
n+m−1∑
ℓ=m
Aℓ
)
− nΣ2
∣∣∣∣∣ ≤ Cnα,
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uniformly in n,m. The sequence
∑n−1
ℓ=0 Aℓ/
√
n converges in distribution to N (0,Σ2). More-
over, the process (A0, A1, . . . ) satisfies an ASIP with limiting covariance Σ
2 for any error
exponent λ > p/(4p− 4).
Lemma 3.8 (Lemma 2.7, [6]). Let (Aℓ) be a process bounded in L
p for some p > 2, satis-
fying condition (H) such that for any m ∈ N there exists a matrix sm such that uniformly
in ℓ,m we have
|cov(Aℓ, Aℓ+m)− sm| ≤ Ce−δℓ.
Then the series Σ2 = s0 +
∑∞
m=1(sm + s
∗
m) converges in norm and we have that∣∣∣∣∣cov
(
m+n−1∑
ℓ=m
Aℓ
)
− nσ2
∣∣∣∣∣ ≤ C.
Proof (of Theorem 3.1). First we show that condition (H) holds. Let b1 < · · · < bn+m+1,
r1, . . . , rn+m ∈ R, x ∈ X , and k ∈ N. Letting yx = θ−(bn+m+1+k)(x), wx = θ−(bn+m+1−bn+1)(x),
zx = θ
−(bn+m+1−bn+1+k)(x), and somewhat ignoring the fiberwise subscript notation for the
moment, we see
Eµ
(
e
i
∑n
j=1 rj
(∑bj+1−1
ℓ=bj
g◦fℓ
)
+i
∑n+m
j=n+1 rj
(∑bj+1+k−1
ℓ=bj+k
g◦fℓ
))
=
∫
X
∫
Jx
Lbn+m+1−bn+mrn+m ◦ · · · ◦ Lbn+2−bn+1rn+1 Lk0Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx dνx dm(x)
=
∫
X
∫
Jx
Lbn+m+1−bn+mrn+m ◦ · · · ◦ Lbn+2−bn+1rn+1 (Lk0 −Qk)Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx dνx dm(x)
+
∫
X
∫
Jx
Lbn+m+1−bn+mrn+m ◦ · · · ◦ Lbn+2−bn+1rn+1 QkLbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx dνx dm(x)
=
∫
X
∫
Jx
Lbn+m+1−bn+mrn+m ◦ · · · ◦ Lbn+2−bn+1rn+1 (Lk0 −Qk)Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx dνx dm(x)
(3.2)
+
∫
X
[ ∫
Jx
Lbn+m+1−bn+mrn+m ◦ · · · ◦ Lbn+2−bn+1rn+1 ρwx dνx
·
∫
Jzx
Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx dνzx
]
dm(x).
Define the functions F andG, which depend on the constants n,m, r1, . . . , rn+m, b1, . . . , bn+m+1,
by
F (x) =
∫
Jx
Lbn+m+1−bn+mrn+m ◦ · · · ◦ Lbn+2−bn+1rn+1 ρwx dνx
G(x) =
∫
Jwx
Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρθ−bn+m+1 (x) dνwx.
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Now as zx = θ
−(bn+m+1−bn+1+k)(x) = θ−(bn+m+1−bn+1) ◦ θ−k(x) = wx ◦ θ−k(x) and yx =
θ−(bn+m+1+k)(x) = θ−bn+m+1 ◦ θ−k(x) we can rewrite the second term in the above product
as ∫
Jzx
Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx dνzx = G ◦ θ−k(x),
and thus the global integral of the products, the last two lines of the above string of
equalities beginning with (3.2), becomes∫
X
F (x) ·G ◦ θ−k(x) dm(x).
By virtue of assumption (4) we then see that∣∣∣∣
∫
X
F (x) ·G ◦ θ−k(x)dm(x)−
∫
X
F (x) dm(x) ·
∫
X
G(x) dm(x)
∣∣∣∣ ≤ Cκk ‖F‖H · ‖G‖L1(m) .
By assumption (5) we have that ‖F‖
H
≤ C and we are able to estimate ‖G‖L1(m) as follows.
‖G‖L1(m) =
∫
X
∣∣∣∣
∫
Jzx
Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx dνzx
∣∣∣∣ dm(x)
≤
∫
X
∥∥Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx∥∥L1(νwx ) dm(x)
≤
∫
X
∥∥Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx∥∥wx,∞ dm(x)
≤ Cn+1
∫
X
‖ρx‖x,α dm(x).
Now we wish to estimate the Gx norm of (3.2). In light of assumptions (2) and (3) we see∥∥Lbn+m+1−bn+mrn+m ◦ · · · ◦ Lbn+2−bn+1rn+1 (Lk0 −Qk)Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx∥∥x,∞
≤ Cm ∥∥(Lk0 −Qk)Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx∥∥wx,∞
≤ Cm+1κk ∥∥Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx∥∥zx,α
≤ Cm+n+1κk ‖ρyx‖yx,α .
Integrating over X provides the global inequality∣∣∣∣
∫
X
∫
Jx
Lbn+m+1−bn+mrn+m ◦ · · · ◦ Lbn+2−bn+1rn+1 (Lk0 −Qk)Lbn+1−bnrn ◦ · · · ◦ Lb2−b1r1 Lb10 ρyx dνx dm(x)
∣∣∣∣
≤ Cm+n+1κk
∫
X
‖ρx‖x,α dm(x).
Thus combining our estimates we then have∣∣∣∣Eµ
(
e
i
∑n
j=1 rj
(∑bj+1−1
ℓ=bj
g◦fℓ
)
+i
∑n+m
j=n+1 rj
(∑bj+1+k−1
ℓ=bj+k
g◦fℓ
))
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− Eµ
(
e
i
∑n
j=1 rj
(∑bj+1−1
ℓ=bj
g◦fℓ
))
· Eµ
(
e
i
∑n+m
j=n+1 rj
(∑bj+1+k−1
ℓ=bj
g◦fℓ
))∣∣∣∣
+ Cm+n+1κk
∫
X
‖ρx‖x,α dm(x) + Cn+3κk ·
∫
X
‖ρx‖x,α dm(x).
Thus the difference in condition (H) is bounded by Cm+n+1κk
∫
X
‖ρx‖x,α dm(x) for some
C > 1 and 0 < κ < 1. Setting κ = e−c, C = 2C
′
then we see that
Cm+n+1κk
∫
X
‖ρx‖x,α dm(x) ≤ 2C
′(n+m+1)e−ckL ≤ L · 2C′(1 + max |bj+1 − bj |)C′(n+m)e−ck,
where L is some constant such that
∫
X
‖ρx‖x,α dm(x) ≤ L. This verifies that condition (H)
is satisfied.
Next, Goue¨zel shows that there exists a ∈ R and C, δ > 0 such that
|Eµ(g ◦ T n)− a| ≤ Ce−δn.(3.3)
To accomplish this, he shows that the sequence (Eµ(g ◦ T n))n≥0 is Cauchy and must have
some limit which he denotes by a. However, by the assumed T–invariance of µ, we imme-
diately have that a must be
∫
J
g dµ and that the quantity (3.3) must in fact be equal to
zero. For the next step in the proof of Theorem 3.1 we claim that for any m ∈ N there is
a real number sm such that∣∣cov(g ◦ T n, g ◦ T n+m)− sm∣∣ ≤ Ce−δn
uniformly in n,m. To show this, we show that cov(g ◦ T n, g ◦ T n+m) is a Cauchy sequence
in n and therefore must converge to some limit, which we will call sm. By the T–invariance
of µ we have
cov(g ◦ T n, g ◦ T n+m) =
∣∣∣∣
∫
J
(g ◦ T n)(g ◦ T n+m)dµ−
∫
J
g ◦ T n dµ ·
∫
J
g ◦ T n+m dµ
∣∣∣∣
=
∣∣∣∣∣
∫
J
(g · g ◦ Tm) ◦ T ndµ−
(∫
J
g dµ
)2∣∣∣∣∣
=
∣∣∣∣∣
∫
J
g · g ◦ Tm dµ−
(∫
J
g dµ
)2∣∣∣∣∣
= cov(g, g ◦ Tm).
Thus to show that cov(g◦T n, g◦T n+m) is Cauchy it suffices to show that (Eµ(g · g ◦ Tm))m≥0
is Cauchy.
cov(g, g ◦ Tm)
=
∣∣∣∣
∫
J
g · g ◦ Tm dµ−
∫
J
g dµ ·
∫
J
g ◦ Tm dµ
∣∣∣∣
=
∣∣∣∣
∫
X
∫
Jx
gx · gθm(x) ◦ Tmx dµx dm(x)−
∫
X
∫
Jx
gx dµx dm(x) ·
∫
X
∫
Jx
gθm(x) ◦ Tmx dµx dm(x)
∣∣∣∣
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≤
∣∣∣∣
∫
X
∫
Jx
gx · gθm(x) ◦ Tmx dµx dm(x)−
∫
X
(∫
Jx
gx dµx ·
∫
Jx
gθm(x) ◦ Tmx dµx
)
dm(x)
∣∣∣∣
+
∣∣∣∣
∫
X
(∫
Jx
gx dµx ·
∫
Jx
gθm(x) ◦ Tmx dµx
)
dm(x)
−
∫
X
∫
Jx
gx dµx dm(x) ·
∫
X
∫
Jθm(x)
gθm(x) dµθm(x) dm(x)
∣∣∣∣∣
We denote the first summand to the right of the inequality by Σ1 and the second by Σ2.
Beginning with Σ2, we set G(x) =
∫
Jx
gx dµx and apply (3.1) to obtain the estimate
Σ2 =
∣∣∣∣
∫
X
G(x) ·G ◦ θm(x) dm(x)−
∫
X
G(x) dm(x) ·
∫
X
G ◦ θm(x) dm(x)
∣∣∣∣
≤ Cκm ‖G‖
H
· ‖G‖L1(m) .
Now setting gˆx := gx −
∫
Jx
gx dµx we can estimate the first summand, Σ1, as
Σ1 =
∣∣∣∣
∫
X
∫
Jx
gx · gθm(x) ◦ Tmx dµx dm(x)−
∫
X
(∫
Jx
gx dµx ·
∫
Jx
gθm(x) ◦ Tmx dµx
)
dm(x)
∣∣∣∣
≤
∫
X
∣∣∣∣
∫
Jx
gx · gθm(x) ◦ Tmx dµx −
∫
Jx
(
gθm(x) ◦ Tmx
) · (∫
Jx
gx dµx
)
dµx
∣∣∣∣ dm(x)
=
∫
X
∣∣∣∣
∫
Jx
(
gθm(x) ◦ Tmx
) · (gx −
∫
Jx
gx dµx
)
dµx
∣∣∣∣ dm(x)
=
∫
X
∣∣∣∣
∫
Jx
(
gθm(x) ◦ Tmx
) · gˆx dµx
∣∣∣∣ dm(x)
=
∫
X
∣∣∣∣∣
∫
Jθm(x)
Lm0,x
(
gˆxρx · gθm(x) ◦ Tmx
)
dνθm(x)
∣∣∣∣∣ dm(x)
≤
∫
X
∫
Jθm(x)
∣∣gθm(x) · Lm0,x(gˆxρx)∣∣ dνθm(x) dm(x)
=
∫
X
∥∥gθm(x) · Lm0,x(gˆxρx)∥∥L1(νθm(x)) dm(x)
≤
∫
X
∥∥gθm(x) · Lm0,x(gˆxρx)∥∥θm(x),∞ dm(x)
≤
∫
X
∥∥gθm(x)∥∥θm(x),∞ · ∥∥Lm0,x(gˆxρx)∥∥θm(x),∞ dm(x).
Now since
∫
Jx
gˆx dµx =
∫
Jx
gˆxρx dνx = 0, assumption (3) gives
∥∥Lm0,x(gˆxρx)∥∥θm(x),∞ =
∥∥∥∥Lm0,x(gˆxρx)−
∫
Jx
gˆxρx dνx · ρθm(x)
∥∥∥∥
θm(x),∞
≤ Cκm ‖gˆxρx‖x,α .
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Using this we can continue to get
Σ1 ≤ Cκm
∫
X
∥∥gθm(x)∥∥θm(x),α · ‖gˆxρx‖x,α dm(x)
≤ Cκm
∫
X
∥∥gθm(x)∥∥θm(x),α · ‖gˆx‖x,α dm(x).
Noting that
‖gˆx‖x,α ≤ ‖gx‖x,α +
∥∥∥∥
∫
Jx
gx dµx · 1Jx
∥∥∥∥
x,α
≤ 2 ‖gx‖x,α ,
and since ‖gx‖x,α ∈ Lp(m) for some p > 2 we apply the Cauchy-Schwarz inequality to get
Σ1 ≤ Cκm
(∫
X
∥∥gθm(x)∥∥2θm(x),α dm(x)
)1/2(∫
X
‖gˆx‖2x,α dm(x)
)1/2
≤ Cκm
(∫
X
‖gx‖2x,α dm(x)
)1/2(∫
X
‖gx‖2x,α dm(x)
)1/2
≤ Cκm
∫
X
‖gx‖px,α dm(x).
Combining these two estimates we have that
cov(g, g ◦ Tm) ≤ Cκm
(∫
X
‖gx‖px,α dm(x) + ‖G‖H · ‖G‖L1(m)
)
,
which finishes the claim. To finish the proof of Theorem 3.1 we invoke Lemma 3.8 and
Theorem 3.7.

In what follows we present several examples of random dynamical systems for which The-
orem 3.1 can be applied. Specifically, we give examples of systems for which assumptions
(1)–(3) are known, or can be easily checked, in the literature. We also provide examples
of base systems for which assumption (4) is well known. Assumption (5) will need to be
checked for most systems as it requires a connection between the random fiber system as
well as the system in the base, however, we shall present examples of systems under which
this condition is met.
4. Random Distance Expanding Maps
In this section we give an overview of uniformly expanding random systems as they
are defined by Mayer, Skorulski, and Urban´ski in [8]. Suppose (X,B, m, θ) is a measure
preserving dynamical system with an invertible and ergodic map θ : X −→ X . For each
x ∈ X we associate the compact metric space (Jx, ̺x), which has been normalized in size
such that diam̺x(Jx) ≤ 1. Given a z ∈ Jx and r > 0 we denote the ball of radius r centered
at z in (Jx, ̺x) by Bx(z, r). Define the space J by
J =
⋃
x∈X
{x} × Jx.
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A map T : J −→ J is called an expanding random map if the mappings Tx : Jx −→ Jθ(x)
are continuous open surjections and if there exists a function η : X −→ R, x 7−→ ηx, and
ξ > 0 such that the following hold:
• Uniform Openness: Tx(Bx(z, ηx)) ⊇ Bθ(x)(Tx(z, ξ)) for every (x, z) ∈ J .
• Measurably Expanding: There exists a measurable function γ : X −→ (1,∞),
x 7−→ γx, such that for m-a.e. x ∈ X
̺θ(x)(Tx(z1), Tx(z2) ≥ γx̺x(z1, z2) whenever ̺x(z1, z2) < ηx, z1, z2 ∈ Jx.
• Measurability of the Degree: The map x 7−→ deg(Tx) := supy∈Jθ(x) #T−1x ({y}) is
measurable.
• Topological Exactness: There exists a measurable function x 7−→ nξ(x) such that
for almost every x ∈ X and every z ∈ Jx
T
nξ(x)
x (Bx(z, ξ)) = Jθnξ(x)(x).
Remark 4.1. Note that the measurably expanding condition implies that Tx|Bx(z,ηx) is
injective for each (x, z) ∈ J . Furthermore, given that the spaces Jx are compact, we
have that deg(Tx) is finite for each x ∈ X . Considering additionally the uniform openness
condition we see that for every (x, z) ∈ J there exists a unique continuous inverse branch
T−1z : Bθ(x)(Tx(z), ξ) −→ Bx(z, ηx)
of Tx which sends Tx(z) to z.
The map T is called uniformly expanding if it satisfies the following additional properties:
(1) γ∗ := infx∈X γx > 1,
(2) deg(T ) := supx∈X deg(Tx) <∞,
(3) nξ∗ := supx∈X nξ(x) <∞.
In addition to the various fiberwise and global Banach spaces defined in Section 2.4, we
will find the following definition useful.
First, recall that u ∈ Hα(J ) provided ux ∈ Hα(Jx) and there is a measurable function
H : X −→ [1,∞), x 7−→ Hx, such that logH ∈ L1(m) and vx,α(ux) ≤ Hx for m–a.e.
x ∈ X . For fixed H we let Hα(J , H) be all the functions g ∈ Hα(J ) such that
vx,α(gx) ≤ Hx
for m-a.e. x ∈ X and we say that such a function is (H,α)–Ho¨lder continuous over J . This
allows us to write
Hα(J ) =
⋃
H≥1
Hα(J , H).
Now for each H and each ϕ ∈ Hα(J , H) set
Qx := Qx(H) =
∞∑
j=1
Hθ−j(x)(γ
j
θ−j(x)
)−α.(4.1)
The following lemma tells us this function is measurable and provides a necessary, though
technical, bound.
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Lemma 4.2 (Lemma 2.3 of [8]). The function x 7−→ Qx is measurable and m–a.e. finite.
Moreover, for every ϕ ∈ H α(J , H),∣∣Snϕx(T−ny (w1))− Snϕx(T−ny (w2))∣∣ ≤ Qθn(x)̺αθn(x)(w1, w2)(4.2)
for all n ≥ 1, a.e. x ∈ X, every z ∈ Jx, and all w1, w2 ∈ Bθn(x)(T nx (z), ξ).
For H˜ ≥ 0 we denote by H ∗α (J , H˜) to be the space of all functions ϕ ∈ H ∗α (J ) such
that
sup
x∈X
vx,α(ϕx) ≤ Hx ≤ H˜.
If T is uniformly expanding then we are able to take Qx defined in (4.1) as some uniform
constant Qϕ, depending only upon ϕ and H˜ and no longer on x ∈ X , given by
Q := Qϕ := H˜
∞∑
j=1
γ−αj =
H˜γ−α
1− γ−α .(4.3)
Thus, for uniformly expanding systems, we can rewrite Lemma 4.2 using the following
lemma of [8].
Lemma 4.3 (Lemma 3.31 of [8]). For every ϕ ∈ H ∗α (J , H˜),∣∣Snϕx(T−ny (w1))− Snϕx(T−ny (w2))∣∣ ≤ Qϕ̺αθn(x)(w1, w2)(4.4)
for all n ≥ 1, a.e. x ∈ X, every z ∈ Jx, and all w1, w2 ∈ Bθn(x)(T nx (z), ξ).
Now we discuss the established thermodynamic formalism for distance expanding random
systems. We begin by defining the transfer operator.
Definition 4.4. Fix ϕ ∈ Hα(J ) and for each x ∈ X define the operator
Lx := Lϕ,x : C(Jx) −→ C(Jθ(x)) by
Lx(ux)(w) =
∑
z∈T−1x (w)
ux(z)e
ϕx(z).
Clearly, Lx is a positive bounded linear operator with norm bounded by
‖Lx‖x,∞ ≤ deg(Tx)e|ϕ|∞ .
Iterating the transfer operator, for each n ∈ N we see that Lnx : C(Jx) −→ C(Jθn(x)) is given
by
Lnx(ux)(w) =
∑
z∈T−nx (w)
ux(z)e
Snϕx(z), w ∈ Jθn(x).
We can also define the global operator L : C (J ) −→ C (J ) by
(Lu)x := Lθ−1(x)uθ−1(x).
Denote by L∗x the dual operator L∗x : C∗(Jθ(x)) −→ C∗(Jx), where C∗(Jx) denotes the dual
space of C(Jx).
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Theorem 4.5 (Theorem 3.1 (1) of [8]). There exists a unique family of probability measures
νx ∈ P(Jx) such that
L∗xνθ(x) = λxνx for m− a.e. x ∈ X,
where
λx := L∗x(νθ(x))(1) = νθ(x)(Lx1).
Define the normalized operator L0,x : C(Jx) −→ C(Jθ(x)) for each x ∈ X by
L0,x = λ−1x Lx.
where λx and νx are such that L∗xνθ(x) = λxνx, where ρx is such that L0,x(ρx) = ρθ(x). Let
µx = ρxνx.
For p > 2 fix a function g ∈ H pα (J ). Then for each r ∈ R and x ∈ X , define the
perturbed operator Lr,x : C(Jx) −→ C(Jθ(x)) by
Lr,xux = L0,x(eirgx · ux),
and the global perturbed operator by
(Lru)x = Lr,θ−1(x)uθ−1(x).
Remark 4.6. Note that by our assumption that the function g : J −→ R is bounded and
Ho¨lder we have that the process g ◦ T is in Lp for any p > 2.
Now let rn−1, . . . , r0 ∈ R. Then∫
Jθn(x)
Lrn−1,θn−1(x) ◦ · · · ◦ Lr0,x(ρx) dνθn(x) =
∫
Jθn(x)
Ln0,x(ei
∑n−1
j=0 rjgθj(x)◦T
j
x · ρx) dνθn(x)
=
∫
Jx
ei
∑n−1
j=0 rjgθj(x)◦T
j
x · ρx dνx
=
∫
Jx
ei
∑n−1
j=0 rjgθj(x)◦T
j
x dµx
Integrating with respect to ν then gives
ν
(Lrn−1 ◦ · · · ◦ Lr0(ρ)) =
∫
X
∫
Jθn(x)
Lrn−1,θn−1(x) ◦ · · · ◦ Lr0,x(ρx) dνθn(x) dm(x)
=
∫
X
∫
Jx
ei
∑n−1
j=0 rjgθj(x)◦T
j
x dµx dm(x)
= Eµ
(
ei
∑n−1
j=0 rjg◦T
j
)
.
For fixed r ∈ R and any n ∈ N we see that we can write the iterates of Lr as
Lnr,x(ux) = Ln0,x(eirSngx · ux).
Now we endeavor to show that for sufficiently small values of |r|, the operator Lr is
bounded in the α–norm and the sup norm. We start by applying the following lemma.
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Lemma 4.7 (Lemma 3.8 of [8]). For all w1, w2 ∈ Jx and n ≥ 1
Ln0,θ−n(x)1(w1)
Ln0,θ−n(x)1(w2)
=
Lnθ−n(x)1(w1)
Lnθ−n(x)1(w2)
≤ Cϕ(x),
where Cϕ is given by
Cϕ(x) := e
Q
θ−j(x) deg(T j
θ−j(x)
)max
{
exp(2
∥∥Skϕθ−k(x)∥∥x,∞) : 0 ≤ k ≤ j
}
≥ 1.
If in addition we have that ̺x(w1, w2) ≤ ξ, then
Ln0,θ−n(x)1(w1)
Ln0,θ−n(x)1(w2)
≤ exp(Qx̺αx(w1, w2)).
Moreover,
1
Cϕ(x)
≤ Ln0,θ−n(x)1(w) ≤ Cϕ(x)
for every w ∈ Jx and n ≥ 1.
However, we note that for uniformly expanding systems, in view of (4.3), there is some
C > 1 such that for every x ∈ X and n ∈ N
C−1 ≤ Ln0,x1x ≤ C.(4.5)
In light of (4.5), then for r ∈ R and u ∈ H ∗α (J ) we can estimate∥∥Lnr,x(ux)∥∥θn(x),∞ = ∥∥Ln0,x(eirSng · ux)∥∥θn(x),∞ ≤ ∥∥Ln0,x(|ux|)∥∥θn(x),∞
≤ ‖ux‖x,∞ ·
∥∥Ln0,x(1x)∥∥θn(x),∞ ≤ C ‖ux‖x,∞ .(4.6)
Now to show that
∥∥Lnr,xux∥∥θn(x),α ≤ C ‖ux‖x,α we must first show that this inequality holds
on positive cones of Ho¨lder functions. For s ≥ 1 and x ∈ X let
Λsx = {hx ∈ C(Jx) : hx ≥ 0, νx(hx) = 1, and hx(w1) ≤ exp(sQx̺αx(w1, w2)) · hx(w2)
for all w1, w2 ∈ Jx with ̺x(w1, w2) ≤ ξ}.
The first of the following two lemmas shows that Λsx ⊆ Hα(Jx), and moreover, provides a
bound on the variation of such functions, while the second lemma is a sort of converse to
the first.
Lemma 4.8 (Lemma 3.11 of [8]). If hx ≥ 0 and for all w1, w2 ∈ Jx with ̺x(w1, w2) ≤ ξ
we have
hx(w1) ≤ esQx̺α(w1,w2)hx(w2),
then
vx,α(hx) ≤ sQx(exp(sQxξα))ξα ‖hx‖x,∞ .
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Lemma 4.9 (Lemma 3.13 of [8]). If ux ∈ Hα(Jx) and ux ≥ 0, then the function defined
by
hx :=
ux + vx,α(ux)/Qx
νx(ux) + vx,α(ux)/Qx ∈ Λ
1
x.
The next lemma of [8] establishes the invariance of the cones Λsx with respect to the
family of normalized operators L0,x.
Lemma 4.10 (Lemma 3.14 of [8]). Let hx ∈ Λsx. Then for every n ≥ 1 and w1, w2 ∈ Jx
with ̺(w1, w2) ≤ ξ we have
Ln0,xhx(w1)
Ln0,xhx(w2)
≤ exp(sQθn(x)̺α(w1, w2)).(4.7)
Consequently, Ln0,x(Λsx) ⊆ Λsθn(x) for a.e. x ∈ X and all n ≥ 1.
Now we wish to estimate the values
∥∥Lnr,xux∥∥θn(x),α.
Lemma 4.11. There exists C ≥ 1 such that for all n ∈ N, all r ∈ R, m-a.e. x ∈ X, and
all u ∈ Hα(J ) we have ∥∥Lnr,xux∥∥θn(x),α ≤ C ‖ux‖x,α .
Proof. In comparing ux and hx we note that
vx,α(hx) =
Qx
Qxνx(ux) + vx,α(ux)vx,α(ux), and
‖hx‖x,∞ =
∣∣∣∣ QxQxνx(ux) + vx,α(ux)
∣∣∣∣ ‖ux‖x,∞ +
∣∣∣∣ vx,α(ux)Qxνx(ux) + vx,α(ux)
∣∣∣∣ ..(4.8)
Now for ux ∈ Hα(Jx) we can write ux = u+x − u−x where u+x , u−x are both in Hα(Jx) and
nonnegative. Letting
h+x =
u+x + vx,α(u
+
x )/Qx
νx(u+x ) + vx,α(u
+
x )/Qx
and h−x =
u−x + vx,α(u
−
x )/Qx
νx(u−x ) + vx,α(u
−
x )/Qx
,
then for h+x we have the following estimate
vx,α(Ln0,x(u+x )) =
Qxνx(u+x ) + vx,α(u+x )
Qx
(
vx,α(Ln0,xh+x )−
vx,α(u
+
x )
Qxνx(u+x ) + vx,α(u+x )
vx,α(Ln0,x1x)
)
≤ Qx(exp(Qxξα))ξαQxνx(u
+
x ) + vx,α(u
+
x )
Qx
(∥∥Ln0,xh+x ∥∥θn(x),∞ + ∥∥Ln0,x1x∥∥θn(x),∞
)
≤ ξα exp(Qxξα)
(Qxνx(u+x ) + vx,α(u+x )) (∥∥Ln0,xh+x ∥∥θn(x),∞ + C
)
≤ ξα exp(Qxξα)
(Qxνx(u+x ) + vx,α(u+x ))
( Qx
Qxνx(u+x ) + vx,α(u+x )
∥∥Ln0,xu+x ∥∥θn(x),∞ + C
)
≤ max(Qx, 1)ξαQx exp(Qxξα)
∥∥Ln0,xu+x ∥∥θn(x),∞ + C ∥∥u+x ∥∥x,α .
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We get a similar bound for vθn(x),α(Ln0,xu−x ). Now if ux ∈ H ∗α (J ) then so are u+x , u−x
and furthermore ‖u+x ‖x,∞ , ‖u−x ‖x,∞ ≤ ‖ux‖x,∞ and vx,α(u+x ), vx,α(u−x ) ≤ vx,α(ux). If T is
uniformly expanding then, using (4.3), we are able to simplify the above estimate to
vθn(x),α(Ln0,x(u+x )) ≤ max(Qu, 1)ξαQu exp(Quξα)
∥∥Ln0,xu+x ∥∥θn(x),∞ +M ∥∥u+x ∥∥x,α
≤ C
(∥∥Ln0,xu+x ∥∥θn(x),∞ + ∥∥u+x ∥∥x,α
)
.
Again, we obtain a similar estimate for vθn(x),α(Ln0,xu−x ). Combining (4.8) and (4.5), we see
vθn(x),α(Ln0,x(ux)) ≤ vθn(x),α(Ln0,xu+x ) + vθn(x),α(Ln0,xu−x )
≤ C
(∥∥u+x ∥∥x,∞ + ∥∥u+x ∥∥x,α + ∥∥u−x ∥∥x,∞ + ∥∥u−x ∥∥x,α
)
≤ C ‖ux‖x,α .(4.9)
Now we are ready to calculate
∥∥Lnr,xux∥∥θn(x),α. Combining the bounds in (4.6) and (4.9) we
see ∥∥Lnr,xux∥∥θn(x),α = ∥∥Ln0,x(eirSngx · ux)∥∥θn(x),α ≤ C ∥∥uxeirSngx∥∥x,α .
As H ∗α (J ) is a Banach algebra we can write the last inequality as∥∥Lnr,xux∥∥θn(x),α ≤ C ‖ux‖x,α ∥∥eirSngx∥∥x,α .
It suffices to estimate
∥∥eirSngx∥∥
x,α
, but as
∥∥eirSngx∥∥
x,∞
= 1, we need only estimate vx,α(e
irSngx).
Since |eiz1 − eiz2 | ≤ |z1 − z2|, for all z1, z2 ∈ R, we see that vx,α(eirSngx) ≤ vx,α(rSngx). Thus
it now suffices to estimate vx,α(rSngx). Lemma 4.3, shows that
vx,α(e
irSngx) ≤ vx,α(rSngx) ≤ |r| Q.
In particular, we have the estimate∥∥Lnr,xux∥∥θn(x),α ≤ C ‖ux‖x,α (1 + |r| Q),
which finishes the proof. 
Now we define the fiberwise operator Qx : C(Jx) −→ C(Jθ(x)) by
Qx(ux) =
∫
Jx
ux dνx · ρθ(x).
For each n ∈ N we can write the iterates Qnx : C(Jx) −→ C(Jθn(x)) of Qx as
Qnx(ux) =
∫
Jx
ux dνx · ρθn(x).
Thus we see that for each k ∈ N and x ∈ X∥∥((Lk0 −Qk)(u))x∥∥x,∞ =
∥∥∥(Lk0,θ−k(x) −Qkθ−k(x)) (uθ−k(x))∥∥∥
x,∞
=
∥∥∥∥∥Lk0,θ−k(x)(uθ−k(x))−
∫
J
θ−k(x)
uθ−k(x) dµθ−k(x) · 1x
∥∥∥∥∥
x,∞
.
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By the proof of Lemma 3.18 of [8], in the case of uniformly expanding random maps, we
see that ∥∥((Lk0 −Qk)(u))x∥∥x,∞ ≤
(
νx(ux) + 2
vx,α(ux)
Qx
)
Cκk
≤
(
‖ux‖x,∞ + 2vx,α(ux)
)
Cκk
≤ 2 ‖ux‖x,αCκk
for some positive constant κ < 1.
Thus we have shown that for uniformly expanding systems conditions (1)–(3) of Theorem
3.1 hold. In order for the remaining two conditions to hold we will need to require more
structure. In the next section we discuss a class of systems, first described by Denker and
Gordin in [4], which fit within the framework of the uniformly expanding systems which
we have just discussed. In the same manner as in [8], we shall call refer to these systems
as DG and DG*–systems.
5. DG*–Systems
In [4] Denker and Gordin first established the existence and uniqueness of conformal
Gibbs measures for DG–systems. Then in [8] Mayer, Skorulski, and Urban´ski were able
to cast these systems as uniformly expanding random systems, which they called DG*–
systems, meaning that the full thermodynamic formalism they developed there applies
to these DG*–systems. In particular, we see that the results of Section 4 apply, and in
particular, the spectral gap property holds for these systems. Thus we have only to check
conditions (4) and (5) of Theorem 3.1 hold. However, condition (4) has been shown to
hold. In this section we introduce these systems and show that an ASIP holds for such
systems. We begin with a definition.
Definition 5.1. Suppose (X0, dX0) and (Z0, dZ0) are compact metric spaces and that θ0 :
X0 −→ X0 and T0 : Z0 −→ Z0 are open topologically exact distance expanding mappings
in the sense of [11]. Assume that T0 is a skew product over Z0, that is, for each x ∈ X0
there exists a compact metric space Jx such that Z0 =
⋃
x∈X0
{x} × Jx. Further assume
that the map θ0 is Lipschitz, i.e. there exists L > 0 such that
dX0(θ0(x), θ0(x
′)) ≤ LdX0(x, x′)
for all x, x′ ∈ X0, and that there exists ξ, ξ1 > 0 such that for all x, x′ ∈ X0 with dX0(x, x′) <
ξ1 there exist y ∈ Jx and y′ ∈ Jx′ such that
dZ0((x, y), (x
′, y′)) < ξ.
Finally we assume that the projection π : Z0 −→ X0 onto the first coordinate given by
π(x, y) = x
is an open mapping and that the following diagram commutes:
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Z0 Z0
X0 X0
T0
π π
θ0
We call the system (T0, Z0, θ0, X0) a DG–system.
In what follows we will assume that there is some metric space (Y, dY ) such that Jx ⊆ Y
for each x ∈ X . In this case we see that Z0 ⊆ X×Y and we may take dZ0 to be the natural
product metric given by
dZ0((x, y), (x
′, y′)) = dX0(x, x
′) + dY (y, y
′).
Remark 5.2. Three things to notice about the definition of DG–systems presented above.
• For each x ∈ X0 we have that
T0({x} × Jx) ⊆ {θ0(x)} × Jθ0(x),
giving rise to the map Tx : Jx −→ Jθ0(x).
• Since T0 is distance expanding in the sense of [11] the conditions of uniform openness,
measurably expanding, measurability of the degree, and topological exactness from
the definition of random distance expanding mappings in Section (4) all hold for
constants γx ≥ γ > 1, deg(Tx) ≤ N1 <∞, and nξ = nξ(x) independent of x.
• The function θ0 : X0 −→ X0 need not be invertible, meaning that we are not
quite able to apply the theory of uniformly expanding random mappings which we
described earlier.
In order to rectify the complications involving θ0 we define DG*–systems by turning to
Rokhlin’s natural extension, i.e. the projective limit, θ : X −→ X of θ0 : X0 −→ X0.
Definition 5.3. Assume that we are given a DG–system (T0, Z0, θ0, X0) as defined above.
We further assume that the space X0 comes coupled with a Borel probability θ0–invariant
ergodic measure m0 and a Ho¨lder continuous potential ϕ : Z0 −→ R. Define the space
X = {(xn)n≤0 : θ0(xn) = xn+1 for all n ≤ −1}
and the map θ : X −→ X by
θ((xn)n≤0) = (θ0(xn))n≤0.
In this case we have that θ : X −→ X is invertible and that the diagram
X X
X0 X0
θ
p p
θ0
commutes where p : X −→ X0 is defined by
p((xn)n≤0) = x0.
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Now sincem0 is a θ0–invariant ergodic measure, there exists a unique θ–invariant probability
measure m on X such that m ◦ π−1 = m0. Define the set
J =
⋃
x∈X
{x} × Jx0
and the map T : J −→ J by
T (x, y) = (θ(x), Tx0(y)).
The metrics dX0 and dZ0 extend naturally to metrics dX and dJ on X and J , which are
defined by
dX(x, x
′) =
∞∑
n=0
2−ndX0(x−n, x
′
−n), x, x
′ ∈ X
and
dJ ((x, y), (x
′, y′)) = dY (y, y
′) + dX(x, x
′), (x, y), (x′, y′) ∈ J
respectively. We let BJ ((x, w), r) denote the ball of radius r > 0 centered at the point
(x, w) ∈ J with respect to the metric dJ . In what follows we will assume that m = mψ is
a θ–invariant Gibbs measure for some continuous Ho¨lder potential ψ on X , having nothing
to do with our (fiberwise) potential ϕ or density function ρ. The system (T,J , m, θ,X) is
then called a DG*–system.
Remark 5.4. Note that because DG*–systems are uniformly expanding random systems,
we have that there exists C > 1 such that
• C−1 ≤ ρx ≤ C for all x ∈ X,
• C−1 ≤ Ln0,θ−n(x)1θ−n(x) ≤ C for all x ∈ X and n ∈ N.
Notice that since the base dynamical system (X, θ,m) is distance expanding in the sense
of [11] and that m is an invariant Gibbs measure, the base system exhibits an exponential
decay of correlations for functions F and G so long as one of the two is Ho¨lder continuous
on X and the other is integrable with respect to m. More precisely, we have the following,
which is a consequence of Theorem 5.4.9 of [11].
Theorem 5.5. Let (T,J , m, θ,X) be a DG*–system such that m is an invariant Gibbs
measure. Then there exists C ≥ 1 and κ < 1 such that for all F ∈ Hβ and all G ∈ L1(m)
we have ∣∣∣∣
∫
X
(G ◦ θ−n) · F dm−
∫
X
Gdm ·
∫
X
F dm
∣∣∣∣ ≤ Cκn ‖F‖H ‖G‖L1(m)
In other words, condition (4) of Theorem 3.1 is satisfied for DG*–systems.
The following theorem addresses condition (5) of Theorem 3.1 and is due to Denker and
Gordin.
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Theorem 5.6 (Theorem 2.10 of [4]). Let (T0, Z0, θ0, X0) be a DG–system with random
Gibbs measures (νx)x∈X0. If f : Z0 −→ R is (D,α)–Ho¨lder continuous, for any α ∈ (0, 1]
and D > 0, then there exists βα ∈ (0, 1] and Cα > 0 such that the function
x 7−→
∫
Jx
fx(z) dνx(z)
is (CαD, βα)–Ho¨lder continuous on X0. In particular the function
x 7−→ λx
is βα–Ho¨lder continuous on X0.
Remark 5.7. Note that the same theorem applies for DG*–systems. Theorem 8.12 of [8]
reproves the special case of the previous theorem for the function x 7−→ λx in the case of
DG*–systems.
We shall now prove the following.
Proposition 5.8. Suppose that u ∈ Hτ (J ), for τ ∈ (0, 1], and that there is C > 1 such
that
C−1 ≤ ux ≤ C
for all x ∈ X. Given g ∈ H pα (J ) and ϕ ∈ Hα(J ), define the transfer operators as before.
Then there exists β ∈ (0, 1], depending only on α and τ , such that for each n ∈ N and each
r0, . . . , rn−1 ∈ R with each |rj | < ε0, for some ε0 > 0, the function
x 7−→
∫
Jx
Lrn−1,θ−1(x) ◦ · · · ◦ Lr0,θ−n(x)(uθ−n(x)) dνx
is in Hβ. Moreover, we have that∥∥∥∥
∫
Jx
Lrn−1,θ−1(x) ◦ · · · ◦ Lr0,θ−n(x)(uθ−n(x)) dνx
∥∥∥∥
H
≤ C
independent of the choice of n or the rj.
Proof of Proposition 5.8. Fix n ∈ N and let (x, w) ∈ J . Then for each z ∈ T−nx (w) there
is a unique continuous inverse branch
T−n(θ−n(x),z) : BJ ((x, w), ξ) −→ BJ ((θ−n(x), z), ξ)
which sends the point (x, w) to (θ−n(x), z). Similarly, for (x′, w′) ∈ BJ ((x, w), ξ), there is
a unique continuous inverse branch
T−n(θ−n(x′),z‘) : BJ ((x, w), ξ) −→ BJ ((θ−n(x), z), ξ)
which sends the point (x′, w′) to (θ−n(x′), z′) ∈ BJ ((θ−n(x), z), ξ). Thus for each z ∈
T−nx (w) there is a unique and bijectively defined z
′ ∈ T−nx′ (w′) such that z′ ∈ BJ ((θ−n(x), z), ξ).
ASIP FOR RANDOM SYSTEMS 25
Consequently, we may re–index the sum in the definition of the transfer operator allowing
us to write
Lnx′(uθ−n(x′))(w′) =
∑
z′∈T−n
x′
(w′)
eSnϕθ−n(x′)(z
′)uθ−n(x′)(z
′)
=
∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)uθ−n(x′)(z
′).(5.1)
For ζ ∈ (0, 1] let βζ be the number coming from Theorem 5.6. In order to prove Proposition
5.8 we wish to employ Theorem 5.6, thus it suffices to show that
Lrn−1 ◦ · · · ◦ Lr0(u) ∈ Hζ(J ).
for some ζ ∈ (0, 1]. To that end, we will first prove two lemmas, however we begin with an
observation concerning the following definition. For each n ∈ N and r0, . . . , rn−1 ∈ R, set
Snhx(z) := Sn,r0,...,rn−1hx(z) :=
n−1∑
j=0
rj · hθj(x) ◦ T jx(z)
for h : J −→ R. Now for h ∈ Hζ(J ), for any ζ ∈ (0, 1], we have that∣∣h(T k(θ−n(x), z))− h(T k(θ−n(x′), z′))∣∣ ≤ CdζJ (T k(θ−n(x), z), T k(θ−n(x′), z′))
≤ CdζJ ((x, w), (x′, w′)) · γ−ζ(n−k).
Hence we have∣∣Snhθ−n(x)(z)− Snhθ−n(x′)(z′)∣∣ ≤ CdζJ ((x, w), (x′, w′)) ·
n−1∑
k=0
γ−ζ(n−k)
≤ C
1− γ−ζ · d
ζ
J ((x, w), (x
′, w′)),(5.2)
and similarly we have∣∣Snhθ−n(x)(z)− Snhθ−n(x′)(z′)∣∣ ≤ C
1− γ−ζ · d
ζ
J ((x, w), (x
′, w′)).(5.3)
We now wish to prove the first of two lemmas.
Lemma 5.9. The function Ln1 is α–Ho¨lder on J .
Proof. To see this we calculate
∣∣∣Lnθ−n(x)1θ−n(x)(w)− Lnθ−n(x′)1θ−n(x′)(w′)∣∣∣ =
∣∣∣∣∣∣
∑
z∈T−nx
eSnϕθ−n(x)(z) −
∑
z′∈T−n
x′
eSnϕθ−n(x′)(z
′)
∣∣∣∣∣∣
≤
∑
z∈T−nx (w)
∣∣∣eSnϕθ−n(x)(z) − eSnϕθ−n(x′)(z′)∣∣∣
=
∑
z∈T−nx (w)
(∣∣∣eSnϕθ−n(x′)(z′)∣∣∣ ∣∣∣eSnϕθ−n(x)(z)−Snϕθ−n(x′)(z′) − 1∣∣∣)
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≤ C ·
∑
z∈T−nx (w)
(∣∣∣eSnϕθ−n(x′)(z′)∣∣∣ ∣∣Snϕθ−n(x)(z)− Snϕθ−n(x′)(z′)∣∣)
≤ C · Lnθ−n(x′)1θ−n(x′)(w′) · dαJ ((x, w), (x′, w′))
≤ C · dαJ ((x, w), (x′, w′)).
This finishes the proof. 
Using the previous lemma we can now show the same for the normalized operator.
Lemma 5.10. The function Ln01 is κ–Ho¨lder on J , where κ := min {α, βα}.
Proof. Note that Theorem 5.6 shows that the function
x 7−→ λx
is βα–Ho¨lder on X . Thus to see the claim we consider the following calculation.∣∣∣Ln0,θ−n(x)(1θ−n(x))(w)− Ln0,θ−n(x′)(1θ−n(x′))(w′)∣∣∣
≤
∣∣∣∣∣∣(λnθ−n(x))−1
∑
z∈T−nx (w)
eSnϕθ−n(x)(z) − (λnθ−n(x′))−1
∑
z∈T−nx (w)
eSnϕθ−n(x)(z)
∣∣∣∣∣∣
+
∣∣∣∣∣∣(λnθ−n(x′))−1
∑
z∈T−nx (w)
eSnϕθ−n(x)(z) − (λnθ−n(x′))−1
∑
z′∈T−n
x′
(w′)
eSnϕθ−n(x′)(z
′)
∣∣∣∣∣∣
≤
∑
z∈T−nx (w)
∣∣∣eSnϕθ−n(x)(z)∣∣∣ ∣∣∣(λnθ−n(x))−1 − (λnθ−n(x′))−1∣∣∣
+
∣∣∣λnθ−n(x′)∣∣∣−1
∣∣∣∣∣∣
∑
z∈T−nx (w)
eSnϕθ−n(x)(z) −
∑
z′∈T−n
x′
(w′)
eSnϕθ−n(x′)(z
′)
∣∣∣∣∣∣
=
∣∣∣λnθ−n(x)∣∣∣−1 ∑
z∈T−nx (w)
∣∣∣eSnϕθ−n(x)(z)∣∣∣
∣∣∣∣∣1−
λnθ−n(x)
λnθ−n(x′)
∣∣∣∣∣
+
∣∣∣λnθ−n(x′)∣∣∣−1 ∣∣∣Lnθ−n(x)1θ−n(x)(w)−Lnθ−n(x′)1θ−n(x′)(w′)∣∣∣
=
∣∣∣λnθ−n(x′)∣∣∣−1 Ln0,θ−n(x)1θ−n(x)(w) ∣∣∣λnθ−n(x) − λnθ−n(x′)∣∣∣
+
∣∣∣λnθ−n(x′)∣∣∣−1 ∣∣∣Lnθ−n(x)1θ−n(x)(w)−Lnθ−n(x′)1θ−n(x′)(w′)∣∣∣
≤ C ·
∣∣∣λnθ−n(x′)∣∣∣−1
∣∣∣∣∣
∫
Jx
Lnθ−n(x)1θ−n(x) dνx −
∫
Jx′
Lnθ−n(x′)1θ−n(x′) dνx′
∣∣∣∣∣
+ C ·
∣∣∣λnθ−n(x′)∣∣∣−1 · Lnθ−n(x′)1θ−n(x′)(w′) · dαJ ((x, w), (x′, w′))
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≤ C ·
∣∣∣λnθ−n(x′)∣∣∣−1 Lnθ−n(x′)(1θ−n(x′))(w) · dβα(x, x′)
+ C · Ln0,θ−n(x′)1θ−n(x′)(w′) · dαJ ((x, w), (x′, w′))
= C · Ln0,θ−n(x′)(1θ−n(x′))(w) · dβα(x, x′)
+ C · Ln0,θ−n(x′)1θ−n(x′)(w′) · dαJ ((x, w), (x′, w′))
≤ C · dκJ ((x, w), (x′, w′)),
where κ := min {α, βα}. The proof is now complete. 
We now wish to show the function
x 7−→
∫
Jx
Lrn−1,θ−1(x) ◦ · · · ◦ Lr0,θ−n(x)(uθ−n(x)) dνx
is Ho¨lder continuous on X by showing the integrand is Ho¨lder continuous on J and then
applying the Denker–Gordin Ho¨lder continuity theorem (Theorem 5.6).∣∣Lrn−1,θ−1(x) ◦ · · · ◦ Lr0,θ−n(x)(uθ−n(x))(w)− Lrn−1,θ−1(x′) ◦ · · · ◦ Lr0,θ−n(x′)(uθ−n(x′))(w′)∣∣
=
∣∣∣Ln0,θ−n(x)(eiSngθ−n(x)uθ−n(x))(w)−Ln0,θ−n(x′)(eiSngθ−n(x′)uθ−n(x′))(w′)∣∣∣
=
∣∣∣∣∣∣(λnθ−n(x))−1
∑
z∈T−nx (w)
eSnϕθ−n(x)(z)eiSngθ−n(x)(z)uθ−n(x)(z)
−(λnθ−n(x′))−1
∑
z′∈T−n
x′
(w′)
eSnϕθ−n(x′)(z
′)eiSngθ−n(x′)(z
′)uθ−n(x′)(z
′)
∣∣∣∣∣∣ .
In light of (5.1) we may rewrite the last equality from above as∣∣Lrn−1,θ−1(x) ◦ · · · ◦ Lr0,θ−n(x)(uθ−n(x))(w)− Lrn−1,θ−1(x′) ◦ · · · ◦ Lr0,θ−n(x′)(uθ−n(x′))(w′)∣∣
=
∣∣∣∣∣∣(λnθ−n(x))−1
∑
z∈T−nx (w)
eSnϕθ−n(x)(z)eiSngθ−n(x)(z)uθ−n(x)(z)
−(λnθ−n(x′))−1
∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)eiSngθ−n(x′)(z
′)uθ−n(x′)(z
′)
∣∣∣∣∣∣
We can then split this difference in to the sum of four differences in the standard way,
which we call (∆1), . . . , (∆4), that is∣∣∣∣∣∣(λnθ−n(x))−1
∑
z∈T−nx (w)
eSnϕθ−n(x)(z)eiSngθ−n(x)(z)uθ−n(x)(z)
−(λnθ−n(x′))−1
∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)eiSngθ−n(x′)(z
′)uθ−n(x′)(z
′)
∣∣∣∣∣∣
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≤
∣∣∣∣∣∣(λnθ−n(x))−1
∑
z∈T−nx (w)
eSnϕθ−n(x)(z)eiSngθ−n(x)(z)uθ−n(x)(z)
−(λnθ−n(x′))−1
∑
z∈T−nx (w)
eSnϕθ−n(x)(z)eiSngθ−n(x)(z)uθ−n(x)(z)
∣∣∣∣∣∣ (∆1)
+
∣∣∣∣∣∣(λnθ−n(x′))−1
∑
z∈T−nx (w)
eSnϕθ−n(x)(z)eiSngθ−n(x)(z)uθ−n(x)(z)
−(λnθ−n(x′))−1
∑
z∈T−nx (w)
eiSngθ−n(x)(z)uθ−n(x)(z) · eSnϕθ−n(x′)(z′)
∣∣∣∣∣∣ (∆2)
+
∣∣∣∣∣∣(λnθ−n(x′))−1
∑
z∈T−nx (w)
eiSngθ−n(x)(z)uθ−n(x)(z) · eSnϕθ−n(x′)(z′)
−(λnθ−n(x′))−1
∑
z∈T−nx (w)
uθ−n(x)(z) · eSnϕθ−n(x′)(z′)eiSngθ−n(x′)(z′)
∣∣∣∣∣∣ (∆3)
+
∣∣∣∣∣∣(λnθ−n(x′))−1
∑
z∈T−nx (w)
uθ−n(x)(z) · eSnϕθ−n(x′)(z′)eiSngθ−n(x′)(z′)
−(λnθ−n(x′))−1
∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)eiSngθ−n(x′)(z
′)uθ−n(x′)(z
′)
∣∣∣∣∣∣ (∆4)
We now estimate each of the previous differences (∆1)–(∆4), beginning with (∆1). Theorem
5.6 and Lemma 5.9 allows us to write
(∆1) =
∣∣∣∣∣∣
∑
z∈T−nx (w)
eSnϕθ−n(x)(z)eiSngθ−n(x)(z)uθ−n(x)(z)
∣∣∣∣∣∣ ·
∣∣∣(λnθ−n(x))−1 − (λnθ−n(x′))−1∣∣∣
=
∣∣∣λnθ−n(x)∣∣∣ ∣∣∣Ln0,θ−n(x)(eiSngθ−n(x)uθ−n(x))(w)∣∣∣ ∣∣∣(λnθ−n(x))−1 − (λnθ−n(x′))−1∣∣∣
≤ Ln0,θ−n(x)(
∣∣uθ−n(x)∣∣)(w) ·
∣∣∣∣∣1−
λnθ−n(x)
λnθ−n(x′)
∣∣∣∣∣
≤ C · |ux(w)| ·
∣∣∣λnθ−n(x)∣∣∣−1 ∣∣∣λnθ−n(x) − λnθ−n(x′)∣∣∣
≤ C ·
∣∣∣λnθ−n(x)∣∣∣−1
∣∣∣∣∣
∫
Jx
Lnθ−n(x)1θ−n(x) dνx −
∫
Jx′
Lnθ−n(x′)1θ−n(x′) dνx′
∣∣∣∣∣
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≤ C ·
∣∣∣λnθ−n(x)∣∣∣−1 · Lnθ−n(x′)(1θ−n(x′))(w) · dβα(x, x′)
= C · Ln0,θ−n(x′)(1θ−n(x′))(w) · dβα(x, x′)
≤ C · dβα(x, x′).
Using (5.2), the difference (∆2) can be estimated as
(∆2) =
∣∣∣∣∣∣(λnθ−n(x′))−1
∑
z∈T−nx (w)
eiSngθ−n(x)(z)uθ−n(x)(z)
(
eSnϕθ−n(x)(z) − eSnϕθ−n(x′)(z′)
)∣∣∣∣∣∣
≤
∣∣∣λnθ−n(x′)∣∣∣−1 ∑
z∈T−nx (w)
∣∣uθ−n(x)(z)∣∣ ∣∣∣eSnϕθ−n(x)(z) − eSnϕθ−n(x′)(z′)∣∣∣
≤ C ·
∣∣∣λnθ−n(x′)∣∣∣−1 ∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)
∣∣∣eSnϕθ−n(x)(z)−Snϕθ−n(x′)(z′) − 1∣∣∣
≤ C ·
∣∣∣λnθ−n(x′)∣∣∣−1 ∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)e|Snϕθ−n(x)(z)−Snϕθ−n(x′)(z′)| ∣∣Snϕθ−n(x)(z)− Snϕθ−n(x′)(z′)∣∣
≤ C · dαJ ((x, w), (x′, w′)) ·
∣∣∣λnθ−n(x′)∣∣∣−1 ∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)
= C · dαJ ((x, w), (x′, w′)) · Ln0,θ−n(x′)(1θ−n(x′))(w′)
≤ C · dαJ ((x, w), (x′, w′)).
Similarly, using (5.3), the difference (∆3) can be estimated as
(∆3) =
∣∣∣∣∣∣(λnθ−n(x′))−1
∑
z∈T−nx (w)
uθ−n(x)(z) · eSnϕθ−n(x′)(z′)
(
eiSngθ−n(x)(z) − eiSngθ−n(x′)(z′)
)∣∣∣∣∣∣
≤
∣∣∣λnθ−n(x′)∣∣∣−1 ∑
z∈T−nx (w)
uθ−n(x)(z) · eSnϕθ−n(x′)(z′)
∣∣∣eiSngθ−n(x)(z) − eiSngθ−n(x′)(z′)∣∣∣
≤ C ·
∣∣∣λnθ−n(x′)∣∣∣−1 ∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′) · ∣∣Sngθ−n(x)(z)− Sngθ−n(x′)(z′)∣∣
≤ C · dαJ ((x, w), (x′, w′))
∣∣∣λnθ−n(x′)∣∣∣−1 ∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)
≤ C · dαJ ((x, w), (x′, w′)) · Ln0,θ−n(x′)(1θ−n(x′))(w′)
≤ C · dαJ ((x, w), (x′, w′)).
Given that u ∈ Hτ (J ), the final difference (∆4) can be estimated as
(∆4) =
∣∣∣∣∣∣(λnθ−n(x′))−1
∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)eiSngθ−n(x′)(z
′) · (uθ−n(x)(z)− uθ−n(x′)(z′))
∣∣∣∣∣∣
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≤
∣∣∣λnθ−n(x′)∣∣∣−1 ∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′) · ∣∣uθ−n(x)(z)− uθ−n(x′)(z′)∣∣
≤ C · dτJ ((x, w), (x′, w′)) ·
∣∣∣λnθ−n(x′)∣∣∣−1 ∑
z∈T−nx (w)
eSnϕθ−n(x′)(z
′)
= C · dτJ ((x, w), (x′, w′)) · Ln0,θ−n(x′)(1θ−n(x′))(w′)
≤ C · dτJ ((x, w), (x′, w′)).
All together this gives that∣∣Lrn−1,θ−1(x) ◦ · · · ◦ Lr0,θ−n(x)(uθ−n(x))(w)− Lrn−1,θ−1(x′) ◦ · · · ◦ Lr0,θ−n(x′)(uθ−n(x′))(w′)∣∣
≤ ∆1 +∆2 +∆3 +∆4
≤ C · dαJ ((x, w), (x′, w′)) + C · dβα(x, x′) + C · dτJ ((x, w), (x′, w′))
≤ C · dζJ ((x, w), (x′, w′)),
where
ζ = min {α, βα, τ} .
Upon application of Theorem 5.6 we see that the function
x 7−→
∫
Jx
Lrn−1,θ−1(x) ◦ · · · ◦ Lr0,θ−n(x)(uθ−n(x)) dνx
is βζ–Ho¨lder continuous on X with uniformly bounded Hβζ norm. The proof of Proposition
5.8 is now complete.

Remark 5.11. The proof of Proposition 5.8 gives more. We have actually shown that the
functions Lnx(ux), Ln0,x(ux), and Lnr,x(ux) are each Ho¨lder continuous on J , which applying
Theorem 5.6, would mean that each of the functions x 7−→ Lnx(ux), x 7−→ Ln0,x(ux), and
x 7−→ Lnr,x(ux) are each Ho¨lder continuous on X .
Remark 5.12. Considering Remark 5.4, we see that Proposition 5.8, provided that we
know that the function ρ is Ho¨lder on J , implies that the function
x 7−→
∫
Jx
Lrn−1,θ−1(x) ◦ · · · ◦ Lr0,θ−n(x)(ρθ−n(x)) dνx
is Ho¨lder continuous on X with uniformly bounded H norm, which satisfies condition 5 of
Theorem 3.1.
In order to show the function ρ is indeed Ho¨lder continuous over J we will first need the
following result while follows from the proof of Lemma 3.8 of [8].
Lemma 5.13. For each x ∈ X the sequence
ρx,n :=
1
n
n−1∑
k=0
Lk0,θ−k(x)1θ−k(x)
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is equicontinuous, i.e. there exists a subsequence nj such that
ρx,nj −→ ρx
uniformly.
Thus, in light of the previous remark, the following lemma establishes that the hypotheses
of Theorem 3.1 hold for DG*–systems.
Lemma 5.14. The function ρ is κ–Ho¨lder on X, where κ = min {α, βα}.
Proof. To see this we appeal to the Ho¨lder continuity of the function Ln0,θ−n(x)1θ−n(x) which
we just showed in Lemma 5.10. Since we have that the functions
ρx,n :=
1
n
n−1∑
k=0
Lk0,θ−k(x)1θ−k(x)
converge to ρx for each x ∈ X and from the proof of Lemma 5.10, we also have that for
(x, w), (x′, w′) ∈ J and each n ∈ N
|ρx,n(w)− ρx′,n(w′)| =
∣∣∣∣∣ 1n
n−1∑
k=0
Lk0,θ−k(x)1θ−k(x) −
1
n
n−1∑
k=0
Lk0,θ−k(x′)1θ−k(x′)
∣∣∣∣∣ ≤ C · dκJ ((x, w)(x′, w′)).
Thus we have that
|ρx(w)− ρx′(w′)| ≤ C · dκJ ((x, w), (x′, w′)).
In particular, we see that for z ∈ T−nx (w) and z′ ∈ T−nx′ (w′)∣∣ρθ−n(x)(z)− ρθ−n(x)′(z′)∣∣ ≤ C · γ−κn · dκJ ((x, w), (x′, w′)).
This finishes the proof. 
We have finally shown that the hypotheses of Theorem 3.1 hold for DG*–systems, and
we now have the following.
Theorem 5.15. Let T : J −→ J be a DG*–system and g ∈ H ∗α (J ). Then either there
exists a number σ2 > 0 such that the process {g ◦ T n − µ(g)}n∈N satisfies an ASIP with
limiting covariance σ2 for any error exponent larger that 1/4, or, if σ2 = 0, then we have
that
sup
n∈N
‖Sng − µ(g)‖L2(µ) <∞.
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