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Abstract
We derive new estimators of an optimal joint testing and treatment regime under
the no direct effect (NDE) assumption that a given laboratory, diagnostic, or screen-
ing test has no effect on a patient’s clinical outcomes except through the effect of the
test results on the choice of treatment. We model the optimal joint strategy using an
optimal regime structural nested mean model (opt-SNMM). The proposed estimators
are more efficient than previous estimators of the parameters of an opt-SNMM be-
cause they efficiently leverage the ‘no direct effect (NDE) of testing’ assumption. Our
methods will be of importance to decision scientists who either perform cost-benefit
analyses or are tasked with the estimation of the ‘value of information’ supplied by an
expensive diagnostic test (such as an MRI to screen for lung cancer).
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1 Introduction
1 This paper provides new estimators of an optimal joint testing and treatment regime under
the no direct effect (NDE) assumption that a given laboratory, diagnostic, or screening test
has no effect on a patient’s clinical outcomes except through the effect of the test results on
the choice of treatment. The proposed estimators are more efficient than previous estima-
tors because they efficiently leverage this ‘no direct effect (NDE) of testing’ assumption.
To fix ideas consider an HIV-infected patient whose HIV viral load has been success-
fully suppressed by first-line Highly Active Anti-Retroviral Therapy (HAART). Unfortu-
nately, partial or complete resistance to first line treatment may develop, in which case a
switch to second line treatment may be preferred, depending on the degree of subclinical
disease progression as quantified by the increase in viral load or decrease in CD4 immune
cell count in blood. At each clinic visit, therefore, the doctor and patient must decide, based
on the previous laboratory and clinical data, (1) whether to order viral load and CD4 count
tests at some cost and burden to the patient and (2) whether to switch treatment. Waiting
too long to switch treatment may result in lasting damage to the immune system resulting
in clinical deterioration and eventually AIDS and/or death. On the other hand, switching
too early or unnecessarily is unwise because there are only a limited number of alternative
treatments. Thus there is a need to determine the optimal testing and treatment regime
based on empirical analysis of observational or randomized trial data.
1This work was motivated by a talk given by James M. Robins at ENAR 2015 entitled “How to increase
efficiency of estimation when a test used to decide treatment has no direct effect on the outcome” in a session
organized by Michael R. Kosorok.
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Tests of viral load and CD4 count in themselves have no direct biological effect on a
patient. Rather the test results are used to help gauge the likely benefit of changing treat-
ment. As a consequence, appropriately timed tests may result in an increase in expected
utility, even when the financial and other costs of the test are taken into account. Of course,
to include the financial costs of a test in our utility function implies that that we can place
a monetary value on an additional year of life, usually adjusted for the quality of life. We
mention but do not further discuss this often highly contentious issue.
Our HIV example is but one of many contexts in which our methodology should be
applicable. Many laboratory, diagnostic and screening tests have no effect on the clinical
outcome of interest, except through the effect of the test results on the choice of treatment.
An area in which our new, more efficient, estimators should be particularly important is
that of cost-benefit analysis wherein the costs of expensive tests (such as an MRI to screen
for lung cancer) are weighed against the clinical value of the information supplied by the
test results (e.g. Mushlin and Fintor [17], Krahn et al. [10], Botteman et al. [3], Force
[5]). In fact there is a large literature in economics and decision science on the ‘value of
information’ (VoI), which is the increase in expected utility resulting from incorporating
costly information without a direct causal effect on the outcomes of interest (such as a
screening test) into an optimal regime (e.g. LaValle [12, 13], Gould [6], Merkhofer [15],
Hilton [8, 9], Hess [7]). More precisely, in the context of our HIV example, the VoI is
difference in expected utilities of two regimes: the optimal testing and treatment regime
versus the optimal treatment regime under the constraint that no testing is allowed. Thus
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our approach allows for more efficient estimation of the value of information.
In fact, the VoI can be directly calculated from the parameters of an optimal regime
Structural Nested Mean Models (opt-SNMM). Robins [24], building on Murphy [16], in-
troduced the opt-SNMM, a semiparametric model for estimating the optimal testing and
treatment regime from data. Under the model, the optimal testing and treatment regime is
a deterministic function of the model parameters Ψ.
Robins [24] proposed g-estimation, a semiparametric version of dynamic programming,
to estimate the parameters Ψ∗ of an opt-SNMM. Under standard assumptions required for
identification of causal effects in longitudinal settings, g-estimation of a correctly specified
opt-SNMM yields an regular, asymptotically linear (RAL) estimator Ψ˜ of Ψ∗ and thus of
the optimal joint testing and treatment regime and its value (i.e. expected utility), provided
the true law generating the data is not an exceptional law as defined in Robins [24, page
219] and the bias of Ψ˜ is of order op
(
N−1/2
)
with N the sample size. In this paper we
exclude such exceptional laws for reasons given later in the Introduction. We discuss con-
ditions required for the bias to be op
(
N−1/2
)
in Section 6.2. An estimator Ψ˜ is RAL if (i)
it is the sum of i.i.d. mean zero random variables (referred to as the influence function of
Ψ˜) plus a term of order op
(
N−1/2
)
and (ii) is locally asymptotically unbiased [29].
In this paper we show that under the NDE of testing assumption it is possible to con-
struct RAL estimators that are more efficient than the g-estimators of Robins [24]. Our
construction is not straightforward because imposing the NDE assumption does not restrict
the values of any of the parameters of our opt-SNMM (except for the last occasion before
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the end of follow-up), including those parameters that determine the optimal testing regime.
For a more comprehensive overview of SNMM, we refer interested readers to the articles
Robins [23, 24] or a more recent piece by Vansteelandt and Joffe [30].
We now briefly describe our estimator construction. Full details are given in Section
3. Robins [24] showed that the g-estimator Ψ˜ was equal to the solution of an estimating
equation 0 = Uˆ(Ψ) where, at the true Ψ∗, Ψ˜ and Uˆ(Ψ∗) were RAL estimators of Ψ∗
and 0 respectively and, in addition, were doubly robust in the sense of Bang and Robins
[1]; see Section 3 for further discussion. The new estimators Ψ˜ (b) in this paper solve
0 = Uˆ(Ψ, b) where Uˆ(Ψ, b) is the residual from the orthogonal projection (indexed by a
vector function b depending on Ψ) of the projection of (the influence function of) Uˆ(Ψ) into
a given linear space of random variables that have mean zero under the NDE assumption.
The Pythagorean Theorem then guarantees that the asymptotic relative efficiency (ARE)
VarA(Ψ˜)/VarA(Ψ˜ (b)) of the old relative to the new estimator is always greater than or
equal to 1. Furthermore the new estimator, like the old, is doubly robust.
In the paper, we assume a semiparametric model on the joint distribution of the fac-
tual and counterfactual variables defined by the restrictions that (i) the NDE assumption is
true, (ii) confounding by unmeasured variables is absent, and (iii) the opt-SNMM holds.
The regular estimator Ψ˜ (bopt) with minimum asymptotic variance under the model solves
0 = Uˆ(Ψ, bopt) where Uˆ(Ψ, bopt) is the residual from the projection (indexed by bopt) of (the
influence function of) Uˆ(Ψ) onto the space of all random variables with mean zero under
the NDE assumption. We show in Section 5.2 that, when the utility is a continuous random
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variable, this projection and thus Ψ˜ (bopt) depends on the observed data distribution through
the solutions to a set of complex integral equations [11] that do not exist in closed form. In
contrast when the utility is discrete, we obtain a closed form, non-iterative, expression for
the projection. Furthermore, in the case of a continuous utility, we propose an estimator
Ψ˜ (bsub) solving 0 = Uˆ(Ψ, bsub) with relative efficiency that can be made arbitrarily close
to that of the computationally intractable estimator Ψ˜ (bopt). Specifically Uˆ(Ψ, bsub) is the
residual from the closed-form projection (indexed by bsub) of (the influence function of)
Uˆ(Ψ) onto a large, but strict, subspace of the space of random variables with mean zero
under the NDE assumption. As the size of the chosen subspace increases, the relative effi-
ciency of Ψ˜ (bsub) approaches that of Ψ˜ (bopt). Because the projection needed to compute
Ψ˜bsub exists in closed-form it is much easier to compute than Ψ˜bopt and is therefore the
estimator we recommend.
In particular, we study the relative efficiency the estimators Ψ˜ (bsub) and Ψ˜ that, respec-
tively, do and do not use the NDE assumption as estimators of the parameters Ψ∗ of an
opt-SNMM. However, our approach is quite generic in the following sense. Consider a
semiparametric model for the joint distribution of the factual and counterfactual variables
defined by the restrictions that (i) the NDE assumption is true, (ii) confounding by unmea-
sured variables is absent, and (iii) a given semiparametric model holds with Ψ∗ the true
value of the Euclidean parameter. As one important example other than an opt-SNMM,
the given model could be a dynamic marginal structural model for a pre-specified class of
testing and treatment regimes [27, 20]. Given a doubly robust RAL estimator Ψ˜ of Ψ∗ that
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solves 0 = Uˆ(Ψ) (with Uˆ(Ψ) an unbiased estimating equations even in the absence of the
NDE assumption), the methods in this paper can be straightforwardly extended to construct
a RAL doubly robust estimator Ψ˜ (bsub) with improved efficiency compared to Ψ˜ by solv-
ing 0 = Uˆ(Ψ, bsub) where again Uˆ(Ψ, bsub) is the residual from the closed-form projection
(indexed by bsub) of (the influence function of ) Uˆ(Ψ) onto the exact same subspace as
earlier. The only difference is that Uˆ(Ψ) and its influence function differ depending on
the chosen semiparametric model (e.g. opt-SNMM vs dynamic MSM) for Ψ∗. Since our
procedure is a generic procedure applied to an initial RAL estimator Ψ˜ and we are simply
using an opt-SNMM as a particular example, we decided, as mentioned above, to exclude
exceptional laws because the opt-SNMM g-estimator Ψ˜ is not a RAL estimator under an
exceptional law.
The organization of the paper is as follows. In Section 2, we establish some notations
and review the counterfactual causal framework. In Section 3, we review opt-SNMMs and
g-estimation without imposing the NDE assumption. In Section 4, we characterize the
orthogonal complement of the nuisance tangent spaces under the NDE assumption as a
key step toward constructing more efficient estimators. In Section 5, we describe several
strategies of obtaining more efficient estimators by leveraging the NDE assumption. In
particular we describe a computationally tractable procedure in Section 5.2 to produce esti-
mators with relative efficiency that can be made arbitrarily close to the theoretically optimal
but computationally intractable estimator. Until Section 6, we always assume that all the
nuisance parameters/functions are known. In Section 6, we study the statistical properties
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of the proposed estimators when the nuisance parameters/functions are estimated from data
possibly using machine learning methodology. In Section 7, we illustrate the method on
simulated examples that demonstrates the possibility of relatively large efficiency gains. In
Section 8, we conclude with some open problems and future direction.
2 Notation, Framework, and Background
We begin by providing the notation that will be used throughout the paper. Let:
• t ∈ {0, . . . , K} index time or visits, assumed discrete, with K being the last occa-
sion;
• At be a binary {0, 1} variable denoting whether screening test is performed at time t;
• Rt denote the results of test (e.g. of viral load) if performed at t − 1 and Rt =?
otherwise;
• St be a binary {0, 1} variable denoting denoting the treatment (e.g. switching ther-
apy) at time t;
• Lt denote covariates at time t that may influence testing and treatment decisions;
• Y d denote the observed value of the health outcome utility
•
Y ≡ Y d − c
K∑
t=0
At
8
denote the total utility of interest with c being the known (utility) cost of each test;
and
• X¯t denote (X0, . . . , Xt) and
¯
Xt denote (Xt, . . . , XK) for an arbitrary vector X ≡
(X0, . . . , XK).
We assume that we observe N i.i.d. realizations of the random vector:
O ≡ (L0, R0, S0, A0, ..., LK , RK , SK , AK , Y d) .
We use capital letters to denote random variables and corresponding lower case letters to
denote specific values that random variables might take. We consider the scenario where
at each time t the chronological ordering of the variables is Lt before Rt before St before
At. Our definition of Rt implies that the results of tests at time t are not available until time
t+ 1. If the results of tests at time t were available immediately and hence could influence
St and At, we would simply redefine Rt to be the results of testing at t rather than at t− 1
and reorder as (Lt, At, Rt, St). Furthermore we let
Hm ≡
(
L¯m, R¯m, S¯m−1, A¯m−1
)
.
be the past history through time m, excluding Sm, Am.
In addition, the cost of testing at t could be made a function c
(
t,Ht, St
)
of the past
rather than a fixed constant c. We did not do so to simplify the exposition, as the required
generalization is straightforward.
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A testing and treatment regime g ≡ (g0, g1, . . . , gK) is a vector of rules or functions
gt :
(
L¯t, R¯t, S¯t−1, A¯t−1
) → (st, at) that determines the values (st, at) to which St and At
will be set given the past (L¯t, R¯t, S¯t−1, A¯t−1). We denote arbitrary regimes by g and we
adopt the counterfactual framework of Robins [19, 21] in which Yg, Y dg , Lt,g, Rt,g, St,g and
At,g are random variables representing the counterfactual data had regime g been followed.
Implicit in the notation is the assumption that the treatment regime followed by one patient
does not influence the outcome of any other patient. A testing and treatment regime is said
to be static if gt is a constant function for all t, i.e. if at any time t it stipulates that neither
the treatment nor the testing decision at t depend on past covariate and treatment history.
An example of a static regime with t indexing months would be ‘screen every other month,
and switch therapy on the twelfth month’. A regime is said to be dynamic if it stipulates
that testing and/or treatment at time t depends on past covariate and/or treatment values.
An example of a dynamic regime would be ‘test if time since last test ≥ 6 months or if last
observed viral load ≥ 200 and time since last test ≥ 2 months; switch treatment if viral
load exceeds 500 on three consecutive tests’.
We make the additional three standard assumptions that serve to identify the optimal
testing and treatment regime, even when the NDE assumption fails to hold [24]. Through-
out, let
Πm ≡ pim
(
Hm, Sm
) ≡ Pr[Am = 1|Hm, Sm] and pm (·|Hm) ≡ Pr[Sm = ·|Hm]
1. Positivity: for all m = 0, ..., K, Πm and pm
(
sm|Hm
)
for all sm in the sample space
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of Sm, are bounded away from 0 and 1 on a set of probability 1;
2. Consistency:
Y d = Y dg and Y = Yg if
(
A¯K,g, S¯K,g
)
=
(
A¯K , S¯K
)
,(
L¯t+1, R¯t+1, A¯t+1, S¯t+1
)
=
(
L¯t+1,g, R¯t+1,g, A¯t+1,g, S¯t+1,g
)
if
(
A¯t,g, S¯t,g
)
=
(
A¯t, S¯t
)
;
3. Sequential exchangeability:
(
Y dg , Yg, ¯
Lt+1,g,
¯
Rt+1,g,
¯
At,g,
¯
St,g
)q(At, St)|L¯t, R¯t, (A¯t−1, S¯t−1) = g¯t−1 (Ht−1) ∀t, g
where q stands for statistical independence and
{(
A¯t−1, S¯t−1
)
= g¯t−1
(
Ht−1
)} ≡ {(Am, Sm) = gm (Hm) ,m = 0, ..., t− 1}
Note that we could replace the vector
(
Y dg , Yg, ¯
Lt+1,g,
¯
Rt+1,g,
¯
At+1,g,
¯
St+1,g
)
in assump-
tion 3 by
(
Y dg , ¯
Lt+1,g,
¯
Rt+1,g
)
because conditional on
(
A¯t−1, S¯t−1
)
= g¯t−1
(
Ht−1
)
, (Yg,
¯
At,g,
¯
St,g)
is a deterministic function of
(
Y dg , ¯
Lt+1,g,
¯
Rt+1,g
)
andHt. For future reference, we highlight
that assumption (3) implies
E
[
YS¯t−1,A¯t−1,st,at,
¯
gt+1
∣∣∣Ht] = E [YS¯t−1,A¯t−1,st,at,
¯
gt+1
∣∣∣Ht, At, St] (1)
Throughout we call the set of three assumptions 1, 2 and 3 the identifying (ID) as-
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sumptions. Robins [22] noted that assumptions 2 and 3 do not impose restrictions on the
observed data distribution.
Robins [22] showed that under the ID assumptions, for any (st, at), the conditional
counterfactual mean E
[
YS¯t−1,A¯t−1,
¯
gt
∣∣∣Ht = h¯t] is identified and it is equal to the following,
so-called g-formula [19]
E
[
YS¯t−1,A¯t−1,
¯
gt
∣∣∣Ht = h¯t] =
=
∫
yf
(
y|h¯K , ak, sK
) [ K∏
m=t
Igm(h¯m) (am, sm)
]
×
[
K∏
m=t+1
f
(
lm, rm|h¯m−1, am−1, sm−1
)]
damdsmdlm+1drm+1dy.
Note that E
[
YS¯t−1,A¯t−1,
¯
gt
∣∣∣Ht = h¯t] depends on the law of the observed data only through
the conditional distributions f
(
y|h¯K , ak, sK
)
and f
(
lm, rm|h¯m−1, am−1, sm−1
)
for m =
t+ 1, ..., K.
Let G be the set of all regimes g satisfying the ID assumptions. Thus, for every g ∈
G, E
[
YS¯t−1,A¯t−1,
¯
gt
∣∣∣Ht = h¯t] and E [Yg] are identified. Our goal is to estimate an optimal
dynamic testing and treatment regime gopt defined as
gopt ≡ arg max
g∈G
E [Yg] (2)
and its corresponding value (i.e. expected utility) E [Ygopt ]. Since we have excluded excep-
tional laws, gopt is unique [24].
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Under the ID assumptions, gopt can be computed by dynamic programming [2] as fol-
lows. Define gopt∗ =
(
gopt∗0 , ..., g
opt∗
K
)
by the following backward recursion. First, we
define
gopt∗K
(
HK
) ≡ arg max
sK ,aK
E
[
YS¯K−1,A¯K−1,sK ,aK
∣∣HK]
and recursively for t = K − 1, ..., 0, we define
gopt∗t
(
Ht
) ≡ arg max
st,at
E
[
YS¯t−1,A¯t−1,st,at,
¯
gopt∗t+1
∣∣∣Ht] .
where for any g, YS¯t−1,A¯t−1,st,at,
¯
gt+1denotes the counterfactual total utility Y when a subject
takes her observed treatment history
(
S¯t−1, A¯t−1
)
through t − 1, and possibly contrary to
fact, takes (st, at) at t, and, for t < K the subject follows the dynamic testing and treatment
regime g from t+ 1 onward.
Robins [24] proved that under the ID conditions,
E
[
YS¯t−1,A¯t−1,
¯
gopt∗t
∣∣∣Ht] = max
¯
gt∈Gt
E
[
YS¯t−1,A¯t−1,
¯
gt
∣∣∣Ht] ,
thus proving that the dynamic programming solution gopt∗ agrees with the optimal treatment
regime gopt as defined in (2). We distinguish gopt from gopt∗ in the above to allow us to
highlight the following point. In the absence of sequential exchangeability, although still
well defined, gopt∗ need not agree with gopt because the individuals with observed history
Ht = h¯t could differ systematically from those who would have history Ht,gopt∗ = h¯t when
the regime gopt∗ is enforced.
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3 Estimator of opt-SNMM Without the NDE Assumption
In this section we review the definition and the estimation of opt-SNMMs [24] for estimat-
ing optimal dynamic regimes.
For any regime g, define the testing and treatment effect contrast
γgt (Ht, st, at) = E
[
YS¯t−1,A¯t−1,st,at,
¯
gt+1 − YS¯t−1,A¯t−1,st=0,at=0,gt+1
∣∣∣Ht, (St, At) = (st, at)] .
This contrast is the average causal effect, among subjects with the history Ht, (St, At) =
(st, at), of setting possibly contrary to fact St and At both to 0 rather than to their observed
values when, again possibly contrary to fact, the regime g is followed from time t + 1
onward.
Because YS¯t−1,A¯t−1,st=0,at=0,gt+1 does not depend on the free indices (st, at),
arg max
(st,at)
γgt (Ht, st, at) = arg max
(st,at)
E
[
YS¯t−1,A¯t−1,st,at,
¯
gt+1
∣∣∣Ht, (St, At) = (st, at)] .
It then follows, that by the arguments given in the preceding section, under the ID assump-
tions, the optimal testing and treatment regime gopt is given by the following backward
recursion for t = K,K − 1, . . . , 0,
goptt
(
Ht
)
= arg max
st,at
γg
opt
t (Ht, st, at)
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For t = 0, ..., K, let
γt(Ht, st, at) ≡ γgoptt (Ht, st, at)
and
(
Soptt (γt) , A
opt
t (γt)
) ≡ goptt (Ht) . Define
∆t(γt; γt+1) ≡ Y − γt(Ht, St, At) (3)
+
K∑
m=t+1
{
γm
(
Hm, Soptt (γt) , A
opt
t (γt)
)− γm (Hm, Sm, Am)} .
where
∑K
m=K+1 (·) ≡ 0.
By straightforward algebra it can be shown that for any t,
E[∆t(γt; γt+1)|Ht, At, St] = E[YA¯t−1,S¯t−1,at=0,st=0,
¯
goptt+1
|Ht, At, St] (4)
regardless of whether or not the ID assumptions hold. Heuristically ∆t(γt; γt+1) mimics
YA¯t−1,S¯t−1,at=0,st=0,
¯
goptt+1
in the sense that both random variables have the same mean condi-
tioning on
(
Ht, At, St
)
.
Under the ID assumptions and (4)
E[∆t(γt; γt+1)|Ht, At, St] = E[∆t(γt; γt+1)|Ht]
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Thus, in particular, for any Qt (st, at) ≡ qt(Ht, st, at) the random variable
Ut
(
qt, γt
)
≡
{
∆t(γt; γt+1)− E
[
∆t(γt; γt+1)|Ht
]}
× {Qt(St, At)− E[Qt(St, At)|Ht]}
(5)
has mean zero. In fact, Robins [24] showed that γt(Ht, St, At) is the unique function of
(Ht, St, At) satisfying γt(Ht, 0, 0) = 0 that also satisfies the condition
E
[
Ut
(
qt, γt
)]
= 0
for all qt such that Ut
(
qt, γt
)
has finite mean. Therefore γt is identified through the system
of equations for all qt.
An optimal regime Structural Nested Mean Model (opt-SNMM) assumes a parametric
model for the treatment effect contrasts γt(Ht, st, at), i.e. it assumes that
γt(Ht, st, at) = γt(Ht, st, at; Ψ∗t ) (6)
where Ψ∗t is an unknown parameter vector and γt(Ht, st, at; Ψt) is a known function equal
to 0 whenever st = at = 0 or Ψt = 0.
Under the model the optimal testing and treatment choice at t is
(
Soptt (Ψt) , A
opt
t (Ψt)
) ≡ arg max
st,at
γt(Ht, st, at; Ψt).
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for Ψ = Ψ∗. In an abuse of notation, we define ∆t(Ψt; Ψt+1) just like ∆t(γt; γt+1) but with
the functions γm
(
Hm, Sm, Am; Ψm
)
replacing the true functions γm
(
Hm, Sm, Am
)
.
The ID assumptions and the opt-SNMM model (6) determines a semiparametric model
M1 for the observed data distribution defined by the restriction that there exists a unique
Ψ∗ ≡ (Ψ∗0, ...,Ψ∗K) such that for all t = 0, 1..., K,
E[∆t(Ψ
∗
t ; Ψ
∗
t+1)|Ht, At, St] = E[∆t(Ψ∗t ; Ψ∗t+1)|Ht]
Estimators Ψˆ of Ψ∗ with the property that there exists a random variable IFi ≡ if (Oi)
with mean zero and finite variance. such that
N1/2
(
Ψˆ−Ψ∗
)
= N−1
N∑
i=1
IFi + op(1)
are called asymptotically linear and IF = if (O) is called the influence function of Ψˆ. By the
Central Limit Theorem and Slutsky’s Theorem any asymptotically linear estimator is CAN
with asymptotic variance equal to Var (IF). Furthermore any two asymptotically linear
estimators, say Ψˆ1 and Ψˆ2 with the same influence function are asymptotically equivalent
in the sense that N1/2
(
Ψˆ1 − Ψˆ2
)
= op (1) .
An estimator of Ψˆ of Ψ∗ is regular in a semiparametric model if its convergence to the
parameter is locally uniform [29]. Regularity is a necessary condition for a nominal 1− α
level Wald interval centered at the estimator to be an honest confidence interval in the sense
that there exists a sample size N∗ such that for all N > N∗ the interval attains at least its
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nominal coverage over all laws in the semiparametric model.
Influence functions of regular and asymptotic linear (RAL) estimators can be derived
from well known results in semiparametric theory. In particular, for any law P in a semi-
parametric model M, the tangent space Λ ≡ Λ (P ) at P of model M is defined as the
closed linear span of the scores at P for all one dimensional parametric submodels θ → Pθ
such that Pθ=0 = P. Given a parameter of interest, say Ψ ≡ Ψ (P ) , the nuisance tangent
space Λnuis ≡ Λnuis (P ) is the subspace of Λ (P ) generated by the scores of one dimen-
sional parametric submodels inM for which Ψ (Pθ) is constant. In a semiparametric model
M, the influence function IF ≡ IF (P ) at P of any RAL estimator of Ψ is a member of the
subspace Λ⊥nuis of mean zero random variables orthogonal to Λnuis in L2 (P ). As an exam-
ple, in our semiparametric model M1 the set of functions of
(
At, St,Ht
)
that have mean
zero given Ht with finite second moment are elements of the nuisance tangent space for
model M1, which we shall denote by Λ1,nuis. This reflects the fact that model M1 places no
restrictions on the law of (St, At) given Ht. The set of all conditional scores for f[at, st|Ht]
are all functions of
(
At, St,Ht
)
in L2 (P ) that have mean zero given Ht. Therefore, all
elements of Λ⊥1,nuis must be uncorrelated to all such functions.
Robins [24, Theorem 3.3, eq (3.10)] proved the following Theorem which gives the
orthogonal complement to the nuisance tangent space Λ⊥1,nuis for Ψ
∗ under modelM1.
Theorem 1 In modelM1
Λ⊥1,nuis =
{
U (q,Ψ∗) =
K∑
t=0
Ut (qt,Ψ
∗
t ) ; qt(Ht, at, st)
}
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where the qt are vector functions of dim (Ψ∗t ) that are unrestricted except for the require-
ment E
[
Ut (qt)
2] < +∞ and, with Qt (st, at) ≡ qt(Ht, st, at) and
Ut (qt,Ψt) =
{
∆t(Ψt; Ψt+1)− E
[
∆t(Ψt; Ψt+1)|Ht
]}×{Qt(St, At)− E[Qt(St, At)|Ht]} .
Furthermore, Ut (qt,Ψt) is a doubly robust estimating function in the sense that it has
mean zero if either (but not both) E
[
∆t(Ψ
∗
t ; Ψ
∗
t+1)|Ht
]
or E[Qt(St, At)|Ht] is replaced by
an arbitrary function of Ht.
Since E [U (q,Ψ∗)] = 0, this suggests that one solves Pn [U (q,Ψ)] = 0 to estimate
Ψ∗. Assuming that E [U (q,Ψ)] = 0 has a unique solution and that ∂
∂Ψ
E [U (q,Ψ)]
∣∣
Ψ=Ψ∗
is invertible, Ψ̂ (q) will be a RAL estimator of Ψ∗ under standard regularity conditions.
For a specific choice qopt = qopt (P ) of q, the estimator Ψ̂ (qopt) attains semiparamet-
ric efficiency bound. Because of its dependence on P , qopt would have to be estimated
from the data. However, because of the computational complexity of doing so, in practice,
investigators will use a heuristic choice of q that generally does not depend on the data.
In the sequel, we will show that by incorporating the assumption of no direct effect
of testing we can, for any choice of q, construct estimators that may be considerably
more efficient than Ψ̂ (q). However, Ψ̂ (q) is not feasible because U (q,Ψ∗) depends
on the unknowns E
[
∆t(Ψt; Ψt+1)|Ht
]
and E[Qt(St, At)|Ht]. A feasible estimator Ψ˜(q)
solves Pn
[
Uˆ (q,Ψ)
]
= 0 where Uˆ (q,Ψ) is defined like U (q,Ψ) but with estimates
Ê
[
∆t(Ψt; Ψt+1)|Ht
]
and Ê[Qt(St, At)|Ht] replacing the unknown true expectations. We
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discuss feasible estimators in Section 6. Until then, for pedagogical reasons, we restrict
our discussion to infeasible, also called oracle, estimators, because the concepts and cal-
culations underlying our methodology for constructing more efficient estimators under the
NDE assumption are similar for feasible and infeasible estimators, but much easier to ex-
plain for infeasible estimators.
Before moving to the next section to discuss the NDE testing assumption, we briefly
discuss how the optimal value E [Ygopt ] is estimated. Given oracle estimators Ψ̂ ≡ Ψ̂ (q),
we estimate the optimal value E [Ygopt ] by noting E [∆0(Ψ∗0; Ψ
∗
1)] = E
[
Ya0=0,
¯
gopt0
]
and hence
E [Ygopt ] = E
[
∆0 (Ψ
∗
0; Ψ
∗
1) + γ0
(
L0, R0, S
opt
0 (Ψ
∗
0) , A
opt
0 (Ψ
∗
0) ; Ψ
∗
0
)]
.
Our oracle estimate of E [Ygopt ] is then
PN
[
∆0
(
Ψˆ0; Ψˆ1
)
+ γ0
(
L¯0, R¯0, S
opt
0
(
Ψˆ0
)
, Aopt0
(
Ψˆ0
)
; Ψˆ0
)]
.
4 The No Direct Effect of Testing assumption
The restriction
Y da¯K ,s¯K = Y
d
a¯′K ,s¯K
∀a¯K , a¯′K , s¯K (7)
encodes the assumption that testing history A¯K has no direct effect on observed health
outcome Y d not through treatment S¯K . For ease of reference we call (7) the NDE of testing
assumption, or for short, just the NDE assumption. The assumption means that if we
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intervene and set the treatment history S¯K to any s¯K , then further intervening on testing
A at any time has no effect on the health outcome Y d. [Note however that At has a direct
effect on the total utility Y = Y d − c∑tAt for c 6= 0 when NDE of testing is true for the
health outcome Y d.]
Consider the model defined by the identifying assumptions 1-3 and the assumption
(7). Robins [22] showed that such model determines a model M2 for the observed data
characterized, possibly up to inequality constraints, by the set of restrictions
E
[
bt(Ht,
¯
St, Y
d)
Wt+1
∣∣∣∣Ht, St, At] = E [ bt(Ht, ¯St, Y d)Wt+1
∣∣∣∣Ht, St] for any bt, t = 0, . . . , K (8)
where
Wt ≡
K∏
m=t
pm(Sm|Hm), (9)
or equivalently, {
E
[
Db,t|Ht, St
]
= 0 for any bt, t = 0, . . . , K
}
(10)
where
Db,t ≡ bt(Ht, ¯St, Y
d)
Wt+1
(
At − E
[
At|St,Ht
])
The intuition behind these restrictions is that, under the identifying and NDE assump-
tions, weighting by W−1t+1, the inverse of the probability of observed values of ¯
St+1, mimics
a world in which
(
¯
St+1, Y
d
)
is independent of At given
(
Ht, St
)
. In fact, we have the
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following Theorem. In what follows, for any bt, t = 0, . . . , K, we let
Tb,t ≡ Db,t−
{
E
[
Db,t|Ht, St, At
]− E [Db,t|Ht, St]}− K∑
m=t+1
{
E
[
Db,t|Hm, Sm
]− E [Db,t|Hm]} ,
(11)
Bt ≡
{
bt
(
Ht,
¯
St, Y
d
)
: E
[
T 2b,t
]
< +∞}
and
Tt ≡ {Tb,t; bt ∈ Bt} .
Theorem 2 The space Λ⊥2 of mean zero random variables orthogonal to the tangent space
Λ2 of modelM2 is given by
Λ⊥2 = T0 + · · ·+ TK
=
{
Tb ≡
K∑
t=0
Tb,t; b ≡ (b0, ..., bK) with bt ∈ Bt, t = 0, ..., K
}
Proof. Since the model is defined by the unbiased estimating equations (10), and pm(Sm|Hm)
and pm(Am|Hm, Sm) are unconstrained under the model, it follows that Λ⊥2 must be com-
prised of linear combinations of the residuals from the orthogonal projections in L2 (P ) of
Db,t onto scores for arbitrary parametric submodels for pm(Sm|Hm) and pm(Am|Hm, Sm).
Thus, any element of Λ⊥2 must be linear combinations of random variables of the form∑K
t=0 Rb,t where
Rb,t = Db,t−
K∑
m=t
{
E
[
Db,m|Hm, Sm, Am
]− E [Db,m|Hm, Sm]}− K∑
m=t+1
{
E
[
Db,t|Ht, St
]− E [Db,t|Ht]}
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However, the terms E
[
Db,t|Hm, Am, Sm
] − E [Db,t|Hm, Sm] occurring in Rb,t are 0 for
m > t, as then E
[
Db,t|Hm, Am, Sm
]
does not depend on Am since
E
[
Db,t|Hm, Am, Sm
]
= E
[
bt(Ht,
¯
St, Y
d)
Wm+1
∣∣∣∣Hm, Am, Sm] (At − E
[
At|St,Ht
]
)∏m
j=t+1 pj(Sj|Hj)
= E
[
bt(Ht,
¯
St, Y
d)
Wm+1
∣∣∣∣Hm, Sm] (At − E
[
At|St,Ht
]
)∏m
j=t+1 pj(Sj|Hj)
where the last equality follows from (8) . Thus Rb,t = Tb,t as defined in (11).
We will now provide an algebraically equivalent expression for Tb,t that will be useful
for the developments in the next section.
For 0 ≤ t ≤ j ≤ K define W jt ≡
∏j
m=t pm(Sm|Hm) and for j < t define W jt ≡ 1.
Given an arbitrary functions η†k(Hk, Sk), k = 0, ...K define for k = 0, ...K
yk+1,η†k+1
(Hk+1) ≡
∑
sk+1
η†k+1(Hk+1, sk+1)
Notice that yk+1,η†k+1(Hk+1) coincides with E
[
η†k+1(Hk+1,Sk+1)
pk+1(Sk+1|Hk+1)
∣∣∣∣Hk+1] .
In addition, given a fixed time t and a function bt(Ht,
¯
St, Y
d) define
ηK(HK , SK) = E
[
bt(Ht,
¯
St, Y
d)|HK , SK
]
and for k = K − 1, ..., t define recursively
ηk(Hk, Sk) ≡ E
[
yk+1,ηk+1(Hk+1)|Hk, Sk
]
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Define also yK+1,ηK+1(Hk+1) ≡ bt(Ht, ¯St, Y
d). In the preceding definitions we have sup-
pressed the dependence on the time index t and the function bt to simplify the notation.
Lemma 3 (Alternative expression for Tb,t) For any bt(Ht,
¯
St, Y
d) it holds that
Tb,t
=
[
bt(Ht,
¯
St, Y
d)
WKt+1
− ηt(Ht, St)−
K∑
k=t+1
1
W k−1t+1
{
ηk(Hk, Sk)
pk
(
Sk|Hk
) − yk,ηk(Hk)
}]
(At − Πt)
=
[
K+1∑
k=t+1
1
W k−1t+1
{
yk,ηk(Hk)− ηk−1(Hk−1, Sk−1)
}]
(At − Πt) (12)
Corollary 4 Tb,t is doubly robust in the sense that it has mean zero if (i) ηk(·, ·) are replaced
by arbitrary functions for all k = 0, ..., K or, (ii) pk
(
Sk|Hk
)
and Πt are replaced by
arbitrary conditional probability functions.
Proof. Suppose that ηk is replaced by an arbitrary function η†k for all k = t, ...,K. In
the first expression for Tb,t, (a) E
[
bt(Ht,
¯
St,Y d)
WKt+1
(At − Πt)
∣∣∣Ht, St] = 0 by the restriction of
model M2, (b) E
[
η†t (Ht, St) (At − Πt)
∣∣∣Ht, St] = 0 because Πt ≡ E [At|Ht, St] and (c)
for k > t
E
[
1
W k−1t+1
{
η†k(Hk, Sk)
pk
(
Sk|Hk
) − yk,η†k(Hk)
}∣∣∣∣∣Ht, St
]
=E
[
1
W k−1t+1
E
[{
η†k(Hk, Sk)
pk
(
Sk|Hk
) − yk,η†k(Hk)
}∣∣∣∣∣Hk
]∣∣∣∣∣Ht, St
]
= 0
because yk,η†k(Hk) coincides E
[
η†k(Hk,Sk)
pk(Sk|Hk)
∣∣∣∣Hk]. On the other hand, suppose that pk (Sk|Hk)
and Πt are replaced by arbitrary conditional probability functions p
†
k
(
Sk|Hk
)
and Π†t . In
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the second expression for Tb,t,
E
[
1
W †k−1t+1
{
yk,ηk(Hk)− ηk−1(Hk−1, Sk−1)
}(
At − Π†t
)∣∣∣∣∣Hk−1, Sk−1
]
=
1
W †k−1t+1
(
At − Π†t
)
E
[{
yk,ηk(Hk)− ηk−1(Hk−1, Sk−1)
}∣∣Hk−1, Sk−1] = 0
because by definition, yk,ηk and ηk do not depend on the conditional probabilities of pt
(
St|Ht
)
and pit
(
Ht
)
for any t and ηk−1(Hk−1, Sk−1) ≡ E
[
yk,ηk(Hk)
∣∣Hk−1, Sk−1].
5 Doubly robust oracle estimators of Ψ∗ with improved
efficiency
5.1 Sub-optimal estimators with improved efficiency
Let the semiparametric model M = M1 ∩ M2 consist of the set of observed data laws
that satisfy the restrictions of models M1 and M2. Since under model M2, E [Tb] = 0 for
b≡ (b0, ..., bK)> where Tb ≡
∑K
t=0 Tb,t and Tb,t is defined as in (12), then under model M
we can enlarge the class of unbiased estimating functions to functions of the form
U (q, b, c,Ψ) ≡ U (q,Ψ)− cTb
for any constant vector c of the same dimension as Ψ. For any c, assume the solution
Ψˆ (q,b, c) of the infeasible estimating equation Pn [U (q, b, c,Ψ)] = 0 is unique and asymp-
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totically linear. Note that Ψˆ (q) defined in Section 3 is the same as Ψˆ (q,b, c) for b identi-
cally zero. Then,
√
N
{
Ψˆ (q,b, c)−Ψ∗
}
converges to a mean zero random variables with
variance equal to
Voracle (q,b, c) ≡ J−1var [U (q,Ψ∗)− cTb] J−1>
where J = ∂
∂Ψ> E [U (q, b)]|Ψ=Ψ∗ = ∂∂Ψ> E [U (q)]|Ψ=Ψ∗ . Since J does not depend on c or
b, the optimal choice of c is then given by the population least squares vector copt (q,b,Ψ∗) =
E [U (q,Ψ∗)Tb] /Pn [T 2b ]. This is because for such choice,
copt (q,b,Ψ
∗) = arg min
c
var [U (q,Ψ∗)− cTb] .
Hence forth, we only consider estimators Ψˆ (q,b) ≡ Ψˆ (q,b, copt) and so suppress copt =
copt (q,b,Ψ
∗) in the notation. We then have the following.
Theorem 5 Suppose Ψˆ (q,b) is a RAL estimator of Ψ∗. Then its influence function is equal
to J−1 {U (q,Ψ∗)− copt (q,b,Ψ∗)Tb} . Consequently,
√
N
{
Ψˆ (q,b)−Ψ∗
}
is asymptoti-
cally normal with mean zero and variance equal to
Voracle (q,b) ≡ Voracle (q,b,copt (q,b,Ψ∗)) .
Remark 6 Because Ψˆ (q) has influence function J−1U (q,Ψ∗) it then follows that Ψˆ (q)
will have asymptotic variance Voracle (q,b = 0) which is greater than Voracle (q,b) whenever
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E [U (q,Ψ∗)Tb] 6= 0.
5.2 Optimal and near optimal oracle estimators with improved effi-
ciency
Since our goal is to improve efficiency as much as possible we will next turn to the question
of finding the function bopt (q) that minimizes Voracle (q,b) for any given q. To do so, we
first define the orthogonal projection of a mean zero random variable U onto a closed
linear space z of mean zero random variables to be the unique element F ∗ ∈ z defined as
F ∗ = arg minF∈z var [U − F ] in the positive definite sense.
Now for any two nested subspaces Ω2,l ⊂ Ω2,l′ ⊆ Λ⊥2 . let Tbl and Tbl′be equal to
Π [U (q,Ψ∗) |Ω2,l] and Π [U (q,Ψ∗) |Ω2,l′ ]. From the definition of a projection, var (Tbl) ≤
var(Tbl′ ) and copt (q,bl,Ψ
∗) = copt (q,bl′ ,Ψ∗) = 1. It follows that Voracle (q,bl) ≥ Voracle (q,bl′),
demonstrating that the larger the subspace Ω2,sub of Λ⊥2 one projects on, the more efficient
the estimator Ψˆ (q,bsub). It also follows that bopt (q) is the unique function b = (b0, ..., bK)
that satisfies Tb = Π
[
U (q,Ψ∗) |Λ⊥2
]
. Here each bt ∈ Bt is a column vector function of the
same dimension as Ψ∗t , t = 0, ..., K.
Our next task is to characterize Π
[
U |Λ⊥2
]
for any random variable U . In the Appendix
A.2 we show that when U is a continuous random variable Π
[
U |Λ⊥2
]
is a solution to a
set of complex integral equations that do not exist in closed form. However, for U a dis-
crete random variable with finite sample space we will give below a closed form expres-
sion for Π
[
U |Λ⊥2
]
. Furthermore, in the case of a continuous U , we will derive a closed
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form expression for Π [U |Ω2,sub] for a particular subspace Ω2,sub ⊂ Λ⊥2 . We will argue
that the associated estimator Ψ̂sub (q, bsub (q)) where Tbsub = Π [U (q,Ψ∗) |Ω2,sub] should
have efficiency nearly equal to that of the computationally intractable optimal estimator
Ψ̂ (q, bopt (q)) based on Π
[
U (q,Ψ∗) |Λ⊥2
]
. Our results are corollaries of the next theorem,
proved in Appendix A.1.
In what follows for t = 0, ..., K, let Tt be a fixed δt × 1 random vector and let
Γt ≡
{
dt
(
Ht
)
Tt : dt
(
Ht
)
any 1× δt vector with cov
[
dt
(
Ht
)]
<∞} ,
For j = 0, ..., K, define
T
(K)
j ≡ Tj
and define also recursively for t = K − 1, · · · , j,
T
(t)
j ≡ T (t+1)j − E
[
T
(t+1)
j T
(t+1)>
t+1
∣∣∣Ht+1]E [T (t+1)t+1 T (t+1)>t+1 ∣∣∣Ht+1]−1 T (t+1)t+1
Theorem 7 For any r.v. U,
Π [U |Γ0 + ...+ ΓK ] =
K∑
t=0
d∗t
(
Ht
)
Tt
where
d∗0
(
H0
) ≡ E [UT (0)>0 ∣∣∣H0]E [T (0)0 T (0)>0 ∣∣∣H0]−1 (13)
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and for t = 1, ..., K,
d∗t
(
Ht
) ≡ E[{U − t−1∑
j=0
d∗j
(
Hj
)
T
(t)
j
}
T
(t)>
t
∣∣∣∣∣Ht
]
E
[
T
(t)
t T
(t)>
t
∣∣∣Ht]−1 . (14)
The preceding theorem has the following important consequences. Let St denote the
sample space of the treatment variable St and let It be the card (St × ...× SK)× 1 vector
of whose elements are the indicators that
¯
St take a specific value
¯
st ∈ St × ... × SK , i.e.
It ≡
(
Ist (¯
St)
)
¯
st∈St×...×SK . Next, for any given r × 1 vector ϕ (Y ) ≡ (ϕ0 (Y ) , ..., ϕr (Y ))
of linear independent functions of Y, define for each t = 0, ..., K, the δt×1 vector function
b∗t
(
Ht, Y,
¯
St
)
=
(
ϕ0 (Y ) I
>
t+1, ϕ1 (Y ) I
>
t+1, · · · , ϕK (Y ) I>t+1
)>
. (15)
where δt ≡ card (St × ...× SK) r. Note b∗t
(
Ht, Y,
¯
St
)
does not actually depend on Ht.
Then, clearly the set Ω2,t,sub defined as Γt,sub but with Tb∗,t instead of Tt is a subspace of
Tt. In particular, we have the following important corollary.
Corollary 8 Consider the space Ω2,sub = Ω2,0,sub + ...+ Ω2,K,sub. Then
Π [U (q,Ψ∗) |Ω2,sub] =
K∑
t=0
d∗t
(
Ht
)
Tb∗,t (16)
where d∗t
(
Ht
)
is defined as in (13) and (14) but with Tt replaced by Tb∗,t. In particular,
when Y is discrete and r is the cardinality of the sample space of Y then Λ⊥2 = Ω2,sub and
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consequently
Π
[
U (q,Ψ∗) |Λ⊥2
]
=
K∑
t=0
d∗t
(
Ht
)
Tb∗,t. ≡ bsub,t (q)
where bsub (q) = (bsub,0 (q) , ..., bsub,K (q))
Remark 9 Consider the case where Y is continuous and ϕ (Y ) is the vector of the first
r elements of a complete basis for L2 (µ) for µ the Lebesgue measure. Then as r → ∞,
Π [U (q,Ψ∗) |Ω2,sub] =
∑K
t=0 d
∗
t
(
Ht
)
Tb∗,t should converge to Π
[
U (q,Ψ∗) |Λ⊥2
]
. As a con-
sequence, by choosing r → ∞ slowly with the sample size N , the asymptotic variance
Voracle (q,bsub (q)) of Ψ̂ (q, bsub (q)) should converge to the asymptotic variance Voracle (q,bopt (q))
of Ψ̂ (q, bopt (q)) and thus the oracle estimators Ψ̂ (q, bsub (q)) and Ψ̂ (q, bopt (q)) should be
asymptotically equivalent.
6 Doubly Robust Nearly Efficient Estimation
6.1 Inefficient Estimators
In this section we finally consider feasible estimators of Ψ∗. To do so we shall need to
estimate the unknown conditional means and densities (hereafter nuisance functions) that
are present in the oracle estimator Ψ̂ (q, b). We will consider state-of-the-art so-called dou-
bly robust machine learning (DR-ML) estimators Ψ˜ (q, b) in which the nuisance functions
are estimated by arbitrary machine learning algorithms chosen by the analyst. We need to
use sample splitting because the functions estimated by many machine learning algorithms
(e.g. deep neural nets) have unknown statistical properties and, in particular, may not lie in
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a so-called Donsker class (see e.g. van der Vaart and Wellner [28, Chapter 2]) - a condition
generally needed for asymptotic linearity when we do not split the sample. The cross-fit
estimator, Ψ˜cf (q, b) (defined below) is a DR-ML estimator that can recover the information
lost due to sample splitting, provided that Ψ˜cf (q, b) is asymptotically linear.
The following algorithm computes Ψ˜cf :
(i) The N study subjects are randomly split into 2 parts: an estimation sample of size n
and a nuisance sample of size nNu = N − n with n/N ≈ 1/2.
(ii) Estimate all the unknown conditional expectation and density functions occurring in
U (q, b,Ψ) ≡ U (q,Ψ)− copt (q, b,Ψ)Tb from the nuisance sample data by machine
learning. The unconditional expectations in copt (q, b,Ψ) are also estimated from the
nuisance sample.
(iii) Define Uˆ (q, b,Ψ) to be U (q, b,Ψ) ≡ U (q,Ψ) − copt (q, b,Ψ)Tb except with the
estimated nuisance functions substituted for the known nuisance functions. Find the
(assumed unique) solution Ψ˜est (q, b) to
Pestn
[
Uˆ (q, b,Ψ)
]
= 0
where Pestn is the sample average operator in the estimation sample
(iv) Let
Ψ˜cf (q, b) =
{
Ψ˜est (q, b) + Ψ˜est (q, b)
}
/2
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where Ψ˜est (q, b) is Ψ˜est (q, b) but with the training and estimation sample reversed.
Remark 10 We chose to split the data in half to facilitate exposition. One can also divide
the data into M > 2 equal sized groups, construct M separate estimators by using each
group as the estimation sample and the other M − 1 groups as the nuisance sample, and
finally obtain Ψ˜cf (q, b) as the average of the M estimators. The choice of M in the range
5 to 10 usually gives better finite sample performance.
Remark 11 Because conditional expectations of functions that depend on Ψ must be esti-
mated in step (ii) of the algorithm, the estimator Ψ˜est (q, b) must, in general, be solved iter-
atively and may be difficult to compute and analyze. However, Ψ˜est (q, b) exists as a doubly
robust, non-iterative, closed form estimator, whenever, for each t, a) γt(Ht, St, At; Ψt) is a
linear model, i.e.,
γt(Ht, St, At; Ψt) = Ψ>t Wt
for a given vector Wt = wt(Ht, St, At)
b) Ψt and Ψt′ are variation independent for t 6= t′, and c) the algorithm used to compute
Ψ˜est (q, b) (i) estimates the Ψ∗t recursively for t = K, .., 0 and (ii) outputs conditional
expectations estimators satisfying
Ê
[
∆t(Ψt; Ψ̂t+1)|Ht
]
(17)
= Ê[Y +
K∑
m=t+1
γm
(
Hm, Soptm
(
Ψ̂m+1
)
, Aoptm
(
Ψ̂m+1
)
; Ψ̂m
)
|Ht]−Ψ>t Ê
[
Wt|Ht
]
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The resulting closed form estimator of Ψ˜est (q, b) never requires, for any t, that one estimate
a conditional expectation of a function of a free (ie yet to be estimated) Ψt and thus is easy
to analyze. The explicit formula for the closed form estimator in a simple example is given
in Section 7. It should be noted that the restriction imposed by eq. 17 will not be satisfied
by many machine learning algorithms, which limits the ML algorithms available if a closed
form estimator is desired.
6.2 Asymptotic properties of the proposed estimators
We next derive the statistical behaviors of the feasible estimators defined above. To do
so we first need to derive the conditional biases E
[
Uˆ (q,Ψ) |Nu
]
, E
[
Uˆ (q, b,Ψ) |Nu
]
and
E
[
Tˆb,t|Nu
]
given the nuisance sample (Nu) of the estimating equations Uˆ (q,Ψ), Uˆ (q, b,Ψ)
and Tˆb,t as estimators of zero.
Lemma 12
E
[
Uˆ (q,Ψ) |Nu
]
=
K∑
t=0
E
[(
Eˆ− E
) [
∆t
(
Ψt; Ψt+1
) |Ht] (Eˆ− E) [Qt(St, At)|Ht] |Nu] (18)
and
E
[
Uˆ (q, b,Ψ) |Nu
]
= E
[
Uˆ (q,Ψ) |Nu
]
− ĉopt (q, b,Ψ)
K∑
t=0
E
[
Tˆb,t|Nu
]
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where
E
[
Tˆb,t|Nu
]
(19)
=
K+1∑
j=t+1
j−1∑
m=t+1
E


1
Wˆm−1t+1
(
1
pˆm(Sm|Hm) −
1
pm(Sm|Hm)
)
1
W j−1m+1
×
{
E
[
yj,ηˆj,t(Hj)|Hj−1, Sj−1
]
− ηˆj−1,t(Hj−1, Sj−1)
}

(
At − Πˆt
)
|Nu

+
K+1∑
j=t+1
E
[
1
W j−1t+1
{
E
[
yj,ηˆj,t(Hj)
∣∣∣Hj−1, Sj−1]− ηˆj−1,t(Hj−1, Sj−1)}(Πt − Πˆt) |Nu
]
The proof of this lemma is in the Appendix A.3.
Theorem 13 If a) E
[
Uˆ (q,Ψ) |Nu
]
and E
[
Tˆb,t|Nu
]
are op(n−1/2) and therefore E
[
Uˆ (q, b,Ψ) |Nu
]
is op(n−1/2) and b) all the estimated nuisance conditional expectations and density func-
tions converge to their true values in L2 (P ), then
Ψ˜est(q, b)−Ψ = n−1
n∑
i=1
IFi + op(n
−1/2)
Ψ˜cf (q, b)−Ψ = N−1
N∑
i=1
IFi + op(N
−1/2)
where IF = IF (q, b,Ψ∗) = J−1 (U (q,Ψ)− copt (q, b,Ψ∗)Tb)−Ψ∗
is the influence function of Ψ˜est(q, b), Ψˆest(q, b), and Ψ˜cf (q, b). Further n1/2(Ψ˜est(q, b)−
Ψ) converges conditionally and unconditionally to a normal distribution with mean zero
Ψ˜cf (q, b) is a regular, asymptotically linear estimator of Ψ∗ with asymptotic variance equal
to var [IF] for Ψ∗ in modelM.
Proof. The proof of Theorem 13 is standard; See for example Chernozhukov et al. [4].
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6.3 Sufficient conditions for bias to be op(n−1/2)
We now briefly discuss when the two bias terms E
[
Uˆ (q,Ψ) |Nu
]
and E
[
Tˆb,t|Nu
]
are
op(n
−1/2). The first bias term can be controlled as follows
∣∣∣E [Uˆ (q,Ψ) |Nu]∣∣∣
≤
K+1∑
t=0
∥∥∥(Eˆ− E) [∆t (Ψt; Ψt+1) |Ht]∥∥∥ ∥∥∥(Eˆ− E) [Qt (St, At) |Ht]∥∥∥
where ‖ · ‖ is the L2(P )-norm. Then a sufficient condition under which
∣∣∣E [Uˆ (q,Ψ) |Nu]∣∣∣
is op(n−1/2) is
max
t=0,...,K
∥∥∥(Eˆ− E) [∆t (Ψt; Ψt+1) |Ht]∥∥∥ ∥∥∥(Eˆ− E) [Qt (St, At) |Ht]∥∥∥ = op (n−1/2) .
That is, for every t, the rate of convergence in L2 (P ) of Eˆ
[
∆t
(
Ψt; Ψt+1
) |Ht] to
E
[
∆t
(
Ψt; Ψt+1
) |Ht]multiplied by rate of convergence of Eˆ [Qt(St, At)|Ht] to E [Qt(St, At)|Ht]
be op(n−1/2). A bias that can be expressed as the sum of the product of the errors in the
estimation of two different nuisance functions is referred to as rate double robustness by
Smucler et al. [26].
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A sufficient condition under which
∣∣∣E [Uˆ (q,Ψ) |Nu]∣∣∣ is op(n−1/2) is
∣∣∣∣∣
K∑
t=0
E
[
Tˆb,t|Nu
]∣∣∣∣∣
≤
K∑
t=0
K+1∑
j=t+1
1
%j−t−1
∥∥∥(E− Eˆ) [yj,ηˆj,t |Hj−1, Sj−1]∥∥∥

‖Πt − Πˆt‖
+ supt |At−Πˆt|
%−1
∑j−1
m=t+1
∥∥∥ 1
pˆm(Sm|Hm) −
1
pm(Sm|Hm)
∥∥∥

= op(n
−1/2)
where % is some constant that upper bounds
max{ max
t=0,...,K
{pt(St|Ht)}, max
t=0,...,K
{pˆt(St|Ht)}}
which is possible by the positivity condition (1). That is, the rates of convergence of
pˆm(Sm|Hm) to pm(Sm|Hm) and Πˆt to Πt times the rate of convergence of ηˆj−1,t(Hj−1, Sj−1) =
Ê
[
yj,ηˆj,t(Hj)|Hj−1, Sj−1
]
to E
[
yj,ηˆj,t(Hj)|Hj−1, Sj−1
]
is op(n−1/2). Thus E
[
Tˆb,t|Nu
]
is
also rate doubly robust.
Remark 14 (A Nearly Efficient Estimator Ψ˜est(q, b̂sub)) It follows under the sufficient
conditions described above the estimator Ψ˜est(q,bsub) is RAL with asymptotic variance
Voracle (q,bsub (q)) which, as discussed earlier, is exactly or nearly equal to Voracle (q,bopt (q))
depending on whether Y has finite or continuous support. However Ψ˜est(q,bsub) is not a
feasible estimator because bsub (q) = (bsub,0 (q) , ..., bsub,K (q)) depends on the unknown
nuisance functions of the distribution generating the data. Therefore let b̂sub be bsub ex-
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cept with the unknown nuisance functions replaced by estimates computed from the nui-
sance sample. Then, under the weak condition that b̂sub converges to bsub in L2 (P ) ,
Ψ˜est(q, b̂sub)will be asymptotically equivalent to Ψ˜est(q,bsub) with the same influence
function and asymptotic variance. Therefore Ψ˜est(q, b̂sub) is the estimator we recommend
when the NDE assumption is true.
7 Simulation studies
7.1 Simulation setup
To save space, we defer the description of the two data generating processes (DGP1 +
DGP2) used in the simulation studies to Appendix A.4. Both simulations only consist of
two occasions (i.e. K = 1). In particular, we only have one occasion of screening test
decision to make at the initial time point t = 0. 250 simulated datasets were generated to
compute the Monte Carlo summary statistics for all the results reported in Section 7.3.
7.2 Data analysis strategy
In the data analysis, since all random variables but Y are {0, 1}-valued (R1 has an extra
missingness category), we can estimate the population (conditional) expectations by com-
puting the empirical means of each strata of the binary random variables being conditioned
on.
For the NDE assumption adjustment, since there is just one screening test occasion A0,
we only need to find one optimal function b0
(
H0,
¯
S0, Y
d
)
. Specifically, we optimize over
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the following form of b0
(
H0,
¯
S0, Y
d
)
’s:
b0
(
H0,
¯
S0, Y
d
)
= β>0,8m
 L0S0S1ϕ>m(Y d), L0S0(1− S1)ϕ>m(Y d), L0(1− S0)S1ϕ>m(Y d), L0(1− S0)(1− S1)ϕ>m(Y d),
(1− L0)S0S1ϕ>m(Y d), (1− L0)S0(1− S1)ϕ>m(Y d), (1− L0)(1− S0)S1ϕ>m(Y d), (1− L0)(1− S0)(1− S1)ϕ>m(Y d)

>
:= β>0,8mϕ˘m(L0, S0, S1, Y
d)
where ϕm(·) : R → Rm is an m-dimensional vector of (basis) functions, e.g. natural
splines, wavelets, etc. In particular, we choose m = 4 and ϕm as the 4-knot cubic spline
basis. Then finding the optimal b0
(
H0,
¯
S0, Y
d
)
is equivalent to finding the optimal coeffi-
cients β0,8m.
Remark 15 In particular, the given form of b0
(
H0,
¯
S0, Y
d
)
above can be represented as a
special case of eq. (16) in Corollary 8, with
d∗0(L0) = β
>
0,8m ◦
L0, . . . , L0︸ ︷︷ ︸
m copies
, 1− L0, . . . , 1− L0︸ ︷︷ ︸
m copies
>
where ◦ is the matrix Hadamard product and
b∗0
(
H0,
¯
S0, Y
d
)
=
 S0S1ϕm(Y d), S0(1− S1)ϕm(Y d), (1− S0)S1ϕm(Y d), (1− S0)(1− S1)ϕm(Y d),
S0S1ϕm(Y
d), S0(1− S1)ϕm(Y d), (1− S0)S1ϕm(Y d), (1− S0)(1− S1)ϕm(Y d)

>
8×1
is a special case of eq. (15).
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Now the corresponding Tb,0 is simply
Tb,0
= β>0,8m

ϕ˘m(L0,S0,S1,Y
d)
p1(S1|H1) − E
[
ϕ˘m(L0,S0,S1,Y
d)
p1(S1|H1) |L0, S0
]
−
(
E
[
ϕ˘m(L0,S0,S1,Y
d)
p1(S1|H1) |L1, S1
]
− E
[
ϕ˘m(L0,S0,S1,Y
d))
p1(S1|H1) |L1
])
 (A0 − Π0)
:= β>0,8mT˘b,0
Then for any random variable U , the optimal β∗,U0,8m corresponding to the projection of
U onto Tb,0 is simply
β∗,U0,8m =
{
E
[
T˘b,0T˘
>
b,0
]}−1
E
[
UT˘b,0
]
. (20)
We now describe how to estimate the opt-SNMM parameters Ψ0 and Ψ1, each of which
could be multidimensional. U0 and U1 are chosen to have the following forms:
U1 = EH1
{
Y −Ψ>
1,H1
S1
}
EH1 {S1}
U0 = EL0
{
Yblip,1 (Ψ1)−Ψ>0,L0 (S0A0, S0(1− A0), (1− S0)A0)>
}
× EL0
{
(S0A0, S0(1− A0), (1− S0)A0)>
}
where EZ(·) := id(·)− E[·|Z], H1 = (L0, S0, A0, R1, L1) and
Yblip,1
(
Ψ˜1,H1
)
:= Y + Ψ˜>
1,H1
Sopt1 − Ψ˜>1,H1S1.
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So the Qt functions in the definition of Ut (see eq. (5)) is chosen to be
Q1(S1) = S1
Q0(S0, A0) = (S0A0, S0(1− A0), (1− S0)A0)> .
Now at the first occasion (t = 0), the total number of parameters in Ψ0 is 3 × 2 = 6
(conditioning on L0 = 0 or L0 = 1), whereas at the second occasion (t = 1), the total
number of parameters in Ψ1 is 1 × 24 = 24 (conditioning on all possible combinations of
H1 and A0 and R1 in total have three possible values: A0 = 1, R1 = 1;A0 = 1, R1 =
0;A0 = 0, R1 = NA). Then the unadjusted estimator Ψ˜0(q) can be computed by solving
the above system of linear equations:
Ψ˜1,H1(q) =
{
Pn
[
S1EˆH1 {S1}
]}−1
Pn
[
Y EˆH1 {S1}
]
Ψ˜0,L0(q) =
{
Pn
[
(S0A0, S0(1− A0), (1− S0)A0)> EˆL0
{
(S0A0, S0(1− A0), (1− S0)A0)>
}]}−1
× Pn
[
Yblip,1
(
Ψ˜1,H1(q)
)
EˆL0
{
(S0A0, S0(1− A0), (1− S0)A0)>
}]
.
where EˆZ = id(·) − Eˆ[·|Z] with conditional expectation replaced by its corresponding
estimator (in our case the empirical mean in each strata of Z).
In the next step, given the unadjusted estimator Ψ˜0(q), for each dimension of U0 and
U1, we obtain the corresponding βˆ
∗,Ut,j
0,8m based on eq. (20), in which all the population
expectations should be replaced by empirical means.
Finally, we need to obtain the adjusted estimator Ψ˜0(q, b
∗
0) using the estimated Tˆ
U
b∗,0 by
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plugging in βˆ∗,U0,8m. The existence of a non-iterative closed-form solution has been discussed
in Remark 11 and the solution is of the following form:
Ψ˜1,H1(q, b
∗
0) =
{
Pn
[
S1EˆH1 {S1}
]}−1
Pn
[
Y EˆH1 {S1} − TˆU1b∗,0
]
Ψ˜0,L0(q, b
∗
0) =
{
Pn
[
(S0A0, S0(1− A0), (1− S0)A0)> EˆL0
{
(S0A0, S0(1− A0), (1− S0)A0)>
}]}−1
× Pn
[
Yblip,1
(
Ψ˜1,H1(q, b
∗
0)
)
δˆL0
{
(S0A0, S0(1− A0), (1− S0)A0)>
}
− TˆU0b∗,0
]
.
7.3 Simulation results
To save space, we defer all the tables and figures to Appendix A.5. We computed the
“truth” using one simulation dataset with sample size 1,000,000 with all the opt-SNMM
Ψ parameters estimated by unadjusted estimating equations. In addition to the usual value
function i.e. the expected counterfactual utility under the optimal regime E
[
Ysopt0 ,a
opt
0 ,s
opt
1
]
,
we are also interested in estimating the value of information (VoI), a popular concept in
econometrics [12, 13, 6, 15, 8, 9, 7]. Recall that the VoI is the expected improvement in the
utility as a result of optimal testing compared to no testing at all, assuming that optimal use
is made of the information gained from testing and taking into account the cost of testing:
VoI = E
[
Ysopt0 ,a
opt
0 ,s
opt
1
]
− E
[
Ysopt0 (a0=0),a0=0,s
opt
1
]
.
Table 1 displays the “true” value of the optimal regime and the VoI in both DGP1 and
DGP2.
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The optimal regime at the first occasion is given by the following Table 2 for DGP1 and
Table 3 for DGP2. The optimal regime at the second occasion is more complicated, shown
in Table 4 and Table 5 respectively.
First, we show in Figures 1 and 2 that adjusting for the NDE assumption does im-
prove the efficiency of the estimators of Ψ parameters: almost all the adjusted variances
are smaller than the unadjusted variances for both data generating processes. For better vi-
sualization, we also show in Figures 3 and 4 the relative efficiency of adjusting for the NDE
assumption(i.e. the ratio between the variance of estimator with and without adjusting for
the NDE assumption) in both DGP1 and DGP2 .
Next, we compare how adjusting for the NDE assumption affects the percentage of
choosing the correct optimal regime for every possible combinations of the observed his-
tory in Figures 5 and 6. In DGP1, at both occasions, for almost all combinations of the ob-
served history, the unadjusted estimators Ψ˜0(q) help to choose the correct optimal regimes
with Monte Carlo probability 1, except for one category, in which the adjusted estimators
Ψ˜0(q, b
∗
0) help to choose the correct optimal regimes perfectly.
In DGP2, at the first occasion, the probability of selecting the correct optimal regime
is at least 92%, with slightly higher values for the estimators after adjusting for the NDE
assumption. At the second occasion, however, the probability of selecting the correct opti-
mal regime is not very close to 100%, with NDE assumption adjusted or not. But we did
observe a general higher true selection percentage after adjusting for the NDE assumption.
In Table 6, we display the value of the optimal regime followed from t = 0 onward
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E
[
Ysopt0 ,a
opt
0 ,s
opt
1
]
, which again shows efficiency improvement after adjusting for NDE as-
sumptions in both DGP1 and DGP2.
Finally, Table 7 summarizes the efficiency gain when estimating the VoI after adjusting
for the NDE assumption in constructing the estimators.
8 Discussion
In this section, we discuss five interesting open problems and summarize our results.
The optimal choice of qopt for the user-supplied function q is the unique vector function
qopt satisfying for all q =
{
qt(Ht, st, at); t = 0, ..,K
}
,
E
[
∂E [U (q,Ψ∗)]
∂Ψ>
]
= E
[
U (q,Ψ∗)U
(
qopt, bopt
(
qopt
)
,Ψ∗
)>]
;
Furthermore
{
E
[
U (qopt, bopt (qopt) ,Ψ∗)U (qopt, bopt (qopt) ,Ψ∗)>
]}−1
is the semiparamet-
ric variance bound for Ψ∗ in model M [18]. We did not explore estimation of qopt be-
cause, as discussed earlier, in practice, users of opt-SNMM have chosen to employ heuristic
choices of q in their analyses. Nonetheless, it would be interesting to study the estimation
of qopt in future research.
A second open problem is to develop multiply robust estimators of the parameters of an
opt-SNMM under the NDE assumption to provide even more robustness than that obtained
by the doubly robust estimators proposed in the current paper [14, 25].
A third open problem that we leave to future research is to extend our methodology to
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the case where either (i) the dimension of the parameter Ψ∗ of the opt-SNMM is allowed
to grow with the sample size or (ii) the optimal blip functions γg
opt
t (Ht, st, at) are modeled
non-parametrically under (e.g. smoothness) restrictions on their complexity. This problem
is important because our estimator of the optimal regime is not robust to misspecification
of the opt-SNMM model. A fourth important open problem is the extension of our methods
to data generated under exceptional laws as defined in Robins [24].
We conclude by discussing a fifth open problem that we consider the most conceptu-
ally interesting. To make our argument transparent suppose that
(
Y,HK , SK
)
has a finite
sample space. Then there exists an opt-SNMM whose parameter Ψ∗ is just identified in the
sense that Ψ∗ is identified under our assumptions but, the opt-SNMM places no additional
restrictions on the distribution of the observed data. We also refer to a just identified opt-
SNMM as a saturated opt-SNMM. Recall that one of our assumptions is positivity which
is needed to guarantee the identification of Ψ∗ in the absence of the NDE assumption.
Consider now the setting in which positivity fails because Pr (At = 1) = 1 for all t
but other aspects of positivity plus consistency and sequential exchangeability continue to
hold. Consider a testing and treatment regime g for which the probability Pr (At,g = 1)
of being tested at t under the regime differs from 1 for at least one t. Robins et al. [20]
showed that, in this case, E [Yg] is not identified in the absence of the NDE assumption,
but is identified under the NDE assumption; in fact, the authors derived a RAL estimator
of E [Yg]. Similarly, in this setting, the parameter vector Ψ∗ of a saturated opt-SNMM is
identified only if the NDE assumption holds. In fact, under the NDE assumption, all g
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for which E [Yg] was identified under positivity remain identified; similarly, since Ψ∗ is
identified, gopt and E
[
Ygopt
]
remain identified under the NDE assumption.
However, by lack of identification, in absence of the NDE assumption there no longer
exists a consistent estimator of Ψ∗, much less a RAL estimator Ψ˜ (q). Furthermore since
At−E
[
At|Ht, St
]
= 1−1 = 0 w.p.1, Tb,t is identically zero for all t and bt; thus projecting
onto sets of functions Tb,t is moot. Hence the methodology of this paper cannot be used
to estimate Ψ∗ in the setting where Pr (At = 1) = 1 for all t. It follows that even when
positivity holds and thus a RAL estimator Ψ˜ (q) exists, the absolute relative efficiency
of Ψ˜ (q, bopt) is unbounded (i.e. for any constant C > 0 there exists a data generating
distribution satisfying positivity for which the ratio of the asymptotic variances of the latter
estimator compared to the former exceeds C).
It remains an open problem how to efficiently estimate Ψ∗ and thus gopt and E
[
Ygopt
]
in this setting under the NDE assumption. Preliminary investigations indicate that estima-
tion of gopt by backward recursion (i.e. dynamic programming) is no longer possible. If
true, then any algorithms that can compute or estimate gopt may well be computationally
intractable.
In summary we have provided a method for incorporating prior information that one
treatment has no direct effect on an outcome except through another treatment when esti-
mating the optimal joint dynamic treatment regime. In particular, this scenario is likely to
occur when one ‘treatment’ is a medical test and the other treatment is an actual therapy
whose use is informed by the results of the test.
45
We focus on opt-SNMMs in this paper, but a completely analogous procedure could
also be applied to dynamic marginal structural models (dyn-MSMs). Applying our ap-
proach of projection onto functions with mean zero under the NDE assumption to estima-
tion of dyn-MSM is a topic for future work.
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A Appendix
A.1 Proof of Theorem 7
We will show by induction in K that with T (t)j , 0 ≤ j ≤ t ≤ K, defined as in the main text,
Π [U |Γ0 + ...+ ΓK ] =
∑K
j=0 d
∗
j
(
Hj
)
Tj where
d∗0
(
H0
) ≡ E [UT (0)>0 ∣∣∣H0]E [T (0)0 T (0)>0 ∣∣∣H0]−1 (21)
and for t = 1, ..., K,
d∗t
(
Ht
) ≡ E[{U − t−1∑
j=0
d∗j
(
Hj
)
T
(t)
j
}
T
(t)>
t
∣∣∣∣∣Ht
]
E
[
T
(t)
t T
(t)>
t
∣∣∣Ht]−1 . (22)
Suppose K = 0. Let d∗0 be such that Π [U |Γ0] = d∗0
(
H0
)
T0.Then for all d0 such that
E
[
d0
(
H0
)2]
<∞, it holds that
0 = E
[{
U − d∗0
(
H0
)
T0
}
T>0 d
>
0
(
H0
)]
or, equivalently,
E
[{
U − d∗0
(
H0
)
T0
}
T>0 |H0
]
= 0.
Therefore
E
[
UT>1 |H1
]− d∗0 (H0)E [T0T>0 |H0] = 0.
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Hence
d∗0
(
H0
)
= E
[
UT>0 |H0
]
E
[
T0T
>
0 |H0
]−1
.
Suppose now that the theorem holds forK = 0, 2, 3, ..., t−1.We will show that it holds
for K = t.
Let d∗j , j = 0, ..., t be such that Π [U |Γ0 + ...+ Γt] =
∑t
j=0 d
∗
j
(
Hj
)
Tj. The functions
d∗j , j = 0, ..., t then satisfy
0 = E
[{
U −
t∑
k=0
d∗k
(
Hk
)
Tk
}{
t∑
k=0
T>k d
>
k
(
Hk
)}]
= 0
for all dj, j = 0, ..., t such that cov
[
dj
(
Hj
)]
< ∞. Choosing, in particular, dj
(
Hj
)
=
E
[{
U −∑tk=0 d∗k (Hk)Tk}T>j ∣∣Hj] and dk (Hk) = 0 we arrive at the set of equations for
j = 0, ..., t,
0 = E
[{
U −
t∑
k=0
d∗k
(
Hk
)
Tk
}
T>j
∣∣∣∣∣Hj
]
(23)
From equation (23) applied to j = t we arrive at
d∗t
(
Ht
)
= E
[{
U −
t−1∑
k=0
d∗k
(
Hk
)
Tk
}
T>t
∣∣∣∣∣Ht
]
E
[
TtT
>
t
∣∣Ht]−1 (24)
Replacing the right hand side into (23) we arrive at the set of equations for j = 0, ..., t− 1
0 = E
[{
U −
t−1∑
k=0
d∗k
(
Hk
)
Tk − E
[{
U −
t−1∑
k=0
d∗k
(
Hk
)
Tk
}
T>t
∣∣∣∣∣Ht
]
E
[
TtT
>
t
∣∣Ht]−1 Tt}T>j
∣∣∣∣∣Hj
]
(25)
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Defining T (t−1)k ≡
{
Tk − E
[
TkT
>
t
∣∣Ht]E [TtT>t ∣∣Ht]−1 Tt} for k = 0, ..., t − 1, the last
equation is
0 = E
[{
U − E [UT>t ∣∣Ht]E [TtT>t ∣∣Ht]−1 Tt − t−1∑
k=0
d∗k
(
Hk
)
T
(t−1)
k
}
T>j
∣∣∣∣∣Hj
]
= E
[{
U −
t−1∑
k=0
d∗k
(
Hk
)
T
(t−1)
k
}{
Tj − E
[
TjT
>
t
∣∣Ht]E [TtT>t ∣∣Ht]−1 Tt}>
∣∣∣∣∣Hj
]
≡ E
[{
U −
t−1∑
k=0
d∗k
(
Hk
)
T
(t−1)
k
}
T
(t−1)>
j
∣∣∣∣∣Hj
]
(26)
The system of equations 26 for j = 0, ..., t− 1 holds iff
E
[{
U −
t−1∑
k=0
d∗k
(
Hk
)
T
(t−1)
k
}{
t−1∑
k=0
dk
(
Hk
)
T
(t−1)
k
}]
= 0
for all d0, ..., dt−1 such that cov
[
dj
(
Hj
)]
<∞ for j = 0, ..., t− 1. Then, defining
Γ∗j,sub ≡
{
dj
(
Hj
)
T
(t−1)
j : dj
(
Hj
)
any 1× δj vector with cov
[
dj
(
Hj
)]
<∞
}
we conclude that Π
[
U |Γ∗0,sub + ...+ Γ∗t−1,sub
]
=
∑t−1
k=0 d
∗
k
(
Hk
)
T
(t−1)
k . Then, for each
j = 0, ..., K − 1, defining recursively for l = t− 2, · · · , j,
T
(l)
j ≡ T (l+1)j − E
[
T
(l+1)
j T
(l+1)>
l+1
∣∣∣Ht+1]E [T (l+1)l+1 T (l+1)>l+1 ∣∣∣Hl+1]−1 T (l+1)l+1
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the inductive hypothesis implies that both 21 and
d∗k
(
Hk
)
= E
[{
U −
k−1∑
j=0
d∗j
(
Hj
)
T
(k)
j
}
T
(k)>
k
∣∣∣∣∣Hk
]
E
[
T
(k)
k T
(k)>
k
∣∣∣Hk]−1
for k = 0, ..., t− 1 hold. So, combining these identities with (24) shows that the assertion
of the theorem holds when K = t. This concludes the proof.
A.2 The projection Π
[
U |Λ⊥2
]
when U is a continuous random variable
We will now derive the equations that define the projection of any random variable into Λ⊥2 .
First notice that if t < r
E
[
Db∗,r|St, At,Ht
]
= E
[
E
[
Db∗,r|Hr, Sr
] |Ht, St, At] (27)
= 0
because
(
Ht, St, At
) ∈ Hr if t < r and by (10) , E [Db∗,r|Hr, Sr] = 0.
For t = 0, ...., K, let Λtrx,testt =
{
qt
(
St, At,Ht
)
: E
[
qt
(
St, At,Ht
) |Ht] = 0} .Then,
for any random variableB, Π
[
B|Λtrx,testt
]
= E
[
B|St, At,Ht
]−E [B|Ht] . It follows from
(27) that
Π
[
Db∗,r|Λtrx,testt
]
= 0 if t < r. (28)
Next, recalling that WK+1 ≡ 1 and Wt ≡
∏K
m=t pm(Sm|Hm), and defining for k =
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t, ...,K, W kt ≡
∏k
m=t pm(Sm|Hm), and W t−1t ≡ 1, it follows that for t < K
1
Wt+1
= 1 +
K∑
k=t+1
{
1
W kt+1
− 1
W k−1t+1
}
= 1 +
K∑
k=t+1
1
W k−1t+1
{
1
pk(Sk|Hk)
− 1
}
Then, for any dt
(
St,Ht
)
,
dt
(
St,Ht
)
Wt+1
{
At − E
[
At|Ht, St
]}
=
{
At − E
[
At|Ht, St
]}
dt
(
St,Ht
)
+
K∑
k=t+1
dt
(
St,Ht
)
W k−1t+1
{
1
pk(Sk|Hk)
− 1
}{
At − E
[
At|Ht, St
]}
≡
K∑
k=t
qk
(
Sk, Ak,Hk
)
where qt
(
St, At,Ht
) ≡ {At − E [At|Ht, St]} dt (St,Ht) and for k = t+1, ..., K, qk (Sk, Ak,Hk) ≡
dt(St,Ht)
Wk−1t+1
{
1
pk(Sk|Hk) − 1
}{
At − E
[
At|Ht, St
]}
.
Now
E
[
qt
(
St, At,Ht
) |Ht] = E [E [qt (St, At,Ht) |St,Ht] |Ht]
= E
[
dt
(
St,Ht
)
E
[
At − E
[
At|Ht, St
] |St,Ht] |Ht]
= 0
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and, recalling that for k = t+ 1, ..., K, W k−1t+1 is a function of Hk, we conclude that
E
[
qk
(
Sk, Ak,Hk
) |Hk] = dt (St,Ht)
W k−1t+1
{
At − E
[
At|Ht, St
]}{
E
[
1
pk(Sk|Hk)
∣∣∣∣Hk]− 1}
= 0
Therefore, letting Λtrx,testt ≡ ⊕Km=tΛtrx,testm , we conclude that if bt
(
Ht,
¯
St, Y
d
)
depends
only on
(
St,Ht
)
thenDb,t ∈Λtrx,testt .Consequently, for any such bt, Tb,t = Db,t−Π
[
Db,t|Λtrx,testt
]
=
0. It follows from the linearity of the map bt → Tb,t that for any bt
(
Ht,
¯
St, Y
d
)
, Tb,t = Tb′,t
where b′t
(
Ht,
¯
St, Y
d
) ≡ bt (Ht,
¯
St, Y
d
)− E [bt (Ht,
¯
St, Y
d
) |Ht, St] . Then,
Tt =
{
Tb,t = Db,t − Π
[
Db,t|Λtrx,testt
]
: bt ∈ Bt
}
=
{
Tb,t = Db,t − Π
[
Db,t|Λtrx,testt
]
: any bt such that E
[
bt
(
Ht,
¯
St, Y
d
)2]
<∞
}
We next show that for any 0 ≤ r, t ≤ K and any bt
(
Ht,
¯
St, Y
d
)
and b∗r
(
Hr,
¯
Sr, Y
d
)
in
L2 (P ) ,
E [Tb∗,rTb,t] = E [Tb∗,rDb,t] (29)
Suppose first that r ≤ t. Then Tb∗,r is orthogonal with Λtrx,testt because Λtrx,testt ⊂ Λtrx,testr
if r ≤ t, and Tb∗,r is a residual from a projection into Λtrx,testr . Therefore, E [Tb∗,rTb,t] =
E
[
Tb∗,r
{
Db,t − Π
[
Db,t|Λtrx,testt
]}]
= E [Tb∗,rDb,t] .
Suppose next that r > t. Then, from (28) , Π
[
Db∗,r|Λtrx,testt
]
= 0. Consequently,
Tb∗,r = Db∗,r − Π
[
Db∗,r|Λtrx,testr
]
= Db∗,r − Π
[
Db∗,r|Λtrx,testt
]
is orthogonal to Λtrx,testt
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which again yields, E [Tb∗,rTb,t] = E [Tb∗,rDb,t] .
Now, recalling that Λ⊥2 = T0 + · · ·+ TK we conclude that
Π
[
U |Λ⊥2
]
=
K∑
t=0
Tb∗,t
for b∗t ∈ Bt, t = 0, ..., K, if and only if for all bt
(
Ht,
¯
St, Y
d
)
such that E
[
bt
(
Ht,
¯
St, Y
d
)2]
<
∞, it holds that
0 = E
[{
U −
K∑
t=0
Tb∗,t
}
K∑
t=0
Tb,t
]
=
K∑
t=0
E [UTb,t]−
K∑
t=0
K∑
r=0
E [Tb∗,rTb,t]
=
K∑
t=0
E
[{
U − Π [U |Λtrx,testt ]}Db,t]− K∑
t=0
K∑
r=0
E [Tb∗,rDb,t]
=
K∑
t=0
E
[{
U − Π [U |Λtrx,testt ]− K∑
r=0
Tb∗,r
}
Db,t
]
=
K∑
t=0
E
[{
U − Π [U |Λtrx,testt ]− K∑
r=0
Tb∗,r
}
(At − Πt)
Wt+1
bt
(
Ht,
¯
St, Y
d
)]
Then, in particular, taking for each t
bt
(
Ht,
¯
St, Y
d
)
= E
[{
U − Π [U |Λtrx,testt ]− K∑
r=0
Tb∗,r
}
(At − Πt)
Wt+1
∣∣∣∣∣Ht, ¯St, Y d
]
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we conclude that b∗ ≡ (b∗0, ..., b∗K) must solve the system of equations for t = 0, ..., K
E
[{
U − Π [U |Λtrx,testt ]} (At − Πt)Wt+1
∣∣∣∣Ht, ¯St, Y d
]
(30)
=
K∑
r=0
E
[{
Db,r − Π
[
Db∗,r|Λtrx,testr
]} (At − Πt)
Wt+1
∣∣∣∣Ht, ¯St, Y d
]
or equivalently
E
[{
U − Π [U |Λtrx,testt ]} (At − Πt)Wt+1
∣∣∣∣Ht, ¯St, Y d
]
=
K∑
r=0
E
[{
Db∗,r −
{
E
[
Db,r|Hr, Sr, Ar
]− E [Db,r|Hr, Sr]}
−
K∑
m=r+1
{
E
[
Db,r|Hm, Sm
]− E [Db,r|Hm]}} (At − Πt)
Wt+1
∣∣∣∣∣Ht, ¯St, Y d
]
The system of equations (30) for t = 0, ..., K has a unique solution b∗ = (b∗0, ..., b
∗
K) such
that each b∗t ∈ Bt, but the solution does not exist in closed form unless U is discrete.
A.3 Proof sketch of Lemma 12
E
[
Uˆ (q,Ψ) |Nu
]
is trivial to obtain so we omit the derivation.
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In terms of E
[
Tˆb,t|Nu
]
, it is easy to show that
E
[
Tˆb,t|Nu
]
= E
[{
K∑
j=t+1
(
1
Wˆ j−1t+1
− 1
W j−1t+1
)(
E
[
yj,ηˆj,t |Hj−1, Sj−1
]
− ηˆj−1,t
(
Hj−t, Sj−1
))}(
At − Πˆt
)
|Nu
]
︸ ︷︷ ︸
(?)
+ E
[{
K+1∑
j=t+1
1
W j−1t+1
(
E
[
yj,ηˆj,t(Hj)|Hj−1, Sj−1
]
− ηˆj−1,t
(
Hj−t, Sj−1
))}(
Πt − Πˆt
)
|Nu
]
.
Then
(?) =
K+1∑
j=t+1
j−1∑
m=t+1
E


1
Wˆm−1t+1
(
1
pˆm(Sm|Hm) −
1
pm(Sm|Hm)
)
1
W j−1m+1
×
{
E
[
yj,ηˆj,t(Hj)|Hj−1, Sj−1
]
− ηˆj−1,t(Hj−1, Sj−1)
}

(
At − Πˆt
)
|Nu

which follows from the identity after equation (62) appeared in Rotnitzky et al. [25, Section
5.2, page 60].
A.4 The data generating processes
The first data generating process (DGP1) is described as follows:
• The latent random variable Z0 ∼ Bernoulli(0.4): describing a harmful infection
status of a patient at the first occasion.
• The observed random variableL0 ∼ 1{Z0 = 0}Bernoulli(0.5)+1{Z0 = 1}Bernoulli(0.9):
some pretreatment measurement of a patient’s disease status determined by Z0 at the
first occasion (t = 0).
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• Treatment decision at the first occasion S0 ∼ Bernoulli (inv-logit (L0)).
• Screening test decision at the first occasion A0 ∼ Bernoulli (inv-logit (L0)). If A0 =
1, then U0 will be revealed as R1 at the second occasion (t = 1); else, R1 is missing.
• The latent random variable Z1 = 1{Z0 = 1}+1{Z0 = 0}Bernoulli(0.1): describing
the underlying infection status of a patient at the second occasion. Here we assume
that when the patient is infected at the first occasion, then he or she stays the infected
at the second occasion, but there is a 10% chance of getting infected at the second
occasion even if not infected at the first occasion.
• Then the pretreatment measurement of a patient’s disease status L1 is generated by
the following rule:
L1 ∼

Bernoulli(0.5) Z1 = 0,
Bernoulli(0.9) Z1 = 1&S0 = 0,
Bernoulli(0.72) Z1 = 1&S0 = 1.
• Next, treatment decision at the second occasion
S1 ∼ Bernoulli (inv-logit (L1 + S0 + 1{R1 = 1})) .
• Finally, the utility of interest Y ∼ N(−5(Z0 + Z1) + 3S0Z0 + 2S1Z1 − 2(S0(1 −
Z0) + S1(1− Z1))− (L0 + L1)− cA0, 1), where c = 0.4 is the cost of conducting a
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screening test.
The second data generating process (DGP2) slightly modifies DGP1:
• The latent random variable Z0 ∼ Bernoulli(0.4): describing a harmful infection
status of a patient at the first occasion.
• The observed random variable L0 ∼ Bernoulli(0.8): some pretreatment measure-
ment of a patient’s disease status at the first occasion (t = 0).
• Treatment decision at the first occasion S0 ∼ Bernoulli (inv-logit (L0)).
• Screening test decision at the first occasion
A0 ∼ Bernoulli (inv-logit (0.9L0 + 0.75(1− L0))) .
If A0 = 1, then Z0 will be revealed as R1 at the second occasion (t = 1); else, R1 is
missing.
• The latent random variable Z1 = 1{Z0 = 1}+1{Z0 = 0}Bernoulli(0.1): describing
the underlying infection status of a patient at the second occasion. Here we assume
that when the patient is infected at the first occasion, then he or she stays the infected
at the second occasion, but there is a 10% chance of getting infected at the second
occasion even if not infected at the first occasion.
• Then the pretreatment measurement of a patient’s disease status L1 is generated by
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the following rule:
L1 ∼

Bernoulli(0.5) Z1 = 0,
Bernoulli(0.9) Z1 = 1&S0 = 0,
Bernoulli(0.72) Z1 = 1&S0 = 1.
• Next, treatment decision at the second occasion
S1 ∼ Bernoulli (inv-logit (−1.5(1− L1) + S0 + 31{R1 = 1})) .
• Finally, the utility of interest Y ∼ N(−5(Z0 + Z1) + 0.5S0Z0 + 0.2S1Z1 − (L0 +
L1)− cA0, 1), where c = 0.4 is the cost of conducting a screening test.
A.5 Tables and figures in Section 7
E
[
Ysopt0 ,a
opt
0 ,s
opt
1
]
VoI
DGP1 -4.202 0.241
DGP2 -5.341 0.284
Table 1: The estimated Value and VoI with n = 1, 000, 000 from one dataset as the “truth”
S0 A0
L0 = 1 0 1
L0 = 0 1 1
Table 2: The optimal regime for St at t = 0 in DGP1
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S0 A0
L0 = 1 1 0
L0 = 0 1 1
Table 3: The optimal regime for St at t = 0 in DGP2
(L0, A0, R1, S0, L1) S1 (L0, A0, R1, S0, L1) S1 (L0, A0, R1, S0, L1) S1 (L0, A0, R1, S0, L1) S1
(0, 1, 0, 0, 0) 0 (0, 1, 0, 0, 1) 0 (0, 1, 0, 1, 0) 0 (0, 1, 0, 1, 1) 0
(1, 1, 0, 0, 0) 0 (1, 1, 0, 0, 1) 0 (1, 1, 0, 1, 0) 0 (1, 1, 0, 1, 1) 0
(0, 1, 1, 0, 0) 1 (0, 1, 1, 0, 1) 1 (0, 1, 1, 1, 0) 1 (0, 1, 1, 1, 1) 1
(1, 1, 1, 0, 0) 1 (1, 1, 1, 0, 1) 1 (1, 1, 1, 1, 0) 1 (1, 1, 1, 1, 1) 1
(0, 0, NA, 0, 0) 0 (0, 0, NA, 0, 1) 0 (0, 0, NA, 1, 0) 0 (0, 0, NA, 1, 1) 0
(1, 0, NA, 0, 0) 0 (1, 0, NA, 0, 1) 1 (1, 0, NA, 1, 0) 0 (1, 0, NA, 1, 1) 1
Table 4: The optimal regime for St at t = 1 in DGP1
(L0, A0, R1, S0, L1) S1 (L0, A0, R1, S0, L1) S1 (L0, A0, R1, S0, L1) S1 (L0, A0, R1, S0, L1) S1
(0, 1, 0, 0, 0) 1 (0, 1, 0, 0, 1) 1 (0, 1, 0, 1, 0) 1 (0, 1, 0, 1, 1) 1
(1, 1, 0, 0, 0) 1 (1, 1, 0, 0, 1) 1 (1, 1, 0, 1, 0) 1 (1, 1, 0, 1, 1) 0
(0, 1, 1, 0, 0) 1 (0, 1, 1, 0, 1) 1 (0, 1, 1, 1, 0) 1 (0, 1, 1, 1, 1) 1
(1, 1, 1, 0, 0) 1 (1, 1, 1, 0, 1) 1 (1, 1, 1, 1, 0) 1 (1, 1, 1, 1, 1) 1
(0, 0, NA, 0, 0) 1 (0, 0, NA, 0, 1) 1 (0, 0, NA, 1, 0) 1 (0, 0, NA, 1, 1) 1
(1, 0, NA, 0, 0) 1 (1, 0, NA, 0, 1) 1 (1, 0, NA, 1, 0) 1 (1, 0, NA, 1, 1) 1
Table 5: The optimal regime for St at t = 1 in DGP2
Unadjusted (S.E.) Adjusted (S.E.) Unadjusted (S.E.) Adjusted (S.E.)
n: 50000 n: 100000
DGP1 -4.147 (0.067) -4.143 (0.060) -4.149 (0.048) -4.147 (0.042)
DGP2 -5.291 (0.124) -5.308 (0.093) -5.317 (0.094) -5.324 (0.065)
Table 6: Monte Carlo mean and standard error of estimated E
[
Ysopt0 ,a
opt
0 ,s
opt
1
]
Unadjusted (S.E.) Adjusted (S.E.) Unadjusted (S.E.) Adjusted (S.E.)
n: 50000 n: 100000
DGP1 0.211 (0.040) 0.214 (0.032) 0.212 (0.028) 0.214 (0.021)
DGP2 0.288 (0.160) 0.284 (0.120) 0.291 (0.118) 0.288 (0.086)
Table 7: Monte Carlo mean and standard error of estimated VoI
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Figure 1: A comparison of the Monte Carlo variance of the unadjusted estimator Ψ˜t (q)
and the adjusted estimator Ψ˜t (q, b∗0) for t = 0, 1, DGP1
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Figure 2: A comparison of the Monte Carlo variance of the unadjusted estimator Ψ˜t (q)
and the adjusted estimator Ψ˜t (q, b∗0) for t = 0, 1, DGP2
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Figure 3: Histogram of the relative efficiency between the estimators of Ψ with and without
adjusting for the NDE assumption for t = 1, DGP1
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Figure 4: Histogram of the relative efficiency between the estimators of Ψ with and without
adjusting for the NDE assumption for t = 1, DGP2
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Figure 5: Percentage of correctly chosen optimal regimes at t = 0, 1, DGP1
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Figure 6: Percentage of correctly chosen optimal regimes at t = 0, 1, DGP2
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