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Abstract
This paper studies the problem of serving multiple
live video streams to several different clients from
a single access point over unreliable wireless links,
which is expected to be major a consumer of future
wireless capacity. This problem involves two char-
acteristics. On the streaming side, different video
streams may generate variable-bit-rate traffic with
different traffic patterns. On the network side, the
wireless transmissions are unreliable, and the link
qualities differ from client to client. In order to al-
leviate the above stochastic aspects of both video
streams and link unreliability, each client typically
buffers incoming packets before playing the video.
The quality of the video playback subscribed to by
each flow depends, among other factors, on both the
delay of packets as well as their throughput.
In this paper we characterize precisely the capac-
ity of the wireless video server in terms of what com-
bination of joint per-packet-delays and throughputs
can be supported for the set of flows, as a function
of the buffering delay introduced at the server.
We also address how to schedule packets at the
access point to satisfy the joint per-packet-delay-
throughput performance measure. We test the de-
signed policy on the traces of three movies. From
our tests, it appears to outperform other policies by
a large margin.
1 Introduction
Multimedia applications for video streaming have
been predicted to become a dominant portion of fu-
ture wireless traffic [1]. In order to provide smooth
playback to end users with multimedia applications,
their packets need to be delivered in a timely manner
and with a sufficient throughput. Providing the per-
packet delay guarantees is particularly challenging
for two reasons. First, on the application side, the
video streams generate variable-bit-rate (VBR) traf-
fic that congests the network when multiple streams
generate a burst of packets at the same time. Sec-
ond, on the network side, wireless transmissions are
inherently unreliable due to shadowing, fading, and
interference.
In order to mitigate the effect of the uncertain-
ties in traffic bit rate as well as channel reliability,
packets are typically buffered at the receivers. Each
receiver waits a specified amount of time buffering
incoming packets before it starts playing the video.
On the positive side, this approach has the benefit
of greatly reducing the impact of network conges-
tion and channel unreliability. However, buffering
also increases delay as the receiver cannot start play-
ing the video immediately. For live video streaming,
such as sports events and instant news, it is impor-
tant to provide smooth playback while waiting only a
reasonably small amount of time before playing the
video.
In this paper, we analyze a model that addresses
the three characteristics of stochastic packet arrivals,
unreliable wireless channel, and buffering delay.
Since the performance of the flows depends on the
buffering policy, we characterize the precise com-
bination of per-packet-delays and throughputs of
the several video flows that the access point can
achieve, for each value of the buffering delay delib-
erately introduced at the access point. We also deter-
mine a simple online scheduling policy, the Earliest
Positive-Debt Deadline First (EPDF) policy, for serv-
ing the live video streams that achieves the delay-
throughput capacity. This policy does not require
knowledge of the exact traffic pattern of each video
stream, enhancing its suitability for implementation.
We test the proposed EPDF policy on three movie
traces. We compare its performance with three other
well known policies in ns-2. The EPDF policy outper-
forms the other policies by a large margin on these
three video traces. We further investigate a range of
practical issues, including the tradeoff between per-
packet delays and achievable throughputs. We also
propose a modification to enhance short-term per-
formance, and investigate the tradeoff between long-
term and short-term performance guarantees. While
theoretical studies show that long-term performance
cannot be guaranteed when the EPDF policy is modi-
fied, our simulation results suggest that, for practical
scenarios where packets are not adversarily gener-
ated, improving short-term performance only results
in negligible impact on long-term performance.
The rest of the paper is organized as follows: Sec-
tion 2 summarizes existing work. Section 3 intro-
duces the analytical model for live video stream-
ing over wireless links. Section 4 characterizes the
per-packet-delay versus throughput for the buffer-
ing delay introduced. Section 6 proposes an on-
line scheduling policy and proves that it is capacity
achieving Section 7 provides the simulation results
based on real video traces. Finally, Section 8 con-
cludes the paper.
2 Related Work
There have been several studies on providing de-
lay guarantees for flows that require delay guaran-
tees over wireless networks. Liu, Wang, and Gian-
nakis [15] have proposed a scheduler that updates
link priorities dynamically to provide QoS. Dua and
Bambos [2] have proposed a heuristic that jointly
considers wireless channel quality and packet dead-
lines. Raghunathan et al [16] and Shakkottai and
Srikant [18] have proposed scheduling policies that
minimize the number of packets that exceed their
delay bounds. These studies cannot provide guaran-
tees on the throughput of packets delivered on-time
for each flow.
Hou el al [4] have proposed a model that jointly
considers the per-packet delay bound and the per-
flow throughput requirement. This model has been
extended to consider variable-bit-rate traffic [5],
fading wireless channels [6] [9], the mixture of real-
time and non-real-time traffic [8], and multi-hop
wireless transmissions [11]. However, these studies
assume that all flows are synchronized and gener-
ate packets at the same time, and the results depend
critically on this assumption. Moreover, they as-
sume that all flows start playback immediately with-
out buffering any packets, which is a critical feature
of the playback process. Dutta el al [3] have stud-
ied serving video streams when receivers may buffer
packets before playing them. They assume, how-
ever, that all packets are available at the server when
the system starts, which is applicable to on-demand
videos, but not to live videos.
Stockhammer, Jenkac, and Kuhn [19], and Liang
and Liang [12] [13] have studied the influence of
buffer sizes on the performance of real-time flows.
Li, Claypool, and Kinicki [10] have studied the prob-
lem of choosing the optimal buffer size for wireless
multimedia streaming. However, their studies focus
only on the scenario where there is only one flow
in the system, and ignore the critical feature of con-
tention for the medium.
3 System Model
Consider a system with N wireless clients,
{1,2, . . . ,N}, and one access point (AP). Each client
subscribes to a live video stream through the AP. Fig.
1(a) illustrates such a system.
Video streams generate variable-bit-rate traffic,
and the exact number of packets generated in a
time slot is influenced by not only the video en-
coding mechanism, but also the context of the cur-
rent frame. We suppose that the number of packets
(a) Network topology
(b) Packet arrivals and deadlines of a stream, with
sequence numbers indicated.
Figure 1: System for wireless live video streaming
generated by each flow in a time slot is described
by some irreducible finite-state Markov chain, and
is bounded. However, we do not assume that ei-
ther the AP or the clients know this Markov chain
model. We only suppose that each client n knows
the long-term average number of packets generated
by its subscribed video stream, which we denote by
rn. In each time slot the access point can transmit
one such packet, including all overhead.
To smooth the bursty arrival process as well as
channel unreliability, each client buffers incoming
packets before it commences playing the video. To
be more specific, a video frame that is generated at
time slot t for client n will be played by the client at
time slot t + τn, with the AP informed of the value
of τn. This is equivalent to specifying a hard per-
packet delay bound of τn time slots for the video
stream of client n. Fig. 1(b) illustrates an example
of packet arrivals and their respective deadlines. If
a packet cannot be delivered within its delay bound,
it is dropped from the system. Packet drops result
in glitches in the live videos, and hence need to be
limited.
We model the channel reliability between the AP
and client n by a probability pn. When the AP sched-
ules a transmission for client n, the transmission is
successful with probability pn. The AP obtains im-
mediate feedback on whether a transmission is suc-
cessfully received by ACKs. A transmission is con-
sidered to be successful if both the packet and ACK
are correctly received. When a transmission fails, the
AP may retransmit the packet, if the packet has not
already expired, i.e., exceeded its delay bound, or it
may schedule a different packet in the next time slot.
For enforcing a minimum quality for each video,
each client n requires that its throughput is at least
qn packets per time slot; that is, it requires that
liminfT→∞ ∑
T
t=1 en(t)
T ≥ qn, where en(t) is the indicator
function that a packet for client n is delivered in time
slot t.
We study two important problems for serving live
video streams over wireless links. One is to char-
acterize the capacity region of achievable vectors of
throughput requirements [qn], given the traffic pat-
tern, the delay bounds, and the channel reliabilities.
We will say that a vector of throughputs [qn] is strictly
in the capacity region if there is a scheduling policy
for the access point for which each client n obtains a
throughput qn +α for some α > 0. The other prob-
lem addressed is to design a simple online schedul-
ing policy that can support all vectors of throughputs
that are strictly in the capacity region.
4 Deriving the Capacity Region
We now address the problem of deriving the ca-
pacity region of a system. Since packet generations
of each live video stream are assumed to be modeled
as an irreducible finite-state Markov chain, we have
the following:
LEMMA 1. If a vector of throughputs is in the capacity
region, it can be supported by a randomized station-
ary scheduling policy that makes scheduling decisions
solely based on the set of packets then available for
transmission and their respective deadlines.
Let Ψn,τ(t) be the number of packets for client n
that will expire in τ time slots at time t, i.e., the
number of packets for client n that have deadlines
at τ+ t. We can represent the state of the system at
time t by the matrix containing Ψn,τ(t) for all n and
1 ≤ τ ≤ maxn{τn}, as well as the state of the traffic
pattern of each video. Since the number of packets
generated by a stream in a time slot is assumed to
be bounded, Ψn,τ(t) is also bounded, and hence the
number of possible system states is finite.
Next, we consider the transition of the system
state. The states of the traffic patterns of videos
evolve without being influenced by the scheduling
policy of the AP, and only the matrix containing
Ψn,τ(t) is influenced by the AP. Suppose that the AP
schedules a packet of client m that will expire in τˆm
time slots at time t. This transmission will be suc-
cessful with probability pm, in which case the packet
leaves the system. All other packets continue to re-
main in the system at the next time slot unless they
have expired, but their deadlines will be one time
slot closer. Hence, Ψm,τˆm−1(t + 1) = Ψm,τˆm(t)− 1 with
probability pm, and Ψm,τˆm−1(t + 1) = Ψm,τˆm(t) with
probability 1− pm if τˆm − 1 ≥ 0. For all n 6= m or
τ 6= τˆm, Ψn,τ−1(t + 1) = Ψn,τ(t) if 0 ≤ τ− 1 ≤ τn − 1.
Finally, Ψn,τn(t + 1) is the number of packets gener-
ated for client n at time t +1. In each time slot t, the
AP obtains the vector of rewards [en(t)], where en(t)
is the indicator function that a packet for client n is
delivered in time slot t. Thus, if the AP schedules m
in time slot t, we have em(t) = 1 with probability pm,
and en(t) = 0 for all n 6= m.
With the system being modeled as a controlled
finite-state Markov chain, a stationary randomized
policy η obtains a vector of long-term average re-
wards equal to the vector [limT→∞ ∑
T
t=1 en(t)
T ]. We de-
note the throughput limT→∞ ∑
T
t=1 en(t)
T of client n under
η by qˆn(η). We can then consider the infinite hori-
zon optimization problem of minη ∑n(qn − qˆn(η))+,
where x+ := max{x,0}. The vector of throughputs is
within the capacity region if and only if minη ∑n(qn−
qˆn(η))+ = 0. The policy argminη ∑n(qn− qˆn(η))+ then
supports the vector of throughputs.
5 The Homogeneous Case: Characteri-
zation of Capacity and Optimality of
EDF
Although the above procedure characterizes the
capacity region, it involves solving the infinite hori-
zon optimization problem of a Markov chain that has
at least B∑n τn states, where B is the maximum num-
ber of packets that a stream can generate in a time
slot. Hence, it is usually intractable. Before proceed-
ing further, we consider a special homogeneous case
that turns out to have an explicit characterization.
We assume that time slots are grouped into inter-
vals, where the k-th interval consists of T consecu-
tive time slots in (kT,(k + 1)T ]. At the beginning of
each interval, that is, at time slots 1,T +1,2T +1, . . . ,
each stream generates a packet. We will assume the
homogeneous case where all streams have the same
delay bounds, which is an integral multiple of the in-
terval length, i.e., τn ≡ KT , for some positive integer
K. The special case K = 1 corresponds to the scenario
where each client plays its video stream immediately
without buffering, and its capacity region has been
characterized in [4]. For this homogeneous case, we
also assume that all the clients have the same chan-
nel reliability and the same throughput requirement,
i.e., pn ≡ p, and qn ≡ q, for all n. We will determine
the maximum q such that the vector [qn|qn ≡ q] is
within the capacity region. The above assumptions
are made only for an explicit characterization of the
capacity region in this section, and are not needed
for other sections.
Denote by wn :=
qn
pn the implied workload of client
n. Then, as noted in [4], the throughput of client n
is at least qn packets per time slot if and only if the
AP, on average, schedules client n for wn times per
time slot. Assume that there are ζ available packets
in an interval. The total number of time slots needed
to deliver all ζ packets is the sum of ζ independent
geometric random variables, each with mean 1/p,
and can be represented by Γ(ζ, p). In the event that
Γ(ζ; p)< T , there are T −Γ(ζ, p) time slots that can-
not be utilized in the interval, and are hence forced
to idle.
The average number of idle time slots may be
different from policy to policy, due to the buffering
employed, which strongly distinguishes the problem
considered from the model analyzed in [4]. Let Iη
denote the average number of idle time slots under
the policy η per interval. It is obvious that the vec-
tor [qn|qn ≡ q] is within the capacity region only if
∑n wn = N qp ≤ 1−minη Iη/T , that is, the sum of work
loads for all clients cannot exceed 1 − minη Iη/T ,
which is the maximum possible fraction of non-idle
time slots. We will next discuss how to derive the
value minη Iη, and show that this condition is also
sufficient.
Let us begin by considering the following Earliest
Deadline First (EDF) policy. At the beginning of each
interval, all the packets in the system are sorted in
ascending order of the number of time slots remain-
ing before the packet expires, with ties broken uni-
formly at random. The EDF policy schedules packets
according to this ordering, where a packet is sched-
uled only after all packets that are higher in the or-
dering. This policy has been well studied for real-
time systems [14], and several optimality properties
have been established. However, unlike in the real-
time systems, where it is assumed that the maximum
number of time slots needed to deliver a packet is
known and bounded (and in fact is considered to be
known when obtaining sharp results), in our con-
text, the number of time slots needed to deliver a
packet is a random, specifically geometric, random
variable with mean 1/p, and is not bounded. Hence,
results in real-time system literature cannot be ap-
plied to live video streaming over wireless links.
We now show how to determine the performance
of the EDF policy. At the beginning of an interval, let
ζ(k) be the number of packets that will expire in k in-
tervals, i.e. in kT time slots. We represent the state of
the system by ζ := [ζ(1),ζ(2), . . . ,ζ(K)]. Suppose that
in this interval, a total of j transmissions are success-
ful, which occurs with probability
(T
j
)
p j(1− p)T− j.
By the design of the EDF policy, packets that expire
in k intervals will be scheduled only when all pack-
ets that have closer deadlines are delivered, i.e., only
when j ≥ ∑k−1i=1 ζ(i). At the beginning of the next in-
terval, the number of packets that will expire in k
intervals is then {ζ(k+ 1)− [ j−∑ki=1 ζ(i)]+}+, for all
k < K. The number of packets that expire in K in-
tervals, which is the number of the newly generated
packets at the beginning for the interval, is N, and
so we have ζ(K) = N. When the state of the sys-
tem is ζ in an interval, the expected number of idle
time slots in the interval is E{(T −Γ(∑Ki=1 ζ(i); p))+}.
Therefore, we can model the system state ζ as a
Markov chain. As ζ(k) ≤ N for all k, the number
of states in this Markov chain is finite. Using stan-
dard techniques for Markov chains, we can solve for
its steady state distribution, and thus derive the av-
erage number of idle time slots under the EDF pol-
icy, which we denote by IE . By symmetry, all clients
have the same throughput under the EDF policy, and
hence the throughput of a client can be written as
qˆE := p(T−I
E )
NT .
Now, we show that IE is minη Iη.
THEOREM 1. The EDF policy minimizes Iη.
PROOF. It suffices to show that IE ≤ Iη for any work-
conserving policy η, i.e., a policy that does not idle
whenever there is a packet available for transmis-
sion. When the state of an interval is [ζ(1),ζ(2), . . . ],
the expected number of idle time slots in the inter-
val is E{(T −Γ(∑Ki=1 ζ(i); p))+}, which is a decreas-
ing function of ∑Ki=1 ζ(i). Hence we can prove that
IE ≤ Iη by showing that the EDF policy maximizes
∑Ki=1 ζ(i) in every interval, over all work-conserving
policies.
To be more specific, we prove the following claim:
Let j(l) be the number of successful transmissions
in the l-th interval. Denote the state of the sys-
tem at the beginning of the l-th interval by ζl =
[ζl(1),ζl(2), . . . ]. Fix j(1), j(2), . . . . Then, at the be-
ginning of each interval l, the value of ∑Ki=k ζl(i) un-
der the EDF policy is larger than that under η, for all
k.
Let the state of the system at the beginning of
the l-th interval under the EDF policy, and η, be
ζEl = [ζEl (1),ζEl (2), . . . ], and ζηl = [ζηl (1),ζηl (2), . . . ], re-
spectively. We prove the claim by induction on l.
When l = 1, i.e., at the beginning of the first inter-
val, both policies have not scheduled any transmis-
sions yet. Hence, the claim holds.
Assume that the claim holds for the l-th interval.
We now show that it also holds for the (l + 1)-th in-
terval. For each k, we have
K
∑
i=k
ζηl+1(i)
≤N + {
K−1
∑
i=k
ζηl (i+ 1)− [ j(l)−
k
∑
i=1
ζηl (i)]+}+
≤N + {
K−1
∑
i=k
ζEl (i+ 1)− [ j(l)−
k
∑
i=1
ζEl (i)]+}+
(by induction hypothesis)
=
K
∑
i=k
ζEl+1(i).
Hence, by induction, we have established that
∑Ki=k ζηl (i)≤ ∑Ki=k ζEl (i), for all k and l.
THEOREM 2. For the homogeneous case, the maxi-
mum q such that vector of throughputs [qn|qn ≡ q] is
within the capacity region is q = p(T−I
E )
NT .
PROOF. We have shown that IE = minη Iη. Hence, it
is necessary that Nq/p ≤ 1− IE/T for the vector of
throughputs [qn|qn ≡ q] to be in the capacity region.
On the other hand, since the EDF policy achieves a
throughput of qˆE = p(T−I
E )
NT , qˆ
E is indeed the maxi-
mum q such that [qn|qn ≡ q] is within the capacity
region.
6 The General Case: Earliest Positive-
Debt Deadline Policy and Its Optimal-
ity
In this section we return to the non-homogeneous
case where the pn’s and qn’s are not the same for all
clients. We will establish the optimality of a simple
online scheduling policy called the Earliest Positive-
Debt Deadline First (EPDF). We will show that it can
support every vector of throughputs that is strictly in
the capacity region.
The policy is based on the concept of truncated
time debt, which differs from the debt in [4]. The
choice of M below is related to the usage of a multi-
step negative drift of the Lyapunov function.
DEFINITION 1. The truncated time debt of client n at
time t, denoted by dn(t), is defined recursively by:
dn(t + 1) =[dn(t)+Mwn1(t + 1≡ 1 (mod M))
− 1(the AP schedules n in time t+1)]+,
where 1(·) is the indicator function.
Note that it increases by Mwn every M time slots,
where M is an adjustable parameter, and decreases
by 1 in each time slot that the AP schedules client
n for transmission. Finally, we only retain the posi-
tive part. We will hereafter say that the M time slots
form a frame. The choice of M will be discussed in
the sequel. It will be the single parameter that will
be tuned by the policy to adapt to all the above un-
certainties.
We now present the scheduling policy, which we
call the Earliest Positive-Debt Deadline First (EPDF)
policy: In each time slot, the AP schedules the packet
with the earliest deadline from those whose asso-
ciated clients have strictly positive truncated time
debts, that is, dn(t) > 0. Ties are broken arbitrar-
ily. If the associated client of every packet in the
system has dn(t) = 0, the AP schedules the packet
with the earliest deadline. The AP only idles in a
time slot when there are no packets to be transmit-
ted. We note that this policy differs from the EDF
policy in that it restricts the AP from serving clients
with zero truncated time debts, so as to prevent the
AP from providing too much service to some clients
while starving others.
The EPDF policy only needs to be tuned with an
appropriate choice of M. It does not need any ex-
plicit information on the traffic pattern of each client
besides the knowledge of the implied workload and
the choice of M. It is a simple online scheduling pol-
icy that is readily implementable. We now show that
this policy supports every vector of throughputs that
is strictly in the capacity region through an appropri-
ate choice of M.
Our proof employs the Lyapunov function L(k) :=
∑Nn=1 dn(kM). In our context the Foster-Lyapunov
Theorem is used as follows:
THEOREM 3. If, under some scheduling policy η, there
exists a positive number δ, and a finite subset D0 of RN
such that:
E{L(k+ 1)−L(k)|[dn(kM)]} ≤ −δ, if [dn(kM)] /∈ D0,
(1)
E{L(k+ 1)−L(k)|[dn(kM)]} < ∞, if [dn(kM)] ∈ D0,
(2)
then the throughput of each client n is at least qn.
THEOREM 4. The EPDF policy supports every vector
[qn] that is strictly in the capacity region, with properly
chosen M.
PROOF. Consider a vector of throughputs [qn] that is
strictly in the capacity region. There exists some α >
0 such that the vector [qn +α] is still in the capacity
region. Therefore, we can assume that there exists a
scheduling policy η, under which the throughput of
each client n is at least qn +α.
Our proof consists of two parts. First, we show
that the condition in Theorem 3 is satisfied under η.
We then show the value of E{L(k+ 1)−L(k)} under
the EPDF policy is smaller than that under η. Hence,
the condition in Theorem 3 is also satisfied under the
EPDF, and the throughput of each client n is at least
qn under the EPDF policy.
Since the throughput of each client n is at least
qn + α under η, we have, under η, the long-term
average number of time slots that the AP schedules
client n is at least (qn +α)/pn = wn + αpn per time slot.
Let α∗ := minn∈{1,2,...,N} αpn . Let un(t) be the indicator
function that the AP schedules client n in time slot t.
For large enough M, we have
E{
(k+1)M
∑
t=kM+1
un(t)} ≥ Mwn +Mα∗, (3)
and
Prob{
(k+1)M
∑
t=kM+1
un(t)≥ Mwn}> 1−
α∗
2∑Nn=1 wn
, (4)
for all n and k, regardless of events prior to time slot
kM. We choose one such M so that Mwn is an integer
for each n.
We consider the Lyanpunov drift, E{L(k +
1) − L(k)}, under η. By definition, dn((k +
1)M) = [dn(kM) + Mwn − ∑(k+1)Mt=kM+1 un(t)]+. Since
∑(k+1)Mt=kM+1 un(t)≤ M, we have
dn((k+ 1)M)− dn(kM) = Mwn−
(k+1)M
∑
t=kM+1
un(t), (5)
if dn(kM) > M,and
dn((k+ 1)M)− dn(kM)≤ [Mwn−
(k+1)M
∑
t=kM+1
un(t)]+, (6)
otherwise. If dn(kM) ≤ M, for all n, we have, under
η,
E{L(k+ 1)−L(k)}
=
N
∑
n=1
E{dn((k+ 1)M)− dn(kM)}
≤
N
∑
n=1
MWn < ∞.
On the other hand, if there exists a client n0 such that
dn0(kM) > M, we have, under η,
E{L(k+ 1)−L(k)}
=
N
∑
n=1
E{dn((k+ 1)M)− dn(kM)}
≤[Mwn0 −E{
(k+1)M
∑
t=kM+1
un0(t)}]
+ ∑
n 6=n0
E{[Mwn−
(k+1)M
∑
t=kM+1
un(t)]+}
≤−Mα∗+ ∑
n 6=n0
MwnProb{
(k+1)M
∑
t=kM+1
un(t)< Mwn}
≤−Mα∗+ ∑
n 6=n0
Mwn
α∗
2∑Nn=1 wn
(by (4))
≤−
Mα∗
2
.
Thus, by letting δ = Mα∗2 , and D0 be the set of states
where dn(t) ≤ kM, for all n, η satisfies the condition
in Theorem 3.
Next, we show that the value of E{L(k+1)−L(k)}
under the EPDF policy is smaller than that under η.
We number the packets that can be transmitted some
time between time slot kM+1 and time slot (k+1)M
by i = 1,2,3, . . . . Packet i may either be one that is
generated during time slots (kM,(k+1)M], or be one
that is generated before time slot kM + 1 and is not
delivered by time slot kM + 1. We denote by n(i)
the client associated with packet i, and by t(i) the
time slot that packet i is generated. The deadline of
packet i can then be expressed as t(i)+ τn(i)− 1. Fi-
nally, we let γ(i) be the number of transmissions that
need to be scheduled for packet i during time slots
(kM,(k+1)M] before it can be successfully delivered.
Therefore, the packet i can be scheduled at most γ(i)
times. Since the channel reliability for client n(i) is
pn(i), γ(i) is a geometric random variable with mean
1/pn(i). We will show that the value of L(k+1)−L(k)
under the EPDF policy is no larger than that under
η, for all γ(1),γ(2), . . . .
Let uˆ(t) be the indicator function that the packet
scheduled at time slot t, say, packet i, has dn(i)(t) >
0. Since we choose M so that Mwn is an inte-
ger for each n, dn(t) is an integer for each n and
t. Hence, L(k+ 1)−L(k) = ∑Nn=1 Mwn −∑(k+1)Mt=kM+1 uˆ(t).
Given γ(1),γ(2), . . . , let ∆η and ∆E be the values of
∑(k+1)Mt=kM+1 uˆ(t) under η and the EPDF policy, respec-
tively. We can show that the value of L(k+ 1)−L(k)
under the EPDF policy is no larger than that under η
by showing ∆E ≥ ∆η.
We modify the schedule under η time slot by time
slot from time slot kM + 1 to time slot (k + 1)M, so
that it eventually becomes the same as that under
EPDF. We show that in each step of the modifica-
tion, the value of ∆η does not decrease. Assume that
we have modified all time slots within (kM, t) so that
the two policies have the same schedule. We now
consider time slot t. If η and EPDF schedules the
same packet in time slot t, we do not need to make
any modifications. Suppose η schedules a packet iη
and EPDF schedules another packet iE at time slot t,
where we set iη = 0, or iE = 0, if η, or EPDF, does
not schedule any packet and idles at time slot t, re-
spectively. We modify the schedule of η according
to the following different cases. First, consider the
case when dn(iη)(t) > 0 and dn(iE )(t) > 0, and there-
fore uˆ(t) = 1 under either policy. If η does not sched-
ule packet iE during time slots [t,(k+ 1)M], we can
simply modify η so that it schedules packet iE at time
slot t without changing its schedule in the following
time slots. On the other hand, if η schedules packet
iE at some time slots after t, we pick one of these
time slots, denoted by t ′, and modify the schedule of
η so that it schedules iE at time slot t, and schedules
tη at time slot t ′. By the design of EPDF, the deadline
of iE must be no larger than that of iη. Therefore,
iη can be scheduled at time slot t ′ without violating
its deadline constraint. Under this case, the value of
∆η is not influenced by the modification. Next, con-
sider the cases when dn(iη)(t) = 0 and dn(iE)(t) > 0,
and when dn(iη)(t) = 0 and dn(iE)(t) = 0. If η does not
schedule packet iE during time slots [t,(k+ 1)M], we
can simply modify η so that it schedules packet iE at
time slot t without changing its schedule in the fol-
lowing time slots. On the other hand, if η schedules
packet iE at some time slots after t, we pick one of
these time slots, denoted by t ′, and modify the sched-
ule of η so that it schedules iE at time slot t, and idles
at time slot t ′. Since, under η, uˆ(t) = uˆ(t ′) = 0 before
the modification, this modification does not decrease
the value of ∆η. Finally, we note that it is impossi-
ble that dn(iη)(t) > 0 and dn(iE)(t) = 0, as the EPDF
policy always schedules a packet whose client has
strictly positive truncated time debt as long as there
is one. In summary, we can use the above procedure
to modify the schedule under η so that it eventu-
ally becomes the same as that under EPDF without
decreasing the value of ∆η in each step of the modi-
fication. Hence, we have shown that ∆η ≤ ∆E .
We have shown that the value of E{L(k + 1)−
L(k)} under EPDF is smaller than that under η.
Therefore, EPDF also satisfies the condition in The-
orem 3, as long as the vector [qn] is strictly in the
capacity region. EPDF thus supports every vector of
throughputs that is strictly in the capacity region.
In the proof of Theorem 4, the number of time
slots in a frame, M, can be large, which means the
truncated time debt of each client is updated infre-
quently. While the EPDF policy guarantees that the
long-term average throughput of each client is at
least as large as its requirement, a large M may lead
to undesirable short-term performance. The follow-
ing example depicts one such scenario:
EXAMPLE 1. Consider a system with two streams.
Each stream generates one packet in each time slot,
and requires a delay bound of τn = 1. Further, as-
sume that w1 = 0.5 and w2 = 0, that is, client 2 does
not require any of its packets to be delivered. Sup-
pose that the EPDF policy chooses frame size M = 100.
Now, at the beginning of the first time slot, we have
d1(1) = Mw1 = 50 and d2(1) = 0. By the EPDF policy,
the AP schedules transmissions for client 1 for all time
slots in [1,50]. After time slot 50, the truncated time
debt for client 1 becomes 0, and the AP may schedule
transmissions for client 2 for all time slots in [51,100].
To summarize, the EPDFmay devote the first half of the
frame to client 1, and then totally neglects it in the sec-
ond half of the frame, which can result in poor short-
term performance for client 1. On the other hand, if
the EPDF policy chooses M = 2, it will schedule client
1 in time slots {1,3,5, . . .}, and the short-term perfor-
mance of client 1 will be much better than it is when
M = 100. ✷
To improve short-term performance, we may
want to set M to be a small number. However,
the following example suggests that the EPDF pol-
icy may fail to support a vector of throughputs that
is strictly in the capacity region when M is too small.
EXAMPLE 2. Consider a system with three clients.
Client 1 generates a packet in every time slot, has chan-
nel reliability p1 = 1.0, and requires that τ1 = 1, q1 =
0.5, and hence w1 = 0.5. Client 2 generates a packet
in every time slot, has channel reliability p2 = 1.0, and
requires that τ2 = 1 and q2 = 0. Finally, client 3 gen-
erates a packet in time slots of the form 4m+ 2, m =
0,1,2, . . . , i.e., in time slots {2,6,10,14, . . .}. Client
3 has channel reliability p3 = 0.5, and requires that
τ3 = 2, q3 = 3/16, and hence w3 = 3/8 = 0.375.
Suppose we set M = 4. Then the EPDF policy sched-
ules client 1 in time slots of the form 4m+1 and 4m+2,
schedules client 3 in time slots of the form 4m + 3,
and schedules client 3 in time slots of the form 4m+ 4
if the transmission in time slot 4m + 3 fails, for all
m = 0,1,2, . . . . It is easy to check that the EPDF pol-
icy supports the required throughput to every client.
On the other hand, suppose we set M = 2. At the
beginning of time slot 1, we have d1(1) = 1,d2(1) =
0,d3(1) = 0.75. The EPDF policy may schedule client 1
in time slot 1, and client 2 in time slot 2. Note that
the packet of client 3 has not been generated in time
slot 2, and hence cannot be scheduled in the time slot.
At the beginning of time slot 3, we have d1(3) = 1−
1+ 1 = 1, d2(3) = 0, and d3(3) = 0.75+ 0.75 = 1.5.
The EPDF policy then schedules client 1 in time slot
3, as its deadline is earlier than that of client 3, and
schedules client 3 in time slot 4. The same schedule
then repeats for all the following time slots. Hence,
under the EPDF policy, client 3 is scheduled once every
4 time slots, and has a throughput of 1/8, which is less
than its requirement. ✷
In the above example, the EPDF policy fails to
provision the required throughputs when the frame
size M is too small. The reason is that when M = 2,
the packet generations differ greatly from frame to
frame. In particular, client 3 only generates packets
in half of the frames. In order to improve short-term
performance without losing long-term performance,
we choose M so that the set of packets generated in
each frame is similar.
7 Simulations on Three Movies
We now present simulation results based on real
traces of video streaming. We use the traces pro-
vided by the Video Trace Library of the Arizona State
University [17, 20]. We conduct our simulations on
three different HD movies, namely, “Harry Potter,”
“Finding Neverland,” and “Transporter 2.”
We have implemented the EPDF policy, as well as
three other policies for performance comparison, in
ns-2. The three other policies are the EDF policy,
which is proposed in [14] and described in Section
4, the Largest Debt First (LDF) policy, and a policy
from Dua and Bambos [2]. The LDF policy schedules
transmissions for the client that has the largest trun-
cated time debt in each time slot. It has been shown
that the LDF policy achieves the capacity region for
the special case when all streams generate packets at
the same time, and none of the clients buffer incom-
ing packets before playing the video [4] [5]. In [2],
it is assumed that each packet drop due to expiration
incurs a dropping cost, where the dropping costs may
be different from client to client. A scheduling policy
is then proposed aiming to minimize the long-term
average total dropping costs over all clients. This
policy considers the dropping cost and deadline of
packets, as well as the channel reliabilities of clients.
In our simulations, we set the dropping cost of client
n to be qn/rn, as this is the proportion of packets that
client n requires to be delivered on time.
We consider IEEE 802.11a, which supports up to
54Mbps data rate, as the MAC protocol. Simula-
tions show that the time needed to transmit a packet
of size 1500 Bytes, including all overheads and the
time for ACK, is about 750 µs. Hence, we set the
length of a time slot to be 750 µs. When generating
traffic from the traces, we divide a video frame into
multiple packets if its size is larger than 1500 Bytes,
and we also combine adjacent video frames into one
packet when their total size is less than 1500 Bytes.
We consider a system with 30 clients arranged in
a 6× 5 grid, where adjacent clients are separated by
170 meters, and one AP that is placed at the center
of the grid. We use the Shadowing module in ns-2
to model the unreliable wireless links. Simulations
show that under the above topology, the values of pn
range from 51% to 100%. In each simulation, the AP
keeps a running estimate of the channel reliability
for each client. When the AP transmits a packet for
client n, it updates its estimate of pn by pn ← (1−
α)pn +α ·1(the transmission succeeds), where 1(·) is
the indicator function.
Each simulation lasts 100 seconds. In each sim-
ulation, we assume that all clients are watching the
same movie, but their starting times are staggered.
To be more specific, we assume that when client n is
watching the t-th second of the movie, client (n+ 1)
is watching the (t + 100.11)-th second of the same
movie. This ensures that the traffic patterns are dif-
ferent from client to client. Unless otherwise speci-
fied, the delay bounds of clients, τn, are assumed to
be evenly distributed between 20000 – 30000 time
slots.
To better illustrate the simulation results, we as-
sume that half of the clients require a portion X
of their packets to be delivered on time, while the
other half of the clients require a portion Y of their
packets to be delivered on time. The throughput re-
quirements of clients are then computed accordingly.
We define the achieved throughput region of a pol-
icy as the region composed of all (X ,Y ) that can be
achieved by the policy. A pair (X ,Y ) is considered to
be achieved if the resulting throughput of each client
is at least 95% of its required throughput.
7.1 Performance Comparisons Between
Different Policies
We first present the performance of all the four
scheduling policies. Simulation results are shown in
Fig. 2. It can be seen that the EPDF policy outper-
forms all the other three policies in all three movies.
For a fixed X , the difference of achieved Y between
the EPDF policy and the LDF policy can be as large
as 0.13. Since the LDF policy does not take into ac-
count the possibly different delay bounds for differ-
ent packets, it may spend a lot of time transmitting
packets whose debts are large but deadlines are far-
away. Both the EDF policy and the policy in [2] re-
sult in poor performance. The EDF policy does not
take the throughput requirements of clients into ac-
count, and hence may be severely unfair. On the
other hand, while the policy in [2] makes schedul-
ing decisions based on the deadlines of packets, the
throughput requirements and channel reliabilities of
clients, it still results in suboptimal performance.
This suggests that only aiming to minimize the to-
tal dropping cost may be unfair to some flows, and
hence the policy in [2] is not suitable for providing
performance guarantees for individual clients.
7.2 Impact of Delay Bounds
Next, we investigate the influence of delay bounds
on throughput performance. We again consider the
system with 30 clients. The settings of the system are
almost the same as in Section 7.1. The only differ-
ence is that all clients require the same delay bound.
We compare the achieved throughput regions for dif-
ferent delay bounds.
Simulation results are shown in Fig. 3. In all
three movies, the achieved throughput regions in-
crease with delay bounds. For a fixed X , the largest
achievable Y can be increased by 0.2 when the delay
bounds are increased from 0.1 second to 1 second.
When we further increase the delay bound from 1
second to 10 seconds, the largest achievable Y can
be increased by 0.21 for some fixed X . As the de-
lay bounds increase, live video streams become less
vulnerable to bursty packets and bursty failed trans-
missions, and hence the throughput performance im-
proves.
7.3 Influence of Frame Sizes
In Example 2, it is shown that the EPDF policy
may not be capacity achieving if the frame size, i.e.,
the value of M, is too small. In this section, we in-
vestigate the influence of frame sizes on system per-
formance.
We consider the same system as that in Section
7.1. We simulate the performance of the EPDF pol-
icy under two extreme cases: M = 1 and M = 1000.
Simulation results are shown in Fig. 4. Surprisingly,
the achieved throughput regions for the two cases
are virtually indistinguishable. For any movie and
any fixed X , the difference between the achievable Y
is less than 0.03 under the two cases.
Next, we investigate the short-term performance
under both cases of M = 1 and M = 1000. We assume
that all clients require a portion X of their packets to
be delivered on time. The value of X is set to be 0.65
for Harry Potter, 0.7 for Finding Neverland, and 0.8
for Transporter 2, since Fig. 4 shows that these set-
tings are feasible. For each movie, we find the client
that generates the most packets during the simula-
tion, and then plot the number of packets that this
client receives in every second of the simulations.
Simulation results are shown in Fig. 5. The num-
ber of packets delivered to the client in each second
varies much from second to second when M = 1000.
On the other hand, when M = 1, the number of pack-
ets delivered to the client does not vary as much.
Although both M = 1000 and M = 1 result in similar
long-term throughputs for each client, smaller M can
lead to much better short-term performance.
8 Conclusions
We have studied the problem of serving multiple
live video streams to wireless clients with various de-
lay and throughput requirements, as well as hetero-
geneous link reliabilities. We have analyzed a model
(a) Harry Potter (b) Finding Neverland (c) Transporter 2
Figure 2: Achieved throughput regions under different policies
(a) Harry Potter (b) Finding Neverland (c) Transporter 2
Figure 3: Achieved throughput regions for different delay bounds.
that jointly considers several practical concerns for
live video streaming over wireless networks, includ-
ing the traffic patterns of streams, the unreliabil-
ities of wireless transmissions, and the delay and
throughput requirements of clients. We have pre-
sented a systematic approach for precisely character-
izing the capacity region. We have proposed a simple
scheduling policy, the EPDF policy, and proved that
it is able to support every vector of throughputs that
is strictly in the capacity region. The utility of the
EPDF policy has been demonstrated through trace-
based simulations, where it is seen that it appears to
outperform other policies by a large margin.
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