The luminous X-ray binary Circinus X-1 has been observed twice near zero orbital phase using the High-Energy Transmission Grating Spectrometer (HETGS) onboard Chandra. The source was in a high-flux state during a flare for the first observation, and it was in a low-flux state during a dip for the second. Spectra from both flux states show clear P Cygni lines, predominantly from H-like and He-like ion species. These indicate the presence of a high-velocity outflow from the Cir X-1 system which we interpret as an equatorial accretion-disk wind, and from the blueshifted resonance absorption lines we determine outflow velocities of 200-1900 km s −1 with no clear velocity differences between the two flux states. The line strengths and profiles, however, are strongly variable both between the two observations as well as within the individual observations. We characterize this variability and suggest that it is due to both changes in the amount of absorbing material along the line of sight as well as changes in the ionization level of the wind. We also refine constraints on the accretion-disk wind model using improved plasma diagnostics such as the He-like Mg XI triplet, and we consider the possibility that the X-ray absorption features seen from superluminal jet sources can generally be explained via high-velocity outflows.
1. INTRODUCTION The discovery of broad P Cygni line profiles from the luminous X-ray binary Circinus X-1 (hereafter Cir X-1), which we reported in hereafter Paper I) , was the first time such lines had been observed clearly in the X-ray spectrum of a cosmic object. The P Cygni lines demonstrated the presence of a high-velocity outflow, in line with other suggestions of outflow in this system (e.g., . However, the nature of Cir X-1 in general is still poorly understood and, despite advances in recent years, there remains uncertainty about even the most basic properties of this system. Since its discovery (Margon et al. 1971) , it has appeared bright and variable in X-rays exhibiting a period of 16.6 days (Kaluzienski et al. 1976) , and it has thus been a frequent target of most X-ray observatories. The compact object in the Cir X-1 system is thought to be a neutron star (Tennant, Fabian, & Shafer 1986 ) that can radiate at super-Eddington luminosities during times of strong mass transfer. Its heavily reddened optical counterpart (e.g., Moneti 1992) shows strong, asymmetric Hα emission; this emission is variable and appears to arise from several sites in the system including the accretion disk (e.g., Whelan et al. 1977; Mignani, Caraveo, & Bignami 1997; Johnston et al. 2001) . The system shows two arcminute-scale radio jets (Stewart et al. 1993) , and an arcsecond-scale asymmetric jet (Fender et al. 1998) suggests the presence of relativistic outflow from the source. Cir X-1 is often included among the "Galactic microquasar" X-ray binaries (Mirabel 2001) .
The nature of the companion star is an important issue for the interpretation of the observed X-ray P Cygni lines. Specifically, one must address if the P Cygni lines could be made by absorption of X-rays from the neutron star in a high-velocity wind from the companion; such a scenario is likely for the high-mass X-ray binary Cygnus X-3, which also shows X-ray P Cygni lines (Liedahl et al. 2000) and has a Wolf-Rayet star companion. The large velocities observed for the X-ray P Cygni lines of Cir X-1 (up to ±1900 km s −1 ) would require a high-mass companion, probably of spectral type O.
Several attempts have been made to determine the spectral type of the companion star. While a low-mass companion is favored by most of the recent studies (e.g., Stewart et al. 1991; Glass 1994) , the constraints remain weak due largely to the heavy interstellar reddening. Additional evidence for a low-mass companion comes from observations of the correlated X-ray spectral and timing properties, observations of type I X-ray bursts, and theoretical considerations. For example, Shirey, Bradt, & Levine (1999a) and Shirey, Levine, & Bradt (1999b) have demonstrated in extensive studies of RXTE data that Cir X-1 exhibits spectral branches in the hardnessintensity diagram that can be identified with the horizontal, normal, and flaring branches of "Z" type low-mass X-ray binaries (LMXBs; e.g., Hasinger & van der Klis 1989; Schulz, Hasinger, & Trümper 1989) . Qu, Yu, & Li (2001) have also noted some similarities to the LMXBs GX 5 − 1 and Cyg X-2. Furthermore, Tauris et al. (1999) considered the (somewhat uncertain) kinematic properties of the Cir X-1 system and argued that the companion is a low-mass ( 2.0 M ⊙ ), unevolved star.
Given that the stellar wind from the likely low-mass companion cannot explain the observed properties of the X-ray P Cygni profiles from Cir X-1, we interpreted these profiles in the context of an equatorial wind driven from the accretion disk by a combination of Compton heating and radiation pressure (see Paper I). The fact that Cir X-1 can radiate with high luminosity relative to its Eddington luminosity (L/L Edd ) makes it a natural system in which to expect observable outflows, because of the larger amount of photon pressure available per unit gravitational mass. Accretion-disk winds in X-ray binaries have been discussed both theoretically and observationally (e.g., Begelman, McKee, & Shields 1983; Raymond 1993; Chiang 2001; 1 Proga & Kallman 2001) , and the P Cygni lines seen from Cir X-1 match the lines predicted by Raymond (1993) reasonably well. We also note that Iaria et al. (2001a Iaria et al. ( , 2001b have recently found evidence for a large column density of ionized gas along the line of sight based on observations of ionized iron K edges; the same gas might well produce both the X-ray P Cygni lines and the ionized iron K edges.
P Cygni lines are a common property of the ultraviolet spectra of cataclysmic variables (CVs) possessing an accretion disk. In these systems, the line profiles are associated with highvelocity polar outflows (e.g., Córdova & Howarth 1987) , in contrast to the equatorial geometry proposed for the accretiondisk wind in Cir X-1. The proposed equatorial geometry was motivated by evidence that the Cir X-1 system is viewed in a relatively edge-on manner. Although eclipses are not observed, the spectral variability caused by the observed X-ray absorption is best explained by a model with a relatively edge-on accretion disk (Brandt et al. 1996; Shirey et al. 1999b ). In this model, X-rays created near the neutron star reach the observer via two light paths: (1) a direct, but often absorbed, light path that can intersect the outer bulge of the accretion disk, and (2) an indirect, electron-scattered light path that avoids any absorption associated with the direct light path. This model can naturally explain the large observed changes in the column density of the absorbing gas without corresponding changes in its apparent covering fraction (see Brandt et al. 1996 for details). We note that radio imaging of SS433, which shares several similarities with Cir X-1, provides strong evidence for an equatorial wind-like outflow from this system (Blundell et al. 2001) .
In this second paper, we present results from a variability study of the X-ray P Cygni lines from Cir X-1. As in Paper I the observations were performed with the High-Energy Transmission Grating Spectrometer (HETGS) onboard Chandra at "zero phase." Zero phase in Cir X-1 is thought to be associated with the periastron passage of the neutron star, and near this phase Cir X-1 is highly variable in X-ray intensity. Throughout this paper, we adopt a distance to Cir X-1 of 6 kpc (Stewart et al. 1993; Case & Bhattacharya 1998) and an interstellar column density of 2 × 10 22 cm −2 (e.g., Predehl & Schmitt 1995) . We present analyses of two observations, which include a reassessment of the data presented in Paper I representing a highflux state of Cir X-1 and a second observation during which Cir X-1 was in a low-flux state with strong variability. In Schulz & Brandt (2001;  hereafter SB2001) we already presented a broad-band continuum fit to some of the data as well as showed temporal changes of the Si XIV line. The analysis here focuses on a comparison of the bright lines in the two zero-phase flux states and their variability with intensity and time. Both observations were performed near zero phase of the binary orbit. They were not precisely at the same phase; observation I started at phase 0.9917, and observation II started at phase 0.9923 (adopting the ephemeris of Glass 1994) . In Paper I we showed that observation I occurred during the onset of a luminous flare. Figure 1 (bottom) puts observation II similarily into perspective with the long-term RXTE ASM light curve.
Here it appears that we observed the source during a prominent intensity dip. Observation I is also different from observation II because it suffered from a misalignment of the applied subarray during the observation which led to the loss of half of the data. Otherwise observation II was performed with a similar instrument setup, i.e. the zeroth order was blocked from being telemetered, the same subarray with CCDs S0 and S5 inactive was applied leading to a frametime of 1.7 sec.
FIG. 2.-The raw-count spectra of observation I (top) and observation II (middle) plotted on the same scale. The MEG 1st order spectra are blue, the HEG 1st order spectra are green, and the MEG 3rd order spectra are red. The bottom panel shows these corrected for exposure. The brighter set corresponds to observation I, and the fainter set corresponds to observation II.
Raw-Count Spectra
Observation I was the basis for the discovery of the P Cygni profiles, and most of its basic properties were described in Paper I. We reprocessed these data using several improved calibration data products. The first one concerns a small correction to the wavelength scale, which arose from a re-assement of the detector pixel size and which led to a scale factor of 500 ppm in the wavelength scale. This leads to a maximal difference of 0.0075 Å at 15 Å compared to the previous definition. For shorter wavelengths this change is of the order of the previous accuracy of the wavelength determination. A second change came from the application of the CCD quantum efficiency, which has now been provided with a finer energy grid. The benefits here are that instrumental edges, for our interest especially the CCD Si-edge, have been accounted for more accurately and are less likely to produce spectral artifacts. A third improvement came from correction of a slight mismatch of the energy grids in the ancillary data files and the grating response. All data were processed the same way with the exception that in observation II we additionally added positive and negative orders together. In this respect we re-gained essentially the same exposure as in observation I. The raw-count spectra in Figure 2 (top) indicate a very high number of counts during observation I. The MEG 1st order spectra have 1.4 × 10 6 events, the HEG 1st order spectra have 1.5 × 10 6 events, and the MEG 3rd order spectra have 3.9 × 10 5 events. In observation II (middle) the MEG 1st order spectra have 3.3 × 10 5 events, the HEG 1st order spectra have 2.1 × 10 5 events, and the MEG 3rd order spectra have 4.0 × 10 4 events. The difference in intensity is well illustrated by the raw-count spectra shown in Figure 2. Throughout most of the spectral bandpass, the number of counts in observation II is significantly lower in each bin compared to observation I. This had the favorable effects that we did not suffer from any frame dropouts during data transmission and were much less affected by pile-up.
Pile-up Issues
The amount of pile-up in the spectra makes detailed modeling of the X-ray continuum difficult. Pile-up affects the MEG and HEG spectra over a considerable bandpass where the counts per frame in a given pixel significantly exceeds 0.01. These high photon densities are only reached in the 1st orders where the effective area of the instrument is highest. In the MEG 1st order spectrum this happens below ∼ 11 Å, while in the HEG 1st order spectrum it happens below ∼ 8 Å. All higher orders are not affected by pile-up. However, they still suffer from contamination of piled-up photons from the 1st orders. Pile-up in the 1st orders creates a depletion of photons at a specific wavelength. Since it is a CCD effect, multiple photon coincidences appear in higher CCD channels since they are recorded as an event that has the sum of the incident energies. In the HETGS these channels also coincide with the locations of the higher order grating spectra. In this respect three firstorder photons, for example, appear as one photon in 3rd order at 1/3 of the original wavelength. This means that the MEG 3rd order below ∼ 2 Å is contaminated by pile-up from the MEG 1st order. Since no viable model yet exists to correct for this effect, we will avoid all areas in the spectra that suffer substantially from pile-up. In the MEG 1st order the range below 2 Å is also affected by some contamination from zero-order scattering and is excluded as well. For observation I, for example, this leaves the following wavelength bands for spectral modeling: 2.4-8.5 Å in the MEG 3rd order, 8.2-10.1 Å in the HEG 1st order, and above 11 Å in the MEG 1st order. The wavelength range below 2 Å in the HEG 1st order is only mildly affected by pile-up as well. The available energy bands are thus 0.8-5.2 keV and 6.2-8 keV. Observation II shows considerably lower count rates, and its spectra are much less affected by pileup and zero-order scattering; here we can make use of wider wavelength bands.
Figure 2 (bottom) shows the exposure-corrected spectra for observations I and II. The top set of spectra with the higher fluxes are from observation I, and the bottom set are from observation II. The spectra are integrated over the entire exposures. Without pile-up the blue, green and red spectra of both sets should overlap. This qualitatively gives an impression of the degree of pile-up, which is indicated by how much the blue and green spectra deviate from the red spectra.
For the analysis of the lines we mostly rely on the HEG 1st order spectra for statistical reasons. This requires some corrections in areas where pile-up appears strong, which is between 2 and 7 Å. From the difference of the exposure-corrected spectra and the pile-up free 3rd order spectra we can determine an energy dependent flux correction factor, which we later use to correct the equivalent widths of the lines. The model of the HEG 1st order spectrum of observation II in Figure 3 has these factors applied, and the figure shows that we get good agreement.
The additional systematic uncertainty in the determination of equivalent widths can be up to 20% is the worst case.
Determining Fluxes and Luminosities
In general we follow the procedure to determine the luminosity outlined in SB2001 and choose our model spectrum from previous fits to ASCA data (Brandt et al. 1996) ; the model consisted of two blackbody components with both intrinsic partial-covering absorption and interstellar absorption using cross-sections from Morrison & McCammon (1983) . The two observations can be compared to the low-count-rate state (observation II) and high-count-rate state (observation I) in Brandt et al. (1996) . We emphasize, however, that the spectra do not qualify for a more detailed physical discussion, but we use the fits as a valid parameterization of the continuum emission in order to perform the line analysis. We also draw some information from the change of the fits from observation I to observation II.
For observation I we find reasonable agreement with the fits in Brandt et al. (1996) . We find a total absorbed X-ray flux of 2.0 × 10 −8 erg cm −2 s −1 with the soft component contributing 61% between 2-8 keV. This corresponds to a luminosity of 1.8 × 10 38 erg s −1 . During observation II the total absorbed Xray flux dropped to 4.8 × 10 −9 erg cm −2 s −1 with a contribution of the soft component of < 1%. The corresponding luminosity is 2.8 × 10 37 erg s −1 . However, as we discuss in §3.5, the correction for absorption during observation II is uncertain, and hence the true luminosity of Cir X-1 is difficult to constrain during this observation. It is plausible that the true luminosity during observation II is comparable to that during observation I. Such behavior would be consistent with that observed by ASCA (Brandt et al. 1996) and RXTE (Shirey et al. 1999b ) during dips. Evidence for heavy and complex absorption in the Chandra data is found in the depths of the neutral Fe K (see §3.5) and Si K edges. Both observations show a neutral Si K edge with a depth of τ = 0.15. The large depth of this edge required us to add an additional edge to our fits, and uncertainties in the improved instrument efficiencies cannot account for such a large effect.
P CYGNI LINE ANALYSIS

Basic line measurements
For the line analysis we binned all spectra into 0.005 Å bins (which oversample the HEG resolution by a factor of two). All the analysis in this section has been performed on the raw data. The spectra are integrated over the entire exposure. We use lines detected in the HEG 1st and MEG 3rd orders, except in observation I where we use the MEG 1st order above 10 Å. We detect a number of resonance line features in both observations, of which the brightest clearly show P Cygni profiles (Paper I). Figure 3 shows the spectrum of observation II from 1.7-9 Å with all identified features marked. Table 1 includes all line features detected with a signal-to-noise ratio larger than three for both observations. Most of the lines are from H-like and He-like species, although we do detect some Li-like and B-like species from elements with high atomic numbers. For some of the lines the P Cygni shape is less pronounced, and we find them either mostly in emission or absorption (see below). Notable in observation II is the detection of the forbidden line of He-like Mg XI, which cannot appear as a P Cygni line since it is not a dipole transition. Table 1 lists each ion with its charge state in column 1, the transition name in column 2 ("H-like" denotes ions with only one electron left, "He-like" with two, and so on), and the predicted wavelength from the SPEX (Mewe 1994 ) line list in column 3. In column 4 we list the measured wavelength, which represents the intersection between the emission and the absorption with the continuum. The intersection with the continuum is generally a good estimate of the rest-wavelength position. This is underlined by the fact that on average the profiles appear symmetric. In order to quantify the properties of the P Cygni lines, we normalized each profile by dividing the data by the underlying local continuum (where we simply applied a polynomial fit) and then fitted the absorption and emission components with Gaussians. Within the statistical uncertainties, simple Gaussian functions proved to be sufficient for the fits. The velocities listed in column 5 represent the difference between the measured wavelength and the peak position of the Gaussian fitting the absorption part of the line (note, of course, that the maximum velocity to which absorption is observed is higher than this); lines without clear P Cygni shapes do not have velocity values listed. Most emission peaks appear slightly above the expected wavelength in column 3; in a few cases they match well, and here we have probably slightly underestimated the velocity. We find velocities of 200-1900 km s −1 . We determined the equivalent widths of the lines from the fits. They are listed in column 6 of Table 1 . The values are measured from HEG 1st order data unless noted otherwise. The equivalent width of a P Cygni line, W pc , is defined as the sum of the equivalent widths of the emission and the absorption (taking both to be positive quantities). For the analysis below we also list the contribution of absorption as a fraction of W pc ( f a in column 7 of Table 1 ). The Fe-line area below 2 Å is treated separately below.
High-flux versus low-flux states
In this section we analyze the variations of the P Cygni lines between observation I and observation II. The measured wavelengths (as well as the ones for the peak and valley positions) of the same transitions in both observations agree to within the stated uncertainties. The most dramatic change is observed in the equivalent widths of the lines. In Figure 4 we compare the P Cygni profiles for the lines with the highest equivalent widths in both observations, which are the Lyman α lines of S XVI (left), Si XIV (middle), and Mg XII (right). Pile-up effects for S XVI and Si XIV cannot account for the strong variability of the lines. The equivalent widths in observation I are generally lower than in observation II throughout the whole bandpass. The equivalent widths of the three Lyman α lines in Figure 4 differ by a factor of ≈ 4, whereas the other lines typically differ by a factor of ≈ 2. Of particular interest is the He-like Mg XI triplet, because it is the only one we can clearly resolve and appears free of contaminating features; for comparison, the Si XIII triplet is confused with the Mg XII Lyman γ line as well as the Si K edge. He-like triplets are sensitive to temperature and density and thus can be used as plasma diagnostics; we use the calculations by Porquet & Dubau (2000) . Calculation of the G = (i+ f )/r ratio (i is the flux of the intercombination line, f the flux of the forbidden line, and r the flux of the recombination line) and R = i/ f ratio allows estimation of the temperature and density, respectively (Gabriel & Jordan 1969). Our best constraints come from observation II since during this observation we detect all the lines in the triplet as shown in Figure 5 . We compute a G ratio of 2.9 ± 1.0 and an R ratio of 1.1 ± 0.34, implying a temperature of (3.8 ± 1.1) × 10 6 K and a density of (1.9 ± 0.9) × 10 13 cm −3 . A G value of ≈ 3 indicates a photoionized plasma dominated by recombination (Bautista & Kallman 2000) and justifies the use of the Porquet & Dubau (2000) calculations, which are specifically designed for a recombining plasma. During observation I we only detect the intercombination line at 9.23 Å and use the 1σ uncertainty in the continuum as an upper limit for the detection of the forbidden and resonance lines. We estimate an R ratio of > 0.5, implying a density of < 4 × 10 13 cm −3 . The G ratio is not well constrained during observation I. Figure 5 shows that the Mg XI triplet probably does not suffer from blending, which would mainly stem from possible lower-shell absorption events. These are unlikely given the high ionization states observed. Fe L emission lines are unlikely to appear as blends, because Kallman et al. (1996) predicted that recombination emission is dominated by K-shell ions and not L-shell ions. We cannot exclude the possibility that resonance scattering affects the line ratios; this would tend to increase the flux of the resonance line and thus lower the G ratio. The consequence would be that the temperature is higher or, in the extreme case, that the Porquet & Dubau (2000) calculations are not applicable because the plasma is not predominately recombining. However, the resonance line does not appear very strong in the spectrum, and a correction of G due to resonance scattering seems unlikely to be highly significant. 
Absorption column densities
The measurements of the absorption-line equivalent widths allow estimation of the ionic column densities in the absorbing medium. For an absorption line on the linear part of the curve of growth, the relation between equivalent width and column density is
where N j is the column density of ion species j, f ij is the oscillator strength of the transition, and W λ is the equivalent width of the absorption line (e.g., Spitzer 1978; see also Lee et al. 2001 ). In Table 1 we list the column density, N abs , for each ion species derived using this formula. Several effects may lead to systematic underestimates of column densities when the formula above is used. Given the observed P Cygni profiles, for example, it is likely that line emission fills in some of the absorption; it is difficult to correct for the resulting column-density underestimates precisely. Furthermore, line saturation can also lead to an underestimate of the column density. The observed lines could be saturated even though they do not appear "black" because of multiple light paths to the observer (e.g., the electron scattering of some Xrays around the absorbing material; see §1). The observed lines might also have unresolved substructure composed of narrower, saturated lines. In fact, since we observe lines from high-order transitions in the Lyman series, the Lyman α lines are probably saturated; the oscillator strengths decrease by a factor of ≈ 30 from the 1s-2p (Lyman α) to the 1s-4p (Lyman δ) transitions. We therefore see the column densities in Table 1 more as lower limits, and we note that the column densities derived from the high-order Lyman transitions probably have the least systematic error. For the determination of column densities we thus rely only on the highest-order Lyman transition detected.
In order to estimate equivalent hydrogen column densities, we must correct for the ionization fraction of a given ion. From the analysis of the Mg XI triplet, it is likely that we observe a photoionized plasma. In the following we use the calculations by Kallman & Bautista (2001) for such a plasma which provide a representative ionization structure. For a temperature of 3.8 × 10 6 K (see §3.3), we find an ionization parameter of ξ = L/nR 2 ≈ 20, 000 erg cm s −1 , which is consistent with the fact that we observe mostly H-like ions. We find a similar value of ξ when we compare our abundance ratios [AR=N abs (Hlike)/N abs (He-like)] with their calculations. Table 2 shows the ionization fractions for Mg, Si, S, and Fe and the derived equivalent hydrogen column densities as determined from the observed abundance ratios; the column densities are given for both a solar-abundance distribution from Morrison & McCammon (1983) and an interstellar-abundance distribution from Wilms, Allen, & McCray (2000) .
The equivalent hydrogen column densities in Table 2 appear to increase significantly between observation I and observation II. However, as discussed in §3.3, we only have limited constraints on the ionization structure of the gas during observation I because we do not detect all the lines in the Mg XI triplet. We cannot rule out, for example, a reduction in the ionization fraction during observation II that explains all the observed changes. Some of the derived column densities should be taken with caution. It is unusual, for example, that we observe a strong Mg XII 1s-3p transition, whereas the 1s-2p transition is missing. In fact if we discard the result for this line, the derived column density using Mg would be similar to those computed using the other elements. 
The Fe K Line Region
The Fe K line region is especially interesting for spectroscopy because Fe has quite high fluorescent yields (Auger destruction is not as dominant as in lower Z elements) as well as ions that can survive at high ionization parameters. Figure 6 (top) shows the Fe K region from 1.7-2.0 Å as observed with the HEG during observation I. We observe an Fe K line centered at 1.94 Å, which is consistent with the charge states Fe I-X (e.g., House 1969). The line has an equivalent width of 1.9 mÅ. The spectrum also shows P Cygni lines of Fe XXV and Fe XXVI with the properties given in Table 1 . We resolve a neutral Fe edge at 1.75 Å with an optical depth of τ = 0.035, implying an equivalent hydrogen column density of 3.4 × 10 22 cm −2 . After subtraction of the interstellar column density, the column densities of neutral and ionized gas appear similar.
Figure 6 (bottom) shows the same spectral region for observation II. We detect an Fe K line with a similar position and equivalent width as that observed during observation I. However, we do not see obvious P Cygni lines from Fe XXV and Fe XXVI but mostly resonance absorption with significantly increased equivalent width (see Table 1 ). The resonance-line positions are the same as observed during observation I indicating little change in velocity. The fact that we do not see much emission from ionized Fe in observation II may at first seem surprising, since we see P Cygni lines in lower Z ion species. However, if one compares the fluxes of the Lyman α lines and He-like lines of S, Si, and Mg in Table 1 , then the decrease in flux is consistent with that observed in these other ions. A substantial increase in the depth of the neutral Fe K edge is observed between observation I and observation II. During observation II the depth is τ = 0.108, but it is difficult to derive a column density from this depth. Due to the partial-covering nature of the absorption and the fact that the neutral absorbing column density is expected to be ∼ > 10 24 cm −2 during observation II (see §4.4 of Shirey et al. 1999b) , the true column density is likely to be substantially larger than expected from simple consideration of the apparent edge depth. A column density of ∼ > 10 24 cm −2 will absorb much of the direct continuum at wavelengths longward of the edge, and due to this "saturation" effect the true depth of the edge (and hence the column density) can be severely underestimated.
SHORT-TERM VARIABILITY OF THE LINES
We have also studied short-term variability of the P Cygni lines on time scales within the 30 ks and 15 ks exposure times. To do this, we apply a "sliding-window" technique, where we define a fixed exposure-time window that is sufficiently long to receive a significant signal from the bright lines. At a set of equally spaced times during the observation (separated by a constant "time step"), we then create spectra using the data within the exposure-time window (the exposure-time window is centered on each of the equally spaced times). In the case of observation I, we selected an exposure-time window length of 5 ks and a time step of 1 ks (note that the resulting spectra have some overlap). Within a total exposure time of 30 ks, this allows us to create 24 spectra. Using these spectra, we then created three-dimensional "spectral maps" where the x-axis is the wavelength of each spectrum in 0.015 Å steps, the y-axis is the time in 1.0 ks steps, and the z-axis is the photon flux in each pixel. Figure 7 shows spectral maps for three line regions: the Fe line region (left), the Si XIV Lyman α line region (middle), and the Mg XII Lyman α line region (right). The colors represent the flux levels from low (green to black) to high (orange to yellow) on a logarithmic scale. The scale ranges from ≈ 0.1-0.8 ph cm −2 s −1 . The color changes in these maps in the vertical direction show the variability of the spectra. This variability appears somewhat smoothed since the windows overlap.
The spectral continuum is clearly changing; this is indicated by the large-scale color distribution in each map. At short wavelengths (left map), the continuum stays high throughout most of the observation and then drops rapidly in the last 5 ks. At intermediate wavelengths (middle map), the continuum remains low throughout the first one-third of the observation, increases rapidly around the middle of the observation, and remains high throughout most of the rest of the observation. At longer wavelengths (right map), this trend is continued; the continuum stays low throughout the first half of the observation. This qualitative assessment of the continuum variability is consistent with the RXTE results of Shirey et al. (1999a) who find the spectra moving along spectral branches in the X-ray color-color diagram.
The three maps in Figure 7 show that the shapes of the P Cygni lines are highly variable on time scales of 2-3 ks. In the time maps at the top of Figure 7 we observe a correlation of the emission and an anti-correlation of the resonance absorption with the local continuum flux. When the local continuum is low, the emission-line parts of the P Cygni profiles are weak; they grow stronger with increasing continuum flux. The absorption-line parts show the opposite behavior; their amplitudes are larger at lower continuum fluxes, and absorption practically vanishes at high flux levels. This behavior on short time scales reflects the same general pattern we observed by comparing the high-flux state in observation I with the low-flux state in observation II. This also explains why for Fe XXV the emission line reaches its peak flux about 7 ks before we observe the peak in the Si XIV emission line. The line flux is directly connected with the local continuum flux, and in this case the spectral change pattern creates this time difference.
Figure 7 also shows the spectra used to make the spectral maps. The time sequence of the Si XIV line at 6.18 Å shows that the absorption part of the profile has vanished by about 12 ks into observation I, which would imply a column density change of Si XIV from about twice the amount in Table 1 to nearly zero on a time scale of ≈ 3 hr. The fact that the flux of the local continuum is anti-correlated with the absorption amplitude suggests that changes in the ionization fraction, rather than changes in column density, are primarily responsible for the changes in absorption strength (although we cannot strictly rule out the latter).
The variability of the Si XIV line during observation II is shown in Figure 8 . Although during observation II the overall X-ray flux is substantially lower than during observation I, the ionization parameter appears to be varying over approximately the same range. The emission-line fluxes during observation II, on the other hand, are lower by significant factors (see §3.3).
Figure 8 also illustrates the correlation of spectral hardness and absorption strength for observation II. We computed a hardness ratio by dividing the flux in the 1.7-3 Å band by that in the 3-8 Å band; this ratio is similar to the soft-band hardness ratio computed by Shirey et al. (1999b) . We used the same slidingwindow technique as used for the spectral maps, and thus in Figure 8 the sequence of data points in the hardness-ratio diagram can be directly matched to the sequence of line profiles. The data points in Figure 8 are connected by dotted lines indicating the time sequence. In the inset of Figure 8 we also plot the softest (spectrum 1) and hardest (spectrum 2) spectra during observation II, which occurred near the beginning and the end of the observation, respectively. Figure 8 shows that while the flux is generally decreasing throughout the observation, the hardness ratio increases until it reaches a plateau at ≈ 2.3. This spectral behavior is consistent with that studied during dip periods with RXTE (Shirey et al. 1999b) . The more the continuum hardens, the more the absorption in the P Cygni profiles decreases. At the hardness plateau near spectrum 2, there is no essentially absorption remaining, and the line profile is one of pure emission.
During observation I we see similar variations of the P Cygni line on similar time scales. However, here the spectrum is dominated by the soft component, and spectral variations of the hard component cannot be directly measured. In Paper I we argued that the P Cygni profiles are most likely produced by a high-velocity outflow from an accretion disk viewed in a relatively edge-on manner. The central X-ray source illuminates the disk and produces a wind driven by both thermal and radiation pressure. The intermediate-temperature (∼ 5 × 10 6 K) part of this wind produces the H-like and He-like X-ray lines (e.g., Raymond 1993; Ko & Kallman 1994 ) with P Cygni profiles.
Our new analyses, combined with other recent work on accretion-disk winds and photoionized plasmas, have allowed us to extend this picture. For example, one of the potential problems with the disk-wind model noted in §3 of Paper I can now be ameliorated. There we noted that likely values for the wind's launching radius (r launch ≈ 10 5 km), launching density (n launch ∼ > 10 15 cm −3 ), and ionization parameter (ξ 1000 erg cm s −1 ) led to a wind that was optically thick to electron scattering; most line photons attempting to traverse the wind would then be Compton-scattered out of the line. However, our analysis in §3.4, which uses the calculations of Kallman & Bautista (2001) rather than those of Kallman & McCray (1982) , now suggests that a significantly higher (ξ ≈ 20, 000 erg cm s −1 ) ionization parameter is likely for much of the gas creating the P Cygni lines. The required column density along the line of sight is thus correspondingly reduced. Hydrogen column densities of ≈ 10 23 cm −2 can now be accomodated with only moderate shielding of the wind from the full X-ray continuum or clumping of the wind.
The density measurement in the line-emission region of ≈ 2 × 10 13 cm −3 using the Mg XI triplet (see §3.
3) provides a further independent constraint on the disk-wind model. lowing the arguments in §3 of Paper I with the new ionization parameter of ξ ≈ 20, 000 erg cm s −1 , the expected launching density is n launch ∼ > 5 × 10 13 cm −3 . The measured density in the line-emission region is somewhat, but not greatly, lower than the launching density. Note that since the launching density depends upon the assumed launching radius, the general consistency found above supports our adopted r launch ≈ 10 5 km (chosen to make the observed terminal velocity of the wind comparable to the escape velocity at r launch ; see §3 of Paper I).
Gratings observations of other neutron star LMXBs have not generally revealed P Cygni lines as prominent as those observed from Cir X-1. It is difficult to account for this difference quantitatively, but it may be due to a combination of mass accretion rate (relative to the Eddington rate) and inclination. The high, and perhaps super-Eddington, mass accretion rate of Cir X-1 allows an unusually powerful outflow to be driven from the accretion disk, and a relatively edge-on geometry is optimal for the viewing of an equatorial outflow.
Line and continuum variability
Given the results from ASCA and RXTE (Brandt et al. 1996; Shirey et al. 1999b) , the large difference in overall X-ray flux between observation I and observation II is likely to be due mostly to a change in the amount of absorbing material along the line of sight. As discussed by several authors (see §1), this material is probably associated with a thickening of the accretion disk induced by the strong mass transfer occurring at zero phase. The change in Fe K edge depth observed by Chandra is consistent with a large change in the amount of absorbing material, although it is difficult to constrain the exact column density during observation II. The fact that we observe the same basic P Cygni lines during observation I and observation II supports the idea that the underlying ionizing continuum source has not changed dramatically in strength. Furthermore, the fact that the line equivalent widths are significantly larger during observation II than observation I (see Figure 4 ) is generally consistent with the idea that blockage of direct continuum emission is occurring during observation II. However, it is worth noting that the emission-line fluxes do drop significantly between observation I and observation II (see §3.3). This can be understood without invoking continuum changes if the absorbing material screens ionizing photons from reaching a significant fraction of the line-emitting gas (this screening could be stronger at longer wavelengths, explaining the trend with wavelength noted in §3.3).
However, while it seems clear that changes in absorption play a critical role in causing much of the variability of Cir X-1, some changes in underlying continuum strength and shape are probable as well. These are particularly likely during observation I since it was made while Cir X-1 was undergoing an X-ray flare above its "base" level (see Figure 1 of Paper I). Our data are not ideal for probing the nature of the continuum variability in detail, but Shirey et al. (1999a) have demonstrated that Cir X-1 shows spectral variations that classify it as a "Z" type LMXB. The Chandra data strongly suggest that much of the short-term P Cygni line variability is caused by spectral changes in the local continuum which lead to changes in the ionization level of the wind (see §4), although it is difficult to entirely rule out changes in the wind geometry as well. The observed short-term changes of the lines can be dramatic, causing them to vary from being almost completely in absorption to almost completely in emission. Modeling this variability in detail will be a challenge.
5.3. Comparisons with the spectral features seen from superluminal jet sources
The Fe K line region in the low-flux state spectrum of Cir X-1 shows strong, blueshifted resonance absorption features from Fe XXV and Fe XXVI. Significant line emission during the low-flux state is only seen from neutral or nearly neutral Fe. Such spectral behavior is reminiscent of that seen from Galactic superluminal jet sources containing a black hole like GRS 1915+105 (Kotani et al. 2000; Lee et al. 2001 ) and GRO J1655-40 (Ueda et al. 1998; Yamaoka et al. 2001) . Similar Fe absorption has also now been observed with ASCA in GX 13+1 ), a neutron star LMXB that has been classified as an atypical atoll source (Hasinger & van der Klis 1989) . In these cases it has been argued that the absorption lines come from a highly ionized plasma layer extending to large heights above the equatorial plane ). Specifically, a geometrically thick accretion flow at ∼ 10 4 Schwarzschild radii is assumed, which in the case of GRO J1655-40 amounts to ∼ 10 5 km. This is of the same magnitude as our launching radius for the wind in Cir X-1, and it is worth considering the possibility that the material creating the Fe X-ray absorption lines in superluminal sources might generally be outflowing rather than inflowing. An equatorial wind scenario appears consistent with the gratings observations of GRS 1915+105 ; if the outflow velocity for GRS 1915+105 is assumed to be the same as that for Cir X-1, the outflow would need to be less inclined relative to the line of sight to be consistent with the 770 km s −1 upper limit on the blueshift. The strong Fe XXVI absorption feature from GRS 1915+105 shows variations on similar time scales to those observed from Cir X-1.
Superluminal jet sources containing black holes have not shown as many spectral features as we observe from Cir X-1; typically only features from highly ionized iron are seen. This could plausibly be explained if their winds are more highly ionized due to their larger luminosities and different continuum shapes, so that iron is the only abundant element not fully stripped of its electrons.
