Abstract. The set of Newton strata in a given Iwahori double coset in the loop group of a reductive group G is indexed by a finite subset of the set B(G) of Frobenius-conjugacy classes. For unramified G, we show that it has a unique minimal element and determine this element. Under a regularity assumption we also compute the dimension of the corresponding Newton stratum. We derive corresponding results for affine Deligne-Lusztig varieties.
Introduction
Let F be a local field with ring of integers O F , uniformizer t and residue field F q of characteristic p. Let L denote the completion of the maximal unramified extension of F , and O L its ring of integers. Throughout the paper we assume that F is of equal characteristic p. However, most results can then be translated literally to the arithmetic case, i.e. to F = Q q , and to the reduction of Shimura varieties (see Section 3). In particular, our main theorem (Theorem 1.1 below) also holds in that context.
Let G be an unramified reductive group over F , and let K be reductive over O F with K F = G. Denote by σ the Frobenius of L over F . Let I ⊂ K be an Iwahori sub-group scheme. Let W be the extended affine Weyl group of G, where for all details on the notation we refer to Section 2. Then G(L) = x∈ W IxI. Here we use the same letter x to denote an element of W and a chosen representative in G(L). For fixed x ∈ W we consider the set The author was partially supported by ERC Consolidator Grant 770936: NewtonStrat.
By [RR] this is the set of closed points of a locally closed (reduced) subscheme of IxI called the Newton stratum of [b] in IxI. In this context two very natural questions are:
• What is B(G) x ?
• What is the codimension of N [b] in IxI? In general, still very little is known. Let us describe some partial answers that have been obtained due to the joined effort of several people. An obvious necessary condition for [b] ∈ B(G) x is that κ G (b) = κ G (x). Recent results of Görtz, He and Nie [GHN] give a necessary and sufficient condition determining if the unique basic element of B(G) satisfying κ G (b) = κ G (x) is indeed in B(G) x , compare Section 6. If this is the case, it is the unique smallest element of B(G) x with respect to the order on B(G). Another element of B(G) x that is of particular interest is the unique maximal element [b x ] of B(G) x , which coincides with the generic σ-conjugacy class in the irreducible double coset IxI. There are descriptions of [b x ] that also give a finite algorithms to compute it, in [V2] via the partial order on W and in [M] via the quantum Bruhat graph. However, none of them provides a closed formula for [b x ]. A complete description of B(G) x is only known in very particular cases such as for example if x is a translation element (in which case [B] ). In general (already for G = SL 3 ), the partially ordered set B(G) x may be non-saturated, i.e. there may be gaps in form of elements [
⊂ IxI are a priori infinite, such dimensions and the codimension can be defined in a meaningful (and finite) way, see Section 7.1. Then they can be related to the dimension of the corresponding affine DeligneLusztig variety defined as
compare (5). Again, very little is known about these dimensions. Notice also that in general there are Newton strata and affine Deligne-Lusztig varieties which are not equidimensional (see [GH] , 5.2 for an example for G of type A 3 and b = 1 basic).
There is a good approximation to dim X x (b) by the so-called virtual dimension introduced by He in [He1] , 10.1 as
where for notation we refer again to Section 2. By [He3] , Theorem 2.30 we have
. If the basic locus in IxI is non-empty, and one assumes in addition that x is in the shrunken Weyl chambers, then He shows that for this basic locus, the dimension agrees with the virtual dimension (compare Section 6).
Results of E. Milicevic and the author ( [MV] , Theorem 2.19) study those x where ∆ x (b x ) = 0 for the generic [b x ] in IxI, and call them cordial. We prove that for cordial x, none of the above-mentioned phenomena (∆ x (b) = 0 for some [b] , non-equidimensionality of some X x (b), or gaps in B(G) x ) occurs in IxI. Corollary 1.2 below provides a partial converse to this result. Altogether it therefore seems promising to approach the above two questions using the following three steps:
I. What are the minimal elements of B(G) The main result of this work is concerned with the first of these questions.
Theorem 1.1.
(1) For every x ∈ W the set B(G) x has a unique minimal element [m x ], which is obtained as follows. Let J be minimal such that x is a (J, w, δ)-alcove for some w ∈ W . Then w −1 xδ(w) ∈ W J . Let M J be the Levi subgroup defined by J and
Assume that x is in the regular shrunken Weyl chambers. Then
Here, δ is the automorphism of W induced by σ. The slightly technical notions of (J, w, δ)-alcove and of being regular shrunken are explained in Section 4 and Section 2.2, respectively. We prove the first assertion in Section 6, and the second in Section 7.3. On the way, we prove several comparison results between G and a Levi subgroup. We expect that these methods and results (see for example Theorem 7.6 and the discussion right before it), will also be useful in other contexts, for example to reduce other questions on Newton strata in Iwahori double cosets to the case where x is not a (J, w, δ)-alcove for any proper subset J of the set of simple reflections of G.
From [MV] , Theorem 2.19 and Theorem 1.1 above we obtain the following corollary which gives another result towards Step III above, complementing the results of [MV] . 
2. Notation 2.1. We fix an L-split maximal torus S defined over O F and let T be the centralizer of S in G. Let
be the extended affine Weyl group where N S is the normalizer of S in G and where
is the unique parahoric subgroup of T . Then the Frobenius automorphism σ of L over F induces an automorphism of W , which we denote by δ. For each x ∈ W we choose a representative in N S (L) which we denote by the same letter x. We choose I ⊂ K to be the Iwahori subgroup corresponding to some fixed σ-invariant base alcove (containing the vertex corresponding to K) in the apartment for S of the Bruhat-Tits building of G L . Then
Let W a be the affine Weyl group (for more details on the relevant notation and further references compare [GHN] , 2). Then our choice of I induces a length function and a Bruhat order on W a . There is a short exact sequence
where Ω is the stabilizer of the base alcove in the Bruhat-Tits building. It identifies W with W a ⋊ Ω. We extend the length function and the partial order from W a to W by setting ℓ(x) = 0 for x ∈ Ω and x ≤ y if and only if x and y are of the form x ′ t and y ′ t for some t ∈ Ω and
be the (finite) Weyl group of G. Then the natural projection W → W has kernel X * (T ). We have a splitting W → W associated with the (hyper)special vertex of the base alcove corresponding to K. It induces an isomorphism W ∼ = X * (T ) ⋊ W .
Let Φ be the set of roots of G over L relative to S. For a ∈ Φ we denote by U a the corresponding root subgroup of G. Our choice of base alcove determines a basis S of Φ of simple roots, which we also identify with the set of simple reflections in W . Let Φ + be the set of positive roots. For a subset J ⊆ S let W J be the subgroup of W generated by the simple reflections in J and let Φ J ⊆ Φ be the roots spanned by J. Let Φ
be the subgroup of G generated by T and all
we write x g = xgx −1 , and we also use σ g = σ(g).
In this context, we write I M = w M J ∩ I (following [GHN] ), and I J = M J ∩ I (which we use more frequently).
2.2. Affine Deligne-Lusztig varieties in affine flag varieties. For x ∈ W and b ∈ G(L) the associated affine Deligne-Lusztig set is defined as
It is the set of F p -valued points of a locally closed, reduced subvariety of the affine flag variety, called the affine Deligne-Lusztig variety. For µ ∈ X * (T ) let t µ be the image of the fixed uniformizer t under the map µ : G m → T . We consider a map η : W → W which is defined as follows. We write x ∈ W as x = vt µ w where v, w ∈ W and t µ w maps the base alcove to the dominant chamber. Equivalently we can require that w ∈ µ W , i.e. that it is the shortest representative of its W µ -coset W µ w where W µ is the centralizer of µ in W . Then η(x) = δ −1 (w)v. Using this notation one can explain the definition of the virtual dimension in (1). Namely, ℓ(x) and ℓ(η(x)) are the lengths of the two elements in W resp. in W , and the defect is given by def G b = rk F G − rk F J b where rk F denotes the rank of a maximal F -split torus and where J b is the reductive group over F with
Previous work on affine Deligne-Lusztig varieties in affine flag varieties showed that the theory is considerably simpler if one assumes that the alcove x is sufficiently far from the walls of the Weyl chambers in the Bruhat-Tits building. To make such an assumption precise, the shrunken Weyl chambers are defined as the set of x such that U α ∩ x I = U α ∩ I for all roots α. An element x is called regular shrunken if it is shrunken and in addition x can be written as v 1 t µ v 2 with v 1 , v 2 ∈ W and α, µ > 0 for all α ∈ Φ + .
The arithmetic case
By [He1] , Theorem 6.1, Corollary 6.2, and Section 6.2, the condition X x (b) = ∅ and also dim X x (b) are expressed in terms of certain class polynomials and thus only depend on the combinatorial datum ( W ∼ = X * (T )⋊W, δ, x, [b]), and are independent of the group G itself. Here we use that [b] can be given by a representative y in W .
Claim. d x (b), and thus ∆ x (b) can be expressed in terms of this combinatorial datum. This is clear for ℓ(x) and ℓ(η(x)). If we assume [b] to be given by a representative
w b where a is the base alcove and where w b ∈ W is the image of y in the finite Weyl group. This proves the claim.
Let us now explain the analog of our main result in the arithmetic case. Let F be a local field of mixed characteristic, and let all other data be as before (w.r.t. our new choice of F ). Then the affine Deligne-Lusztig varieties are defined as locally closed subschemes of Zhu's Witt-vector affine Grassmannian, compare [Z] . In particular, there is a meaningful notion of dimension for them. We claim that then Theorem 1.1 also holds in this context. Indeed, in the same way as above one proves that also in the arithmetic case the statement of Theorem 1.1 is an assertion that only depends on the combinatorial datum ( W ∼ = X * (T ) ⋊ W, δ, x, y) where y is a representative of [b] in W . But the combinatorial datum associated with the problem in the arithmetic case is also represented by a group G over a local function field, and [y] ∈ B(G) for the function field case. Thus Theorem 1.1 for the function field case implies the same assertion for the arithmetic case. Similar considerations apply to other assertions concerning non-emptiness and dimension of affine Deligne-Lusztig varieties, for example to Theorem 7.6.
The arithmetic version of Theorem 1.1 in its turn can be applied to the reduction modulo p of Shimura varieties with Iwahori level structure. Here, it implies that for every KR stratum in the reduction there is a unique minimal Newton stratum intersecting it non-trivially. Furthermore, one can compute the dimension of this intersection.
Normalized (J, w, δ)-alcoves
Construction 4.1. Assume that x is a (J, w, δ)-alcove. Notice that in general, w M J (and hence I M ) need not be σ-invariant if w = δ(w). However, σ-conjugation with w −1 gives an isomorphism
that also preserves the Newton stratifications. Then M J ∩ Then σ-conjugation with m 0 induces an isomorphism (again preserving the Newton stratification)
By definition of (J, w, δ)-alcoves, x is a (J, w, δ)-alcove if and only if it is a (J, wm, δ)-alcove for any m ∈ W J . Replacing w by wm −1 0 we may thus assume that m 0 = 1, or equivalently that M J ∩ w −1 I = I J = M J ∩ I. Notice however that we still have that
In this case letx = w −1 xδ(w).
Lemma 4.3. Let x ∈ W and let J be a minimal element in the set of subsets of S such that there is a w ∈ W such that x is a (J, w, δ)-alcove. Let w be such that x is a normalized
Construction 4.1 shows that for every x ∈ W , there exists a pair (J, w) as in the lemma.
Proof. Assume that there is a proper subset
, where the equality follows from w ′ ∈ W J . In this case the property holds since x is a (J, w, δ)-
Applying σ to this equality and using that the right hand side and M J are by definition σ-invariant, we also obtain M J ∩ δ(w) −1 I = I J . By the first equality the right hand side of (3) is equal to U w −1 α ∩ I. The left hand side is equal to U w −1 α ∩x δ(w −1 ) I. Fromx ∈ W J we obtain that this is equal to U w −1 α ∩x
is thus nothing but U w −1 α ∩xI ⊆ U w −1 α ∩ I, the second property ofx being a (J ′ , w ′ , δ)-alcove.
Comparing sets of σ-conjugacy classes
If G is as above and H a subgroup, then the inclusion ι induces a natural map B(ι) : B(H) → B(G). In general, and even if we assume that H is the Levi component of a parabolic subgroup of G, this map is neither injective nor surjective, as can be seen in the following example.
Example 5.1. Let G = GL 2 and H the diagonal torus. Consider [GHN] , Proposition 3.5.1. Notice that only this weaker statement is in fact shown in loc. cit., compare also their erratum.
More can also be said if we require the classes to be comparable for the partial order. Since it seems to be of independent interest, we formulate the following theorem in greater generality than what is needed for the present purpose.
Theorem 5.2. Let F be a local field and let H ⊆ G be quasi-split reductive groups over
(
Proof. We choose maximal F -tori T H ⊂ T of H and G and Borel subgroups B H ⊂ B containing them, all defined over F . (2) we have to show an analogous statement replacing non-negative by positive. Multiplying by a suitable positive integer we may assume that ν, ν ′ ∈ X * (T ) H−dom are integral and that the above difference is a non-negative integral linear combination of coroots of H. Since these assertions do not depend on any Galois action any more, we may pass to an algebraic closure of F and may thus assume that H and G are split.
Let K be a hyperspecial maximal compact subgroup of G and K H = K ∩ H. The condition that ν ′ − ν a non-negative rational linear combination of positive coroots of H is equivalent to
Since Kν dom (t)K is an orbit for the K ×K-action and Kν ′ dom (t)K is invariant under this action, this implies Kν dom (t)K ⊂ Kν ′ dom (t)K. This last condition is again equivalent to the condition that ν ′ dom − ν dom is a non-negative integral linear combination of positive coroots of G, which implies (1).
For (2) we have to show that ν dom = ν We replace B by B ′ and may thus assume that ν is dominant. As usual let ρ denote the half-sum of the positive roots of G, which agrees with the sum of all fundamental weights. Recall that ν ′ − ν is a positive linear combination of positive coroots of H and thus also of G. Using the second interpretation for ρ we see that ρ, ν ′ > ρ, ν . Using the first interpretation we obtain that 2ρ, ν
Altogether we find ρ, ν ′ dom > ρ, ν , thus in particular ν ′ dom = ν. From [GHN] , Theorem 3.3.1 we obtain Corollary 5.3. Let x ∈ W be a normalized (J, w, δ)-alcove. Then every element of IxI is I-σ-conjugate to an element of I M xσ(I M ), which is in turn w −1 -σ-conjugate to I Jx I J . In particular, the restriction of B(ι) composed with w-σ-conjugation induces a surjection
Example 5.4. The map of the preceeding corollary is still not injective in general. For example let G = GL 4 and M ∼ = GL 2 × GL 2 the subgroup of block diagonal matrices of size (2, 2). Letx ∈ W J be such that the image in the affine Weyl group of each factor GL 2 is of the form x 0 = t (1,0) s where s is the non-trivial element in
2 ). Since µ ≤ x 0 , the formula for the generic σ-conjugacy class in Ix 0 I in [V2] Our proof is a refinement of the proof of [GHN] , Theorem 3.3.1, or [GHKR] , Theorem 2.1.2. A technical ingredient is the following lemma.
Lemma 5.6. Let (R, m) be a complete discrete valuation ring with algebraically closed residue field. Let M ∈ M n×n (R) and v ∈ R n .
(1) There is a w ∈ R n with w − M σ(w) = v. (2) There is a ring (R ′ , m ′ ) satisfying the same assumptions as R, a surjective finite flat morphism Spec R ′ → Spec R and a w ∈ (R ′ ) n with σ(w) − M w = v.
(3) If in addition v ≡ 0 (mod m) in (1) or (2), then we may choose w ≡ 0 modulo m resp. m ′ .
Proof. For the first statement, [GHKR] , Lemma 5.1.1 implies that the equation has a solution modulo m. Then we use induction on i to show that the solution can be lifted to a solution modulo
Since R is complete, this proves (1), and also (3) for this case.
For (2) letR = R[w 1 , . . . , w n ]/(w q − M w − v), a finite integral extension of R. Let p be any minimal prime ideal ofR. Then p ∩ R = {0}, hence R ֒→R/p is a finite integral extension, andR/p is again an integral domain. Let R ′ be the integral closure ofR/p in its fraction field (which is a finite field extension of QuotR). Then since R is a complete discrete valuation ring, R ′ has all claimed properties of (2). For (3) we choose p to be contained in (m, w 1 , . . . , w n ) which is a maximal ideal since v ∈ m.
Proof of Theorem 5.5. By σ-conjugation with w, the condition b . Thus we may assume that wbσ(w −1 ) ∈ I M x. By our assumption there is an elementb ∈ (IxI)(R) ⊆ LG(R) for some complete discrete valuation ring (R, m) with unformizer ε and algebraically closed residue field k such that its generic pointb η is in [b ′ ] G ∩ IxI and such that its special point satisfiesb 0 = wbσ(w −1 ). By [HV] , Remark 5.7 we can decomposeb = i 1 xi 2 with i 1 , i 2 ∈ I(R). Here, i 2 is unique up to left multiplication by elements of I ∩ x −1 Ix. For the reductions modulo m we haveī 1 xī 2 ∈ I M (k)x, thusī 2 ∈ (I ∩x −1 Ix)(k). We liftī 2 to some element d ∈ (I ∩x −1 Ix)(R) and replace i 2 by d −1 i 2 and i 1 by i 1 xdx −1 . Thus we may assume that i 2 ≡ 1 (mod m). Replacing R by σ −1 (R) = R(ε 1/q ), we have σ −1 (i 2 ) ∈ I(R). We σ-conjugateb by σ −1 (i 2 ) (without modifyingb 0 ) and may thus assume that i 2 = 1. Hence it is enough to prove the following claim.
Claim. There is a fundamental system of neighborhoods of 1 consisting of subgroups I ′ of I with the following property. For every I ′ there is a complete discrete valuation ring R ′ with algebraically closed residue field k, a surjective finite flat morphism Spec R ′ → Spec R, and an element i ∈ I(R ′ ) with i ≡ 1 (mod m R ′ ) and
For the proof of this claim we follow the proof of the surjectivity statement of [GHN] , Theorem 3.3.1, which claims a similar assertion for R replaced by an algebraically closed field (so that in their case no extension is needed).
For n ∈ N let T (L) n be the corresponding congruence subgroup as in [PR] , 2.6. For r ≥ 0 let I r be the subgroup of I generated by T (L) n for n ≥ r and all affine root subgroup schemes H α+m with α ∈ Φ and m ≥ r such that α + m is a positive affine root. Let I r + = s>r I s . Then for all r > 0, we obtain normal subgroups I r and I r + of I.
Let M = w M J , let N be the subgroup of G generated by the root subgroups for roots in w(Φ + − Φ + J ) and let N be the subgroup of G generated by the root subgroups for roots in w(Φ − −Φ − J ). By intersecting with I r resp. with I r + we obtain normal subgroups N r , N r resp. N r + , N r + . The condition that x is a (J, w, δ)-alcove then implies that xσ N r ⊆ N r and xσ N r ⊇ N r .
Lemma 5.7. Let (R, m) be a complete discrete valuation ring with algebraically closed residue field k. Let m ∈ I M (R) and r ≥ 0.
(1) For every i + ∈ N r (R) there is a b + ∈ N r (R) with
satisfying the same assumptions as R, a surjective finite flat morphism Spec R ′ → Spec R and an element b − ∈ N r (R ′ ) such that
to be congruent to 1 modulo m resp. m ′ .
Proof. The proof of (1) and (2) is the same as that of [GHN] , Lemma 3.4.1, replacing references to [GHKR] , Lemma 5.1.1 by Lemma 5.6 above. Assertion (3) follows in the same way using (3) of the lemma.
We return to the proof of the theorem. We consider a generic Moy-Prasad filtration as explained in [GHKR] , Section 6. This yields a filtration I = r≥0 I[r] with I[r] ⊃ I[s] for r < s such that each I[r] is normal in I and a semidirect product of I[r + ] = s>r I[s] and some I r which is either an affine root subgroup or contained in T (L) 0 . In particular, we also get a corresponding decomposition for every R-valued point of I [r] .
By the same argument as in [GHKR] , Section 6 one shows that for every i, there is an extension R ′ of R as in the claim, and an h ∈ ( [GHN] , N [b0,x],x = ∅ if and only if there is a pair (J, w) such that x is a (J, w, δ)-alcove and κ MJ (w
). In [He1] , Corollary 12.2 (see also [He2] , Theorem 5.3 and the corresponding footnote for the generalization to non-split G), He proves that if x is in the shrunken Weyl chambers and
x , all assertions of Theorem 1.1 are shown. We now return to the general case.
Proof of Theorem 1.1(1). We choose J, w as in the theorem. We may further choose w such that x is a normalized (J, w, δ)-alcove, compare Construction 4. Definition 7.1. Let X be a nonempty subscheme of LG that is bounded (i.e. contained in a finite union of double cosets IxI) and admissible (i.e. invariant under right multiplication by some open subgroup of I). Notice that using the usual notion of dimension of schemes, admissibility implies that the dimension of X is infinite. We define instead the dimension of X as follows. Let I
′ be an open subgroup of I with XI ′ = X. Then let
where on the right hand side of this equation we use the usual dimension of schemes, which is finite by boundedness of X resp. openness of I ′ . We use analogous definitions replacing G by a subgroup such as M J for some J.
If X ⊂ Y is a subscheme of an irreducible subscheme of LG, and both are bounded and admissible, we call codim( 2.4).
7.2.
Comparison to the dimension of affine Deligne-Lusztig varieties. The dimensions of a Newton stratum and of the associated affine Deligne-Lusztig variety are closely related. By [He3] , Theorem 2.23 we have
In the same way as for the computation of the minimal element of B(G) x we want to reduce the calculation of dimensions to a calculation in a suitable Levi subgroup. For this we need to compare the right hand sides of (5). 
The Newton stratification satisfies a strong version of purity. Indeed, this is shown in [V1] , Theorem 1 for G split and F a local function field, and by [Ha2] , Proposition 1 for the generalization to non-split groups, but in the arithmetic case. The proof of these results also proves strong purity in the function field case we consider here. Strong purity implies that both codimensions of the assertion are equal to the maximal length n of a chain of pairwise different elements
and such that there are points x 0 , . . . , x n such that for all i the point x i is a specialization of x i+1 , and such that x i is contained in the Newton stratum of [b i ] in IxI resp. I Jx I J . In other words: of an element of a set S whσ(w) −1 resp. S h,IJ from Corollary 5.8 for some h ∈ N (1) Let b ∈ I Jx I J and denote its M J -dominant Newton point by ν b . Then
Notice that in general ν b need not be G-dominant, compare Example 5.4.
Proof. By the defining property of (J, w, δ)-alcoves we have that
We denote the two sums by S 1 and S 2 , and first consider S 1 . Since x is a normalized (J, w, δ)-alcove, we have M J ∩ I = M J ∩ For the first assertion it remains to show that S 2 = 2(ρ G − ρ MJ ), ν b . We now decomposex = w 1 w2 µ with w 1 , w 2 ∈ W J and µ ∈ X * (T ) MJ −dom . We use that N J = w1 N J , and furthermore that N J ∩ I (and hence the notion of dimensions for subsets of N J ) is invariant under conjugation by w 1 . We obtain = dim N J ∩ δ(w ≥ 0. By an analog of the calculation of S 2 above this expression is equal to α∈w(Φ
. This in its turn is non-negative by the assumption that x is a (J, w, δ)-alcove.
7.3. The dimension of the minimal Newton stratum. To compare the virtual dimension of affine Deligne-Lusztig varieties for G and for M J , we also need the following lemma. 
