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R´ esum´ e
Nous pr´ esentons une preuve plus simple et ind´ ependante du th´ eor` eme 3.1 de Reny [1] qui montre
l’existence d’un ´ equilibre de Nash dans un jeu discontinu et dans un espace vectoriel topologique
s´ epar´ e. On utilise une hypoth` ese de meilleure r´ eponse s´ ecuris´ ee plus forte que celle de Reny, mais
qui coincide si la fonction de paiement est semi-continue sup´ erieurement comme dans le deuxi` eme
exemple de Reny [1]. Notre preuve est bas´ ee sur une version du th´ eor` eme de Fan-Browder d’existence
d’´ el´ ement maximal du ` a Deguire et Lassonde [2], tandis que Reny a utilis´ e une approximation de
la fonction de paiement discontinue par une suite de fonctions continues (voir lemme 3.5 [1]). Reny
montre l’existence d’un ´ equilibre de Nash ` a l’aide d’une suite d’´ equilibres en strat´ egie mixte obtenus
dans le cas continu par les r´ esultats classiques.
Mots-cl´ es : Jeu discontinu, meilleur r´ eponse s´ ecuris´ ee, ´ equilibre de Nash, paiement s´ ecuris´ e,
th´ eor` eme Fan Browder.
1 ´ Enonc´ es
Soit E un espace vectoriel topologique s´ epar´ e et I = {1,...,N}. On consid` ere un jeu G ` a N
joueurs, chaque joueur i ∈ I poss` ede un ensemble de strat´ egie Xi, sous ensemble non vide compact
de E, et une fonction de paiement born´ ee ui de X dans R o` u X =
QN
i=1 Xi. Sous ces conditions G
est appel´ e un jeu compact. On note u : X → RN le vecteur des fonctions de paiement d´ eﬁni par
u(x) = (u1(x),...,uN(x)), X−i =
N Y
j6=i,j=1
Xj et x−i = (x1,...,xi−1,xi+1,...,xN) ∈ X−i.
Si les Xi sont convexes pour tout i et ui(.,x−i) est quasiconcave sur Xi pour tout x−i ∈ X−i, on dit
que le jeu G = (Xi,ui)N
i=1 est quasiconcave.
D´ eﬁnition 1.1 Un joueur i peut s´ ecuriser le paiement α en x−i ∈ X−i (ou par abus de langage en
x ∈ X) s’il existe ¯ xi ∈ Xi et un voisinage U de x−i telle que ui(¯ xi,x0
−i) ≥ α, ∀x0
−i ∈ U.
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1D´ eﬁnition 1.2 Un jeu G = (X,u) est “` a meilleure r´ eponse s´ ecuris´ ee” si pour tout x∗ de X tel que x∗
n’est pas un ´ equilibre, il existe un joueur i qui peut s´ ecuriser en x∗
−i un paiement strictement sup´ erieur
` a u∗∗
i (x∗) = limsup
z→x∗
ui(z).
Remarque 1.1 La d´ eﬁnition pr´ ec´ edente d’un jeu “` a meilleure r´ eponse s´ ecuris´ ee” est enonc´ e avec
limsupu(x) qui n’est pas forc´ ement dans la fermeture du graphe de u (sauf si la fonction de paiement
est continue ou semi-continue sup´ erieurement). Cette d´ eﬁnition nous permet d’avoir une preuve claire
et plus facile en utilisant des r´ esultats de point ﬁxe mais elle est plus forte que la d´ eﬁnition de Reny
[1] : le jeu G est “` a meilleure r´ eponse s´ ecuris´ ee” si pour tout (x∗,u∗) de Γ tel que x∗ n’est pas un
´ equilibre, il existe un joueur i qui peut s´ ecuriser en x∗ un paiement strictement sup´ erieur ` a u∗
i.
Supposons que le jeu G v´ eriﬁe la d´ eﬁnition d’un jeu “` a meilleure r´ eponse s´ ecuris´ ee” d´ ecrite ici. Soit
(x∗,u∗) appartenant ` a Γ tel que x∗ n’est pas un ´ equilibre. Pour tout i, u∗
i ≤ limsup
z→x∗
ui(z) donc d’apr` es
la d´ eﬁnition 1.2, le jeu G est ` a meilleure r´ eponse s´ ecuris´ ee au sens de Reny.
Dans le deuxi` eme exemple de Reny[1] consacr´ e ` a l’existence d’´ equilibre de walras dans une ´ economie
d’´ echange, la fonction de paiement est semi-continue sup´ erieurement, donc cet exemple rentre dans le
champ d’application de notre th´ eor` eme.
Th´ eor` eme 1.1 Pour tout jeu G = (X,u) compact, quasiconcave et ` a meilleure r´ eponse s´ ecuris´ ee, il
existe un ´ equilibre de Nash.
Ce th´ eor` eme ` a ´ et´ e prouv´ e dans un espace vectoriel topologique non s´ epar´ e par RENY [1] en 1998. En
discr´ etisant l’ensemble des strat´ egies X et avec un lemme d’approximation de la fonction de paiement
par une suite de fonctions continues, il montre l’existence d’une suite d’´ equilibre qui tend vers un
´ equilibre de Nash. En fait, il montre l’existence d’un ´ equibre de Reny (selon la terminologie introduite
dans la d´ eﬁnition 1.3) (x∗,u∗). Ce qui implique que x∗ est un ´ equilibre de Nash sous l’hypoth` ese de
better-reply secure [1].






Avec cette d´ eﬁnition, on peut remarquer que la preuve de Reny permet trivialement de montrer
le r´ esultat suivant :
Th´ eor` eme 1.2 Pour tout jeu G = (X,u) compact, quasiconcave avec une fonction de paiement semi-
continue inf´ erieurement par rapport ` a la deuxi` eme variable, il existe un ´ equilibre de Reny.
2 Preuve
Avant de d´ emontrer le th´ eor` eme, on va introduire des r´ egularisations des fonctions ui et ´ etablir
certaines de leurs propri´ et´ es.
22.1 Outils pour la preuve du Th´ eor` eme 1.1












Remarquons que la fonction ui n’est que la r´ egularisation de notre fonction de paiement par rapport
aux autres joueurs et pour une strat´ egie x ∈ X ﬁx´ ee.
Lemme 2.1 a) Pour tout xi ∈ Xi, la fonction ui(xi,.) : X−i → R est semi-continue inf´ erieurement.
b) Pour tout x−i ∈ X−i, la fonction ui(.,x−i) : Xi → R est quasiconcave.
c) la fonction u∗∗ est s.c.s sur X.
Preuve. a) ∀xi ∈ Xi, ui(xi,x−i) = liminf
z→x−i
ui(xi,z) donc la fonction ui(xi,.) : X−i → R est la
r´ egularis´ ee s.c.i de la fonction ui(xi,.). C’est la plus grande fonction s.c.i qui minore ui(xi,.). (voir
par exemple [3] paragraphe 4.2 page 18)
b) Pour tout x−i ∈ X−i et pour tout c ∈ R, montrons que {yi ∈ Xi | ui(yi,x−i) ≥ c} est un ensemble
convexe.
Soient ξi ∈ {yi ∈ Xi | ui(yi,x−i) ≥ c}, βi ∈ {yi ∈ Xi | ui(yi,x−i) ≥ c} et montrons que ∀λ ∈ [0,1] on
a : λξi + (1 − λ)βi ∈ {yi ∈ Xi | ui(yi,x−i) ≥ c}.












On pose W = U
T
V (W est un voisinage de x∗




ui(λξi + (1 − λ)βi,x0
−i) ≥ c
Soit x0
−i ∈ W et λ ∈ [0,1]. La fonction ui(.,x0
−i) est quasiconcave alors :
Ω = {zi ∈ Xi | ui(zi,x0
−i) ≥ c} est un ensemble convexe contenant ξi et βi. D’o` u ui(λξi + (1 −
λ)βi,x0
−i) ≥ c. Donc inf
x0
−i∈W
ui(λξi + (1 − λ)βi,x0
−i) ≥ c.
c) Pour tout i ∈ I, la fonction u∗∗
i est la r´ egularis´ ee s.c.s de la fonction ui. C’est la plus petite fonction
s.c.s qui majore ui.
Lemme 2.2 Un joueur i peut s´ ecuriser un paiement strictement sup´ erieur ` a α ∈ R en x∗





Preuve. D’apr` es la d´ eﬁnition 1.1, un joueur i peut s´ ecuriser un paiement strictement sup´ erieur ` a
α ∈ R en x∗
−i ∈ X si :
∃ β > α, ¯ xi ∈ Xi et U ∈ V(x∗
−i) tel que ui(¯ xi,x0
−i) ≥ β ∀x0
−i ∈ U








⇔ ∃ β > α tel que sup
xi∈Xi
ui(xi,x∗
−i) ≥ β > α.
3Lemme 2.3 Soit G un jeu ` a meilleure r´ eponse s´ ecuris´ ee :




∗∗(x∗) alors x∗ est un ´ equilibre de
Nash.
Preuve. Supposons par l’absurde que x∗ n’est pas un ´ equilibre de Nash. D’apr` es la d´ eﬁnition 1.2,
il existe un joueur i qui peut s´ ecuriser un paiement strictement sup´ erieur ` a ui
∗∗(x∗) en x∗
−i. D’apr` es




∗∗(x∗), d’o` u la contradiction.
Th´ eor` eme 2.1 (Fan-Browder comp´ etitif) Soit E un espace vectoriel topologique s´ epar´ e, soit J un
ensemble quelconque d’indices, on suppose que pour tout i ∈ J :
(1) Xi un sous ensemble convexe compact non vide de E.
(2) Fi : X =
Y
i∈J
Xi → Xi est une correspondance ` a valeur convexe et ` a image inverse ouverte.
Alors l’une des alternatives suivantes est v´ eriﬁ´ ee :
(A) Il existe i ∈ J et x∗ ∈ X tel que x∗
i ∈ Fi(x∗).
(B) Il existe x∗ ∈ X tel que pour tout i ∈ J, Fi(x∗) = ∅.
Preuve. Cette formulation est une application directe de [2] th´ eor` eme 3a page 4. On remarque que
ce th´ eor` eme peut ˆ etre ´ etendu au cas d’un espace non s´ epar´ e1. Les auteurs ont formul´ e leur r´ esultat
dans ce cadre parce qu’il constitue le champ classique d’application.
Soit Fi(x) = {ξi ∈ Xi | ui(ξi,x−i) > ui
∗∗(x)}. On remarque que pour tout i ∈ I et quelque soit
x ∈ X on a ui
∗∗(x) ≥ ui(x). Par cons´ equent chacune des correspondances Fi est irr´ eﬂexive : pour tout
x ∈ X, xi / ∈ Fi(x), ce qui exclut l’alternative (A).
Lemme 2.4 Pour tout i ∈ I, la correspondance Fi est ` a valeur convexe et ` a image inverse ouverte.
Preuve. a) Montrons que la correspondance Fi est ` a valeur convexe.
Pour tout i ∈ I, Fi(x∗) =
\
εi>0
{ξi ∈ Xi | ui(ξi,x∗
−i) ≥ ui
∗∗(x∗)+εi}. D’apr` es le lemme 2.1 (b) c’est un
ensemble convexe.
b) Montrons que la correspondance Fi est ` a image inverse ouverte, c’est ` a dire que ∀ξi ∈ Xi,
{x∗ ∈ X | ξi ∈ Fi(x∗)} est un ouvert.
{x∗ ∈ X | ξi ∈ Fi(x∗)} = {x∗ ∈ X | ui
∗∗(x∗) < ui(ξi,x∗
−i)}
= {x∗ ∈ X | 0 < ui(ξi,x∗
−i) − ui
∗∗(x∗)}
1Si E est un e.v.t. non s´ epar´ e, on consid` ere H =
\
V voisinage de 0
V . On d´ emontre que H est un e.v. et que ˜ E = E/H




Xi, on pose ˜ Fi(¯ x) =
[
x0∈¯ x
classe d’´ equivalence de Fi(x
0). On a alors, ˜ F v´ eriﬁe (1) et (2) dans ˜ E, ce qui
permet d’obtenir la conclusion dans E. On trouve une autre preuve de Fan Browder qui inclut le cas non s´ epar´ e dans
un manuscrit de Lassonde [8].
4Pour tout i ∈ I et pour un ξi ﬁx´ e, on pose hi(x∗) = ui(ξi,x∗
−i). D’apr` es le lemme 2.1, la fonction hi
(respectivement ui
∗∗) est s.c.i (respectivement s.c.s) donc la fonction gi(x) = hi(x) − ui
∗∗(x) est s.c.i
(voir par exemple [3] la proposition I.45 page 18). Par suite {x∗ ∈ X | ξi ∈ Fi(x∗)} = {x∗ ∈ X | 0 <
gi(x∗)} est un ensemble ouvert.
2.2 Preuve du Th´ eor` eme 1.1
En appliquant le th´ eor` eme de Fan-Browder comp´ etitif ` a la famille de correspondance Fi (irr´ eﬂexive,
` a valeurs convexe et ` a image inverse ouverte), il existe ¯ x ∈ X tel que pour tout i ∈ I, Fi(¯ x) = ∅, c’est
` a dire ui(ξi, ¯ x−i) ≤ ui
∗∗(¯ x),∀i ∈ I et ∀ξi ∈ Xi, donc on a sup
ξi∈Xi
ui(ξi, ¯ x−i) ≤ ui
∗∗(¯ x),∀i ∈ I. D’apr` es le
lemme 2.3, ¯ x est un ´ equilibre de Nash.
3 Perspective
On remarque que la d´ eﬁnition de “meilleure r´ eponse s´ ecuris´ ee” utilis´ ee dans cet article, peut se
g´ en´ eraliser sous la forme suivante :
D´ eﬁnition 3.1 Un jeu G = (X,u) est “` a meilleure r´ eponse s´ ecuris´ ee par rapport ` a une fonction
v : X → RN” si pour tout x∗ de X tel que x∗ n’est pas un ´ equilibre, il existe un joueur i qui peut
s´ ecuriser en x∗
−i un paiement strictement sup´ erieur ` a vi(x∗).
La d´ eﬁnition pr´ ec´ edente permet de g´ en´ eraliser le th´ eor´ eme 1.2 sous la forme :
Th´ eor` eme 3.1 Soit u∗∗ : X → RN une fonction semi-continue sup´ erieurement et telle que pour
tout x ∈ X qui n’est pas un ´ equilibre de Nash, u∗∗(x) ≥ u(x). Pour tout jeu G = (X,u) compact,
quasiconcave et ` a meilleure r´ eponse s´ ecuris´ ee par rapport ` a u∗∗, il existe un ´ equilibre de Nash.
Preuve. La preuve est identique ` a celle du th´ eor´ eme 1.1, puisque ce sont les seules propri´ et´ es de la
fonction u∗∗ utilis´ ee.
Soit u∗∗ : X → RN une fonction semi-continue sup´ erieurement et telle que pour tout (x,u) ∈ Γ
pour lequel x n’est pas un ´ equilibre de Nash, u ≥ u∗∗(x) ≥ u(x). L’existence d’une telle fonction
v´ eriﬁant la d´ eﬁnition 3.1 permettrait de g´ en´ eraliser la d´ eﬁnition de better reply security de Reny [1]
et par suite le th´ eor` eme 3.1 de Reny.
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