Abstract-This correspondence investigates the choice of a free parameter, usually related to time scale, that minimizes the error energy when approximating a given signal with some widely used orthonormal basis functions. The proposed solution is the hest that can be achieved with the limited required knowledge of the signal. It is appealing for experimental data for which no exact mathematical expression is available.
I. INTRODUCTION
In recent years there has been renewed interest in the use of orthogonal functions in approximation, modeling, filtering, identification, and control. Particularly, the discrete Laguerre functions, a complete orthogonal set on l 2 [ 0 , CO) have been considered often. Any arbitrary causal signal of finite energy, e.g., an impulse response, can be expanded into an infinite series of orthogonal Laguerre functions which involve a free parameter, closely related to the time scale. In theory, when infinitely many terms are used in the expansion, the choice of the parameter is somewhat arbitrary. In practice, however, a truncated series is used, and an immediate design problem is to optimally select the free parameter so as to minimize the truncation error. With a view to minimizing the error energy, Masnadi-Shirazi II. DEVELOPMENT To achieve a unified treatment, valid for both continuous-and discrete-time signals, inner product notation will be used. Let m(t) denote a nonnegative weighting function of the real variable t defined over some finite or infinite interval [to, t r ] . Given two well-behaved real-valued function f ( t ) and g ( t ) of the real variable t defined over [to, t~] , it is assumed that their inner product is defined, according to the nature of the problem under consideration, through the following integral Since any orthogonal system of functions can be readily normalized by dividing each member of the set by its norm, we shall consider orthonormal functions yn (t, a) satisfying where a denotes a free parameter to be optimally selected. This parameter may be a scale factor as in continuous-time Hermite functions ' H, (at) or some real number as in discrete-time Charlier functions Cn (t, a).
To be more precise, suppose that f ( t ) is a well-behaved real-valued signal which can be represented by the infinite expansion 
r51 L z p n ( t , a ) = X(n)pn ( t , a ) with La denoting a linear operator defined as where the coefficients A, B , and C which are characteristic of the set { p n ( t , a ) } depend on the time and the parameter a but are independent of n. In the context of continuous-time signals, V ' f ( t ) stands for the ith derivative d'f /dt' while in the context of discretetime signals, D * f ( t ) $ f ( t + i -1). As for the X(n) they are independent of t and form a sequence of increasing numbers
Until further notice, we assume p n ( t , a ) satisfies (7). With this equation in mind, applying the linear operator C, to (3) yields m n =O now, using the linearity property of the inner product which is assumed to exist, on account of (4), we obtain In this case, the best choice of the parameter a is that value a0 which minimizes F ( a ) and the maximum error over the class of all signals in CF is then F ( a o ) / X ( N ) . It is worth noting that the optimal parameter a0 is independent of the number N of basis functions to be used. Thus, a0 can be computed in a first time and A' can be chosen afterwards: for instance, one can choose N such that the upper bound F ( a o ) / X ( N ) is small enough or such that the exact y~( a 0 ) in (6) is small enough.
Remark 1: Frequently, we have X(n) = n; this is, for example, the case for Hermite, Laguerre, Charlier, and Meixner functions.
Remark 2: Because X(n) = n, the performance index J proposed in [ 11 in the particular case of discrete Laguerre functions expansions is seen from (9) and (11) 
III. ILLUSTRATIVE EXAMPLE
Numerical Example: Consider the discrete signal [7, Example 3.21 f ( k ) = -(0.2)k + 0.5(0.3)k + 3(-0.5)k -1.5(0.9)k Using b = 1, let the moments be computed from the numerical values of f(k); these are obtained as ml = 3.40103 and m2 = 2.91636 which yields a0 = 0.4492 to be compared with ab = 0.4305 which is the optimal value computed in [7] , for an eight-terms Laguerre approximation, via solving polynomial equations of degree 31 and 35 for roots in 10, 1[ and subsequently retaining that root which gives the smallest value for the error energy.
Using the method in [l] yields a0 = 0.4492 as above which is not surprising since, in the particular case of Laguerre expansion with b = 1, minimizing J is equivalent to minimizing F ( a ) (see Remark 2).
IV. CONCLUSION
With a view to selecting a free parameter in orthonormal approximations, a quite general and easy-to-use procedure has been proposed. It does not require complete specification of the signal to be approximated and is thus suited to problems dealing with experimental data. The resulting parameter is the best that can be achieved with the limited required knowledge of the signal.
