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Abstract—We propose Learning Off-Policy with Online Plan-
ning (LOOP), combining the techniques from model-based and
model-free reinforcement learning algorithms. The agent learns a
model of the environment, and then uses trajectory optimization
with the learned model to select actions. To sidestep the myopic
effect of fixed horizon trajectory optimization, a value function
is attached to the end of the planning horizon. This value func-
tion is learned through off-policy reinforcement learning, using
trajectory optimization as its behavior policy. Furthermore, we
introduce “actor-guided” trajectory optimization to mitigate the
actor-divergence issue in the proposed method. We benchmark
our methods on continuous control tasks and demonstrate that it
offers a significant improvement over the underlying model-based
and model-free algorithms.
I. INTRODUCTION
Off-policy reinforcement learning is a widely used category
of model-free reinforcement learning. It usually aims to learn
a value function that encapsulates long-horizon reasoning of
the future reward. The policy is obtained by directly taking
the action that has the largest action-value [10] in discrete
action spaces or by using a parameterized actor [12] in
continuous settings. The effectiveness of the value function
makes model-free reinforcement learning achieve state-of-the-
art performance. However, it usually requires a huge amount
of interactions with the environment.
Model-based reinforcement learning provides a mechanism
for an agent to learn to perform a task by building a model
of the environment through experience. It can scale to highly
complex tasks while being orders of magnitude more sample
efficient than model-free algorithms [9] [3]. One way to use the
learned model is to perform online planning with the model
[14] during both training and testing. At each timestep, the
agent selects the best action by imagining possible rollouts
with its learned model using Model Predictive Control (MPC).
However, the number of timesteps it looks into the future
is usually fixed to a small number. This is because the
required computation for planning grows exponentially with
the horizon. At the same time, the accuracy of the learned
model usually deteriorates with longer horizons [4]. Thus, this
method often suffers from myopic decisions for complex tasks.
To combine the advantages of sample efficiency of model-
based reinforcement learning and long-horizon reasoning of
model-free reinforcement learning, we propose Learning Off-
Policy with Online Planning (LOOP). During online planning,
it augments the model-based rollout trajectories with a termi-
nal value function learned using off-policy model-free rein-
forcement learning. We refer to this policy as the MPC policy.
In this way, the agent can select actions by evaluating short-
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Fig. 1. Overview: We use online planning with learned dynamic models
and a terminal Q-function as the behavior policy. The transitions are saved
into the replay buffer to train the Q-function and the dynamics model. The
parameterized actor is also used to guide online planning.
horizon model rollouts as well as the future consequences after
the rollout terminates using the value function. From another
perspective, this model-based planning agent can be treated as
the behavior policy for the off-policy algorithm that it uses to
obtain the value function. Thus, compared to the underlying
off-policy algorithm, LOOP can interact with the environment
more effectively by planning over the learned model.
This combination introduces an issue in learning the value
function. Directly estimate the value function for the MPC pol-
icy is computationally inefficient. Instead, if we use the MPC
policy as a behavior policy and learn the value-function using
an off-policy algorithm, the parameterized actor that is used
to update the value function might diverge from the behavior
policy and cause the “extrapolation issue” [5] in Q-learning.
We identify this divergence to be critical in this combination
of model-based and model-free reinforcement learning. We
propose actor-guided trajectory optimization which improves
learning performance by guiding trajectory optimization using
the model-free actor. We evaluate our method on OpenAI Gym
MuJoCo environments and demonstrate that the final algorithm
is able to learn more efficiently than the underlying model-
based and off-policy method.
II. RELATED WORK
Model-free reinforcement learning algorithms achieve high
performance for a lot of tasks, but these methods are notori-
ously sample-inefficient. Particularly, on-policy methods like
TRPO (Schulman et al. [16]) and PPO (Schulman et al. [17])
require new samples to be collected for every update to the
policy. For instance, learning in-hand dexterous manipulation
Andrychowicz et al. [1] required 3 years of simulated ex-
perience to learn without domain-randomization. Off-policy
methods like SAC [7] and TD3 [6], on the other hand, are
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more sample-efficient than on-policy methods, as they utilize
all the experiences obtained in the past. We use TD3 in our
setup due to its simplicity and ease of analysis.
Model based-RL has seen a surge of interest recently, as
the benefits involve reducing the sample complexity while
maintaining asymptotic performance. Previous work approach
model-based reinforcement learning using a learned model
and trajectory optimization [3, 14]. These methods can reach
asymptotic performance when a large enough planning horizon
is used. This method can also scale to tasks like rotating
Baoding balls in hand as demonstrated in [14], but has the
limitation of not being able to reason for rewards beyond the
planning horizon. Increasing the planning horizon increases
the number of trajectories that should be sampled, and incurs
a heavy computing cost.
Another line of work attempts to get the best of both model-
free and model-based reinforcement learning, Feinberg et al.
[4] and Buckman et al. [2] uses the model to improve target
value estimates and thus accelerates model-free reinforcement
learning. Schrittwieser et al. [15] uses Monte-Carlo Tree
search with value estimates to constrain the length and uses a
policy to constrain the width of the search tree. Their method
utilizes on on-policy samples to train the Q-function, making
it sample inefficient. It works on discrete action spaces with a
latent dynamics structure. Hamrick et al. [8] combines MCTS
with Q-learning but work under the setting of known model
and discrete space.
The most related work to ours is Lowrey et al. [13]
where they use trajectory optimization in the form of Model
Predictive Control (MPC) as the behavior policy, and updates
the Q function by obtaining a target lookahead value estimate
using another instance of trajectory optimization. This method
is extremely slow as each batch of sampled data for training
the Q-function will require instances of trajectory optimization
that scales with batch size. Moreover, they consider access to
ground truth dynamics. Our method uses trajectory optimiza-
tion using a learned model and a terminal value function as an
exploratory policy, but the Q function updates are performed
entirely off policy.
III. LEARNING OFF-POLICY WITH ONLINE PLANNING
In LOOP, we use trajectory optimization with a terminal
value function as the behavior policy that interacts with the
environment. This trajectory optimization in its naive form is
myopic and in many cases may not produce optimal policies
for the task, since it does fixed horizon planning using a
learned model. We address this deficiency by having a value
function that reasons for the expected long term rewards
under the policy. Different from Lowrey et al. [13], we
propose to utilize advances in off-policy learning to make the
algorithm computationally efficient. In this section, we start by
discussing the methods for learning the value function and the
dynamics model. After that, we will further discuss how these
two are combined and how we deal with the actor-divergence
issue. Going forward, we will use the notation piopt to denote
the MPC policy that uses trajectory optimization by forward
simulation over learned models in the model-based part and
piφ to denote the parameterized actor in the model-free part.
A. Learning the Value Function with Model-free Actor
To learn a value function, we build our method upon TD3
[6] which is an off-policy algorithm with an actor piφ and a
value function Qθ. Note that other off-policy algorithms can
also be used here. We refer to the actor piφ used to update
the value function as the “parameterized actor”, in the sense
that this actor is a parameterized function, in our case a neural
network. It will only be used to update the value function and
not be used to collect data as standard TD3. The target value
is calculated based on the bellman equation:
Qtarget(st, at) = r(st, at) + γQ
′
θ(st+1, piφ(st+1)) (1)
To reduce overestimation error, TD3 calculates the target value
by taking the minimum over two value functions Qθ1 and
Qθ2 , also called Clipped Double Q learning. Finally the value
function is updated by minimizing the mean squared error:
MSE = E(s,a)∼D[Qtarget(s, a)−Qθ1,θ2(s, a))]2 (2)
where s, a are the state action pairs sampled from D, the
replay buffer of past experiences. The policy is updated by
maximizing Qθ1(s, piφ(s)).
B. Learning the Dynamics Model
Using the transitions collected, we train a dynamics model
using supervised learning. Given a state-action pair (s, a), the
network is trained to regress the difference δ between the
next state and the current state, parameterized as a Gaussian
distribution with a diagonal covariance matrix. Following
Nagabandi et al. [14], we use probabilistic ensembles of
dynamics models that capture the epistemic uncertainty as well
as the aleatoric uncertainty in forward predictions [3]. Each
model in the ensemble is initialized with different weights
and samples shuffled batches of data during training.
C. Trajectory Optimization with a Terminal Value Function
Given the dynamics model, the trajectory optimization pol-
icy piopt is the MPC-based policy that uses Cross-Entropy
Method (CEM) to select actions. Cross-Entropy Method is a
strong optimizer and is shown [14] to perform much better
than the random-shooting methods. This MPC policy will be
used as the behavior policy to collect data in the environment.
For each timestep, this policy will sample n action sequences
(a1, a2, ...aH), up to a fixed horizon from a sampling distri-
bution, and use the probabilistic dynamics model to unroll the
trajectory resulting from the action sequence. The cumulative
return for each rollout is calculated by
G =
H−1∑
i=0
(γir(si, ai)) + γ
HQθ(sH+1, aH+1) (3)
Note that in previous model-based reinforcement learning
methods such as [14][3], the last term Q(sH , aH) is often
eliminated, resulting in an optimization of the action sequences
over a fixed horizon, which might be shortsighted and result
in a suboptimal trajectory sequence. The top e highest scoring
actions sequences, also called elites, are selected and used
to refine the sampling distribution from which the action
sequences are sampled from.
Ai = {ai0, ai1, .., aiH}, Ai ∼ N (µm, Σm)∀i ∈ n
Aelites = sort(Ai)[−e :]
µm+1 = α ∗mean(Aelites) + (1− α)µm
Σm+1 = α ∗ var(Aelites) + (1− α)Σm
(4)
After N iterations of refinement, we take the mean of the
resulting action distribution as the final output. Following
MPC, only the first action of the sequence is executed.
For each subsequent timestep, replanning is performed. The
transitions will be collected into the replay buffer, which will
be used to train the models and the Q-function.
Algorithm 1: LOOP
1 Initialize parameterized actor piφ, Q-function Qθ,
predictive model pψ , Dataset D, Planning Horizon H
2 Collect some transitions sampled from a random policy
into dataset D.
3 for i← 1 to Iter do
4 for CEM iterations do
5 Set the CEM objective to be: JCEM =∑H−1
t=0 (γ
tr(st, at)) + γ
HQθ(sH+1, aH+1)
6 Sample state-action trajectories using a mixture
distribution of the sampling
distribution(gaussian) and the actions suggested
by the parameterized actor unrolled with the
model.
7 Update the mean and the variance of the
sampling distribution using Equation 4.
8 end
9 Select the updated mean to perform an action in the
environment. Add the transition (s,a,r,s’) to D.
10 for M epochs every K timesteps do
11 Update model ensemble parameters(ψ) on dataset
D using maximum likelihood.
12 end
13 for G gradient updates do
14 Update policy parameters(φ, θ) on dataset D,
using any off-policy RL algorithm
15 end
16 end
D. Actor-guided Trajectory Optimization (CEM-AG)
Combining trajectory optimization and off-policy learning
in the way described above might suffer from the issue of
“actor divergence”: There is a mismatch between the state-
action distribution induced by the model-free actor and the
state-action distribution of the MPC-based behavior policy that
collects data. As discussed in Fujimoto et al. [5], the mismatch
will lead to extrapolation errors in Q-learning and cause
persistent overestimation bias that deteriorates performance.
In our experiments, we observe that naively using the method
in section C sometimes results in worse performance than the
original off-policy method due to this issue.
To mitigate the issue of actor divergence, we propose Actor-
guided Trajectory Optimization. At each timestep, we use
the model-free actor to propose a sequence of trajectories
by rolling out the dynamics model. These trajectories will
be included in the batch of samples in each CEM iteration.
When these trajectories are selected as elites in CEM, they
will guide the optimization and bring the solution closer to the
actor distribution. In our experiments, we observe that CEM-
AG effectively decreases actor divergence and improves the
performance of LOOP. The full algorithm is summarized in
Algorithm 1.
One alternative to solve the issue of actor divergence is
to incorporate the divergence as an additional cost in CEM
using Kullback-Leibler (KL) divergence or L2 distance. In
practice, we found this to be overly conservative and limits the
performance benefits that result from trajectory optimization.
IV. EXPERIMENTAL RESULTS
We benchmark the proposed method LOOP on four OpenAI
Gym MuJoCo environments: HalfCheetah, Hopper, Walker,
and InvertedPendulum. First, we evaluate the sample efficiency
and performance of LOOP comparing to the underlying algo-
rithms that it is built upon. We further analyze the effect of
Actor-guided CEM in reducing actor divergence.
A. Implementation Details
We use a horizon length of 5 for all the environments except
Walker (uses horizon=3). We use the author’s implementation
of TD3 with the original hyperparameters. The dynamics
model ensemble has 5 neural networks each consisting of 4
hidden layers, 200 hidden units each. We list all the hyper-
parameters in Appendix VI-A. The CEM optimizer uses 200
particles, sampled from a multivariate Gaussian distribution.
Each action sequence is passed through each of the dynamics
models and the average return is used as the maximization
objective in CEM. The MPC policy will be used for the
evaluation of LOOP by default. For CEM-AG we use 1
trajectory from piφ for every 20 trajectories from sampling
distribution. We use 5 random seeds to account for variability
in training.
B. Improvement over the underlying model-based and model-
free algorithm
As shown in Figure 2, LOOP has significant performance
gains over TD3 in all of the four environments due to better
exploration. The red curves show the performance of CEM
with the same planning horizon as LOOP but without the
terminal Q-function, similar to Nagabandi et al. [14]. We
observe that fixed-horizon CEM performs poorly in MuJoCo
tasks due to the short planning horizon. In Appendix VI-F,
we further show that LOOP has comparable performance to
MBPO [9], a sample efficient model-based RL method.
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Fig. 2. Training Performance of LOOP and its baselines on MuJoCo tasks.
Green: LOOP. Blue: TD3. Red: CEM without a terminal value function.
Violet: The terminal Q function is set to be evaluation of a random policy.
Yellow: LOOP without CEM-AG. Dashed line: the performance of TD3 at
1e6 timesteps.
C. Ablation Studies
To better understand the importance of different components
in our method, we do ablation studies on the actor-guided
CEM and the parameterized actor.
First, we evaluate the importance of actor-guided CEM
comparing to normal CEM. Without using Actor-guided CEM
(CEM-AG), Walker completely fails. The performance of other
environments also drops and sometimes becomes more unsta-
ble. There are two hypotheses of how actor-guided CEM helps.
First, the trajectories proposed by the parameterized actor
might sometimes provide a better solution to this optimization
problem than CEM alone. However, we observe that actor-
guided CEM usually achieves similar reward as original CEM
(Appendix E). Second, actor-guided CEM biases the solutions
of CEM towards the parameterized actor, and thus reduces
extrapolation issue for off-policy learning. In Figure 3, we
compute the L2 distance between the action proposed by the
MPC policy (final output from CEM) and the TD3 policy.
We observe that actor-guided CEM in LOOP is indeed able
to reduce the actor-divergence compared to normal CEM. In
Appendix C, we also include the plot for ”actor usage” in
CEM by measuring the fraction of time when the trajectories
suggested by the parameterized actor are selected to be the
elites in CEM. It further demonstrates that the actor-proposed
trajectories are biasing the sampling distribution of CEM.
Next, instead of training the Q-function over the parame-
terized actor in off-policy learning, we train the Q-function
over a randomly initialized policy. The motivation behind this
experiment is that the parameterized actor in LOOP usually
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Fig. 3. Actor-guided CEM reduces actor-divergence between the MPC policy
and the model-free actor. Green: LOOP. Yellow: LOOP without actor-guided
CEM (CEM-AG)
results in a bad evaluation performance comparing to the
MPC policy. Thus, we want to verify whether training the
parameterized actor is critical to obtain an informative Q-
function for the MPC policy. In this experiment, we observe
that the performance drastically drops if we replace the actor
by a random policy. This indicates that the parameterized actor
does provide meaningful information for the MPC policy to
reason for the cumulative return beyond the planning horizon.
V. CONCLUSION
In this work, we present a novel method that combines
model-free and model-based reinforcement learning. It allows
model-based online planning to reason about long-horizon cu-
mulative returns. From another perspective, it improves upon
the model-free algorithm by using a more efficient behavior
policy. We highlight the issues present in applying a terminal
Q-function to the online planning methods and present the
actor-guided solution. From the experiments, we demonstrate
that LOOP improves the performance and sample-efficiency
over the underlying model-based and model-free method.
VI. FUTURE WORK
There are several directions that could potentially improve
the performance of LOOP. As discussed above, we observe
that the parameterized actor in our method has poor perfor-
mance. We present our attempted solution in Appendix D. We
look forward to improving the performance of parameterized
actor to further improve LOOP. Also, another interesting
direction is to use Offline-RL methods [11] to reduce the actor-
divergence issue more systematically. In addition, our method
can be combined with other model-based algorithms to achieve
better results.
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APPENDIX
A. Implementation Details
We benchmark the proposed method LOOP on four OpenAI Gym MuJoCo tasks: HalfCheetah-v2, Hopper-v2, Walker2d-v2,
and InvertedPendulum-v2. Figure 4 show what the environments look like.
Fig. 4. Left to Right: Hopperv2, Walker2d-V2, HalfCheetah-v2,InvertedPendulum-v2
Our probabilisitc ensemble of dynamics model resembles the one used in Chua et al. [3]. We use the TS-∞ sampling, and
aggregate the total return by taking an return average across trajectory samples similar to [3] (Section 5.1). The hyperparameters
used for the dynamics model, TD3 learning and the CEM controller are shown below:
TABLE I
LOOP HYPERPARAMETERS
Environments HalfCheetah Hopper Walker2d InvertedPendulum
Total Timesteps 1× 106 1× 106 1× 106 3× 104
Environment Steps per episode 1000
Model Update frequency (K) 250
Model Update epochs (M) 5
Ensemble Size 5
Network Architecture MLP with 4 hidden layers of size 200
Model Horizon (H) 5 5 3 5
Model Learning rate 0.001
Policy update per environment step (G) 1
Replay Buffer Size 1e6
TABLE II
CEM HYPERPARAMETERS
Hyperparamater Value
Planning Horizon 5
Population Size (n) 100
Elites (e) 20
Number of Particles 4
Alpha α 0.25
Iterations (N ) 5
Actor Mix 5 %
B. Effect of horizon on LOOP
Horizon is a hyperparameter in LOOP and can be tuned to get the best performance. We test of horizon of 3, 5 and 7. Figure
5 shows the performance of LOOP with different planning horizon. We observe that horizon of 5 works best in HalfCheetah,
Walker, Hopper and horizon of 3 for Walker.
C. Actor-usage in CEM-AG
To further verify if the actor-suggested actions are any good and influence the sampling distribution for CEM, we plot the
fraction of actor-suggested samples that make it to the elites of CEM each timestep. The fraction is averaged over the number
of iterations of CEM.
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Fig. 5. LOOP Plan horizon comparison
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Fig. 6. Actor-usage in LOOP while using CEM-AG: Fraction of actor suggested trajectories that make it to the elites in CEM.
D. Replay Buffer Augmentation
It is observed that the performance of the parameterized actor(piφ) during evaluation is quite poor comparing to the model-
based policy. Wang and Ba [18] uses Behavior Cloning to distill the search policy into piφ but still observe poor performance.
piφ suffers from covariate shift issue since it is never explicitly trained on the state-distribution that it encounters when it is
deployed (since it is not the behavior policy). For instance, if the policy piφ were to make a small mistake and land in a state
that is out of the distribution of states on which Q-function is trained on, the Q value might be arbitrarily bad. We can further
modify LOOP to improve piφ performance by training it on a mixture of simulated transitions that are observed during CEM
and the real transitions, thus increasing the support of state-action marginal on which Q-function is trained to make piφ more
robust. We randomly sample a set of transitions encountered during CEM search procedure, and put them in a separate replay
buffer(M). This replay buffer has a smaller size than the regular one to ensures that it only contains the samples generated by
the latest dynamics model. In our experiments, we sample real transitions with 0.7 probability and transitions from M with
0.3 for off-policy learning. The size ofM is set to be 12,000. We observe an improvement in the performance of piφ as shown
in Figure 8.
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Fig. 7. Replay buffer augmentation allows improves parameterized actor’s performance.
E. Is CEM-AG a better optimizer than CEM?
We do an experiment to check if CEM-AG is able to find a better solution in trajectory space (with higher return) than CEM.
To do this, we run LOOP, but additionally at each timestep in the environment we run CEM-AG and CEM separately and plot
the difference in the cumulative discounted return (
∑H−1
i=1 (γ
i−1r(si, ai)) + γH−1Qθ(sH , aH)) of their optimized solution. In
Figure 9 we see that this is not the case, both optimized solution from both CEM and CEM-AG have similar reward. CEM-AG
does offer improvement over the trajectories suggested by the parameterized actor, that are used to guide the CEM.
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Fig. 8. Blue Curve shows the difference between optimized return of CEM-AG and CEM. Green curve shows the difference between optimized return of
CEM-AG and the mean return of the raw trajectories suggested by the parameterized actor.
F. Comparison to previous model-based methods
We observe that LOOP when built on top of SAC as the off-policy model-free sub-module is able to achieve comparable
results to state of the art model based algorithm MBPO [9]. We use author’s implementation without additional hyper-parameter
tuning for MBPO.
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Fig. 9. Comparison of learning performance with MBPO, a mdoel-based RL algorithm built on top of SAC.
