Abstract. We review the random loop representations of Tóth and Aizenman-Nachtergaele for quantum Heisenberg models. They can be combined and extended so as to include the quantum XY model and certain SU(2)-invariant spin 1 systems. We explain the calculations of correlation functions.
Introduction
Random loop approaches to quantum spin systems offer an elegant and different perspective to quantum correlations. They find their origin in Feynman-Kac representations of quantum lattice systems. Motivated by earlier work of Conlon and Solovej [6] , Tóth introduced a representation of the S = 1 2 ferromagnetic Heisenberg model that is based on the random interchange model [16] . It allowed him to propose a bound for the free energy (it has been improved recently by Correggi, Giuliani, and Seiringer [7] , who have reached the best possible constant). A similar representation was introduced by Aizenman and Nachtergaele for the S = 1 2 antiferromagnet model [1] and certain models with higher spins. It allowed them to relate the one-dimensional quantum chain to two-dimensional Potts and random cluster models, yielding new insights on the quantum spin chain. This work was reviewed and extended in [14, 15] . See also [12] for a pedagogical introduction. Recently, Bachmann and Nachtergaele used the representation in their study of the classification of gapped ground states [3] .
A synthesis of these two representations was proposed in [19] . In the case S = 1 2 , it applies to models that interpolate between the Heisenberg ferromagnetic and antiferromagnetic models such as the quantum XY model. It also applies to certain SU(2)-invariant models of spin 1. Thanks to this representation, the existence of spin nematic long-range order was established in the model with S = 1 in dimension d ≥ 3 [19] . It also plays a rôle in the recent proof of emptyness formation of quantum spin chains of Crawford, Ng, and Starr [8] .
This article reviews some of the material treated in [19] , and also complements it. We consider the case of an external magnetic field, possibly disordered. We detail formulae for the matrix elements of the operator e −βH and use them to calculate correlation functions. Since there are few loop correlation functions, and seemingly more quantum spin correlation functions, the relations provide useful identities; these identities do not seem otherwise immediate.
Quantum spin models
Let (Λ, E) be a graph, with Λ the (finite) set of vertices and E the set of edges. Given S ∈ 1 2 N, the Hilbert space is 1) where each H x is a copy of C 2S+1 . The spin operators are denoted S i x , with x ∈ Λ and i = 1, 2, 3. They satisfy the commutation relations [S We consider the three operators T xy , P xy , Q xy on H {x,y} (and their extensions on H Λ by identifying T xy with T xy ⊗ Id Λ\{x,y} , etc...):
• T xy is the transposition operator:
• P xy is the operator Notice that 1 2S+1 P xy is the projector onto the spin singlet.
• Q xy is identical to P xy except for the signs:
These operators can be written in terms of spin operators. The form depends on the spin. In the case S = 1 2 , we have
In the case S = 1, we have
Here, we used the notation S x · S y = S
y . Let h = (h x ) x∈Λ denote external magnetic fields. We consider two distinct families of Hamiltonians, indexed by the parameter u ∈ [0, 1]:
) denote the corresponding partition functions:
The Hamiltonians of Eqs (2.9) and (2.10) can also be expressed in terms of spin operators. In the case S = 1 2 , we have H
The case u = 1 is the Heisenberg ferromagnet. The case u = 1 2 is the quantum XY model. If the graph is bipartite, the case u = 0 is unitarily equivalent to the Heisenberg antiferromagnet.
In the case S = 1, we havẽ
(2.14)
It is well-known that any two-body SU(2)-invariant interaction for S = 1 can be be written as
The phase diagram of this model is very interesting and it has been investigated by several authors [4, 18, 17, 10] . It is displayed in Fig. 1 . The line J 2 = 0 corresponds to the usual Heisenberg models. 
The random loop representation applies to the half-quadrant 0 ≤ J 1 ≤ J 2 . The phase diagram is expected to show four phases (ferromagnetic, spin nematic, antiferromagnetic, staggered spin nematic). This is supported by rigorous results in the dark region around J 1 < 0 and small J 2 > 0 [9, 13] , and in the dark region
Random loop models
Let us first describe the models of random loops. The connection to quantum spin systems will be described in the next two sections.
At each edge {x, y} ∈ E is attached the interval [0, β] and a Poisson point measure where "crosses" occur with intensity u and "double bars" occur with intensity 1 − u. Let ω denote a realization and ρ(dω) denote independent Poisson point measures on E × [0, β].
To a given realization ω of the Poisson point measure corresponds a set of loops, denoted L(ω). The loops consist of vertical lines connected by crosses or bars. This is best understood by looking at pictures, see Fig. 2 . A mathematically precise definition can be found in [19] . The relevant probability distribution involves multiplicative weights with respect to loops. We consider a function w(γ) that assigns a real number to each loop γ. We will consider explicit weights below; for now, we just assume that w(γ) depends on the loop in a continuous fashion, so all integrals below are well defined. In the case where w(γ) is nonnegative for all γ we have a probabilistic setting. But it is useful to include the possibility of negative weights as well.
We define the partition function as
We will always consider cases where Y (β, Λ) = 0. The relevant measure for the model of random loops is given by 1
It is a probability measure when the weights are positive.
It is not hard to show that for β small, and under some conditions on w(γ), the loops have small lengths and the probability that two sites belong to the same loop shows exponential decay with respect to the distance between the sites. See e.g. Theorem 6.1 in [12] .
The special case of constant weights, w(γ) = θ, is interesting, and actually relevant to quantum systems without external magnetic fields. Under some additional assumptions, namely that the graph (Λ, E) be a d-dimensional cube with even side lengths L and d ≥ 3, that u ∈ [0, See [19, Chapter 5] for the statement with precise conditions. This theorem can be proved using the method of infrared bounds and reflection positivity introduced and developed in [11, 9, 13, 2] ; see Biskup [5] for an excellent survey. This theorem implies the occurrence of long-range order in some quantum systems. The main novel result is the occurrence of spin nematic order for the spin 1 model with HamiltonianH (u) Λ,h defined in Eq. (2.14). Indeed, it follows from Theorem 1 that
(This is actually Néel order.)
2 J 2 the result holds for d ≥ 3.) It does not seem possible to prove this using the method of infrared bounds and reflection positivity directly for quantum systems. The method in [19] consists in studying the model H 
Gibbs operator and partition functions
The first result is a formula for the Gibbs operator e −βH in terms of the Poisson point measure ρ(dω). To a realization ω corresponds a sequence (A 1 , t 1 ) , . . . , (A n , t n ) where 0 < t 1 < · · · < t n < β are the times for the occurrence of events in ω, and A j is the operator T xy if the event of time t j is a cross at {x, y} ∈ E; A j is the operator Q xy if the event of time t j is a double bar at {x, y}.
Theorem 2. We have
The same representation applies to the operator e −βH (u) Λ,h , but with P xy instead of Q xy when double bars occur. The proof can be done by discretizing the time interval [0, β], linearizing the Poisson point measure, grouping terms wisely and invoking the Trotter product formula.
Next, we consider partition functions. Given a loop γ, we denote by x (γ) the length of the vertical element(s) of the loop at site x ∈ Λ. We have 0 ≤ x (γ) ≤ β and, for almost all realizations ω, γ∈L(ω) x∈Λ x (γ) = β|Λ|. Then for all u ∈ [0, 1], we have
w(γ).
In the case where h x ≡ 0, we have w(γ) = 2S + 1 for all loops, and the partition function is equal to (2S + 1)
The corresponding formula for the model with HamiltonianH
Λ,h is more complicated, as it involves vertical directions of loops. Namely, let us choose an orientation for the loops, and let + x (γ) (resp. − x (γ)) denote the vertical length of the elements of γ at x that move up (resp. that move down). We have
We only state the theorem in the case of integer S, as there are inelegant signs when S is half integer.
Then for all u ∈ [0, 1], we havẽ
In order to prove Theorems 3 and 4, we need the concept of space-time configurations. This is also useful in the calculation of correlation functions. A space-time spin configuration is a function σ : Λ × [0, β] −→ {−S, −S + 1, . . . , S}. such that σ x,t is piecewise constant in t, for any x. Given a realization ω of the Poisson point measure, let Σ per (ω) denote the set of space-time spin configurations that take constant values along each loop. See Fig. 3 for an illustration. Let Σ(ω) denote the set of configurations that are compatible with ω, but without requiring that σ x,0 = σ x,β . Notice that
We use Theorem 2 and we insert the resolution of the identity Id = σ |σ σ| on the left of each transition A j . Because of the definitions of T xy and Q xy , we get
This gives the claim of Theorem 3. The proof of Theorem 4 is similar but with different sets of space-time spin configurations. LetΣ(ω),Σ per (ω) with the prescription that the sign of the spin changes when the vertical direction of the loop changes. The calculation is then the same, with additional signs due to the double bars. Namely, a double bar at {x, y} × t gives the sign (−1) σx,t−+σx,t+ . Fortunately each loop involves an even number of minus signs, so the weight is positive. 
Correlation functions
We restrict ourselves to two-point correlation functions. We also make the important simplification h x ≡ 0, although expressions can certainly be derived for nonzero external magnetic fields. The loop correlations are given by just three events:
• E + x,y is the set of all realizations ω such that x and y belong to the same loop, and with identical vertical direction at these points.
• E − x,y is the set of all ω such that x and y belong to the same loop, and with opposite vertical directions at these points.
• E x,y = E + x,y ∪ E − x,y is the set of all ω such that x and y belong to the same loop. These events are illustrated in Fig. 4 . Let A x be an operator of the form A ⊗ Id Λ\{x} and B y be an operator of the form B ⊗ Id Λ\{y} , where A, B are operators on C 2S+1 . We consider the two-point function
We use the notation tr for the trace in C 2S+1 . Let P(·) denote the probability with respect to the random loop measure Z (u) (β, Λ, 0)
Theorem 5. For x = y, the correlation function above is given by
Here, B t denotes the transpose of the matrix B in the basis where {S 3 x } is diagonal. Choosing B = Id, we get the formula for the one-point function (it is relevant for truncated correlation functions):
An interesting special case of correlation function is S = 1 2 and A = B = S i . We find that
Proof of Theorem 5. We use Theorem 2 and space-time spin configurations, and we get
Next we decompose The term (2S + 1) |L(ω)|−1 is due to the sum of spin configurations on all the loops except the one that contains x and y. The sum over a, b represents the possible values of spins along this loop. Now we have a, b|A x B y |b, a = a|A|b b|B|a , (5.7) and the sum over a, b gives tr AB. The case where ω ∈ E − x,y is similar, but the matrix elements involving A, B are a, a|A x B y |b, b = a|A|b a|B|b . The sum over a, b gives tr AB t . Finally, the case ω ∈ E c x,y involves two special loops, those containing x and y, and we get The case of the HamiltonianH (u) Λ,0 is more complicated due to the signs. They lead to signed measures when S is half-integer but not integer (except when u = 0 on a bipartite lattice). We restrict here to integer S and we consider the two-point function The formula for one-point functions follow, A x ∼ = 1 2S+1 tr A. The proof is similar to that of Theorem 5, but there are extra difficulties due to the minus signs. We do not write it explicitly. We find in particular (see [19] for more details) It is remarkable that many spin correlation functions can be expressed with a handful of loop correlation functions.
