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ABSTRACT
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PULSE-SHAPING ASSISTED NONLINEAR OPTICAL SIGNAL GENERATION IN
FIBRES
by Xin Yang
This thesis investigates pulse-shaping assisted nonlinear optical signal generation in
bers. A linear pulse shaping stage is included in nonlinear bre optic systems to
achieve exible and precise control over the characteristics of the output signal.
The nonlinear generation of broadband spectra with desired characteristics is demon-
strated as a rst application of this technique. The key feature is that the linear lter-
ing stage is placed prior to the nonlinear broadening stage in the system. A numerical
simulation procedure is established to nd the appropriate transfer functions of the pro-
grammable pulse shaper based on the backward propagation in a bre. Consequently, an
adaptive pulse shaping system exploiting evolutionary algorithms is built and employed
to facilitate automatic convergence to the desired spectrum. The nonlinear generation of
ultra-at broadband spectra with dierent bandwidths is demonstrated. Additionally,
the generation of broadband spectra with symmetric and linear edges exhibiting slopes
of dierent steepness is also presented.
As a second application of this technique, the linear ltering stage is incorporated into
the cavity of a passively mode-locked erbium-doped bre ring laser (EFRL). The aim
here is to achieve exible and precise control over the temporal waveforms of the laser
pulses. In order to nd the appropriate laser conguration which allows for the manip-
ulation of the characteristics of the laser pulses through intra-cavity spectral ltering,
both all-anomalous dispersion and all-normal dispersion cavities are numerically studied.
The inuence of intra-cavity amplitude ltering and net dispersion on the characteristics
of laser pulses in a passively mode-locked dispersion-managed (DM) EFRL is experimen-
tally demonstrated.Contents
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Introduction
1.1 Research Area and Motivation
The eld of nonlinear bre optics has been an active research area and thus has been
rapidly growing over the last 25 years [1, 2, 3]. In the 1990s, the driving force in this area
was the advent of low-loss rare-earth doped silica bres [4], such as the erbium doped
bre (EDF), which subsequently facilitated the emergence of bre ampliers. Erbium
doped bre ampliers (EDFAs) are widely used in the current optical bre communi-
cation systems and have revolutionised the design of the system. They allow for the
propagation of optical signals over thousands of kilometers of bre as they can amplify
signals in the C-band (1530 - 1565 nm), where the propagation loss in silica is mini-
mum. EDFAs provide high gains of up to around 60dB [5] and their noise gure can
be designed to be as low as 3:1dB [6] which is close to the quantum limit of 3dB. By
increasing the erbium concentration, they can be also operated in the L-band (1565 -
1625 nm) [7].
From the late 1990s, the focus of research in the eld of nonlinear bre optics switched
to the design and fabrication of several kinds of new bres with nonlinear coecient 
larger than 10W 1km 1. These bres are referred to as highly nonlinear bres (HNLF).
A simple way to increase the nonlinearity in a silica bre is to reduce its core diameter.
This method would eventually be limited by the loss related to the mode connement of
the bre [8]. The development of microstructured bres [9], especially photonic crystal
bres (PCF) [10] provided a exible way of enhancing the nonlinearity in a bre. The
prominent feature in the structure of these bres is that a solid core is surrounded by
a cladding full of air holes. For a PCF with multiple rings of periodic air holes in the
cladding, its eective area and dispersive properties depend on the air-hole diameter and
the hole-to-hole spacing [11]. Consequently, by adjusting the design parameters, such a
PCF can have relatively high nonlinearity and specic dispersive properties. Combined
with EDFAs, one of the most important applications of HNLFs is the generation of
broadband spectra spanning several tens or even hundreds of nanometers [12, 13, 11].
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In a nonlinear bre optic system, which aims at the generation of a broadband spectrum,
it is often desirable to achieve precise and exible control over the characteristics of the
generated spectrum. For example, in communications, an ultra-at broadband spec-
trum is highly demanded in optical orthogonal frequency division multiplexing (OFDM)
systems to be used as the source of sub-carriers. Unfortunately, it is not possible to non-
linearly generate a strictly at-top spectrum with conventional Gaussian or hyperbolic
secant pulses. The reason is that the nonlinear propagation of these kinds of pulses in a
bre always ends up with a broadened spectrum with ripples on the top, unless special
care has been taken in the design of the dispersion prole. Pulses with other temporal
shapes have therefore been investigated for the nonlinear generation of at-top spectra
generation.
In 2000, M. E. Fermann et al. [14] demonstrated that a relatively smooth SPM-
broadened spectrum could be generated by the nonlinear propagation of parabolic pulses
in a normal dispersion bre. Following that, a vast amount of research has been devoted
to parabolic pulse generation. There are mainly two ways to generate parabolic pulses,
as reported in the literature. One of the approaches is the nonlinear formation based on
tailoring the bre dispersion prole as reported in [15, 16]. The other approach is linear
spectral ltering of a conventional pulsed laser source using superstructured bre Bragg
gratings (SSFBGs) as demonstrated in [17].
Utilizing the concept of the SSFBG based pulse shaping process, P. Almeida et al. [18]
reported the generation of at spectra with sharp edges through SPM in a conventional
commercial highly nonlinear dispersion shifted bre by shaping the pulses generated by
a laser into a suitable waveform before nonlinear broadening. This waveform was calcu-
lated by solving the nonlinear Schr odinger equation (NLSE) in the backward direction
using the desired at-top spectrum as the target. In the actual experiment, a spectrum
exhibiting ripples up to 1:5dB on the top was achieved.
The approach of at-top spectrum generation described in this thesis inherits the idea
reported in [18]. But instead of using a purpose-built special SSFBG, the pre-shaping
of optical pulses is carried out by a commercial programmable pulse shaper. This lter
is much more exible than a SSFBG due to its ability of reconguration. As will be
shown in this thesis, it can be incorporated with an adaptive pulse system to guarantee
the quality of the generated spectrum. Thus, in this thesis, I aim at the generation of a
broadband spectrum exhibiting ripples less than 1dB on the top.
An EDF can be also used as the gain medium in bre lasers. It provides broad gain
bandwidths. Thus, the bre laser allows for the generation of ultra-fast pulses over a
wide range of wavelength. Passively mode-locked erbium-doped bre ring lasers (EFRL)
have been widely explored for soliton generation with sub-picosecond pulse duration
[19, 20, 21]. In the eld of signal processing in optical telecommunication systems,
saw-tooth pulses, rectangular pulses and parabolic pulses are required for the retiming
of signals. They are normally generated from soliton lasers through an extra spectral
ltering stage. It would be interesting if the rectangular or triangular pulses could beChapter 1 Introduction 3
generated directly from a laser. In this way, their power could be adjusted without the
need for an external amplier according to the requirements of applications. Therefore,
in this thesis, I investigate the possibility of such an idea by including a programmable
optical lter inside the ring cavity of a passively mode-locked EFRL.
1.2 Contribution to Knowledge
The objectives of the work reported in this thesis have been to study the pulse-shaping
assisted nonlinear signal generation in bres. The main results achieved by the end of
the study are outlined below:
 A numerical simulation procedure based on inverse split-step Fourier method
(ISSFM) to nd out the appropriate transfer function of the pulse shaper for
pulse-shaping assisted nonlinear broadening. This procedure was orally presented
in CLEO-Europe 2011 [22] and published in Journal of Lightwave Technology [23].
 Generation of a 12nm wide at-top spectrum based on adaptive pulse shaping.
The experimental results were orally presented in ECOC 2011 [24] and published
in Journal of Lightwave Technology [23].
 Generation of an ultra-at frequency comb covering the full-C band based on adap-
tive pulse shaping and characterisation of the noise characteristics of the generated
comb. The experimental results were orally presented in OFC 2012 [25] and pub-
lished in IEEE Photonics Technology Letters [26]. They also contributed towards
the demonstration of system experiments that were published in [27].
 Numerical and experimental demonstrations of the generation of broadband spec-
trum with symmetric and linear edges.
 Numerical studies of the inuence of the intra-cavity adaptive pulse shaping in
passively mode-locked EFRLs with dierent cavity congurations.
 Experimental investigation of the inuence of intra-cavity amplitude shaping and
manipulation of net dispersion on the characteristics of laser pulses in a dispersion-
managed (DM) passively mode-locked EFRL. This work was orally presented in
CLEO US 2013 [28].
1.3 Layout of the Thesis
The thesis is organised in eight chapters. Chapter 2 provides the theoretical back-
ground of the work. The chapter starts with the derivation of the Nonlinear Schr odinger4 Chapter 1 Introduction
Equation (NLSE), which is the equation governing the pulse propagation in a nonlinear
dispersive bre. Subsequently, the eects of GVD and SPM on the pulse propagation in
a bre are presented. Then, the split-step Fourier method (SSFM) and inverse SSFM
(ISSFM) are described as numerical tools to solve the NLSE in either the forward or
the backward directions of pulse propagation in the bre. Since pulse shaping is the
key technique for the experimental work, its general principle and various technologies
for implementing it are presented, especially the technology of liquid crystal on silicon
(LCOS).
Chapter 3 introduces the adaptive pulse shaping system. The general principle of the
system is described. The evolutionary algorithm is reviewed in detail, which allows an
understanding of how an adaptive system works. Then, the evolution strategy (ES),
which has been selected as the optimization algorithm in my adaptive system, is de-
scribed in detail. As an application, an arbitrary spectral synthesis is presented. It is
designed for the nonlinear generation of broadband spectra with user-dened character-
istics.
Chapter 4 describes the nonlinear generation of a at-top spectrum based on the tech-
nique of pulse-shaping assisted nonlinear broadening. A numerical simulation procedure
is rst established to obtain the transfer function for the programmable optical lter,
which is placed prior to the nonlinear broadening stage. The quality of the generated
spectrum based on the numerically calculated transfer function reveals the uncertainties
in the system. The arbitrary spectral synthesis, described in Chapter 3, is then employed
to overcome the limitation imposed by the uncertainties and consequently improve the
quality of the generated spectrum. Then the power of the pulses at the input end of
the HNLF is increased with the aim to generate ultra-at frequency comb covering the
full C-band. Furthermore, the noise characteristics of the generated frequency comb is
measured. At the end of the chapter, a joint experiment between the Karlsruhe Insti-
tute of Technology (KIT) and the ORC is presented as an application of the generated
frequency comb.
Chapter 5 presents the generation of a broadband spectrum with symmetric and linear
edges based on the adaptive pulse shaping assisted nonlinear broadening. It is investi-
gated through both numerical simulations and experiments. The inuence of the slopes
of the edges of the target spectrum and the bre parameters on the performance of the
arbitrary spectral synthesis is studied.
Chapter 6 reviews the passively mode-locked EFRL. The description starts from the
principle of mode-locking, followed by various passive mode-locking techniques and the
pulse shaping mechanisms in dierent types of laser cavities. Then, it reports the numer-
ical simulation for the passively mode-locked EFRL. The aim of the numerical simulation
is to nd out the appropriate laser conguration, which allows for the manipulation of
the characteristics of the laser pulses through intra-cavity spectral ltering. Both all-
anomalous dispersion and all-normal dispersion cavities are studied.
Chapter 7 describes the experimental work on a dispersion-managed (DM) passivelyChapter 1 Introduction 5
mode-locked EFRL. Mode-locking is based on the nonlinear polarization rotation (NPR)
in the bre. The cavity consists of a dispersion compensating bre (DCF), a single-mode
bre (SMF) and an erbium doped bre (EDF) as the gain medium. The most prominent
feature is the inclusion of a programmable optical lter in the cavity. The inuence of
intra-cavity amplitude shaping on the characteristics of the laser pulses is investigated
through lters with dierent bandwidths. The lter shapes are Gaussian, third-order
super-Gaussian and sinc square function. The impact of net dispersion of the cavity on
the characteristics of the laser pulses is also studied by the spectral phase shaping in the
programmable optical lter.
The thesis concludes with Chapter 8, where I highlight the key results and point out
possible future directions of the work.Chapter 2
Background
2.1 Introduction
The discussion in this chapter focuses on the background knowledge required in the
simulations and experiments described in the following chapters of this thesis. As the
basis for the understanding of the behaviour of optical short pulses in optical bres, the
classical pulse propagation theory is briey covered. The derivation of the well-known
Nonlinear Schr odinger Equation (NLSE) is presented. Linear dispersion and nonlinear
refraction are described, followed by the description of the Split Step Fourier Method
(SSFM), which is a widely used numerical method to calculate the solution of the NLSE.
The basic principle of pulse shaping, which is the overarching technique used in all the
experimental work reported in this thesis, is thoroughly described. The working prin-
ciple of pulse shaping devices is introduced, especially for the liquid crystal on silicon
(LCOS) programmable lter, which is selected here for its recongurable features and
ne spectral resolution. As a means of improving the quality of the shaped signal, the
applications of the adaptive pulse shaping are presented.
2.2 Pulse Propagation Theory
The propagation of a picosecond pulse inside a nonlinear dispersive bre can be predicted
by analysing the combined eects of group velocity dispersion (GVD) and self-phase
modulation (SPM). Solving the NLSE using the SSFM is a common way to study the
evolution of both the pulse shapes and optical spectra in the bre.
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2.2.1 Nonlinear Schr odinger Equation
NLSE governs the picosecond pulse propagation inside the nonlinear dispersive bre.
The derivation of NLSE starts from the wave equation as expressed in Equation 2.1 [29]:
r2 ~ E  
1
c2
@2 ~ E
@t2 = 0
@2~ PL
@t2 + 0
@2~ PNL
@t2 ; (2.1)
where ~ E is the electric eld, while ~ PL and ~ PNL are the linear and nonlinear parts of the
induced polarization, respectively.
In order to solve this equation, the necessary assumptions are following: (a) ~ PNL is
treated as small perturbation to ~ PL. (b) The polarization state of the optical eld is
assumed to be maintained along the bre length. As a result, the scalar approach is
applicable. (c) The pulse propagating inside the bre, centred at !0 is assumed to have
a spectral width ! such that !=!0 << 1 [29].
By introducing the slowly varying envelop approximation [30], ~ E, ~ PL and ~ PNL could be
expressed in Equations 2.2, 2.3 and 2.4:
~ E (~ r;t) =
1
2
^ x[E (~ r;t)exp( i!0t) + c:c]; (2.2)
~ PL (~ r;t) =
1
2
^ x[PL (~ r;t)exp( i!0t) + c:c]; (2.3)
~ PNL (~ r;t) =
1
2
^ x[PNL (~ r;t)exp( i!0t) + c:c]; (2.4)
where ^ x is the polarization unit vector, E (~ r;t) is a slowly varying function of time.
PL (~ r;t) and PNL (~ r;t) are related to E (~ r;t) in the form
PL (~ r;t) = 0
Z 1
 1
(1)
xxE
 
~ r;t0
exp[ i!0
 
t   t0
]dt0; (2.5)
PNL (~ r;t)  0NLE (~ r;t); (2.6)
where the nonlinear contribution to the dielectric constant is dened as
NL =
3
4
(3)
xxxxjE (~ r;t)j2: (2.7)
It is more convenient to obtain the wave equation for E (~ r;t) in the Fourier domain.
The Fourier transform ~ E (~ r;!   !0) of E (~ r;t) is dened as
~ E (~ r;!   !0) =
Z 1
 1
E (~ r;t)exp[i(!   !0)t]dt: (2.8)
By substituting Equations 2.2 - 2.4 into Equation 2.8, ~ E (~ r;!   !0) is found to satisfy
the Helmholtz equation
r2 ~ E + (!)k2
0 ~ E = 0; (2.9)Chapter 2 Background 9
where k0 = !=c and
(!) = 1 + ~ (1)
xx + NL (2.10)
is the dielectric constant, which could be used to dene the intensity dependent refractive
index ~ n and absorption coecient ~  expressed in Equation 2.11.
~ n = n + n2jEj2; ~  =  + 2jEj2 (2.11)
where n and  represent the linear refractive index and the linear absorption coecient
of the bre, respectively. Using  = (~ n + i=2k0)
2 together with Equations 2.7 and 2.10,
the nonlinear-index coecient n2 and the two-photon absorption coecient 2 is given
by
n2 =
3
8n
Re

(3)
xxxx

; 2 =
3!0
4nc
Im

(3)
xxxx

: (2.12)
Generally speaking, 2 is relative small for silica bres and often ignored, and n2 is a
measure of bre nonlinearity.
Equation 2.9 could be solved by using the method of separation of variables [31]. The
solution is assumed to be in the form
~ E (~ r;!   !0) = F (x;y) ~ A(z;!   !0)exp(i0z); (2.13)
where F (x;y) is the modal distribution, ~ A(z;!   !0) is a slowly varying function of z,
and 0 is the wave number. The equations for F (x;y) and ~ A(z;!) are obtained from
Equation 2.9 as below:
@2F
@x2 +
@2F
@y2 + [(!)k2
0   ~ 2]F = 0; (2.14)
2i0
@ ~ A
@z
+

~ 2   2
0

~ A = 0: (2.15)
The dielectric constant in Equation 2.14 could be approximated by
 = (n + n)
2  n2 + 2nn; (2.16)
where n is a small perturbation expressed by
n = n2jEj2 +
i
2k0
: (2.17)
By solving Equation 2.14 using rst-order perturbation theory [32], the eigenvalue ~ 
becomes
~  (!) =  (!) + ; (2.18)
where
 =
k0
RR 1
 1 njF (x;y)j2dxdy
RR 1
 1 jF (x;y)j2dxdy
: (2.19)10 Chapter 2 Background
In this way, Equation 2.15 evolves into the following expression
@ ~ A
@z
= i[ (!) +    0] ~ A: (2.20)
The physical meaning of Equation 2.20 is that as the pulses propagate down the bre,
the induced phase shift for each spectral component within the pulse envelope is both
frequency and intensity dependent.
The propagation equation for A(z;t) can be obtained by taking the inverse Fourier
transform of Equation 2.20. Here, it is necessary to expand  (!) in a Taylor series
respect to the carrier frequency !0 as
 (!) = 0 + (!   !0)1 +
1
2
(!   !0)
2 2 +
1
6
(!   !0)
3 3 +  ; (2.21)
where
m =

dm
d!m

!=!0
(m = 1;2;:::): (2.22)
Due to the assumption that the pulse bandwidth is very small compared to the carrier
optical frequency, the third and higher-order terms in Equation 2.21 can be considered
negligible.
As a result, the equation for A(z;t) is
@A
@z
=  1
@A
@t
 
i2
2
@2A
@t2 +

2
A + iA: (2.23)
From the expression of , it is clear that the term iA includes the eect of bre
loss and nonlinearity. By using Equations 2.17 and 2.19, Equation 2.23 becomes
@A
@z
+ 1
@A
@t
+
i2
2
@2A
@t2  

2
A = ijAj2A; (2.24)
where the nonlinear parameter  is dened as
 =
n2!0
cAeff
: (2.25)
The parameter Aeff is known as the eective core area and dened as
Aeff =
RR 1
 1 jF (x;y)j2dxdy
2
RR 1
 1 jF (x;y)j4dxdy
: (2.26)
Equation 2.24 is known as the nonlinear Schr odinger equation (NLSE) which governs the
propagation of picosecond pulses in a nonlinear dispersive bre. It includes the eects
of bre loss through , chromatic dispersion through 2, and bre nonlinearity through
.
By introducing a retarded frame, which is a frame of reference moving together with theChapter 2 Background 11
pulse at the group velocity g, the following transformation is made to Equation 2.24.
T = t   z=g  t   1z (2.27)
After the transformation, Equation 2.24 becomes
i
@A
@z
 
i
2
A  
2
2
@2A
@T2 + jAj2A = 0: (2.28)
Since the time window is moving together with the pulse in the retarded time frame,
the NLSE can be solved without changing the time window size as z becomes large.
2.2.2 Pulse Behaviour in Dierent Propagation Regimes
The general behaviour of picosecond pulses propagating inside the nonlinear disper-
sive bre could be described using either Equation 2.24 or Equation 2.28. In order
to explicitly investigate the eects of linear dispersion and nonlinear refraction on the
propagation, it is instructive to study the behaviour of picosecond pulses in dierent
propagation regimes.
In the rst instance, it is essential to categorize the pulse propagation in the bre with
respect to the dominant eect in each case. Depending on the quantitative relation
between the initial pulse width T0 and peak power P0 of the picosecond pulses at the
input end of the bre, either the dispersive or the nonlinear eect dominates the pulse
propagation along the bre.
It is useful to introduce a time scale  normalized to T0 and amplitude U normalized to
p
P0 for the following analysis as shown in Equation 2.29 and Equation 2.30 [33]:
 =
T
T0
=
t   z=g
T0
; (2.29)
A(z;) =
p
P0exp( z=2)U (z;): (2.30)
By using Equation 2.28 to Equation 2.30, U (z;) is found to satisfy
i
@U
@z
=
sgn(2)
2LD
@2U
@2  
exp( z)
LNL
jUj2U; (2.31)
where sgn(2) = 1 depending on the sign of 2 and
LD =
T2
0
j2j
; LNL =
1
P0
; (2.32)
LD and LNL are known as dispersion length and nonlinear length respectively, which are
two very important length scales in the pulse propagation analysis. The relative impor-
tance of GVD and SPM on the pulse propagation could be represented by a parameter12 Chapter 2 Background
N, which is dened in Equation 2.33:
N2 =
LD
LNL
=
P0T2
0
j2j
: (2.33)
In the theory of optical bre solitons, the parameter N is also referred to as soliton
order. The energy of a Nth order soliton is N2 times higher than that of a fundamental
soliton.
Depending on the relation between bre length L , dispersion length LD and nonlinear
length LNL, the pulses evolve quite dierently along the bre for dierent values of N.
There are four interesting regimes for characterizing the pulse behaviour.
 Regime 1: L << LD and L << LNL, neither GVD nor SPM dominate the pulse
propagation.
 Regime 2: L << LNL but L  LD, N << 1, GVD dominates the pulse propaga-
tion.
 Regime 3: L << LD but L  LNL, N >> 1, SPM dominates the pulse propaga-
tion.
 Regime 4: L  LD and L  LNL, N  1, both GVD and SPM play an impor-
tant role in the pulse propagation, the pulse propagates under the control of the
interaction between GVD and SPM.
2.2.2.1 Distortion Free Propagation Regime
In the rst regime in the above list, the pulse experiences distortion-free propagation
as neither GVD nor SPM play a signicant role in the pulse propagation. This can be
easily derived from Equation 2.31, as both of the terms on the right-hand side of the
equation can be neglected. Thus, U (z;) = U (0;), i.e. the pulses maintain both their
temporal shape and spectrum during the propagation. The bre plays a passive role by
reducing the pulse energy because of the loss.
2.2.2.2 GVD Dominated Propagation Regime
When the pulses propagate in the second regime, the bre can be treated as a linear
medium. Dispersion, however, has a dominant role in the pulse propagation. The most
signicant dispersive phenomenon is GVD [34]. The equation which describes the eectsChapter 2 Background 13
of GVD could be derived by setting  = 0 and  = 0 in Equation 2.28. The normalized
intensity U (z;T) is expressed as
U (z;T) =
1
2
Z 1
 1
~ U (0;!)exp

i
2
2!2z   i!T

d!; (2.34)
where ~ U (0;!) is the Fourier transform of the incident eld at z = 0. From Equa-
tion 2.34, it is clear that GVD induces a phase shift for each spectral component of the
pulse, which is dependent on both the frequency and the propagation distance. GVD
does not distort the pulse spectrum, since it does not generate any new frequencies. But
it aects the pulse shape due to the induced phase change.
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Figure 2.1: Brodening factor as functions of distance for (a) a chirped Gaus-
sian pulse and (b) a chirped super-Gaussian pulse (C = 5) propagating in the
anomalous-dispersion region of a bre. C represents the chirp parameter of
Gaussian pulse. m represents the order of super-Gaussian pulse.
The explicit eect of GVD can be conveniently demonstrated through an investigation
of the propagation of Gaussian pulses inside a bre. Take an unchirped Gaussian pulse
as a rst example. The pulse broadens and a linear chirp is imposed upon it during
its propagation. However, if the Gaussian pulse is initially chirped, the GVD eect can
either broaden or compress the pulse depending on the sign of the product of the GVD
parameter 2 and the chirp parameter C (which is the second order derivative of the
temporal phase of a pulse respect to the time). Figure 2.1a demonstrates the broaden-
ing factor as a function of the distance for a chirped Gaussian pulse propagating in the
anomalous-dispersion region of the bre. It can be seen that when 2C > 0, the pulse
broadens much faster than an unchirped pulse, since the induced chirp contributes to
the input chirp. The situation is dierent for 2C < 0. The pulse is compressed initially
and then broadened after a minimum width has been reached. The reason is that the
GVD induced chirp and the input chirp cancel out each other because of their dierent
signs. A super-Gaussian pulse of order m can be considered as an additional example to14 Chapter 2 Background
reveal the impact of the steepness of the pulse edges on the GVD induced pulse broaden-
ing. Figure 2.1b shows the broadening factor as a function of the distance for positively
chirped super-Gaussian pulses of various orders in the anomalous-dispersion region of
a bre. A higher-order super-Gaussian pulse with sharp leading and trailing edges has
a much wider spectrum. The GVD induced phase change of a spectral component is
proportional to its separation from the central frequency. As a result, a wider spectrum
results in a faster rate of broadening.
2.2.2.3 SPM Dominated Propagation Regime
In the third propagation regime, nonlinear eects dominate the propagation of picosec-
ond pulses. SPM is the most fundamental nonlinear eect to be explored here [35]. As
the nonlinear eect in the optical bre originates from the intensity dependence of the
refractive index, the bre loss cannot be ignored while investigating the pulse propa-
gation in this regime. The pulse behaviour under SPM can be predicted when it is
possible to apply the limit 2 = 0 to Equation 2.31. The normalized intensity U (L;T)
is expressed by Equation 2.35:
U (L;T) = U (0;T)exp[iNL (L;T)]; (2.35)
where U (0;T) is the incident eld at z = 0 and
NL (L;T) = jU (0;T)j2 (Leff=LNL): (2.36)
The eective length Leff for a bre of length L is dened as
Leff = [1   exp( L)]=: (2.37)
From Equation 2.35, it is clear that SPM alone does not change the pulse shape during
the propagation. Equation 2.36 shows that the nonlinear phase shift NL induced by
SPM is intensity dependent. The maximum phase shift max occurs at the pulse centre.
As jU (0;0)j2 = 1, the maximum phase shift max is given by
max = Leff=LNL = P0Leff: (2.38)
So LNL is the eective propagation distance at which max = 1.
From Equation 2.36, it is also seen that the nonlinear phase shift NL is also time depen-
dent, which implies that the instantaneous frequency diers across the pulse. Meanwhile,
the intensity dependence of NL leads to continuously generated new frequency compo-
nents during the pulse propagation in the bre. As a consequence, SPM induces spectral
broadening without distorting the pulse shape.Chapter 2 Background 15
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Figure 2.2: SPM-broadened spectra for an unchirped Gaussian pulse. Spectra
are labelled by the maximum nonlinear phase shift max.
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Figure 2.3: Comparison of SPM-broadened spectra for (a) Gaussian pulses and
(b) Third-order super-Gaussian pulses for four values of chirp parameter C when
max = 4:5.
The eect of SPM can be once again readily studied by an investigation of the propaga-
tion of Gaussian pulses inside a bre. Typically, the SPM-induced broadened spectrum
is oscillatory over the entire frequency range and consists of many peaks. As shown
in Figure 2.2, the number of peaks depends on max and increases with it. From Fig-
ure 2.3a, it can be seen that the initial chirp on the Gaussian pulse plays a similar role as
in the GVD-induced pulse broadening. Figure 2.3b demonstrates that the SPM-induced
spectrum of a third-order super-Gaussian pulse with sharp edges also has a number of
sidelobes, but keeps the energy remaining in the central peak of the pulse. The features
of the SPM-induce spectrum strongly depends on the pulse shape.16 Chapter 2 Background
2.2.2.4 GVD & SPM Dominated Propagation Regime
The picosecond pulse propagation is governed by both GVD and SPM in the fourth
regime [36]. Figure 2.4 demonstrates the evolution of the pulse shape and its optical
spectrum for an initially unchirped Gaussian pulse in the normal dispersion region with
N = 1 and  = 0. The pulse broadens much faster than the GVD-only scenario (Sec-
tion 2.2.2.2). This can be explained by noting that SPM generates red-shifted frequency
components near the leading edge and blue-shifted frequency components near the trail-
ing edge. In the normal-dispersion region, the red components travel faster than the
blue components. Thus, SPM leads to enhanced pulse broadening rate. On the other
hand, the SPM-induced nonlinear phase shift reduces as compared to the SPM-only
scenario, in which the pulse shape keeps unchanged (Section 2.2.2.3). For z=LD = 5, a
two-peak spectrum is expected in the SPM-only scenario. The single-spectrum shown
in Figure 2.4b means that the nonlinear phase shift is now less than  because of the
pulse broadening.
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Figure 2.4: Evolution of (a) pulse shapes and (b) optical spectra over a distance
of 5LD for an initially unchirped Gaussian pulse in the normal dispersion region
for N = 1.
Figure 2.5 shows the evolution of the pulse shape and optical spectrum under the same
conditions as in Figure 2.4 but for the sign of 2, which is opposite in this case. In
the anomalous dispersion region, the pulse broadens at a much lower rate as compared
to the GVD dominated scenario (Section 2.2.2.2). Meanwhile, the spectrum becomes
narrower rather than wider as seen in the SPM dominated scenario (Section 2.2.2.3).
This is because the GVD-induced chirp and SPM-induced chirp cancel each other in the
central portion of the Gaussian pulse. It can be anticipated that a chirp-free pulse can
be maintained under the combined eects of GVD and SPM in the anomalous dispersion
region. In this scenario, if the input pulse is chosen to be an unchirped hyperbolic secant
pulse, both its shape and spectrum do not change during the propagation. This is a
fundamental soliton, the discovery of which and its study in the context of optical breChapter 2 Background 17
communication date back to 1973 [37].
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Figure 2.5: Evolution of (a) pulse shapes and (b) optical spectra over a distance
of 5LD for an initially unchirped Gaussian pulse in the anomalous dispersion
region for N = 1.
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Figure 2.6: Evolution of (a) pulse shapes and (b) optical spectra over a distance
of 0:1LD for an initially unchirped Gaussian pulse in normal dispersion region
for N = 30.
The evolution of pulse shapes and optical spectra of an initially unchirped Gaussian pulse
in the normal dispersion region with N = 30 and  = 0 is considered in Figure 2.6. The
behaviour of the pulse is dierent from the observation in Figure 2.4. The pulses ex-
perience a phenomenon termed optical wave breaking, which happens in the normal
dispersion region for large N values. A distinct feature of this eect is the rapid oscilla-
tory structure near the pulse edges accompanied by sidelobes in the spectrum. Also, the
GVD modies the multipeak central portion of the spectrum. This happens because the
combination of the GVD-induced chirp and the SPM-induced chirp is nonlinear. Dier-
ent parts of the pulse propagate at dierent speeds. In the normal dispersion region, the
red-shifted light near the leading edge travels faster and overtakes the unshifted light in18 Chapter 2 Background
the forward tail of the pulse, while the blue-shifted light near the trailing edge does the
opposite. The oscillations at the pulse edges are a result of the interference between the
two frequencies co-existing in the same instance. Optical wave breaking cannot happen
in the anomalous dispersion region because the red-shifted light near the leading edge
cannot overtake the faster forward tail. This statement can be appreciated by simu-
lating the evolution of pulse shapes and optical spectra in the anomalous dispersion
region with the same value of N, shown in Figure 2.7. As shown in Figure 2.7a, after
a certain distance of propagation, the inner parts compress whereas the outer parts of
the pulse broaden. This is dierent from the pulse behaviour in Figure 2.6a, where the
inner parts expand more rapidly than the outer parts. As a result, in the anomalous
dispersion region, short optical pulses experience pedestal formation rather than wave
breaking. As shown in Figure 2.7b, the acquired pedestals in the time domain lead to
many more peaks in the spectrum as compared with Figure 2.6b [38].
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Figure 2.7: Evolution of (a) pulse shapes and (b) optical spectra over a distance
of 0:1LD for an initially unchirped Gaussian pulse in anomalous dispersion re-
gion for N = 30.
Figure 2.8: Experimental setup for SC generation reported by Y. Takushima et
al [39]. c 1998 IEEE
Since both the pulse shapes and the optical spectra generated in the normal dispersion
regime are much smoother, a large amount of work on nonlinear spectral broadening inChapter 2 Background 19
Figure 2.9: Flat spectrum generation by P. Almeida et al. through SSFBG
based pulse pre-shaping [18]. c 2005 IEEE
this region is described in the literature. The common objective of the works reviewed
below was to improve the spectral atness of the broadband spectrum. Since SPM in-
duces a perfect linear chirp on the parabolic pulses, they remain parabolic in shape and
lead to a spectrally at spectrum whilst propagating within the normal dispersion region
of a nonlinear bre [40]. Based on this concept, F. Parmigiani et al. [17] obtained a
at SPM-induced spectrum with a 3dB bandwidth of 29nm and ripples of around 3dB
on the top through the propagation of parabolic pulses in a HNLF. Beneting from the
particular dispersion and nonlinearity design of a normal dispersion photonic crystal
bre (PCF) used for the spectral broadening, L. Hooper et al. [41] achieved a 800nm
SPM-induced spectrum with ripples of up to 5dB. The achieved spectrum was around
three times broader as compared to the spectrum generated from the same length con-
ventional single mode bre by using the same input pulse. Through further tailoring of
the spectrum achieved by parabolic pulse propagation in the normal dispersion region
of a HNLF, M. Clarke et al. [42] generated a at-top spectrum with a 3dB bandwidth
of 20nm with ripples of up to around 3dB on the top. Y. Takushima et al. [39] reported
the generation of a at supercontinuum (SC) over 140nm wide with ripples of up to
around 5dB on the top by using semiconductor laser based pulse sources. As shown in
Figure 2.8, the most crucial design of their system was the use of a dispersion-attened
bre having a small normal GVD which was separated from the pulse compression/re-
shaping section. This approach can be considered as the rst demonstration of the pulse
pre-shaping enhanced SC generation. With pulse pre-shaping performed by superstruc-
tured bre Bragg gratings which can be treated as a linear lter, as shown in Figure 2.9,
P. Almeida et al. [18] generated a at spectrum with maximum 1:5dB ripples on the
top over a 3dB bandwidth of 13nm through the propagation inside the normal disper-
sion region of a commercial HNLF. It was reported that the atness of the generated
spectrum has the potential to be further improved by optimizing the linear lter design.
With the employment of evolutionary algorithms, K. Kashiwagi et al. [43] generated
a spectrum with 3dB spectral peaks and a 20dB bandwidth of 118nm in the normal
dispersion region of a dispersion attened bre. They precisely controlled the pulse
synthesizer through genetic algorithms (GA). The combination of tness functions in20 Chapter 2 Background
GA enhanced the suppression of the background noise and consequently improved the
atness of the generated spectrum.
2.2.3 Numerical Method
As a nonlinear partial dierential equation, the NLSE (Equation 2.4 or Equation 2.8)
generally does not have analytic solutions. Therefore, a numerical approach is required
to model the picosecond pulse propagation in optical bres. The split-step Fourier
method (SSFM) is a widely used numerical method to compute the pulse at the output
of a bre if its characteristics at the bre input are known [44]. However, the opposite
operation can also be envisaged, which is referred to as the inverse split-step Fourier
method (ISSFM) [45].
2.2.3.1 Split-Step Fourier Method
The basic concept of SSFM is to assume that the dispersive and nonlinear eects can
be considered to act independently over each short section of distance h inside the bre.
This parameter h is called the step size in SSFM. Mathematically,
A(z + h;T)  exp

h ^ D

exp

h ^ N

A(z;T); (2.39)
where
^ D =  
i2
2
@2
@T2; (2.40)
^ N = ijAj2: (2.41)
The exponential operator exp

h ^ D

can be performed in the Fourier domain as
exp

h ^ D

B (z;T) = F 1
T exp[h ^ D(i!)]FTB (z;T); (2.42)
where FT represents the Fourier-transform, ^ D(i!) is obtained from Equation 2.40 by
replacing @=@T by i!, where ! is the angular frequency in the Fourier domain.
In order to achieve more accurate results, the procedure in Equation 2.42 is replaced by
A(z + h;T) = exp

h
2
^ D

exp

h ^ N

h
2
^ D

A(z;T); (2.43)
or
A(z + h;T) = exp

h
2
^ N

exp

h ^ D

exp

h
2
^ N

A(z;T): (2.44)Chapter 2 Background 21
There are various selection criteria of h in the literature. The gure of merit of each
criterion is the computational cost for a certain level of global accuracy. Some typical
selection criteria of h for optical bre communication systems can be found in [46].
2.2.3.2 Inverse Split-Step Fourier Method
It is possible to calculate the input waveform that gives rise to a known pulse at the out-
put of the bre by removing the nonlinear and dispersive eects one step at a time. This
is the basic concept of the inverse split-step Fourier method (ISSFM). Mathematically,
ISSFM can be expressed as
A(z   h;T) = exp

 
h
2
^ D

exp

 h ^ N

exp

 
h
2
^ D

A(z;T): (2.45)
The ISSFM is useful in specic cases when some of the characteristics of the desired
input pulses are uncertain, even completely unknown. Once the characteristics of the
desired input pulses are calculated using the ISSFM, the pulse shaping techniques, in-
troduced in the next section, can be used to transform the conventional Gaussian or
hyperbolic secant pulse shapes to the shapes determined by the calculation.
2.3 Pulse Shaping Techniques
The generation of arbitrary and user-dened waveforms with precisely controlled char-
acteristics in both phase and amplitude is important for all the experimental work de-
scribed in this thesis. The technique of pulse shaping in the spectral domain fulls this
requirement. In this section, pulse shaping is thoroughly investigated from its funda-
mental concepts to its applications.
2.3.1 Fundamental Concept of Pulse Shaping
The pulse shaping techniques discussed here are based on the linear, time-invariant lter,
which is a well-known concept in electrical signal processing. Linear ltering could be
described in either time or frequency domain.
In the time domain, the lter is represented by its impulse response h(t). The output
electrical eld Eout (t) of the linear lter is the convolution of the input electrical eld
Ein (t) and the lter impulse response h(t). Mathematically, this can be expressed as
Eout (t) = Ein (t)  h(t) =
Z
Ein
 
t0
h
 
t   t0
dt0; (2.46)22 Chapter 2 Background
where  denotes convolution. From Equation 2.46, it is easy to conclude that if the input
electrical eld of the linear lter is a delta function, then the output electrical eld is
simply the lter's impulse response. As a result, if the input pulse is short enough, the
task of generating an output pulse with an arbitrary shape is equivalent to designing a
linear lter with an impulse response that resembles the output shape.
In the frequency domain, the lter is characterized by its frequency response H (!). The
Fourier transform ~ Eout (!) of the output electrical eld is the product of the Fourier
transform ~ Ein (!) of the input electrical eld and the frequency response H (!). This
quantitative relation can be expressed as
~ Eout (!) = ~ Ein (!)H (!): (2.47)
In Equation 2.47, ~ Eout (!), ~ Ein (!) and H (!) are the Fourier transforms of Eout (t),
Ein (t) and h(t), respectively. Since the Fourier transform of the delta function is the
unity function, the output spectrum of a delta input pulse is simply the frequency
response of the linear lter. As the implementation of multiplication is much more
straightforward than convolution, it is usually preferable to perform the lter design in
the frequency domain.
2.3.2 Pulse Shaping Devices
Figure 2.10: Conguration of basic pulse shaping apparatus [47]. c 1998 IEEE
Perhaps the most widely known pulse shaping apparatus is the one shown in Figure 2.10.
As described by A. Weiner [47, 48, 49], this basic apparatus consists of a pair of dirac-
tion gratings and lenses, and a phase and amplitude mask. The pair of diraction
gratings and lenses is congured as a zero dispersion pulse compressor. This congu-
ration ensures that the output pulse is identical to the input pulse if there is no pulse
shaping mask.
The frequency components of the input pulse are angle dispersed by the rst grating,
and then focused to small diraction limited spots at the back focal plane of the rst
lens. Due to the spatial Fourier transform performed by the rst lens, the frequencyChapter 2 Background 23
components are spatially separated along one dimension. The spatially dispersed fre-
quency components on the back focal plane are manipulated by the spatially patterned
phase and amplitude mask (or a spatial light modulator, SLM) located there. The
shaped pulse is obtained after the recombination of all the frequency components by the
second grating and lens. The mask used in the conguration could be either xed or
programmable.
The xed shaping masks can provide excellent shaping quality, but can only perform
binary phase modulation. Their other drawback is of course that for every new appli-
cation of the apparatus, an individually designed mask needs to be fabricated.
The programmable SLM is capable of generating continuous phase control for the pulse
shaping process. Based on the same conguration as demonstrated in Figure 2.10, two
common techniques are discussed here. In the rst technique, the liquid crystal mod-
ulator (LCM) arrays are used to replace the xed mask in the conguration. Detailed
information on LCM based programmable pulse shapers can be found in [50, 51, 52].
The amplitude and phase control of the dispersed frequency components are achieved
by the refractive index change of the liquid crystal induced by the applied electric eld.
Since the LCM requires vertical polarization, while the ecient diraction of the grat-
ing needs horizontal polarization, the LCM is sandwiched by two half wave plates in
the conguration. In the second technique, an acousto-optic modulator (AOM) is used
as a programmable mask in the conguration. The basic concept of AOM based pro-
grammable pulse shapers can be found in [53, 54]. A piezoelectric transducer in the
AOM converts the radio frequency (RF) voltage signal applied to the AOM crystal into
a travelling acoustic wave. The travelling acoustic wave leads to a refractive index grat-
ing through the photo-elastic eect. Depending on the waveform of the RF signal, the
dispersed frequency components could be either phase or amplitude modied.
Superstructured bre Bragg gratings (SSFBGs) can also be used as spectral lters which
allow for both amplitude and phase shaping. Their operation once again relies on the
linear ltering in the spectral domain. But the mechanism of changing the spectral
amplitude and phase of the input pulse is dierent. In a SSFBG, the refractive index
prole is not uniform in amplitude or/and phase across its length. If the relative changes
of its refractive index are small enough to allow the incident light to penetrate the full
length of the device, it is termed as weak SSFBG. In a weak SSFBG, the whole grating
structure has a equal contribution to the reected light. Then the impulse response h(t)
of a SSFBG has the same envelope as the spatial refractive index modulation prole
A(x) which is used to write the grating. The conversion from space to time can be cal-
culated via t = 2xn=c, where n is the refractive index of the bre core. Thus, with well
dened input and output pulse characteristics, a SSFBG can be designed and fabricated
to satisfy the required shaping process. The advantages of SSFBGs over LCM or AOM
are: Firstly, they can be readily integrated in optic bre systems. Secondly, they are
less lossy, simple and cheap. But they are static components and are not recongurable24 Chapter 2 Background
[55, 56]. As reviewed in [57, 58], several optical telecommunication systems have em-
ployed SSFBG based pulse shaper to obtain pulses with specic characteristics desired
in each system. Some typical applications include: saw-tooth pulses generation for ro-
bust and high performance time domain add-drop multiplexing [59, 60, 61], rectangular
[62, 63, 64] and parabolic [65] pulses generation for all bre based pulse retiming.
Long period bre gratings (LPFGs) have also been used as pulse shaping devices. Un-
like the previously described pulse shaping devices, the LPFG lters shape the pulses in
the temporal domain based on the technique of temporal coherence synthesis. In this
technique, the general principle is the constructive interference of time-delayed replicas
of a transform-limited pulse, which leads to the superposition of the temporal waveform
of the time-delayed individual pulses. The relative time delay among the dierent pulse
replicas determines the pulse shapes synthesized at the output of such a device [66]. In
practice, this technique was reported to be implemented by an all-bre Mach-Zehnder
interferometer consisting of two cascaded LPFGs [67]. In this conguration, the rst
LPFG splits the input pulse energy into two parts. These two parts propagate in the
core mode and one of the cladding modes respectively at dierent speeds until they
reach the second LPFG. In this second LPFG, the two modes interfere coherently. Since
both of the interfering signals propagate inside a single piece of the bre, the operation
of this device is robust in terms of the temperature sensitivity. Both stable at-top [68]
and parabolic [67] optical pulses can be generated using such a device.
2.3.3 Description of the LCOS Shaping Filter
Besides the pulse shaping devices described in the previous section, the Liquid Crystal
on Silicon (LCOS) technique was studied for pulse shaping in recent years. In this sec-
tion, the LCOS technique and the pulse shaper based on it are reviewed.
Figure 2.11: Schematic of LCOS Structure [69]. c 2006 IEEE
The LCOS technique was rst demonstrated by G. Baxter in 2005 [69]. It is a display
technique which combines liquid crystal (LC) and semiconductor technologies. As shown
in Figure 2.11, in the LCOS structure, the liquid crystal is placed in between an ITO-
coated (ITO: Indium Tin Oxide) top glass and an active matrix backplane. As stated
by K. Johnson in 1993 [70], the LCOS can be employed to control the phase of the light
reected from each pixel. The switching element based on the technology of LCOS is
the heart of a commercial programmable pulse shaper, Finisar Waveshaper (W/S). The
W/S provides unique capabilities for the independent control of the spectral amplitudeChapter 2 Background 25
and phase of short optical pulses.
Figure 2.12: Waveshaper Optical Design [69]. c 2006 IEEE
The optical design of the W/S is shown in Figure 2.12. The W/S provides integrated
switching and optical power control by incorporating polarization diversity, control of
mode size and 4-f wavelength optical imaging in the dispersive axis of the LCOS. When
light passes from the bre array, the polarization diversity optics separates the two or-
thogonal polarization states and aligns them to be in the high eciency s-state of the
diraction grating. Then, the imaging optics reects the light to the grating. The grat-
ing makes the light angularly dispersed and reects it back to the cylindrical mirror
which redirects the separated frequency (wavelength) components to dierent channels
on the LCOS. The beam-steering image on the LCOS makes the path of every wave-
length channel reected to a particular port of the bre array. Phase control of every
wavelength channel is achieved by the phase image applied on the LCOS. The optical
power control for every wavelength channel is implemented by setting the grating pat-
tern on the LCOS to split the light into two paths. Then, one of them is directed to the
output bre, while the unwanted power is directed to a dump location in the W/S. This
is a signicant dierence to the conventional LCM based programmable pulse shaper
mentioned in Section 2.3.2, where the wavelength dependent attenuation is achieved by
polarization dependent deection or displacement.
The W/S available in our laboratory is operated in C band. It has a maximum lter
bandwidth of 5THz (40nm @1550nm). The resolution of the frequency setting in the
W/S is 1GHz. For the optical power control, the W/S controls the attenuation in the
range of 0 to 35dB with a resolution of 0:1dB. For the spectral phase control, the eec-
tive range is from 0 to 2.
Before actually employing the W/S for the research work reported in the following chap-
ters of this thesis, I rst characterised its attenuation response using the experimental
setup shown in Figure 2.13. The amplied spontaneous emission (ASE) source from an
erbium doped bre amplier (EDFA) was used as the broadband source which covered26 Chapter 2 Background
the wavelength range from 1540nm to 1560nm in the characterization. The rst mea-
surement was carried out when no attenuation and phase change was applied on the
input signal by the W/S. Consequently, the insertion loss of the W/S was measured
under this test. In a second measurement, I applied a repeated attenuation prole in
the range of 0 25dB in steps of 0:1dB and measured the optical response at the output
when no phase change was applied.
EDFA W/S OSA ASE
Figure 2.13: Experimental setup for W/S attenuation response characterization.
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Figure 2.14: Attenuation response of the W/S. (a) The insertion loss of W/S
measured when no attenuation and phase change was applied. (b) The attenu-
ation response of the W/S with a repeated attenuation prole.
From the characterization results shown in Figure 2.14, it is easy to conclude that the
insertion loss of the W/S for each frequency component is around 7dB. The response
of the W/S for small values of attenuation was much more precise than its response
for large values. This indicates that the W/S requires calibration before being used to
shape pulses which are required to have accurately controlled characteristics.
Since it is not straightforward to accurately measure the spectral phase of an optical
pulse, the group delay of the W/S was measured to deduce the spectral phase response
of the W/S. This is because the group delay is the rst derivative of the spectral phase
with respect to the angular frequency. The principle and experimental setup of the
group delay measurement can be found in [71]. The spectral phase response of the W/S
was also measured when no attenuation or phase change was programmed on the W/S.
The purpose of this test was to nd out the dispersion induced by the instrument itself.
The group delay measurement result and its linear tting are shown in Figure 2.15.
The measurement indicated that the W/S itself induced a group delay of 0:25ps=nm.Chapter 2 Background 27
Although it was quite small, it still needs to be compensated for in any application
requiring precise spectral phase control.
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Figure 2.15: The group delay measurement of the W/S when no attenuation
and phase change was applied.
2.3.4 Adaptive Pulse Shaping
The pulse shaping technologies described in Section 2.3 provide the capability to harness
short optical pulses. In practice, the precision of the pulse shaping process is mainly lim-
ited by both an incomplete knowledge of the input laser source characteristics and any
imperfections in the pulse shaping apparatus, eg. the introduction of residual dispersion.
Both these drawbacks are almost impossible to compensate for manually. Because of
this, it is often necessary to bring in adaptive pulse shaping processes to overcome these
diculties.
Evolutionary algorithms are embedded into the pulse shaping process by receiving infor-
mation from the experiment and using it as the feedback to update the transfer function
of a programmable shaper. There are a large number of demonstrations on this approach
in the literature.
T. Baumert et al. reported a femtosecond pulse compression process in 1997 [72]. A
pulse shaper based on a LCM was used to recompress the pulse broadened by a SF10-
rod with the aid of evolutionary strategy (ES) with additional crossover procedure. The
intensity of the second harmonic signal of the recompressed pulse was utilized as the
feedback in the algorithm. Without any prior knowledge of the input pulse, the al-
gorithm successfully drove the pulse shaper to compress the input pulse into a nearly
transform limited pulse.
The authors of the previous work only modied the spectral phase of the pulse to elimi-
nate the dispersion induced pulse broadening. The rst adaptive real-time femtosecond28 Chapter 2 Background
pulse shaping process that acted both on the spectral intensity and the phase was re-
ported by D. Meshulach et al. in 1998 [73]. The cross correlation measurement of the
output pulse was used as the feedback to evaluate the properly designed cost function
in a simulated annealing algorithm. They managed to obtain the target pulse from the
LCM based pulse shaper without requiring any optimisation of the input pulse.
In 2001, D. Zeidler et al. [74] thoroughly demonstrated adaptive femtosecond pulse
compression with the assistance of ES. The validity and eciency of the algorithm was
investigated through both simulation and experiment. They also revealed some meth-
ods to design the search space and determine the dimension of individuals. This work
could be treated as a useful guideline for the pulse shaping process with evolutionary
algorithms.
Some works are devoted to speeding up the convergence of the adaptive pulse shaping
system. In 2002, A. Rundquist et al. [75] numerically and experimentally demonstrated
the performance of the Gerchberg-Saxton (GS) algorithm in phase-only pulse shaping.
The GS algorithm iterates the phase function by connecting the input pulse spectrum
and temporal intensity prole of the target pulse with a one-dimensional fast Fourier
transform (FFT). So the algorithm converges much faster than conventional evolution-
ary algorithms and is independent of the number of phase points.
In 2003, R. Mizoguchi et al. [76] proposed a thinning out method to improve the con-
vergence time of the genetic algorithm (GA) used in a programmable SLM based pulse
shaping system. In this method, the GA does not optimize the condition of all the
pixels in the SLM, but only optimizes every Nth pixel, where N = 1; 2; 4; 8; 16. The
condition of the remaining pixels was interpolated. They experimentally proved that the
convergent value of the optimization was not aected if the value of N was appropriately
chosen.
The pulse propagation could also be optimized by the adaptive pulse shaping process.
F. G. Omenetto and et al. [77] reported successful pulse propagation in a single mode
bre keeping its original characteristics through simulation. A pulse shaper was used at
the input of the bre to pre-shape the pulse. The transfer function of the pulse shaper
was optimized by the GA in which the characteristics of the pulses at the output end
of the bre were used as the feedback. This method provided the capability to evolve
towards the optimum eld when the theoretical prediction is dicult and the experi-
mental conditions are not consistent.
2.4 Conclusion and Discussion
This chapter provides a review of the theories needed to understand the work described
in the rest of this thesis. In Section 2.2, the NLSE, which is fundamental in order
to understand the nonlinear pulse propagation in an optical bre, was rstly derived.Chapter 2 Background 29
Then, the eects of GVD and SPM were thoroughly described to demonstrate how the
pulse behaviour is aected in the dierent dispersion regimes. The numerical method
employed to solve the NLSE is a tool that has been used to simulate the optical bre
systems described in the following chapters. The pulse shaping technique discussed in
Section 2.3 is the technique employed in all the experiments reported in the rest of this
thesis.Chapter 3
Adaptive Pulse Shaping System
3.1 Introduction
Chapter 2 reviewed prior art, where it was demonstrated that the combination of a pulse
shaping system with an adaptive mechanism is benecial in improving the quality of the
shaped signal. In this chapter, the principle of adaptive pulse shaping is thoroughly
described, showing how it is able to minimize the dierences between the signal after
shaping and the target signal. The chapter starts with a description of the main build-
ing blocks of adaptive pulse shaping, followed by a description of the general principle
of the evolutionary algorithm, which governs the optimization process in an adaptive
system. The evolution strategy (ES), which is the optimization algorithm selected to be
implemented in my experiments, is introduced in detail. At the end of the chapter, I
introduce the basic conguration of what I call an arbitrary spectral synthesis system,
which is an extension of the general adaptive pulse shaping system including a nonlinear
broadening stage.
3.2 General Principles of Adaptive Pulse Shaping
The aim of an adaptive pulse shaping system is to compare the characteristics of a
shaped pulse with those of a target pulse and then gradually minimize the dierences
between the two [72]. Figure 3.1 schematically shows the conguration of a typical
adaptive pulse shaping system. The pulse source is normally a mode-locked laser (MLL)
emitting a train of pulses, the temporal shape of which is normally either Gaussian or
secant hyperbolic. Due to the fact that no new frequencies can be generated in the linear
pulse shaping process, the spectral bandwidth is the most important parameter for the
pulsed source. The pulse shaper is the key element in a pulse shaping system. It can be
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Figure 3.1: Blockdiagram of an adaptive pulse shaping system.
any device which is capable of altering the spectral amplitude and phase of an incident
light beam, such as a bre Bragg grating [55] or a spatial light modulator based on
liquid crystal [50]. In the case of an adaptive pulse shaping system, the pulse shaper is
additionally required to be programmable and recongurable. Another important com-
ponent of an adaptive pulse shaping system is the pulse diagnostics. There are various
techniques to assess the pulse characteristics. Typically, an optical spectrum analyser
(OSA) is a common device to obtain the spectrum of a pulse. In the time domain,
short pulse shapes can be directly measured by an optical sampling oscilloscope (OSO).
The drawback of these two simple and straightforward measurements is that the phase
information of the pulse is lost. For the acquisition of the full pulse characteristics, tech-
niques such as either frequency resolved optical gating (FROG) [78], or spectral phase
interferometry for direct electric-eld reconstruction (SPIDER) [79] are available and
widely used. The choice of the most suitable technique to use in the adaptive system
readily depends on the objectives of the experiments. Finally, a computer is an indis-
pensable element in an adaptive pulse shaping system. It is the host of the optimization
algorithm and communicates with both the devices for pulse characterization and the
pulse shaper through its interfaces, thus forming a close feedback loop.
All of the hardware of an adaptive pulse shaping system works under the control of a
dedicated optimization algorithm. For any optimization algorithm, a feedback signal is
essential as it leads the evolution of the system parameters which are being optimized.
In an adaptive pulse shaping system, the comparison between the measurement results
of the pulse diagnostics and the characteristics of the target pulse is quantized to be used
as the feedback signal. Consequently, the transfer function fed into the programmable
pulse shaper is optimized according to it. The optimization process is terminated when
the feedback signal indicates that the quality of the shaped pulse reaches the require-
ment of the experiment.
An adaptive pulse shaping system exhibit several attractive features. Firstly, it allows
automatic convergence to a target pulse. Secondly, the adverse impact on the shaped
pulse of the various uncertainties in the system can be minimized. Finally, it provides
a route towards an intelligent experimental system with limited human intervention,Chapter 3 Adaptive Pulse Shaping System 33
which is an ecient way to conduct and collect results from a complex experiment in-
volving a large amount of devices and instruments.
3.3 Evolutionary Algorithms
Evolutionary algorithms (EAs), which will be thoroughly reviewed in this section, are
common tools for adaptive pulse shaping. They are global optimization algorithms
which mimic the biological evolution process. Individuals with robust gene qualities will
survive the natural selection and produce osprings for the next generation.
3.3.1 The Generic Blockdiagram
As reviewed in Section 2.3.4, by incorporating an adaptive system, the quality of the
shaped signal obtained after the pulse shaping can be signicantly improved. An adap-
tive system is governed by the evolutionary algorithms (EAs). In the following sections,
the general principle of the EA is cohesively reviewed and elaborated.
Initialization Selection Reproduction
Figure 3.2: The generic blockdiagram of an evolutionary algorithm.
Figure 3.2 shows the generic blockdiagram for an evolutionary algorithm (EA) [80, 81,
82]. In general, an EA starts with the initialization, followed by an iterative loop of
selection and reproduction. At the stage of initialization, an EA must specify the rep-
resentations of the candidates and then the population sizes of both the parent and the
ospring candidates. At the stage of selection, the rst task is to specify the form of the
objective function, the value of which is referred to as the tness value of the candidates
generated in an EA. It is also the criterion for the evaluation of the candidates. Then
the EA must determine the mechanism to select the eligible parent candidates for the
production of ospring candidates and subsequently the survival candidates for the next
generation. The stage of reproduction also plays an important role in an EA, since it
determines how the ospring candidates are produced in each generation. It directly
aects the robustness of an EA. In addition to these major stages, a stopping condition
is essential to an EA since it provides the criterion to terminate it. In the following
discussion of this section, each stage is introduced in detail.34 Chapter 3 Adaptive Pulse Shaping System
3.3.1.1 Initialization
In the stage of initialization, the representation of candidates is the rst issue to be
resolved. It can be treated as the genome of a candidate, and each element of the
representation is the gene of a candidate. According to [81, 82], there are two kinds
of representations. In the rst one, a candidate is represented by its visible physical
features. Consequently, it is referred to as phenotype and the search space is named
phenotype space. The second one is referred to as genotype, in which the genetic makeup
is used to represent a candidate and the search space is named genotype space. The
connection between these two kinds of representations is established by a mapping or
coding function. With respect to the design of the coding function, the easiest way could
be to follow the requirement of a particular algorithm being selected. Alternatively, the
coding function can be avoided by directly using the phenotype to represent a candidate.
There is no general answer to the question of which one of the two representations is bet-
ter. In practice, more straightforward and problem-related representation is preferred.
Once the representation of a candidate is xed, the next task in the stage of initializa-
tion is to determine the population sizes of the parents and the osprings, which are
usually kept constant in an EA. As the parent population is the basis for the generation
of new search points, its size can be viewed as the degree of parallel searches that an EA
supports. There is a critical number for the parent population size, by which an EA can
always converge to the global optimum. When the parent population size is too small,
an EA is often trapped by a local optimum. An unnecessarily large parent population
size does not benet the search for the global optimum, but can only reduce the speed
of convergence of an EA.
The ospring population size plays a signicantly dierent role in an EA. It indicates the
willingness of an EA to keep the current parent population as the basis for the genera-
tion of a new search point without including any newly generated high quality ospring
candidates in the parent population. If the ospring population size is too small, the
candidates in the current parent population are prematurely removed before they can
even be oered an opportunity to generate any ospring candidates. Consequently, an
EA experiences a premature reduction of the diversity in the parent population and then
it more likely converges to a local optimum.
3.3.1.2 Selection
The design of the objective function, which provides the formula to calculate the tness
value of a candidate, is the rst problem to be faced when an EA enters the stage of
selection. In general, as shown in Figure 3.3, there are two kinds of objective func-
tions. One of them is linear, while the other is nonlinear. For a linear objective function
(Figure 3.3a), the optimum can be always found at the boundaries of the search spaceChapter 3 Adaptive Pulse Shaping System 35
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Figure 3.3: (a) Linear objective function and (b) nonlinear objective function
for an EA. S represents the search space. x represents the search point. F(x)
represents the tness value of the corresponding search point.
and the local optimum is the global optimum as well. The situation is dierent for a
nonlinear objective function (Figure 3.3b), the optima are not necessarily located at the
boundaries and instead they can be attained anywhere in the search space. Meanwhile,
the global optimum exists together with several local optima and consequently the ob-
jective function exhibits a multi-peak structure. The objective function in an EA is
often nonlinear as the problem requiring optimisation is often complex. Then, an EA
must determine its selection mechanisms.
In general, the parent population size m is maintained in an EA. This is achieved by
repeating the following two steps:
 n ospring candidates are generated using the current parent population as the
source, and then
 the population size is reduced from m + n to m.
Selection
Mechanisms
Deterministic Stochastic
Truncation Linear
Ranking
Uniform Tournament Fitness-
Proportional
Figure 3.4: Categories of selection mechanisms in EA
In both of these two steps, a selection process is required to pick up a subset of can-
didates from the entire population. In the rst step, a certain number of candidates
in the current parent population is selected to produce the n ospring candidates. In
the second step, m candidates are selected to be the parent population of the next gen-
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deterministic and stochastic [82].
In the category of deterministic selection, a xed number is assigned to each candidate
in the population, which indicates the number of times a candidate will be selected.
Three commonly used deterministic selection mechanisms are: truncation, linear rank-
ing and uniform selection. By contrast, in the category of stochastic selection, it is a
xed probability pi of being chosen that is assigned to each candidate. As a result, after
k selections have been made, each candidate will be selected k  pi times on average.
However, the actual number of times a candidate is selected can be largely dierent from
this expectation since the selection is made by randomly sampling the given probabil-
ity distribution. Typical stochastic selection mechanisms are tournament selection and
tness-proportional selection.
There are dierences in the performance of the EAs, depending on the selection process
that has been adopted. A deterministic selection mechanism forces the candidate in the
population to be selected at least once. This does not happen in a stochastic selection
mechanism. As it is basically a statistical sampling process, the subset of candidates
being selected can and frequently does deviate considerably from the expected ones.
In the worst case, the best candidate in the population may never get chosen, but the
worst one may have been selected a number of times. Therefore, it appears that there
is no reason to implement the stochastic selection in an EA. However, it is demanded
in some occasions. When an EA is trapped at a local optimum, the stochastic selection
can act as a perturbation to help the EA escape from the trapping. Consequently, the
robustness of an EA is improved.
Comparing to whether the implemented selection mechanism is deterministic or stochas-
tic, it is more important to understand how a specic selection mechanism inuences
the evolution direction in an EA, which is termed the selection pressure [82]. Since the
evolution direction depends on how the selection mechanism selects the survival candi-
dates, it is equivalent to investigating how a particular selection mechanism distributes
selection probability over the selection pool. Since most selection mechanisms are based
on the tness value, it is convenient to compare dierent selection mechanisms if the
selection pool is sorted from top to bottom by decreasing tness values.
Based on the study presented in [82], an EA with truncation selection converges much
faster than an EA with the other two deterministic selection mechanisms. This is be-
cause the focus of search is greatly narrowed to several candidates ranked at the top of
the selection pool. Thus, the selection pressure is strong in such an EA. The selection
probabilities are assigned across the entire selection pool in an EA with either linear or
uniform selection. In an EA with linear ranking, the probability of a candidate to be
selected is proportional to its position in the ranking. The convergence speed to the
optimum slows down as the selection pressure is weaker. An EA with uniform selection
has the weakest selection pressure. As a result, it requires much longer time to converge
to an optimum, which is more likely to be a local one. The selection pressure provided
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stronger than the uniform selection. The tournament selection provides similar selec-
tion pressure to linear ranking. The ranking of selection mechanisms from weakest to
strongest is:
 uniform
 tness-proportional
 linear ranking and tournament selection
 truncation
It is then relevant to discuss how a selection mechanism can be chosen in the design
process of an EA. The basic rule here is that the compounding selection pressure cannot
be too high to prevent an EA from converging too fast to a local optimum. As a result,
one of the selection mechanisms is generally required to be the uniform selection in an
EA. The overall selection can be in turn adjusted by xing one of the mechanisms to be
uniform and choosing the other one from non-uniform mechanisms.
3.3.1.3 Reproduction
The stage of reproduction in an EA is responsible for the generation of ospring candi-
dates. Distinguished by the number of parent candidates involved in the process, there
are two basic classes of reproductive mechanisms: mutation of a single parent candidate
and recombination of multiple parent candidates.
In the classic one-parent mutation reproductive mechanism, the ospring candidate is
generated simply by copying the parent candidate and then applying variation over a
portion of genes in the genome of the candidate. The amount of variations is determined
by the number of genes being modied and the amount they are modied, by which is
also termed the step size of the mutation and quantied as the distance between the
candidates before and after the mutation in the search space.
In the case of multiple parent candidates, recombination is the reproductive mechanism.
Here, the situation of two parent candidates is used as an example to explain how re-
combination produces ospring candidates. Under the recombination mechanism, the
genome of an ospring candidate consists of subsets of genomes from both parents which
are reassembled dynamically. The traditional operator here is crossover, in which several
crossover points are selected rst and then the subsets of genomes from the two parents
are gathered into the genome of an ospring candidate alternatively at the crossover
points. More details about the crossover operator can be found in [83, 84, 85].
Which one is better between crossover and mutation? As in the case of representation of
candidates and selection category, there is no certain answer to this question. According38 Chapter 3 Adaptive Pulse Shaping System
to [82], both crossover and mutation have their own advantages and drawbacks. Since
crossover only exchanges genes between the two parent candidates, it does not create
any new genes. The ospring candidates produced by crossover are the vertices of a
N-dimensional rectangle dened by the parent candidates in the search space. Muta-
tion, by contrast, keeps generating new genes, but because it is varying continuously, it
cannot take large single step, which the crossover would be able to achieve. The choice
between them is problem-related. It is worth pointing out that the choice between them
also depends on the selection mechanism implemented in an EA. The rule here is that
the combined eects of selection and reproduction mechanisms in an EA is required to
make sure that the EA can gradually converge to the global optimum.
3.3.1.4 Stopping Criteria
The nal part in an EA relates to the stopping criterion which is discussed here. Ideally,
an EA is expected to stop when it nds the optimum solution. In some search problems
with constraints applied to the search space, it is easy to know that an optimum has
been reached. But for more general global search problems without any constraints,
it is not possible to know that for sure. Normally, an EA is terminated based on the
convergence of the algorithm, the quality of the best candidate encountered during the
search, or the consumed computational eort.
Convergence means that there are no further changes occurring in the population. This
can be detected by monitoring the evolution curve of the tness value of the candidates
from each generation. The convergence is reached once the curve is attened out. Al-
ternatively, there is either a pre-dened threshold for the tness value of the candidate
indicating acceptable quality or a computational budget. An EA is stopped as long as
either of them is reached. The goal here is to make sure that an EA is able to nd the
global optimum within a certain amount of computational time.
3.3.2 Major Evolutionary Algorithm Approaches
There are three major approaches of implementing an EA: Genetic Algorithm (GA),
Evolutionary Programming (EP) and Evolution Strategy (ES). In this section, they will
rstly be introduced and then, following the structure of the presentation so far, they
will be compared with respect to the following: the representation method of candidates,
the selection operator and the reproduction operator. A comprehensive overview of all
these algorithms can be found in [80].Chapter 3 Adaptive Pulse Shaping System 39
3.3.2.1 Genetic Algorithm
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Figure 3.5: Flow chart of a GA.
GA has a long traceable history of more than half a century. It was invented by Holland
in 1962 [86]. In 1975, it was used as an algorithm for parameter optimization by K.
DeJong [87] for the rst time. The general principle of the GA can be found in the
ow chart Figure 3.5. It is worth noting that a large amount of modications have been
applied to the original GA to meet the requirement of specic optimization problems.
In a GA, the candidates are always represented in genotype. This means that a cod-
ing function is required to produce the corresponding binary strings for the candidates.
Once a parent population with size N is generated, the parent candidates are evalu-
ated using the objective function. Subsequently, the parent candidates used for the
generation of ospring candidates is chosen based on the tness-proportional selection
mechanism. The better parent candidates contribute more to the genomes of ospring
candidates. In the reproduction process, as normally the population size is xed in a
GA, N ospring candidates are generated step by step through both crossover and mu-
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becomes the parent population for the next generation and the entire procedure repeats.
3.3.2.2 Evolutionary Programming
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Figure 3.6: Flow chart of an EP.
EP was initially developed for articial intelligence applications by Fogel in early 1960s
[88, 89]. The general principle of EP is shown in Figure 3.6.
In an EP, the representation of candidates is phenotype, in which a coding function is
avoided. In the initialization stage, N parent candidates are generated. In the reproduc-
tion process, through either a mutation or crossover operator, each of the current parent
candidates generates exactly one ospring candidate. Then the parent and ospring
populations are merged together to form a single population of size 2N and which is
sorted according to their tness value. The selection mechanism used here is truncation.
In order to x the parent population size, the N best candidates are selected to be the
parent candidates for the next generation. The algorithm terminates once the stopping
criterion is satised.Chapter 3 Adaptive Pulse Shaping System 41
3.3.2.3 Evolution Strategy
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Figure 3.7: Flow chart of an ES.
ES was initially designed to solve complicated discrete and continuous parameter op-
timization problems and is applied mainly in experimental works. Compared to GA
and EP, it has many more branches available to choose from according to the practical
requirements of the experiments. It has been consequently selected for the experimental
work described in this thesis. The basic ow chart of ES is shown in Figure 3.7.
In an ES, the candidates are represented as vectors of real numbers, i.e., they are rep-
resented in phenotype. Again, in the initialization stage, a parent population of size
N is generated. In the reproduction process, a mutation operator is rstly used to
generate M(M  N) ospring candidates. Depending on the particular branch of ES
being used, either the ospring population of size M or a merged population of both
parent and ospring candidates of size M + N are evaluated and sorted out. By using
the truncation selection, top N candidates are selected to be parent candidates for the
next generation. The algorithm is terminated when the stopping criterion is reached. A
detailed description of ES will be given in Section 3.4.42 Chapter 3 Adaptive Pulse Shaping System
3.4 Evolution Strategy
The evolution strategy (ES) is one of the main variations of evolutionary algorithms.
The origins of ES dates back to 1960s in Germany. It was invented by Rechenberg and
Schwefel in their theses [90, 91] at the Technical University of Berlin (TUB). Compre-
hensive reviews of ES could be found in references [92, 93].
3.4.1 Basic Principle of the Evolution Strategy
The ES follows the generic structure of an evolutionary algorithm consisting of initial-
ization and an iterative loop of selection and reproduction, as described in Section 3.3.1.
Apart from that, there are several distinct features in the ES. Firstly, the candidates
are usually represented in phenotype, i.e., vectors of real numbers. This implies that
no coding process is required in the ES. Secondly, the reproduction process of the ES is
completed by mutation, in which random numbers with a zero-mean Gaussian distribu-
tion are generated and updated. Consequently, the ES is a stochastic search algorithm.
The standard deviation  of the Gaussian distribution plays an important role in the
mutation process as it can ultimately aect the performance of the algorithm. It is
therefore termed the \strategy parameter" and updated in a fashion that depends on
the specic ES. Finally, the ES is designed for the minimization of a nonlinear objective
function, as dened in Section 3.3.1.2. This nonlinear objective function is also called
\tness function" in the ES. All the candidates are evaluated according to the tness
function and sorted out based on the corresponding tness value. Distinguished by the
eligibility of the parent candidates for the selection of the candidates that will become
the new parents in the following generation, there are two categories of ES that are
considered here [93].
The rst category is named (+)-ES [93]. In each generation of the ES in this category,
(  1) ospring candidates are generated from  parent candidates. The  parent
candidates for the next generation are the best out of both the parent and the ospring
candidates in the current generation. A typical ES in this category is the two-membered
ES, which I have selected for my work.
The second category of evolution strategies is called (;)-ES [93]. In each generation of
the ES in this category, (  ) ospring candidates are generated from the  parent
candidates. Only the  ospring candidates are eligible to be considered and the best
 candidates out of them are selected to be the parent candidates for the next genera-
tion. I have chosen the covariance matrix adaptation (CMA) ES, which is a variation
of (;)-ES, for use in my work.Chapter 3 Adaptive Pulse Shaping System 43
3.4.2 The Two-Membered Evolution Strategy
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Figure 3.8: The basic algorithm for the two-membered ES.
Figure 3.8 mathematically shows the basic algorithm of the two-membered ES for a
minimization problem. At the beginning of the optimization process, the search space
is initialized to be an n-dimensional Euclidean space. This means that the candidates
X generated in the optimization process are arrays of n elements. Depending on the
requirements of users, the parent candidate Xparent in the rst generation can be initial-
ized to either an array of zero or a user-specied array. Then, in the mutation process of
each generation (Step 1 in Figure 3.8), an ospring candidate Xoffspring is generated by
adding a zero-mean Gaussian distributed array Z with a standard deviation of (t) to
the parent candidate. The standard deviation (t) is the strategy parameter of the two-
membered ES. In the step of selection (Step 2 in Figure 3.8), both the parent candidate
Xparent and the ospring candidate Xoffspring are eligible for the selection of the parent
candidate in the next generation. By comparing the tness values F(X) of these two
candidates, the one with the smaller value is selected. The algorithm is terminated when
the tness value converges to a pre-determined threshold, or the maximum number of
generations has been reached.
The self-adaptation of the strategy parameter (t) is important in the ES. The one-fth
rule introduced in [93] is specially designed for the two-membered ES. In the program-
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4. Repeat 1 to 3 until the algorithm is terminated
Figure 3.9: The programming procedure of the one-fth rule.
for m generations. In these m generations, as long as the ospring candidate is selected
as the parent candidate for the next generation, the current generation is marked as a
success generation. Consequently, a quantity named as success probability Ps is dened
as the ratio between the number of the successful generations and m. The value of (t)
for the next m generations is adapted according to the value of Ps. If Ps is larger than
1=5, (t) must be increased, otherwise, (t) must be decreased. The adaptation of (t) is
scaled by a coecient a (a < 1) and its reciprocal. The optimal value of the coecient
a is related to the tness function to be optimized, the freedom of the search space n
and the number of generations to be tested m. If n is large enough, m is chosen to be
equal to n. As suggested by Schwefel in his thesis [94], in this situation, the value of a
is recommended in the range of [0:85 1).
The two-membered ES is expected to be ecient as its strategy is simple. Meanwhile, its
drawback is the risk of being stuck at a local minimum as it can only explore a fraction
of the whole search space.
3.4.3 The Covariance Matrix Adaptation Evolution Strategy
Compared with the two-membered ES, the CMA-ES has a much more complex strategy
allowing the exploration of a much broader search space. As a result, it has a much
higher probability of nding the global minimum but a lower eciency. A detailed
description of the CMA-ES can be found in [95].
The basic algorithm of the CMA-ES is schematically shown in Figure 3.10. The step
of initialization is the same as in the two-membered ES. The search space is once again
an n-dimensional Euclidean space. The parent candidate Xparent in the rst generation
is once more either an array of zero or a user-specied array. The dierences between
the two algorithms start to emerge in the iterative loop. In addition to the two steps of
mutation and selection which are present in the two-membered ES, CMA-ES includes
the additional step of recombination. In the mutation process of each generation of the
CMA-ES,  ospring candidates Xoffspring are generated by adding an array Z which
is Gaussian distributed with zero mean and a standard deviation of (t) to the parentChapter 3 Adaptive Pulse Shaping System 45
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Figure 3.10: The basic algorithm for the CMA-ES.
candidate Xparent and repeating this procedure  times. The value of (t), which is the
strategy parameter, keeps unchanged in the generation. Then in the step of selection,
only the  ospring candidates Xoffspring are sorted out according to their tness values.
The best  out of them are selected to enter the recombination process. The values of
 and  are determined according to Equation 3.1 and Equation 3.2 [95]:
 = 4 + b3ln(n)c: (3.1)
 = b=2c: (3.2)
In the step of recombination, the parent candidate Xparent for the next generation is
generated through a weighted average process of the best  candidates, in which the
candidate with the smallest tness value is awarded the largest weight. This is a unique
way to generate the parent candidate Xparent. It keeps the optimization process evolving
towards the optimum direction. The rule of termination of the algorithm is the same as
in the two-membered ES except that it is monitoring the convergence of the minimum
of the  tness values in each generation.46 Chapter 3 Adaptive Pulse Shaping System
CMA-ES belongs to the general category of the (1;)-ES. The common means for the
self-adaptation of the strategy parameter (t) in (1;)-ES variations and the generation
of a new parent candidate are shown in Equations 3.3 and 3.4.
(t+1) = (t)exp(); (3.3)
x(t+1) = x(t) + (t+1)z(t); (3.4)
where  is a random number and represents the mutation strength of (t), z(t) is a
Gaussian distributed vector with zero-mean and a variance of 1. The importance of
the mutation strength  can be observed from Equations 3.3 and 3.4. It rst directly
determines the dierence between (t+1) and (t), which is referred to as the change
rate. Subsequently, the selection dierence of x(t), which is the dierence between x(t+1)
and x(t) depends on the mutation strength as well. From a large amount of theoretical
studies made to seek for the optimum mutation strength (t) [92, 96], it is found that
the mutation strength that leads to an optimum change rate is usually not in accordance
with the mutation strength that gives rise to a suitable selection dierence. Generally
speaking, the mutation strength required for the optimum change rate is weaker than
the one for the suitable selection dierence. The process of derandomization is employed
here to resolve this misalignment in a way that the dependence of the change rate of
(t) on the mutation strength  is eliminated [95].
In the CMA-ES, the process of derandomization takes eects on the self-adaptation of
the strategy parameter (t) [95]. Equations 3.5 and 3.6 demonstrate the way to update
(t) and generate the new candidate under the derandomization.
(t+1) = (t)exp(
jjz(t)jj   E[jjN(0;1)jj]
d
); (3.5)
x(t+1) = x(t) + (t)z(t); (3.6)
where jjjj is used to denote the length of a vector. (jjz(t)jj E[jjN(0;1)jj])=d replaces 
in Equation 3.3, where E[jjN(0;1)jj] is the expectation of jjz(t)jj under random selection,
d  1 is a damping parameter to control the change rate of (t). This means that the
step length jjz(t)jj for the mutation on the object being optimized is used to change (t).
The strategy parameter (t) is then increased if jjz(t)jj is larger than expected. In the
opposite way, it is decreased.
An optimization process should be evaluated after several generations, rather than a
single step. Thus, the self-adaptation of the strategy parameter is also worth to be
designed based on the record of the selection information over a number of generations
in the optimization process. In the CMA-ES, the quantity of evolution path p(t), which
shows the correlation between single steps, is used to update the strategy parameter
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evolution path is named cumulation and shown in Equation 3.7 [95]:
p(t+1) = (1   c)p(t) +
p
c(2   c)z(t+1); (3.7)
where p(t) presents the evolution path for the generation t and p(0) = 0, c is a normaliza-
tion factor within the range from 0 to 1. Mathematically, the evolution path for the next
generation is the normalized vector summation of the evolution path of the current gen-
eration and the mutation vector of the next generation. If c = 1, there is no cumulation.
After about 1=c generations, the original information contained in p(t) is reduced by a
factor of 1=e = 0:37. This means c 1 is the number of generations being summarized in
the current evolution path. Finally, the strategy parameter (t) is updated according to
Equation 3.8 [95].
(t+1) = (t)  exp(
1
d

jjp(t+1)jj   E[jjN(0;1)jj]
E[jjN(0;1)jj]
) (3.8)
In conclusion, the CMA-ES is a robust optimization algorithm. In the CMA-ES, by
generating a large number of ospring candidates in each generation, a broader search
space can be explored during the optimization process. The weighted recombination, in
which the best ospring candidate is rewarded with the largest weight, ensures that the
optimization process continues to move towards the optimum direction. Additionally,
the CMA-ES has the capability of escaping from local minima due to the self-adaptation
transition of the step size based on derandomization and cumulation.
3.5 Arbitrary Spectral Synthesis: System Conguration
Pulsed
Source
Computer
Pulse
Shaper
Nonlinear
Broadening OSA
Arbitrary Spectral Synthesis
Figure 3.11: Conguration of arbitrary nonlinear spectrum generation based on
pulse pre-shaping. OSA: Optical Spectrum Analyser.
The adaptive pulse shaping system shown in Figure 3.1 can be extended to include some
other components between the pulse shaper and the pulse diagnostics. As reported in48 Chapter 3 Adaptive Pulse Shaping System
[77], a single mode bre (SMF) was included in the system and then the transfer function
of the pulse shaper was optimized using the characteristics of the pulses at the output
of the SMF as the feedback signal. In the simulation, the pulses at the output of the
SMF maintained the characteristics of the original pulses, such as peak power and pulse
width.
In this project, I designed an arbitrary spectral synthesis system for the nonlinear gen-
eration of broadband spectra with desired spectral shapes. The conguration of this
system is shown in Figure 3.11. A nonlinear broadening stage (typically an amplier
and a highly nonlinear bre) is employed in the system. Rather than measuring the
characteristics of the pulse directly after the pulse shaper, the characteristics of the
pulses after nonlinear propagation in the highly nonlinear bre (HNLF) are used as the
feedback signal to dynamically adjust the transfer function fed into the pulse shaper.
As the focus point is on the spectrum of the generated signal, an OSA measurement
is sucient to be used as the pulse diagnostic adopted in the system. The dierence
between the measured spectrum Umeas and the target spectrum Utarget is quantied by
the mist function MF dened in Equation 3.9.
MF2 =
Z
(Umeas   Utarget)2d!/
Z
U2
measd! (3.9)
Depending on the requirements of the experiment with regard to the quality of the
generated spectrum, the optimization algorithm in the system can be either the two-
membered ES or the CMA-ES. The calculation time of the optimisation process depends
on the sweeping time of the OSA, the computational speed of the computer and the tran-
sition time between dierent transfer functions of the pulse shaper. Among them, the
sweeping time of the OSA depends readily on the bandwidth of the target spectrum.
The target spectrum for the arbitrary spectral synthesis is required to be physically rea-
sonable. Otherwise, the adaptive pulse shaping system is not able to reach a solution.
3.6 Conclusion and Discussion
This chapter has described the general principles of adaptive pulse shaping, including
the necessary building blocks and some of its distinct features. A brief overview of the
evolutionary algorithm which facilitates the adaptive pulse shaping system, was given
in Section 3.3. The use of such algorithms has been crucial for the nonlinear spectrum
generation described in Chapters 4 and 5, as well as for the modelling work of EFRLs
in Chapter 6. Then, the ES algorithms that I have used in my work were thoroughly
described. Two variations of the ES, the two-membered ES and the CMA-ES, were
considered and have been described in detail. I have nally introduced the arbitrary
spectral synthesis system which I have developed in my project work, and the detailedChapter 3 Adaptive Pulse Shaping System 49
implementation and applications of which are described in the following chapter. In the
following chapter, I demonstrate the nonlinear generation of ultra-at broadband spec-
tra. The reason why an arbitrary spectral synthesis system with adaptive pulse shaping
is necessary in the experiment is revealed rst. Then the implementation and the eect
on quality of the generated spectrum is illustrated.Chapter 4
Generation of Flat-Top Spectrum
4.1 Introduction
As the techniques for generating and detecting signals become ever more complex in
modern communication systems the need to develop more sophisticated methods for
harnessing both linear and nonlinear eects in optical bres emerges. Kerr eects in op-
tical bres have been widely used in the literature for a variety of applications, including
the spectral broadening of pulsed laser signals using self-phase modulation (SPM), often
in combination with other nonlinear eects. The generated broadband spectra can be
useful in a variety of applications in optical communications. For example, they can be
sliced to generate several wavelength division multiplexing (WDM) channels from a sin-
gle laser source [97]. More recently, they have also been used to generate subcarriers for
optical orthogonal frequency division multiplexing (OFDM) systems [98]. All of these
applications ideally require the generation of spectra with accurately controlled shapes
and bandwidths.
Recent developments in optical bre technology have allowed signicant advances in the
tailoring of nonlinearly generated broadband spectra. Specially designed microstruc-
tured bres oering suitable dispersion and nonlinear characteristics have been exten-
sively used to generate smooth broadband spectra. In a recent example, an SPM-induced
800nm wide spectrum with 5dB ripples was generated in a photonic crystal bre of-
fering appropriately engineered nonlinear and dispersive properties [41]. On the other
hand, rather than relying on the special characteristics of the highly nonlinear bre
(HNLF), one could directly shape the broadened spectrum by applying ltering after
the nonlinear propagation [42]. However, this technique is rather power inecient, since
it can only remove portions of power through ltering, from a signal which has previ-
ously been amplied in order to give rise to nonlinear eects in the HNLF. Moreover,
the bandwidth is also limited by the capabilities of the shaper itself. A more power
ecient technique would be to shape the spectrum prior to the nonlinear element (and
amplier) and to rely on the nonlinear generation itself to directly generate the desired
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spectrum. This technique also potentially allows at the same time for the generation
and manipulation of light over a spectral range that greatly exceeds the operating band-
width of the pulse shaper itself. This concept was previously used for the generation of
a 15nm at spectrum with power uctuations of 1:5dB starting from a laser source
emitting 1:8ps soliton pulses (with a corresponding 3dB spectral bandwidth of 2:5nm)
at a repetition rate of 10GHz [18].
There are two approaches to the implementation of this technique. The rst one is
referred to as inverse propagation approach, and is based on the calculation of the ex-
act pulse shape which, after nonlinear propagation, yields the desired output spectrum.
For a nonlinear element with given characteristics, this can be achieved using backward
propagation calculations based on the inverse split-step Fourier method (ISSFM). Once
the desired input pulse shape to the nonlinear medium is known, then a lter which
allows precise shaping (in both amplitude and phase) of the incident pulse (generated
directly from the seed pulse source) is required. This approach had previously been
employed in [18]. Alternatively, the arbitrary spectral synthesis presented in Section 3.5
can be applied and is consequently referred to as an adaptive approach. The transfer
function of the pulse shaper is dynamically adjusted by using the dierence between the
generated spectrum and the target spectrum as the feedback signal.
In the following section, a proof-of-principle experiment to nonlinearly generate a 12nm
wide ultra-at spectrum is presented. Both the inverse propagation approach and the
adaptive approach have been used in the experiments. The description begins with the
inverse propagation approach, in which the numerical simulation used to calculate the
required waveform and subsequently the transfer function fed into the pulse shaper are
described in the rst instance. Through the associated experiment, it is shown that
substantial discrepancies were obtained between the generated and the target spectrum,
thus highlighting the limitations of this approach. In order to overcome the adverse
impact of these limitations, the adaptive approach is used next so as to improve the
quality of the generated spectrum. It is demonstrated that the quality of the generated
spectrum is signicantly improved when the adaptive approach is in place. Encouraged
by the good outcome from the proof-of-principle experiment, an ultra-at frequency
comb covering the full C-band is generated relying completely on the capability of the
optimization algorithm without any initial estimation of the transfer function. In order
to further examine the quality of the generated frequency comb, the noise characteristics
are measured and compared to those of the mode-locked laser used as the seed source.
Finally, the experimental results are summarized and further discussed.Chapter 4 Generation of Flat-Top Spectrum 53
4.2 Proof-of-Principle Experiment: Nonlinear Generation
of a 12nm Wide Flat-top Spectrum
In this section, the nonlinear generation of a 12nm wide ultra-at spectrum based on
pulse shaping applied prior to the nonlinear broadening is demonstrated as the proof-of-
principle experiment of my technique. The target spectrum is rstly generated through
the inverse propagation approach. A numerical simulation procedure is established to
seek for the appropriate transfer function of the pulse shaper. The deviation of the
generated spectrum from the target spectrum reveals the limitations of the inverse prop-
agation approach. Then, the adaptive approach is employed to improve the quality of
the generated spectrum.
4.2.1 Inverse Propagation Approach
4.2.1.1 Numerical Simulations
Pulsed
Source
Pulse
Shaper
Nonlinear
Broadening
Target
Spectrum
Required
Waveform
Step 1: Backward Propagation (ISSFM)
Step 2: Calculation of Transfer Function
Input to the numerical simulations
Output of the numerical simulations
Direction of pulse propagation
Figure 4.1: Schematic of the nonlinear generation of desired spectrum and the
associated numerical simulation procedure.
Figure 4.1 shows the schematic of the methodology followed for the nonlinear generation
of an ultra-at broadened spectrum using inverse propagation approach. The pulsed
laser source, normally a mode-locked laser (MLL), was rstly passed through a pulse
shaper. The pulse shaper was to shape the pulses into a waveform which would evolve
into the desired spectrum after propagating into a nonlinear medium, eg. an HNLF.
A simulation procedure was devised in order to calculate a transfer function suitable for
this purpose. As shown in Figure 4.1, this simulation procedure followed two steps: in
the rst step, the characteristics of the target spectrum were dened. The ISSFM was
then employed to calculate the waveform required at the input of the HNLF with its
parameters. In the second step, prior knowledge of the pulse characteristics generated
by the MLL enabled the calculation of the transfer function which needed to be fed into
the programmable lter.
The target spectrum was chosen to have a third-order super-Gaussian shape. In order to
avoid demanding the generation of ultrashort pulses from the MLL, I allowed the output54 Chapter 4 Generation of Flat-Top Spectrum
pulses to be linearly chirped. Then for suciently large chirp values, the waveform
corresponding to this target spectrum was
utarget(t) = expf 0:5  [(t=T0)6 + iC(t=T0)2]g (4.1)
where T0 and C represented the half-width (at 1/e-intensity point) and the chirp param-
eter of the pulse, respectively. The pulsed laser source used in the following discussion
was a 9:9532GHz MLL generating almost transform-limited Gaussian pulses centred at
1550nm with a full width at half maximum (FWHM) of 2ps and a 3dB bandwidth of
2:5nm. Figure 4.2 shows the measured temporal and spectral proles of these pulses
and compares them with the numerical proles I assumed when designing the transfer
function. For all the calculations, the signal average power at the output of the system
was assumed to be 0:5W, a power level readily provided by several telecommunication
erbium doped bre ampliers (EDFA).
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Figure 4.2: Measured (blue) and simulated characteristics (red) of the MLL
pulses. (a) Temporal prole (measured with an optical sampling oscilloscope),
and (b) spectral trace (resolution bandwidth = 0.02nm).
Length 1km
Dispersion Parameter @1550nm  1:7ps=nm  km
Dispersion Slope @1550nm 0:0023ps=nm2  km
Nonlinear Coecient 18=W=km
Loss 2:13dB=km
Table 4.1: HNLF Parameters
The exact bandwidth and shape of the target spectrum then clearly depended on the
combination of T0 and C. Consequently, in the simulation, I dened a group of target
spectra by varying the value of T0 from 8:5ps to 26:5ps and the value of C from 10 to
100. The value ranges of T0 and C ensured that the target spectrum had the shape
of a third-order Gaussian function. Taking the HNLF parameters shown in Table 4.1
into account (which correspond to a bre which was available in our lab), the required
waveforms at the input of the HNLF could be calculated from the ISSFM for each targetChapter 4 Generation of Flat-Top Spectrum 55
spectrum with a unique combination of T0 and C.
It can be expected that only a subset of the waveforms obtained from the ISSFM calcu-
lations could be implemented with our available pulse source. Since the spectral pulse
shaping is a passive linear process in which new frequency components cannot be gen-
erated, the root mean square bandwidth of the shaped waveform rms
shaped needed to be
narrower than that of the original MLL pulse rms
MLL, i.e.,
R
shaped
 (T0;C) = rms
shaped=rms
MLL < 1 (4.2)
where R
shaped
 (T0;C) represents the ratio between rms
shaped and rms
MLL.
Additionally, after pulse shaping, the adjacent pulses should not overlap with each other
in the time domain. As the MLL pulses had a duty cycle of 0:02, the temporal root
mean square width of the shaped waveform rms
shaped could not be larger than 50 times
the root mean square width of the original MLL pulses rms
MLL. In order to completely
avoid any interference at the wings between the adjacent pulses after shaping, rms
shaped
was further restricted to be less than 10 times shorter than rms
MLL, i.e.,
Rshaped
 (T0;C) = rms
shaped=rms
MLL < 10 (4.3)
where R
shaped
 (T0;C) represents the ratio between rms
shaped and rms
MLL.
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Figure 4.3: Simulation results for pulses with an average power of 0:5W. (a)
Contour plot of the ratio of spectral widths between shaped and MLL pulses.
(b) Contour plot of the ratio of temporal widths between shaped and MLL
pulses. The shadowed areas on the plots represent the space where feasible
solutions are located. The solution examined experimentally is marked on the
plots.
Since they are functions of the shaped waveform, the two ratios dened in Equation 4.2
and Equation 4.3 are also functions of T0 and C, and they can be plotted on contour
plots against these two parameters (Figure 4.3). On each contour plot, there is an area
satisfying each corresponding inequality. The intersection between these two areas, as
shown in the shadowed area of Figure 4.3, is where the feasible waveforms are located.56 Chapter 4 Generation of Flat-Top Spectrum
From all the feasible waveforms, we chose the one with minimum R
shaped
 (T0;C) value
for the experimental demonstrations presented in the following sections. A comparison
between this waveform and the assumed original MLL pulses is shown in Figure 4.4. It
is worth to note that this waveform is not transform-limited, and its frequency chirp is
represented by the green dashed line in Figure 4.4a. After the nonlinear propagation
in the HNLF, this waveform evolves into a third-order super-Gaussian spectrum with
a 3dB bandwidth of 11nm and a linearly chirp third-order super-Gaussian pulse with
T0 = 22:1ps and C = 59.
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Figure 4.4: Comparison between the selected feasible waveform and MLL pulses.
The red solid lines represent the MLL pulses, while the blue solid lines repre-
sent the selected feasible waveform. (a) Comparison of pulse shapes. The green
dashed line represents the frequency chirp of the selected waveform. (b) Com-
parison of optical spectra.
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Figure 4.5: Calculated transfer function for the solution for T0 = 22:1ps and
C = 59. (a) Attenuation prole. (b) Phase Prole.
The transfer function that needed to be programmed to the shaping lter in order to
implement this waveform is shown in Figure 4.5. This was calculated by dividing the
spectrum of the shaped waveform by the original MLL spectrum, and includes both the
response in the amplitude and the phase.Chapter 4 Generation of Flat-Top Spectrum 57
4.2.1.2 Experimental Results
The accuracy of the transfer function obtained from the previously described numerical
simulation procedure was rstly tested through the simple experimental conguration of
Figure 4.6. The erbium glass oscillator (ERGO) emitted a Gaussian pulse train with a
repetition rate of 9:9532GHz and a FWHM of 2ps centred around 1550nm. The pulses
were then passed through an LCOS programmable phase and amplitude lter (Finisar
Waveshaper - W/S), which was congured with the transfer function obtained from the
numerical simulation procedure. At the output, the temporal waveform and spectrum
of the shaped pulses were measured using an optical sampling oscilloscope (OSO) and
an optical spectrum analyser (OSA), respectively. The EDFA was used at the input of
the OSO to provide sucient power for the measurement.
ERGO W/S
OSA
EDFA OSO
10%
90%
Figure 4.6: Experimental Setup for testing the transfer function obtained from
numerical simulations. ERGO: Erbium Glass Oscillator. W/S: Finisar Wave-
shaper. EDFA: Erbium Doped Fibre Amplier. OSA: Optical Spectrum Anal-
yser. OSO: Optical Sampling Oscilloscope.
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Figure 4.7: Temporal prole (a) and spectrum (b) of the shaped pulses. The
red traces represent the target signals from the ISSFM calculations and the blue
traces represent the prole (temporal resolution: 1ps) and spectrum (resolution
bandwidth: 0:2nm) of the experimentally generated signals.
These measurements showed that the shaped pulses had a FWHM of 13ps and the58 Chapter 4 Generation of Flat-Top Spectrum
spectrum exhibited several pairs of sidelobes (Figure 4.7). In the frequency domain
(Figure 4.7b), the spectrum of the shaped pulses was almost identical to the calculated
spectrum. However, the spectrum phase information was missing in such a measurement.
In the time domain (Figure 4.7a), small but noticeable discrepancies were observed on
the temporal waveform. I assume that these deviations were originated from the inac-
curate phase control in the W/S. It was then reasonable to consider to adjust the phase
prole in the W/S. However, a spectral phase measurement was not straightforward.
Instead, to evaluate the inuence of such a small discrepancy on the nonlinearly gener-
ated broadband spectrum, the nonlinear propagation of the shaped pulses in an HNLF
was monitored.
Figure 4.8 shows the experimental setup for the nonlinear propagation of the shaped
pulses. This is simply an extension of the experimental setup shown in Figure 4.6.
Rather than being characterized, the shaped pulses at the output of the W/S were am-
plied to 0:8W and launched into the HNLF with the parameters listed in Table 4.1.
The output of the HNLF was monitored on an OSA.
ERGO W/S OSA EDFA
PC HNLF
Figure 4.8: Experimental setup for the nonlinear propagation of the shaped
pulse in an HNLF. PC: Polarization Controller.
In order to benchmark the atness of the nonlinear spectrum generated from the shaped
pulses, we rst experimented with (unshaped) Gaussian pulses of the same power and
temporal width as the pulses shown in Figure 4.7a. In this case, the spectrum at the
output of the HNLF exhibited the familiar multitude of spectral peaks, typical of SPM
in a normal dispersion bre (Figure 4.9a). The spectrum obtained when the shaped
pulses were used is presented in Figure 4.9b. The number of peaks on the generated
spectrum was reduced. However, there was a substantial discrepancy between the gener-
ated and the target spectrum manifesting itself a spectral lobe developing at the centre
of the spectrum. This observation indicated that even small discrepancies on the tem-
poral waveform of the shaped pulses did have signicant inuence on the nonlinearly
generated broadband spectrum.
Furthermore, the likely reasons for the observed discrepancy between the generated and
target spectrum are following: (a) the actual characteristics of both the MLL pulse (in
both phase and intensity) and the HNLF may not have been exactly the same as the
parameters used in the numerical simulation procedure. (b) The amplier was assumed
to be strictly linear in the simulations, but it could introduce a small amount of non-
linear phase shift in practice. (c) The phase and amplitude characteristics of the W/S
were not accurately calibrated.Chapter 4 Generation of Flat-Top Spectrum 59
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Figure 4.9: SPM spectra generated from (a) 13ps Gaussian pulse, (b) the wave-
form shown in Figure 4.7. Red traces: target spectra, blue traces: generated
spectra. Resolution bandwidth: 0:5nm.
The limitations listed above made optimisation of the experimental procedure an ex-
tremely complex problem. It was hard to manually adjust the phase prole in the W/S
so as to improve the quality of the generated spectrum. I therefore studied the applica-
tion of the arbitrary spectral synthesis described in Section 3.5 as a potential solution
to these issues.
4.2.2 Adaptive Approach
ERGO
PC
W/S OSA EDFA
HNLF
Computer
Figure 4.10: Experimental setup for the experiment including adaptive pulse
shaping system.
In order to overcome the limitations revealed in the inverse propagation approach and
obtain a more precisely shaped spectrum, the adaptive pulse shaping system described
in Section 3.5, that controls the transfer function via a feedback mechanism with a view
of optimizing the shape of the nal spectrum, is employed in the experiments described
in this section. The performance of the adaptive pulse shaping system is investigated
when either the two-membered or the CMA-ES is adopted as the optimization algorithm
in the system.60 Chapter 4 Generation of Flat-Top Spectrum
Figure 4.10 shows the experimental setup for the implementation of the adaptive pulse
shaping system. It builds on the setup used in the inverse propagation approach (Fig-
ure 4.8), now including also a feedback loop. The output of the HNLF was monitored
by an OSA and used as a feedback signal to the optimization algorithm which dynam-
ically updated the ltering characteristics of the W/S. In order to achieve the pulse
determined by the simulation, the transfer function obtained in the inverse propagation
approach was applied into the W/S as the starting point of the optimization algorithm.
The operating bandwidth of the W/S was only 8nm.
The adaptive pulse shaping approach aimed at minimizing the dierence between the
generated spectrum Umeas and the target spectrum Utarget by dynamically adjusting the
transfer function fed into the programmable pulse shaper W/S. The mist function MF
dened in Equation 3.9 was used to quantify this dierence. Since the goal here was
to improve the atness at the top of the generated spectrum (Umeas), evaluation of the
MF function was restricted to include contributions from only wavelengths lying within
the 5% bandwidth of Utarget. In the experiment, only the phase prole of the transfer
function was being optimized, since the power spectrum of the shaped signal could be
accurately monitored using an OSA. The adjustment of the phase prole fed into the
programmable pulse shaper was accomplished by adding a smaller perturbation repre-
sented by a weighted summation of rst kind Chebyshev polynomials up to order N.
The value of N represents a trade-o between the accuracy of the optimization process
and its eciency. The use of Chebyshev polynomials has the advantage that when the
weights are the same for all the terms, their contribution to the entire summation is
comparable. Consequently, instead of the phase prole itself, the (N + 1) weights of
Chebyshev polynomials became the objective of the optimization process.
4.2.2.1 Experimental Results: Two-Membered ES
The simple two-membered ES was used as the rst attempt to improve the atness at
the top of the generated spectrum. A weighted summation of Chebyshev polynomials
up to 20th order represented the phase perturbation in the algorithm. Consequently, the
two-membered ES was required to optimize 21 weights of the summation. According to
the principle of the two-membered ES, these 21 weights were normally distributed with
zero mean and a variance of , which was set to an initial value of 0:06 and updated
during the optimization process.
Figure 4.11a shows the generated spectrum when the adaptive system using two-membered
ES was in place. The atness of the generated spectrum was dramatically improved rel-
ative to the result of Figure 4.9b. A spectrum exhibiting a 3dB bandwidth of 11nm
with a central region of 7nm where the uctuation was less than 0:5dB was nonlinearly
generated. The MF value of this spectrum was 0:078 (for comparison the spectrum
obtained when using the inverse propagation approach alone exhibited a MF value ofChapter 4 Generation of Flat-Top Spectrum 61
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Figure 4.11: SPM spectra generated after application of the adaptive system
using two-membered ES in linear (a) and logarithmic (b) scale, respectively. Red
traces: target spectra, blue traces: measured spectra. Resolution bandwidth:
0:5nm.
0:312). In order to appreciate the quality of the generated spectrum, the same trace is
also presented in Figure 4.11b on a logarithmic scale.
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Figure 4.12: Evolution of MF value in the two-membered ES.
Finally, the value of the MF function versus the number of algorithm iterations is plot-
ted in Figure 4.12. A ten-fold improvement in the achieved MF value was observed
within 300 iterations. In the experiment, the algorithm took about 20mins to converge
to this value.
The phase transfer function of the W/S that gave rise to this spectrum is shown in the
blue trace in Figure 4.13 and compared to the numerically calculated one (red trace).
Even though the dierences between the two traces are only subtle, the improvement in
the atness of the resultant spectrum has been signicant. This implies that the spectral
phase shaping was very important for our application.62 Chapter 4 Generation of Flat-Top Spectrum
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Figure 4.13: Comparison between the phase proles fed into the W/S before
and after optimization. Red trace: before optimization; blue trace: after opti-
mization.
4.2.2.2 Experimental Results: CMA-ES
As mentioned in Section 3.4.2, the search space in the two-membered ES is limited;
it is therefore likely that the search can be trapped at a local minimum. In order to
explore a broader search space and search for a better result with a higher probability
to correspond to the global minimum, the CMA-ES was tested.
In the experiment, only the phase prole was optimised. The phase perturbation was
still represented by a weighted summation of Chebyshev polynomials up to 20th order.
According to principle of the CMA-ES, in each generation, 13 ospring candidates were
generated and the best 6 out of them were eligible to form the parent candidate for
the next generation through the weighted average process. As in the previous case, the
variance  of the normally distributed weights was also set to an initial value of 0:06.
The best spectrum achieved when the CMA-ES was employed is shown in both linear
(Figure 4.14a) and logarithmic scale (Figure 4.14b). The atness of the generated spec-
trum was further improved relative to the case of the two-membered ES algorithm, and
a 3dB bandwidth of 12 nm with a central region of 8nm where the ripples were less than
0:5dB was achieved. The MF value of this spectrum was 0:041.
Figure 4.14c is a high resolution (resolution bandwidth = 0:01nm) measurement result
of this spectrum. The dense spectral lines accommodated in the spectrum can be ob-
served. The uniform extinction ratio of the spectral lines across the entire spectrum
(limited by the resolution bandwidth of the OSA) is an indication of the good coherence
properties of the generated spectrum.
It is clear from Figure 4.15, that a more signicant adjustment had been made to the nu-
merically calculated initial phase prole, implying that the solution found by CMA-ES
had a longer distance in the search space from the origin compared to the two-membered
ES. The exploration of a broader search area provides the CMA-ES the ability to escape
from being trapped in a possible local minimum during the optimization process.Chapter 4 Generation of Flat-Top Spectrum 63
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Figure 4.14: SPM spectra generated after application of the adaptive system
using CMA-ES in linear (a) and logarithmic (b) scale, respectively. Red traces:
target spectra, blue traces: measured spectra. Resolution bandwidth: 0:5nm.
(c) High resolution (resolution bandwidth: 0:01nm) measurement results of the
optimized spectrum with MF = 0:041:
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Figure 4.15: Comparison between the phase proles fed into the W/S before
and after optimization. Red trace: before optimization; blue trace: after opti-
mization.
Figure 4.16 records the minimum MF value in each generation. A ve-fold improvement
in the MF value was observed within 130 generations. As there were 13 ospring can-
didates evaluated in each generation, the CMA-ES algorithm evaluated 1690 candidates
in total. This large amount of candidates and the substantially increased complexity64 Chapter 4 Generation of Flat-Top Spectrum
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Figure 4.16: Evolution of Minimum MF value for each generation in CMA-ES.
made the algorithm more robust, but also less ecient. In the experiment, CMA-ES
took about 2hours to reach this solution. The better result was obtained at the cost of
sacricing the eciency of the optimization process.
In conclusion, in these proof-of-principle experiments, the nonlinear generation of a
12nm wide ultra-at spectrum based on pulse shaping had been attempted in two
dierent ways. By applying the transfer function obtained from the numerical simu-
lations directly into the W/S, a substantial spectral lobe developed at the centre of
the spectrum. An adaptive pulse shaping system signicantly improved the atness of
the generated spectrum through dynamically adjusting the phase prole of the transfer
function applied into the W/S. With either the two-membered ES or the CMA-ES as
the optimization algorithm in the system, the uctuations on the top of the generated
spectrum was reduced to 0:5dB. These results have demonstrated the ability of the
adaptive pulse shaping system to improve the quality of the nonlinearly generated spec-
trum. By increasing the power at the input of the HNLF, an interesting next step would
be to blindly optimize the transfer function (both in amplitude and phase) applied into
the W/S and to investigate the nonlinear generation of spectra spanning several tens of
nanometers.
4.3 Generation of an Ultra-at Frequency Comb Covering
the Full-C Band
In this section, building on the results from the proof-of-principle experiments, the tar-
get is to nonlinearly generate an ultra-at frequency comb covering the full C-band,
starting from the 2ps Gaussian pulses with a 3dB bandwidth of 2:5nm. Subsequently,
the noise characteristics of the generated frequency comb are measured and compared
with those of the input 2ps Gaussian pulses.Chapter 4 Generation of Flat-Top Spectrum 65
4.3.1 Generation Process
ERGO
PC
HNLF
Computer
PC
EDFA OSA W/S EDFA
Polarizer
Adaptive Pulse Shaping System Based on CMA-ES
Figure 4.17: Experimental setup for the nonlinear generation of the ultra-at
broadband frequency comb.
Length 500m
Dispersion Parameter @1550nm  0:87ps=nm  km
Dispersion Slope @1550nm  0:0006ps=nm2  km
Nonlinear Coecient 19=W=km
Loss 2dB=km
Table 4.2: Parameters of the HNLF used for the generation of ultra-at broad-
band frequency comb
Figure 4.17 shows the experimental setup of the nonlinear generation of the ultra-at
broadband frequency comb. It followed a similar conguration to the experimental setup
for the proof-of-principle experiment shown in Figure 4.10. The seed pulse was again the
ERGO MLL emitting 2ps Gaussian pulses at 1550nm with a repetition rate of 9:9532
GHz. A pre-amplication stage was included in the system to pre-compensate for the
loss of the W/S and consequently suppress the noise induced by the second EDFA. In
order to achieve the generation of a broadband spectrum that can cover the full C-band,
the shaped pulses were amplied to a higher power than before (32dBm) and launched
into a HNLF with parameters as shown in Table 4.2. A polariser was placed at the
output of the system to ensure that the generated frequency comb had a single polar-
ization, as required in most applications. The output signal was eventually monitored
by an OSA, and this measurement was also used to provide the feedback signal for the
computer-controled adaptive pulse shaping system.
Unlike the proof-of-principle experiment, in this case, there was no attempt to calculate
the optimum transfer function prior to the application of the adaptive process. Instead,
the control over the quality of the generated frequency comb was completely dependent
on the capability of the optimization algorithm adopted in the adaptive pulse shaping
system. The CMA-ES, which is the most sophisticated of the algorithms that I have
studied, was employed to control both the phase and the amplitude of the transfer
function of the W/S and minimize the dierence between the generated Umeas and the
target spectrum Utarget. The mist function shown in Equation 3.9 was again used to
quantify this dierence. Since the target of this experiment was to generate an ultra-at
frequency comb covering the full C-band, the target spectrum Utarget was simply a line66 Chapter 4 Generation of Flat-Top Spectrum
of uniform spectral density across a 40nm bandwidth centred at 1550nm.
The W/S was initially programmed to be a dispersionless bandpass lter with a band-
width of 8nm. In the optimization process, the shaping functions of both amplitude and
phase were represented, each by a weighted summation of rst kind Chebyshev poly-
nomials of 10th order. Consequently, the CMA-ES optimized a vector of weights that
included 22 elements. Following the principle of the CMA-ES, in the mutation process,
13 vectors of weights were generated by adding a random (Gaussian distributed) vector
to the starting vector of weights. The variance of the Gaussian distributed vector was
set to 0:06 initially and self-adapted during the optimization process. Subsequently,
each of the corresponding 13 transfer functions was fed into the W/S and their MF
values were calculated according to Equation 3.9 once the corresponding spectra were
generated. The vectors of weights were ranked according to their MF values. Then, the
6 best out of the 13 vectors of weights were selected into the weighted recombination
process, in which larger weights were assigned to the better vectors. The resulting vector
of weights became the starting vector of weights for the next generation. The algorithm
was terminated manually when an acceptable agreement between the generated Umeas
and the target spectrum Utarget was reached, typically when MF < 0:2.
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Figure 4.18: SPM spectra generated from (a) 2ps Gaussian pulses directly and
(b) after the application of the adaptive system using the CMA-ES (resolution
bandwidth: 0:2nm).
In order to demonstrate the eectiveness of the technique, the experimentally generated
spectrum at the output of the HNLF when no shaping was applied is rst presented in
Figure 4.18a. The spectrum exhibited a multitude of spectral peaks with large uctu-
ations of 3:2dB over a bandwidth of 27nm. Meanwhile, the 3dB bandwidth was only
17nm. We next consider the system when CMA-ES-based adaptive shaping was ap-
plied. The spectrum obtained after the CMA-ES algorithm was terminated is presented
in Figure 4.18b; the trace shows a signicant improvement in the spectral atness. A
3dB bandwidth of 35nm was achieved, and the power variations over a central region of
30nm were less than 1dB.
A high resolution measurement of the generated frequency comb is shown in Figure 4.19.
The generated comb had the same line spacing as the source pulse; thus, there were 375Chapter 4 Generation of Flat-Top Spectrum 67
spectral lines accommodated in the 30nm at region. As shown in Figure 4.19a and
Figure 4.19b, the OSNR of the spectral lines within the generated frequency comb was
around 20dB and was uniform over the entire comb. This value was actually limited by
the resolution bandwidth of the OSA.
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Figure 4.19: High resolution (resolution bandwidth: 0:01nm) measurement over
(a) 40nm and (b) 2nm of the generated frequency comb.
Both of the amplitude (red trace) and phase prole (blue trace) of the transfer function
that gave rise to the ultra-at frequency comb covering the full C-band are shown in
Figure 4.20a. It is clear that the amplitude shaping was relatively weak, while the phase
shaping was more signicant. This indicates that the phase shaping played an important
role in the generation process of the ultra-at frequency comb.
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Figure 4.20: (a) The transfer function fed into the W/S after optimization. Red
Trace: Amplitude Prole; Blue Trace: Phase Prole. (b) Numerical simulation
result for the dependence of the MF value on the operating bandwidth of the
pulse shaper.
It is worth noting that the operating bandwidth of the W/S was 8nm in our experi-
ment: only a small fraction of the bandwidth of the generated frequency comb. This is
an important feature of our technique, and to study it further, I simulated the exper-
iment by setting the pulse shaper bandwidth to gradually narrower values (the signal
was considered to be truncated outside the bandwidth of the pulse shaper). For each68 Chapter 4 Generation of Flat-Top Spectrum
bandwidth of the pulse shaper, the MF of the best spectrum achieved in the simula-
tion was recorded. The graph of Figure 4.20b, which shows the MF as a function of
the pulse shaper bandwidth, indicates uniform performance down to a value of 8nm.
Even narrower shaper bandwidths than this would result in a compromise in the quality
of the generated spectrum. The sharp change happened at 8nm can be explained by
the fact that the frequency components lying outside the bandwidth of 8nm of the MLL
pulses were too weak to have any inuence in the shaping process (Figure 4.4b).
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Figure 4.21: Evolution of the minimum MF value in each generation of the
CMA-ES.
The evolution of the minimum MF value shown in Figure 4.21 is a typical example of
the capability of the CMA-ES to escape from local minima due to the self-adaptation
transition of the step size described in Section 3.4.3. The optimisation process escaped
from a local minimum of around 0:5 to eventually converge to a global minimum of
around 0:12 (see markings on the plot). The optimisation process took about 3hours to
converge to the global minimum. The calculation time was longer than the time con-
sumed in the experiment described in Section 4.2.2.2. This is due to the longer sweeping
time of the OSA as broader spectra were being generated.
4.3.2 Noise Characteristics of the Generated Ultra-Flat Frequency
Comb
The noise characteristics of a signal is always an important factor for its telecommunica-
tion applications. One of the possible applications of the generated ultra-at frequency
comb is to be used as the source of sub-carriers in an optical telecommunication system,
which is designed for high bit rate modulation. It is important to ascertain the impact
of both the pulse shaping and the nonlinear broadening on the noise characteristics of
the pulse train. In order to measure the noise characteristics, a high resolution spectral
measurement which can fully resolve each of the frequency components of a signal is re-
quired. For a signal with a GHz repetition rate, the previously described time-averagedChapter 4 Generation of Flat-Top Spectrum 69
OSNR spectral measurement is not sucient to meet this requirement due to the limited
resolution bandwidth.
For a broadband source, the study of the dynamic, inter-modal noise is of particular
interest. One of the methods to study this kind of noise is to carry out the relative in-
tensity noise (RIN) measurement for each longitudinal mode of the spectrum [99, 100].
However, in the case of the ultra-at frequency comb described here, it was practically
not possible to isolate the individual 10GHz frequency lines of the generated comb be-
cause of their close spacing. Instead, both the source MLL and the generated ultra-at
frequency comb were treated as periodic pulse trains and their noise properties were
characterized based on the measurements and analysis of their power spectra, as de-
scribed in [101].
The output pulses of any practical MLL exhibit random changes in their prole rather
than being exact periodic replicas of each other. These random changes are understood
as the noise of the pulse source. The power spectrum, which is the Fourier transform
of the autocorrelation function of the laser intensity, is used to determine the character-
istics of the noise. In stochastic processes, the amount of random uctuations is often
characterized by the root-mean-square (rms) deviation of the noise quantity, which is
given by the area of the noise spectrum. The power spectrum of a periodic pulse train
can be obtained using a combination of a suitably fast photodiode (PD) and an electrical
spectrum analyser (ESA). In an actual experiment only a truncated power spectrum is
measured because of the bandwidth limitations imposed by the PD and/or the ESA.
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Figure 4.22: (a) Power spectrum of a pulse train obtained from the ESA mea-
surement. The dotted line indicates the maxima of the noise bands representing
amplitude noise. The dashed line marks the maxima of the narrow noise bands
representing the temporal jitter. (b) Schematic illustration of the structural de-
tails for an arbitrary nth order frequency component. PA represents the power
of the spike, PB represents the power of the narrowband noise, PC represents
the power of the broadband noise band at the bottom, respectively.70 Chapter 4 Generation of Flat-Top Spectrum
For the measurement, the pulse shape was assumed to be constant, while the pulse en-
ergy and repetition time exhibited random changes. This means that there were two
kinds of noise considered here. One was the uctuation in pulse energy (amplitude
noise), while the other one was the temporal jitter. Figure 4.22a sketches the power
spectrum of a periodic pulse train from the ESA measurement. It is clear that there
are three dierent contributions on each discrete line of the spectrum. The -function
corresponds to the perfect, noise-free pulse train. The bottom broad band manifests the
uctuation of the pulse energy and it remains unchanged on each frequency component.
In the middle of the spectrum, the narrow band represents the temporal jitter, the power
of which is proportional to the square of the order n of the frequency component. The
n2 dependence of the temporal jitter is important as it allows for the distinction between
the two kinds of noise. The uctuation of the pulse energy can be obtained through the
rst order frequency component as the contribution of temporal jitter is negligible. On
the other hand, the temporal jitter needs to be characterized using the high frequency
components on which it plays a dominant role.
Figure 4.22b schematically illustrates the details of the structure for an arbitrary nth
frequency component [101]. PA, PB and PC represent the powers of the -function, the
narrowband temporal jitter and the broadband noise representing the uctuation in the
pulse energy, respectively. In order to have a quantitative characterization of the noise,
it is required to obtain the following quantities through both low- and high- resolution
ESA measurements: (a) the ratios of PB=PA and PC=PA, and (b) the frequency widths
(FWHM) f of the noise bands. For each kind of noise, the time constant tc is 1=2f.
The rms value of the uctuation of the pulse energy is calculated through the following
expression
E=E = [(PC=PA)LfA=fres]1=2: (4.4)
where (PC=PA)L represents the power ratio of the frequency component with lower
order. The value of (PC=PA)L is obtained from the low resolution measurement and
then transformed into its corresponding value in the high resolution measurement by
multiplying the resolution bandwidth ratio. fA represents the FWHM of the noise
band from the low resolution measurement, while fres represents the high resolution.
The switch between the high resolution and low resolution measurement is due to the
fact that the high resolution is chosen as the common reference bandwidth for a direct
comparison.
From the low resolution and high resolution measurement, the fast and slow temporal
jitter can be achieved, respectively. The expressions for the calculations of the rms
values are shown in Equation 4.5 and Equation 4.6:
t0=T = (2n) 1[(PC=PA)nf0
J=fres]1=2; (4.5)
t=T = (2n) 1[(PB=PA)nfJ=fres]1=2; (4.6)Chapter 4 Generation of Flat-Top Spectrum 71
where (PC=PA)n and (PB=PA)n represent the power ratios of the frequency component
with nth order. The value of (PC=PA)n follows the same way in the calculation of the
uctuation of the pulse energy, while the value of (PB=PA)n is directly obtained from
the high resolution measurement. f0
J and fJ represent the FWHM of the fast tem-
poral jitter and slow temporal jitter obtained from low resolution and high resolution
measurements, respectively.
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Figure 4.23: Power spectra of the rst two harmonics of the ERGO laser
measured with a resolution bandwidth of 10Hz at (a) 9:9532GHz, (b)
19:89GHz. Power spectra of the rst two harmonics of the ERGO laser
measured with a resolution bandwidth of 1kHz at (c) 9:9532GHz, (d)
19:89GHz.
In the measurement, a 10GHz PD was used to detect signals in the noise characteriza-
tion. The ESA used in the experiment has a bandwidth of 40GHz. Since the ERGO
laser, which was the seed source MLL in the generation process of the ultra-at fre-
quency comb, has a repetition rate of 9:9532GHz, only the rst two lines of the laser
can be explicitly measured. Thus, the rst two harmonics of both the signals centred
9:9532GHz and 19:89GHz were measured to calculate the parameters of the noise.
The resolution bandwidths for the measurements were 10Hz and 1kHz, respectively.
The measurement results for the ERGO laser are shown in Figure 4.23. For the uc-
tuation of the pulse energy, (PC=PA)1 = 4:479  10 8, fA = 785kHz. For the fast
temporal jitter, (PC=PA)2 = 1:75810 7, f0
J = 82:3kHz. For the slow temporal jitter,
(PC=PB)2 = 1:34910 7, f0
J = 670kHz. The noise characteristics of the ERGO laser72 Chapter 4 Generation of Flat-Top Spectrum
are summarized in Table 4.3.
rms Value Time Constant
Pulse Energy 0:059% 2:03s
Fast Jitter 9:58fs 1:93s
Slow Energy 69fs 0:143ms
Table 4.3: The noise characteristics of the ERGO laser
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Figure 4.24: Power spectra of the rst two harmonics of the generated ultra-
at frequency comb measured with a resolution bandwidth of 10Hz at (a)
9:9532GHz, (b) 19:89GHz. Power spectra of the rst two harmonics of
the generated ultra-at frequency comb measured with a resolution bandwidth
of 1kHz at (c) 9:9532GHz, (d) 19:89GHz.
rms Value Time Constant
Pulse Energy 0:059% 3:42s
Fast Jitter 10:8fs 1:97s
Slow Energy 72fs 0:136ms
Table 4.4: The noise characteristics of the generated ultra-at frequency combChapter 4 Generation of Flat-Top Spectrum 73
Then the noise characteristics of the generated ultra-at frequency comb were mea-
sured. The measurement results are shown in Figure 4.24. For the uctuation of
the pulse energy, (PC=PA)1 = 4:615  10 8, fA = 776kHz. For the fast tempo-
ral jitter, (PC=PA)2 = 2:275  10 7, f0
J = 80:9kHz. For the slow temporal jitter,
(PC=PB)2 = 1:24  10 7, f0
J = 703kHz. The noise characteristics of the generated
ultra-at frequency comb are summarized in Table 4.4.
From the results summarized in Table 4.3 and Table 4.4, it is observed that the gen-
erated frequency comb had almost identical noise characteristics as the source ERGO
laser. This indicates that the manipulation of the amplitude and phase of the MLL
pulses by the W/S and their subsequent nonlinear spectral broadening in the normal-
dispersion HNLF did not result in noticeable deterioration of the noise characteristics
of the signal. Since the ERGO itself is a low-noise MLL designed for telecommunication
applications, the broadened frequency comb could also be used in various telecommuni-
cation applications, such as, the source for an WDM Nyquist system. This application
will be described in brief in the following section.
4.3.3 Application of the Generated Ultra-Flat Frequency Comb
In this section, I describe the experiments that used the generated ultra-at frequency
comb as the channel source in a WDM Nyquist system. The experiment is reported in
[27] and was carried out jointly with researchers of the Karlsruhe Institute of Technology
(KIT). This experiment demonstrated 32Tbits=s 16QAM Nyquist WDM transmission
over a total length of 22km of SMF28 without optical dispersion compensation.
In a Nyquist WDM system, in order to achieve a high bit rate, a large number of optical
carriers are required. It is also crucial to precisely control the spacing and equalize the
power of neighbouring optical carriers. Consequently, an ultra-at optical comb source,
such as the previously described comb source, is highly demanded to be one of the key
components for building up such a system. I used the experimental setup shown in
Figure 4.17, using a 12:5GHz MLL this time (which was available at KIT) as the seed
source, with a maximum available power of 2W at the input of the HNLF and gener-
ated a frequency comb exhibiting a 3dB bandwidth of 31nm and a 2dB bandwidth of
29nm (Figure 4.25). The transmission system of KIT required that the comb source
should be linearly polarised. This requirement was served by the inclusion of the po-
lariser shown in Figure 4.17. In fact, it was during the course of these joint experiments
that a polariser was used in the comb generation system. Since the HNLF used in the
experiment was not polarization maintaining (PM), the polarised frequency comb at the
output was prone to environmentally-induced random changes of birefringence. As a
result, it was seen that the generated frequency comb was uctuating in the long term
spectral measurement. Subsequently, it was not used in the experiment at the end.74 Chapter 4 Generation of Flat-Top Spectrum
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Figure 4.25: Frequency comb generated in the joint experiment in KIT.
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Figure 4.26: Stability measurement of the nonlinearly broadened spectrum when
the HNLF was protected in an enclosure.
Following the joint experiments, I investigated the stability issue of the broadened ultra-
at frequency comb. It transpired that even simple isolation of the HNLF from the
environment, by placing it inside an enclosure, was adequate to largely resolve the issue.
After the protection, I performed spectral measurements over a period of 90 minutes to
assess the stability of the system, and found the power variation of any of the frequency
lines across the entire comb to be less than 1dB during this time (see Figure 4.26). I an-
ticipate even better overall stability to be achieved through the use of a fully PM system.
4.4 Conclusion and Discussion
In this chapter, the generation of an ultra-at broadband spectrum based on adaptive
pulse shaping applied prior to nonlinear spectral broadening was demonstrated. With a
power level of 0:8W at the input of the HNLF, the generated spectrum exhibited a 3dB
bandwidth of 12nm and a 0:5dB bandwidth of 8nm. By increasing the power levelChapter 4 Generation of Flat-Top Spectrum 75
to 2W, the generated ultra-at frequency comb covered the full C-band, exhibiting a
3dB bandwidth of 35nm and a 1dB bandwidth of 30nm, and had a uniform OSNR
of 20dB over its entire bandwidth. Similar noise performance was observed for both
the generated frequency comb and the low-noise source MLL, indicating that the noise
penalty induced by the linear pulse shaping and the nonlinear broadening on the signal
is negligible.
My technique relies upon adaptively shaping the short pulses generated by a MLL into
a waveform that forms the desired spectrum after nonlinear propagation in an HNLF.
This approach has several advantages: Firstly, it is no longer tied directly to the charac-
teristics of either the pulse source or the HNLF. These are only treated as parameters in
the ISSFM-based simulation procedure for the calculation of the pulse shaping function.
Besides, in the case of blind optimization for the generation of the ultra-at frequency
comb, they could even be neglected. Therefore in principle, without modifying the
hardware of the system, I should be able to generate several dierent spectral shapes.
Secondly, this approach is power-ecient since the shaping is carried out before ampli-
cation and nonlinear spectral broadening takes place, i.e. there is no power loss once the
signal has been amplied prior to the nonlinear element. Meanwhile, the bandwidth of
the nonlinearly generated spectrum depends on the power at the input of the HNLF, and
not the capability of the pulse shaper, which is only required to be capable of shaping
the (much narrower than the nal spectrum) MLL pulses. This was demonstrated in
the experiment that generated a frequency comb covering the full C-band where it was
shown that it was possible to eectively control the optical spectrum over ranges that
greatly exceed the operating bandwidth of the pulse shaper itself.
Another important feature of my technique is the use of adaptive pulse shaping based on
ES. The dierence between the generated and the target spectrum is used as a feedback
parameter in order to dynamically update the transfer function fed into the pulse shaper
until a satisfactory solution has been achieved. Both the two-membered ES and CMA-
ES algorithms have been shown to improve the accuracy of the generated spectrum
substantially. The simple strategy of the two-membered ES provides higher eciency
in terms of the number of iterations required, but also less reliability with respect to
the likelihood of nding the best solution possible. On the other hand, the CMA-ES
explores a much broader search space and has higher probability to reach the global
minimum, albeit at the expense of a lower eciency.
The generation of an ultra-at broadband spectrum is only one of the applications of
my technique. To explore this further, I then studied the manipulation of the edges
(rather than the central portion) of the nonlinearly broadened spectrum. The nonlinear
generation of spectra with a specially designed edge structure will be demonstrated in
the following Chapter.Chapter 5
Generation of Spectrum with
Specially Designed Edges
5.1 Introduction
In Chapter 4, ultra-at broadband spectra with dierent bandwidths have been success-
fully generated based on an approach, in which the adaptive pulse shaping is applied prior
to the stage of nonlinear broadening. This approach is power-ecient and no longer tied
directly to the characteristics of either the pulse source or the HNLF, as more conven-
tional approaches are. The bandwidth of the spectrum generated through this approach
can greatly exceed the operating bandwidth of the pulse shaper. By employing the ES as
the optimization algorithm, the adaptive pulse shaping mechanism implemented in the
approach has the ability to overcome the inuence from the uncertainties in the system
and consequently guarantee the high quality of the generated spectrum. Furthermore,
the generation of an ultra-at frequency comb covering the full-C band demonstrates
that the adaptive pulse shaping mechanism exploiting the CMA-ES is robust enough
to carry out blind optimization without any advanced numerical eorts to calculate the
ltering characteristics required for the pulse shaper.
In this chapter, as a second application, my technique for the nonlinear generation of
broadband spectrum will be adopted to control and manipulate the characteristics on
the two edges of the spectrum. By using the CMA-ES based adaptive pulse shaping
mechanism with blind optimization, the generation of target spectra, whose edges are
symmetric and linear, will be investigated both numerically and experimentally. Con-
sequently, the slope of the edges (rather than its top region) will be the parameters of
the target spectrum looked into here. The aim of this study is to further explore the
capability and exibility of my technique.
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5.2 Numerical Simulations
Feedback Signal
Pulsed
Source
Adaptive Pulse Shaping
Based on the CMA-ES
Nonlinear
Broadening
Target
Spectrum
Figure 5.1: Schematic of the numerical simulation procedure of the nonlinear
generation of broadband spectra with symmetric and linear edges.
In this section, I will rst present a numerical simulation procedure which is designed
to test the feasibility of the nonlinear generation of a broadened spectrum with sym-
metric and linear edges assisted by the CMA-ES based adaptive pulse shaping system.
Figure 5.1 shows the schematic of the simulation. The pulsed laser source is adaptively
shaped based on the feedback, which in this case is the shape of the spectral edges after
nonlinear broadening.
In the simulation, the pulsed laser source was still the 9:9532GHz MLL emitting al-
most transform-limited Gaussian pulses centred at 1550nm with a FWHM of 2ps and
a 3dB bandwidth of 2:5nm, which was used in Chapter 4 already. In the adaptive
pulse shaping mechanism, the CMA-ES was implemented in the same way as described
in Section 4.3.1 to blindly optimize the transfer function in the pulse shaping process.
In the nonlinear broadening stage, the amplier was assumed to be strictly linear. In
order to investigate the inuence of the dierent HNLFs used in the system, two HNLFs,
whose parameters are summarized in Table 4.1 and Table 4.2, were used for nonlinear
broadening alternatively in the simulation. In the following discussion, the HNLF with
parameters shown in Table 4.1 is referred to as HNLF01, while the one of Table 4.2
is referred to as HNLF02. The design of the target spectra with symmetric and linear
edges will be thoroughly described in Section 5.2.1. In Section 5.2.2, for target spectra
with dierent slopes of the edges, the simulation results in the two HNLFs including
the comparison between the optimized spectrum and the target spectrum as well as the
transfer function that gives rise to the optimized spectrum will be summarized.
5.2.1 Design of Target Spectrum
Although the characteristics on the edges of the generated spectrum are the objective
parameters being optimized here, there is no harm to design the target spectrum to have
a at top. Together with the desired symmetric and linear edges, the target spectrum
resembles the shape of an isosceles trapezium, as sketched in Figure 5.2.
In the sketch, the x- and y- axes represent the wavelength  and the normalized power
P, respectively. The bandwidth of the top at region t (t = tl   ts) and theChapter 5 Generation of Spectrum with Specially Designed Edges 79
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Figure 5.2: Sketch of an isosceles trapezium representing the target spectrum
with symmetric and linear edges. cen represents the central wavelength.
full bandwidth b (b = bl   bs) of the target spectrum are the lengths of the two
parallel sides of the isosceles trapezium. From the properties of the isosceles trapezium,
it is obvious that the 3dB bandwidth 3dB of the target spectrum is the average of
t and b, as shown in Equation 5.1.
3dB = 0:5  (t + b) (5.1)
The combination of Side S and Side L of the isosceles trapezium is the representation of
the symmetric and linear edges of the target spectrum. According to the properties of
the isosceles trapezium, the slopes of the two edges are the tangent of the supplementary
bottom angles  and    , and consequently opposite to each other. The geometric
expressions for tan and tan(   ) are shown in Equations 5.2 and 5.3, respectively.
Finally, as a function of wavelength , the target spectrum P() can be mathematically
expressed as in Equation 5.4.
tan = 1=(ts   bs) = 2=(b   t) (5.2)
tan(   ) = 1=(tl   bl) =  2=(b   t) (5.3)
P() =
8
> > > > > > <
> > > > > > :
0  < bs
tan  (   bs) = 2(   bs)=(b   t) bs    ts
1 ts <  < tl
tan(   )  (   bl) =  2(   bl)=(b   t) tl    bl
0  > bl
(5.4)
Following from this design, the bandwidth and the exact slopes of the edges of the target
spectrum clearly depend on the values of b and t. The energy of the signal is the
integral of the spectrum with respect to the wavelength, i.e., the area covered by the
envelope of the spectrum. Since the area of a trapezium is the product of the central80 Chapter 5 Generation of Spectrum with Specially Designed Edges
median and the height, the 3dB bandwidth of the target spectrum is directly propor-
tional to the energy of the spectrum. Thus, according to Equations 5.1 - Equation 5.3,
target spectra with dierent slopes but same energy can be dened by adjusting the
values of b and t while keeping their sum constant.
5.2.2 Simulation Results
The aim of the simulation described here was to investigate the feasibility of the non-
linear generation of a target spectrum with symmetric and linear edges assisted by the
CMA-ES based adaptive pulse shaping system. Using the same methodology as in Sec-
tion 4.3.1, the pulse shaper was initially modelled as a dispersionless bandpass lter with
a bandwidth of 8nm. Both the attenuation and the phase proles were expressed, each
by a weighted summation of 10th order rst kind Chebyshev polynomials. The weights
of these two polynomials were optimized simultaneously. Thus, a vector of weights with
22 elements was the objective being optimized by the CMA-ES.
3dB (nm) t (nm) b (nm) tan tan(   )
Target Spectrum 1 11 5 17 1/6 -1/6
Target Spectrum 2 11 8 14 1/3 -1/3
Table 5.1: Parameters of target spectra.
The parameters of the target spectra used in the simulation procedure are summarized
in Table 5.1. According to the denitions of parameters in Section 5.2.1, the two target
spectra have a common 3dB bandwidth of 11nm. On Target Spectrum 1, the slopes of
the two edges are 1=6 and  1=6, respectively. While on Target Spectrum 2, they are
1=3 and  1=3, respectively. In order to achieve the 3dB bandwidth of 11nm, the output
power of the amplication in the nonlinear broadening stage was set to be 17dBm.
The quantity MF, dened in Equation 3.9, was once more used to quantify the agree-
ment between the generated and the target spectrum. Since the goal here was to control
and manipulate the characteristics on the edges of the generated spectrum, evaluation
of the MF function was restricted to include contributions from only wavelengths lying
within the range of [bs ts] and [tl bl]. The top region of the generated spectrum was
subsequently not taken into account.
The simulation results for the two target spectra when HNLF01 was used for the non-
linear broadening of the shaped pulses are shown in Figures 5.3 and 5.4. For Target
Spectrum 1 with slopes of 1=6 and  1=6 on the edges, the value of the MF of the
optimized spectrum shown in Figure 5.3a was 0:086. From the transfer function shown
in Figure 5.3b, nearly no amplitude shaping was required, and the phase shaping was
relatively gentle. As the absolute value of the slopes on the edge doubled to 1=3 for Tar-
get Spectrum 2, the performance deteriorated. The value of the MF of the optimizedChapter 5 Generation of Spectrum with Specially Designed Edges 81
spectrum shown in Figure 5.4a increased to 0:2423. The transfer function obtained in
this case (Figure 5.4b) reveals that the shaper played a more active role in this case.
All these observations indicate that the slopes of the edges on the target spectrum have
vital inuence on the performance of the blind optimization. Better performance of the
adaptive pulse shaping system was observed when the target spectrum has a weaker
steepness.
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Figure 5.3: Simulation results for Target Spectrum 1 using HNLF01. (a) Com-
parison between the spectrum obtained after optimization and the target spec-
trum. Red Trace: Target spectrum. Blue Trace: Optimized spectrum. (b)
The transfer function, giving rise to the optimized spectrum, obtained in the
simulation. Red Trace: Attenuation Prole. Blue Trace: Phase Prole.
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Figure 5.4: Simulation results for Target Spectrum 2 using HNLF01. (a) Com-
parison between the spectrum obtained after optimization and the target spec-
trum. Red Trace: Target spectrum. Blue Trace: Optimized spectrum. (b)
The transfer function, giving rise to the optimized spectrum, obtained in the
simulation. Red Trace: Attenuation Prole. Blue Trace: Phase Prole.
Similar simulations were carried out for the second bre (HNLF02). The simulation re-
sults are shown in Figures 5.5 and 5.6. The values of MF of the optimized spectrum for
the two target spectra plotted in Figures 5.5a and 5.6a were 0:0891 and 0:2492, respec-
tively. By comparing the transfer functions shown in Figures 5.5b and 5.6b, a harder82 Chapter 5 Generation of Spectrum with Specially Designed Edges
shaping eort was once again observed for Target Spectrum 2 with stronger steepness.
Despite the transfer functions obtained here having some rather dierent characteristics
to those of 5.3b and 5.4b, the general conclusion for the performance of the adaptive
pulse shaping system, when dierent HNLFs were considered, remain the same.
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Figure 5.5: Simulation results for Target Spectrum 1 using HNLF02. (a) Com-
parison between the spectrum obtained after optimization and the target spec-
trum. Red Trace: Target spectrum. Blue Trace: Optimized spectrum. (b)
The transfer function, giving rise to the optimized spectrum, obtained in the
simulation. Red Trace: Attenuation Prole. Blue Trace: Phase Prole.
Wavelength (nm)
1535 1540 1545 1550 1555 1560 1565
N
o
r
m
a
l
i
z
e
d
P
o
w
e
r
(
a
.
u
.
)
0.0
0.2
0.4
0.6
0.8
1.0
Wavelength (nm)
1544 1546 1548 1550 1552 1554 1556
A
t
t
e
n
u
a
t
i
o
n
(
d
B
)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
P
h
a
s
e
(
π
r
a
d
)
-2
-1
0
1
2
(a) (b)
Figure 5.6: Simulation results for Target Spectrum 2 using HNLF02. (a) Com-
parison between the spectrum obtained after optimization and the target spec-
trum. Red Trace: Target spectrum. Blue Trace: Optimized spectrum. (b)
The transfer function, giving rise to the optimized spectrum, obtained in the
simulation. Red Trace: Attenuation Prole. Blue Trace: Phase Prole.Chapter 5 Generation of Spectrum with Specially Designed Edges 83
5.3 Experimental Results
The experimental investigation of the feasibility of nonlinear generation of target spec-
tra with symmetric and linear edges assisted by adaptive pulse shaping exploiting the
CMA-ES is described in this section.
The experimental setup used here was identical to the setup depicted in Figure 4.17
for the nonlinear generation of the ultra-at frequency comb. The settings of the pa-
rameters of the CMA-ES employed in the adaptive pulse shaping system were the same
as the setting described in Section 4.3.1 except for the target spectra which were now
the spectra dened in Table 5.1. In the experiment, the shaped pulses were amplied
to 20dBm, instead of 17dBm that was used in the simulation, to ensure that the 3dB
bandwidth of 11nm could be achieved. The discrepancy was due to the existence of
losses in the system which were not taken into account in the simulation.
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Figure 5.7: Experimental results for Target Spectrum 1 using HNLF01. (a)
Comparison between the spectrum obtained after optimization and the target
spectrum. Red Trace: Target spectrum. Blue Trace: Optimized spectrum.
The inset shows the traces plotted in logarithmic scale. (resolution bandwidth:
0:2nm) (b) The transfer function obtained after the optimization. Red Trace:
Attenuation Prole. Blue Trace: Phase Prole.
Figures 5.7 and 5.8 present the experimental results obtained when HNLF01 was used
to nonlinearly broaden the shaped pulse. When the absolute value of the slopes on the
edges of the target spectra doubled from 1=6 to 1=3, the values of MF increased from
0:174 (Figure 5.7a) to 0:25 (Figure 5.8a). Meanwhile, the shaping eort became harder
when the slope of the edges of the target spectra changed from 1=6 (Figure 5.7b) to 1=3
(Figure 5.8b). The conclusion that a target spectrum with weaker steepness is easier to
be generated was experimentally proven.
The experimental results when HNLF02 replaced HNLF01 in the nonlinear broaden-
ing stage are shown in Figures 5.9 and 5.10. The observations were again similar to
the corresponding simulation results. The values of MF were 0:124 (Figure 5.9a) and
0:138 (Figure 5.10a) for the optimized spectra in the two cases, respectively. Both the
amplitude shaping and the phase shaping in the transfer function for the slope of 1=384 Chapter 5 Generation of Spectrum with Specially Designed Edges
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Figure 5.8: Experimental results for Target Spectrum 2 using HNLF01. (a)
Comparison between the spectrum obtained after optimization and the target
spectrum. Red Trace: Target spectrum. Blue Trace: Optimized spectrum.
The inset shows the traces plotted in logarithmic scale. (resolution bandwidth:
0:2nm) (b) The transfer function obtained after the optimization. Red Trace:
Attenuation Prole. Blue Trace: Phase Prole.
(Figure 5.10b) were stronger than those for the slope of 1=6 (Figure 5.9b). Comparing
the results from the two HNLFs, the performance of the adaptive pulse shaping sys-
tem did not vary much between each other, which is in accordance with the previously
described numerical observations. This experimentally proves that my technique for
harnessing the nonlinear broadened spectrum is not tied directly to the bre character-
istics.
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Figure 5.9: Experimental results for Target Spectrum 1 using HNLF02. (a)
Comparison between the spectrum obtained after optimization and the target
spectrum. Red Trace: Target spectrum. Blue Trace: Optimized spectrum.
The inset shows the traces plotted in logarithmic scale. (resolution bandwidth:
0:2nm) (b) The transfer function obtained after the optimization. Red Trace:
Attenuation Prole. Blue Trace: Phase Prole.
With the aim of seeking for better solutions, the normalisation was performed at theChapter 5 Generation of Spectrum with Specially Designed Edges 85
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Figure 5.10: Experimental results for Target Spectrum 2 using HNLF02. (a)
Comparison between the spectrum obtained after optimization and the target
spectrum. Red Trace: Target spectrum. Blue Trace: Optimized spectrum.
The inset shows the traces plotted in logarithmic scale. (resolution bandwidth:
0:2nm) (b) The transfer function obtained after the optimization. Red Trace:
Attenuation Prole. Blue Trace: Phase Prole.
Wavelength (nm)
1544 1546 1548 1550 1552 1554 1556
A
t
t
e
n
u
a
t
i
o
n
(
d
B
)
0.0
0.5
1.0
1.5
2.0
P
h
a
s
e
(
π
r
a
d
)
0.0
0.5
1.0
1.5
2.0
Wavelength (nm)
1540 1545 1550 1555 1560
N
o
r
m
a
l
i
z
e
d
P
o
w
e
r
(
a
.
u
.
)
0.0
0.2
0.4
0.6
0.8
1.0 (a) (b)
Reference Point
Figure 5.11: Experimental results for Target Spectrum 1 using HNLF02 with
normalized to the wavelength corresponding to a power level of 0:5 on the target
spectrum. (a) Comparison between the spectrum obtained after optimization
and the target spectrum. Red Trace: Target spectrum. Blue Trace: Optimized
spectrum. (resolution bandwidth: 0:2nm) (b) The transfer function obtained
after the optimization. Red Trace: Attenuation Prole. Blue Trace: Phase
Prole.
half-power level of the spectral top of the target spectrum. The corresponding exper-
imental results are shown in Figures 5.11 and 5.12 with the reference point marked.
The values of MF were 0:121 (Figure 5.11a) and 0:297 (Figure 5.12a), respectively.
Compared to the result obtained when the spectrum is normalized to its maximum,
the results for the slope of 1=6 were slightly better, whereas they were worse when the
slope was set to 1=3. Unlike the previous results, Figure 5.12a shows that the generated
spectrum had a smaller 3dB bandwidth than the target spectrum with a slope of 1=3.
The origin of this inconformity was the stochastic nature of the optimisation process. In
the blind optimisation process, the transfer function applied into the pulse shaper was
generated by the optimisation algorithm itself. When the slope was set to 1=3, coinci-
dently at the beginning of the optimisation process, there existed a small wavelength86 Chapter 5 Generation of Spectrum with Specially Designed Edges
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Figure 5.12: Experimental results for Target Spectrum 2 using HNLF02 with
normalized to the wavelength corresponding to a power level of 0:5 on the target
spectrum. (a) Comparison between the spectrum obtained after optimization
and the target spectrum. Red Trace: Target spectrum. Blue Trace: Optimized
spectrum. (resolution bandwidth: 0:2nm) (b) The transfer function obtained
after the optimization. Red Trace: Attenuation Prole. Blue Trace: Phase
Prole.
range, in which the generated spectrum agreed well with the target spectrum. Then,
the optimisation process devoted itself only to working on this part of the generated
spectrum without taking its entire bandwidth into account. In the other case, such a
coincidence did not occur. The optimisation process was forced to rstly make sure that
the generated spectrum has a similar bandwidth to the target spectrum and then work
on the characteristics of the generated spectrum.
5.4 Conclusion and Discussion
In this chapter, the use of the arbitrary spectral synthesis exploiting adaptive pulse
shaping based on the CMA-ES was explored both numerically and experimentally with
the aim of controlling and manipulating the characteristics of the edges of the generated
spectrum. At a power level of 20dBm at the input of either HNLF01 or HNLF02, the
generated spectrum exhibited a 3dB bandwidth of 11nm as well as symmetric and linear
edges with slopes of dierent steepness.
Through the results from both simulation and experiments, it was observed that the per-
formance of the arbitrary spectral synthesis technique was better when it was targeting
the generation of spectra with weaker steepness. By comparing the results from the two
dierent HNLFs both numerically and experimentally, it is proven that my technique is
not tied directly to the bre characteristics.
In both Chapter 4 and this chapter, the arbitrary spectral synthesis had been demon-
strated to successfully control the characteristics on either the top or the edges of the
generated spectrum. It would be an interesting next step to control the number andChapter 5 Generation of Spectrum with Specially Designed Edges 87
the depth of the ripples in the oscillatory structure on the top of the spectrum, which
is typical of SPM.
On the other hand, it is also attractive to consider the adaptive pulse shaping system
separately. It has the potential to be implemented with other systems. In the next chap-
ter, numerical simulations will be presented that explore the inclusion of the adaptive
pulse shaping system into the cavity of a passively mode-locked laser and its inuence
on the temporal shape of the laser pulses.Chapter 6
Numerical Study of Passively
Mode-locked Fibre Ring Lasers
6.1 Introduction
In Chapters 4 and 5, I described how the adaptive pulse shaping system had been suc-
cessfully employed for arbitrary spectral synthesis targeting specic features either on
the top or the edges of the spectrum. In this chapter instead, I rst present an overview
of passively mode-locked bre ring lasers is presented. The discussion generally cov-
ers the theory of mode-locking, a comparison between active and passive mode-locking,
various techniques for achieving passive mode-locking, possible cavity congurations for
passively mode-locked bre ring lasers and their associated pulse shaping mechanisms.
Then, I investigate placing the pulse shaper inside a laser cavity, giving rise to direct gen-
eration of pulses with tailored characteristics. The review of passively mode-locked bre
ring laser (EFRL) presented in Section 6.2 revealed that the temporal waveforms gener-
ated from such lasers normally have either a Gaussian, hyperbolic secant, or parabolic
shape. It is then interesting to explore the potential of an intra-cavity adaptive pulse
shaping system to modify the temporal shape of an EFRL output according to the
shaper transfer characteristics.
Since the aim of this work is to change the temporal shape of the output pulses, the
dierence between the generated and target waveform will be used as the feedback signal
to dynamically adjust the transfer function of the programmable lter incorporated into
the cavity. As in the previous chapters, this dierence will be quantied using the mist
factor (MF) dened in Equation 3.9. The simulations presented in this chapter target
the generation of either triangular or rectangular shapes. The results obtained from the
simulations of both all-anomalous and all-normal dispersion cavities will be summarized.
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6.2 Mode-Locked Erbium-Doped Fibre Ring Lasers
The other main work reported in this thesis relates to Mode-Locked Erbium Fibre Ring
Laser (EFRL). In this section, the discussion starts with a description of the theory of
mode-locking, and gradually extends to mode-locking mechanisms, cavity congurations
and pulse formation principles in a passively mode-locked EFRL.
6.2.1 Theory of Mode-Locking
The term \Laser" stands for \Light Amplication by Stimulated Emission of Radiation".
Generally speaking, within a laser, coherent radiation of light can be generated or am-
plied at almost any frequency of the electromagnetic spectrum. The essential elements
in a laser are: (a) a gain medium, which is able to amplify light through stimulated
emission; (b) a pumping process, which is responsible for providing energy to the gain
medium; and (c) an appropriate optical feedback component, which allows the beam
of radiation to bounce back and forth in the formed cavity and pass through the gain
medium repeatedly [102].
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Figure 6.1: Laser cavity conguration. (a) Linear cavity of length L and (b)
Ring cavity of perimeter p.
Depending on the implementation of the optical feedback, there are two common con-
gurations of a laser cavity: linear cavity (Figure 6.1a) and ring cavity (Figure 6.1b). In
a linear cavity, a pair of mirrors is placed at either end of the gain medium. The light
inside the cavity reects at the surface of each mirror and then returns to the starting
position. If the separation between the two mirrors is L, the phase shift accumulated
within a single round-trip is 2!L=c. In the case of a ring cavity, the optical path is
congured to a closed loop with a perimeter p. As a consequence, the phase shift within
a single round-trip is !p=c.
In the steady state, a standing-wave is formed in the cavity. Hence, the phase shift
accumulated within a single round-trip must be some integer multiple of 2. In theChapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers 91
linear cavity,
2!L=c = n2; n = integer: (6.1)
A set of discrete and equally spaced frequencies given by
! = !n  n  2 
 c
2L

(6.2)
meets the phase condition. According to [102], these frequencies !n are referred to as
axial modes or longitudinal modes of the laser. They are the resonant frequencies of the
cavity at which exactly n half-wavelengths exist along the resonator axis between the
pair of mirrors. The separation between the axial modes is !ax  !n+1 !n = 2 c
2L.
In the ring cavity, the phase condition becomes !p=c = n2 and subsequently, the axial
modes exist at frequencies of !n = n  2  (c=p). Thus, the separation between the
axial modes in the cavity is xed, so that
!ax  !n+1   !n = 2 
c
p
: (6.3)
Clearly, the number of axial modes existing in the laser cavity is limited by the band-
width of the gain medium. Any axial mode residing outside the gain bandwidth cannot
be amplied during the building up of the laser.
As shown in Figure 6.2, the temporal waveforms of the signal synthesized inside the laser
cavity strongly depends on the number of axial modes as well as the relative amplitudes
and phase angles between them. Figure 6.2a and Figure 6.2b show how the number of
in-phase axial modes existing in the laser cavity inuences the synthesized waveform.
The number of axial modes in these examples is 5 and 7, respectively. The axial modes
with uniform relative amplitudes and correlated phase angles give rise to a temporal
waveform with the shape of the sinc square function. The pulse width and number of
sub-peaks are determined by the number of axial modes excited inside the cavity. This
is because the number of axial modes is equivalent to the spectral bandwidth of the
square spectrum. In the remaining cases, the number of axial modes is xed to 7. In
Figure 6.2c, the axial modes are all in phase and have a Gaussian distributed amplitude
prole. As expected, periodic Gaussian pulses emerge in the temporal domain. This in-
dicates that the temporal shape of the synthesized signal depends on the envelope of the
axial modes. Two examples of in-phase axial modes with randomly distributed ampli-
tudes are shown in Figure 6.2d and Figure 6.2e. A pulse train of periodic pulses can still
be obtained in the temporal domain. However, sub-pulses of an irregular background
are observed between the adjacent main pulses. Due to the random amplitudes of the
axial modes, the pattern of the sub-pulses varies from case to case. Finally, Figures 6.2f,
6.2g and 6.2h represent cases where a random phase prole have been applied to the
spectra. Even though periodic temporal waveform are still obtained, they are markedly
dierent than in the previous cases.
Generally, regardless of the relative amplitudes and phase angles between the various92 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
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Figure 6.2: Inuence of relative properties of axial modes on the synthesized
temporal waveforms. (a) 5 axial modes with uniform amplitudes and coherent
phase angles; (b) 7 axial modes with uniform amplitudes and coherent phase
angles; (c) 7 axial modes with Gaussian envelope and coherent phase angles; (d)
7 axial modes with random amplitudes and coherent phase angles; (e) again,
7 axial modes with random amplitudes and coherent phase angles; (f) 7 axial
modes with uniform amplitudes and random phase angles; (g) 7 axial modes
with Gaussian envelope and random phase angles; (h) 7 axial modes with ran-
dom amplitudes and random phase angles.
laser modes, a set of equally spaced axial modes can always be synthesized into a peri-
odic temporal signal, even a noisy-like signal, whose period T is inverse to the spacing
between the adjacent axial modes, hence T = 2L=c in the linear cavity, and T = p=cChapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers 93
in the ring cavity. All the axial modes, in some sense, are coupled together. In [102],
this eect is referred to as Mode-Coupling. It follows that periodic, clean and short
pulses can be obtained in the laser cavity as long as all the axial modes are in phase, no
matter how the amplitudes are distributed over the axial modes. This is referred to as
Mode-Locking by Siegman [102].
More technically, Mode-Locking is a method to generate ultrashort pulses through ap-
plying coherent phase angles to multiple axial modes excited in the laser cavity [103].
The coherent phase relationship between a set of axial modes is achieved by applying
modulation, which is synchronous to the round-trip time, in the laser cavity. Depend-
ing on how the light is modulated in the laser cavity, active mode-locking and passive
mode-locking are the two common mode-locking methods.
6.2.1.1 Active Mode-Locking
Mode-locking is considered to be active, when an external signal is used to modulate the
light in the laser cavity. Most commonly, an amplitude modulator, driven by a sinusoidal
electrical signal with frequency !m, is included in the cavity. In order to synchronize
this signal with the light bouncing in the cavity, the driving frequency !m is required to
be exactly the axial mode spacing !ax, or one of its harmonics.
In the frequency domain, the eect of the included amplitude modulator is to generate
sidebands at frequencies !n k !m around axial mode !n. As a consequence, each of
these modulation sidebands of !n will overlap with one of the other axial modes excited
in the laser cavity. The modulator couples each axial mode together with one or more of
its neighbouring modes with a coherent phase relationship. In other words, the inclusion
of the intra-cavity modulator allows the axial modes to be mode-locked.
In the time domain, at the very early stages of the laser oscillation, the laser signal
will have a temporal waveform resulting from coupling of all the existing axial modes
with both random amplitude and random phase relations, similar to what was shown in
Figure 6.2h. Since the output of the modulator is the product of the laser signal with
the sinusoidal transmission of the modulator, the signal passes through the modulator
at the instant when the transmission of the modulator is at its maximum. Once the
laser reaches its steady state, a short pulse will be circulating inside the laser cavity.
In conclusion, active mode-locking is accomplished by the intra-cavity electrooptic or
acoustooptic modulator, the driven frequency of which is required to be exactly the
same as the separation between adjacent axial modes, or one of its harmonics. In active
mode-locking, the circulating pulse experiences less loss in passing through the modula-
tor while it becomes shorter. This is occurring at least until the pulse has a temporal
width comparable to the period of the modulator. This phenomenon can be referred
to as the pulse shortening eect of the intra-cavity modulator [102]. In the frequency
domain, this requires corresponding amount of axial modes to be excited. This can94 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
eventually not exceed the bandwidth of the gain medium. As a result, the pulse width
obtained in the scenario of active mode-locking is a balance between the pulse shortening
eect of the intra-cavity modulator and the bandwidth limitation of the gain medium.
It is noted that active mode-locking can also be achieved using an intra-cavity phase
modulator [102, 103].
6.2.1.2 Passive Mode-Locking
In passive model-locking, the modulation of the light circulating inside the laser cav-
ity is obtained using an intra-cavity saturable absorber (SA). The absorption of such
a saturable element changes with the intensity of the signal. For low intensities, the
absorption is constant and high [104]. As the intensity of the signal increases, the ab-
sorption decreases to lower values and gets saturated at a certain level of intensity.
Therefore, the light inside the laser cavity is modulated by itself. As a consequence, the
modulation is already inherently perfectly synchronized to the laser signal and dynami-
cally adjusted together with the pulse formation [105].
I will next examine how a passively mode-locked pulse builds up in the laser cavity from
noise. When the pumping process has just started, the gain is too small compared to
absorption of the SA and the loss of the cavity to generate any signal. With increasing
pumping power, the gain will keep increasing and ultimately it will exceed the loss and
saturable absorption in the cavity, at which point laser oscillation will start to emerge
from the noise. Within the period of the laser signal, it is reasonable to expect that
there is one special peak which is stronger than all the other peaks in the noise distribu-
tion. As the laser oscillation keeps growing, the intensity of this special noise peak can
saturate the absorption of the saturable absorber placed in the cavity. After this stage,
since the intensities of other weaker noise peaks have not yet reached the threshold of
the saturable absorber, the special peak will rst begin to encounter much less loss per
round trip than all the other opponents. Consequently, this special peak will be growing
ahead of the other noise peaks. Eventually, under certain conditions, the saturable ab-
sorber induced passive mode-locking process will choose a single noise peak and direct
the laser oscillation to have a form of a single short optical pulse circulating inside the
laser cavity [102, 105].
There are several advantages of passive mode-locking over active mode-locking. Firstly,
the synchronization between the modulation and laser signal does not require special
care in the passive mode-locking due to the self-modulation of the light in the laser cavity.
In active mode-locking, the synchronization between the modulation and the circulating
signal in the cavity is achieved by a phase lock loop. Secondly, the self-modulation of the
light induced from the saturable absorber becomes faster and stronger while the pulse
gets shorter and shorter. This generally leads to much shorter circulating pulse than
in the case of active mode-locking. Based on these advantages, passive mode-locking isChapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers 95
selected to be the mode-locking mechanism for the laser work reported in this thesis.
In the following parts of this section, I briey introduce various passive mode-locking
techniques, and describe how a passively mode-locked bre ring laser can be congured
based on these techniques and their corresponding pulse shaping mechanisms.
6.2.2 Passive Mode-Locking Techniques
There are various techniques to achieve passive mode-locked lasers and some of them are
widely applied in bre lasers as well. In this part of the chapter, saturable absorption
mode-locking, additive-pulse mode-locking, dissipative four-wave-mixing mode-locking
and nonlinear polarization rotation mode-locking are described. This presentation forms
the background to Chapter 6, where the operation of various types of passively mode-
locked lasers will be studied numerically, with a view of applying adaptive pulse shaping
inside their cavities.
6.2.2.1 Saturable Absorption Mode-Locking
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Figure 6.3: Slow (a) and fast (b) saturable absorbers.
Based on the description of passive mode-locking in Section 6.2.1.2, an element which
has the property of saturable absorption is essential in a passively mode-locked laser. In
this section, I rst introduce the mode-locking technique based on saturable absorbers
that exploits the properties of special optical materials. As shown in Figure 6.3, for most
of the round-trip period, the saturable absorption is larger than the gain in the cavity.
But due to the dierent change rates of the absorption and the gain, there exists a short
time window in which the gain becomes higher than the saturable absorption and the
net gain emerges. Within this time window, the initial noise in the cavity can evolve96 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
into a short optical pulse, and passive mode-locking can be achieved [106]. Depending
on the comparison between the recovery time of the absorber and the optical pulse du-
ration, there are two categories of saturable absorber. If the time the absorber needs to
recover to its initial absorption is longer than the pulse duration, then it is referred to
as slow saturable absorber (Figure 6.3a). If the recovery time of an absorber is shorter
than the pulse duration, it is a fast saturable absorber (Figure 6.3b). The fast saturable
absorber is preferable as it is more stable in case of oversaturation of the absorber [107].
Theoretical studies of passive mode-locking using either fast or slow saturable absorbers
can be found in [108] and [109], respectively.
Distinguished by the materials used to fabricate the saturable absorber, both semi-
conductor saturable absorbers and single-wall carbon nanotube saturable absorbers are
commercially available. By using a semiconductor saturable absorber, S. Harun et al.
[110] obtained a passively mode-locked EFRL emitting pulses with a width of 340fs.
Combined with other optical bre components and eects, lasers which are mode-locked
by saturable absorption can exhibit additional features. By changing the pump power
together with the ne adjustment of the cavity birefringence, C. Ouyang et al. [111] were
able to double the period of the mode-locked EFRL, which means that the operating rep-
etition rate was half of its fundamental frequency. Together with a cascaded sequence of
FBGs, A. Luo [112] demonstrated a dual-wavelength passively mode-locked EFRL with
a wavelength spacing of 12:49nm. With single-wall carbon nanotube saturable absorber,
N. Shahabuddin et al. [113] implemented a passively mode-locked EFRL emitting pulses
with a width of 0:79ps. X. Zhao et al. [114] obtained a 25nm spacing dual-wavelength
operation of the EFRL by eectively controlling the gain prole through adjustment of
cavity loss. H. Li et al. [115] achieved harmonic mode-locked EFRL up to seventh order
by only adjusting the polarization in the cavity keeping the pump power xed.
6.2.2.2 Additive-Pulse Mode-Locking
Gain Medium Kerr Medium
Main Cavity Auxiliary Cavity
Figure 6.4: Typical structure of additive-pulse mode-locking.
Beside the special materials acting as saturable absorbers, inside a laser cavity, there
are also several realizations of articial absorbers using optical nonlinearities in a Kerr
medium [105, 116]. Here, I rst introduce additive-pulse mode-locking (APM). The most
signicant feature of an APM laser is the inclusion of an auxiliary cavity, as shown in
Figure 6.4. In the APM, the gain medium is placed inside the main cavity, while the
auxiliary cavity is used to contain the Kerr medium. The common mirror between theChapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers 97
main cavity and the auxiliary cavity is partially reective. As a consequence, the light
splits into two paths when it hits the common mirror. One path experiences gain when
it circulates inside the main cavity. The other path is nonlinearly phase modulated in
the auxiliary cavity. The lengths of these two cavities are required to be well matched
to each other to ensure that the two portions of the light will overlap when they are
back to the common mirror. When sucient nonlinearities have been stimulated by the
appropriate signal power in the auxiliary cavity, the central part of the recombined sig-
nal will be constructively interfered, while the two tails will be destructively interfered.
Gradually, the initial long noise-like pulse will be compressed and passive mode-locking
is achieved [105, 106].
APM can be implemented in an EFRL by adopting a gure-of-eight conguration [117].
As shown in Figure 6.5, a nonlinear amplifying loop mirror (NALM), comprising a 3dB
optical coupler, the erbium doped bre (EDF), and a wavelength division multiplexing
coupler, is widely used as the nonlinear switch in the gure-of-eight conguration. It
then forms the auxiliary cavity of the APM. Hence, unlike the traditional APM con-
guration, both the gain medium and the Kerr medium is in the auxiliary cavity in
the gure-of-eight conguration. The output of the NALM is connected to an output
coupler and then connected back to the input of the NALM through an optical isolator.
The resulting ring is the main cavity of the APM. Passive mode-locking in a gure-of-
eight laser is achieved through the reection properties of the NALM [118]: The light
propagates bi-directionally in the NALM. Since the EDF is placed asymmetrically in
the NALM, the counter-propagating signals accumulate dierent amounts of nonlinear
phase shift when they overlap again. Consequently, the pulse is shortened and amplied
in the NALM. In the main loop, the pulse propagates uni-directionally because of the
optical isolator.
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Figure 6.5: Conguration of gure-of-eight EFRL. EDF: Erbium-doped bre.
WDM: Wavelength division multiplexing. NALM: Nonlinear amplifying loop
mirror.
The gure-of-eight con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properties of the gure-of-eight EFRL were explored by D. J. Richardson et al.. In 1991,
their rst paper reported both the emission of a 320fs wide pulse with lower pump power
and the observation of square pulse generation in the case of higher pump power in the
laser [19]. Meanwhile, harmonic mode-locking up to 10GHz was achieved by careful ad-
justment of both the pump power and the cavity birefringence. All these lasing regions
were further claried later in [119]. In 1992, the energy quantization eect of the gure-
of-eight EFRL was studied [120]. By delivering the output pulse of the gure-of-eight
EFRL into an external cavity including a pulse-compression amplier, 30fs pulses were
generated based on soliton self-frequency shifting and soliton compression eects [121].
Around the same time, the gure-of-eight conguration was also used by I. N. Duling,
III in an EFRL to generate pulses as short as 2ps [20]. After a very short time, he
managed to achieve shorter subpicosecond pulses with a width of 314fs by reducing
the bre length in the NALM from 30m to 1:2m [122]. In 1992, he achieved more stable
mode-locking, further shortening the pulses to a width of 275fs and multipling the
repetition rate in gure-of-eight EFRL by feeding the light rejected by the NALM back
into the cavity [123]. Comprehensive theoretical studies of gure-of-eight EFRL using
numerical simulations can be found in [124, 125, 126].
6.2.2.3 Dissipative Four-Wave-Mixing Mode-Locking
Dissipative four-wave-mixing (DFWM) mode-locking is a useful passive mode-locking
technique that can yield pulses with as high a repetition rate as a few GHz. The key
feature of DFWM mode-locked EFRLs is the inclusion of a dual-peak bandpass lter in
the laser cavity [127]. The bandpass lter changes the net gain prole of the laser, such
that only two axial modes experience net positive gain while all the others undergo net
negative gain. Through the four-wave-mixing process, the two amplied peaks transfer
energy to their neighbouring harmonics. Since the various harmonics have originated
from a parametric process, their relative phases are inherently locked. According to the
modelling results in [127, 128], the generated pulses are chirp-free. As the repetition
rate of the laser is determined by the distance between the two distinct peaks of the
lter, it is easy to achieve repetition rates in the order of GHz. It is nally worth to
note that, in order to achieve mode-locking, the separation between the lter peaks is
required to be equal to the axial mode spacing or one of its harmonics.
The rst experimental demonstration of the DFWM mode-locked EFRL was reported
by T. Sylvestre et al. [129] in 2001. In their experiment, a non-chirped FBG lter
was used to generate the two distinct peaks. As a laser working in the normal disper-
sion region, an optical dark pulse train with a repetition rate of 80GHz was achieved
[127]. They also pointed out that the performance of the laser can be improved by
suppressing the supermode noise using a high-nesse intra-cavity Fabry-Perot lter. In
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mode-locked EFRL using a programmable optical processor for the rst time. Based on
the ability of reconguration of the programmable lter, they obtained a laser with a
wavelength tuning range of 20nm and repetition rates between 40GHz and 640GHz. In
a subsequent publication, J. Schr oder et al. [131] controlled the net cavity dispersion by
applying dierent dispersion proles into the programmable lter. Subsequently, they
obtained both bright and dark soliton-like pulse train. Beside the spectral distance be-
tween the two peaks of the lter, the adjustment of the polarisation controller in the
cavity can also alter the repetition rate of a DFWM mode-locked EFRL. In 2005, S.
Zhang et al [132] showed that the repetition rate of the DFWM mode-locked EFRL
can be tuned by adjusting the polarization controller in the cavity. They argued that
the enhancement in the repetition rate originated from the birefringence in the cavity,
which produced an extra periodic amplitude modulation in the cavity through a possible
linear, wavelength-dependent polarization rotation. Using this technique, they obtained
a repetition rate up to seven times the separation between the two original peaks from
the FBG lter.
6.2.2.4 Nonlinear Polarization Rotation Mode-Locking
Nonlinear polarization rotation (NPR) mode-locking is based on the nonlinear birefrin-
gence induced by an intense pulse in the bre. It is normally facilitated by the com-
bination of a bre and a polariser. The polarization evolution depends on the optical
intensity in the bre when the initial polarization is not along any of the polarization
axes in the bre. Then, the transmission of a signal is consequently intensity dependent.
As a result, the low-intensity parts of the signal are blocked by the polariser while the
high intensity part can go through. Hence, the shape of a signal can be modied by
itself. This eventually leads to short pulse and subsequently mode-locking [133]. NPR
is a widely used mode-locking technique in EFRL [106].
In 1992, V.J. Matsas et al. [21] demonstrated a self-staring, passively mode-locked EFRL
using NPR. In the work, the threshold for self-starting mode-locking was determined and
short pulses were obtained with a width of 1ps. By adjusting the polarization con-
trollers in the cavity, the dual-wavelength lasing was also achieved. In 1993, the same
authors further characterized the laser with regard to its operation modes, cavity length
and type of bre used [134]. Depending on the pump power, the laser can either emit
square or soliton pulses. They also found that the temporal width of the generated
pulses had a L1=2 dependence over the cavity length L. By comparing the self-starting
ability, spectral quality and overall stability of the laser using both low-birefringence
bre and normal single mode bre, the results with low-birefringence bre were signif-
icantly better. The shortest pulse they obtained had a width of 700fs with a 3m long
low-birefringence bre in the cavity. Around the same time, J.R. Taylor's group in Im-
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pulses. They also investigated the inuence of the cavity length on the pulse width and
obtained similar observations. Furthermore, they pointed out that in order to obtain
short pulses, the average cavity dispersion should be kept small. Some theoretical study
and numerical modelling of the EFRL based on NPR can be found in [137, 138].
6.2.3 Pulse Shaping Mechanism in Dierent Cavity Congurations
Distinguished by the net dispersion of the cavity, there are three main cavity congu-
rations for passively mode-locked bre ring lasers. These are all-anomalous dispersion,
all-normal dispersion and dispersion-managed congurations. The pulse shaping mech-
anisms in these three kinds of congurations are introduced separately in this section, .
6.2.3.1 All-Anomalous Dispersion Cavity
All of the early experimental demonstrations of mode-locked EFRLs were based on all-
anomalous dispersion cavities, regardless of the technique used to achieve mode-locking.
The pulse shaping process in this kind of cavity is governed by the interplay between
SPM and the anomalous GVD in the bre. From the pulse propagation theory, it follows
that soliton pulses are generated from an EFRL with all-anomalous dispersion cavity
and sucient gain [139].
The distinct feature of the pulses generated in an all-anomalous dispersion cavity is
the existence of a series of discrete and symmetric, but unequally spaced sidebands on
the spectrum. This phenomenon was carefully studied and explained by S. Kelly [140].
In a model of average soliton proposed in a subsequent publication [141], the pulse
propagation after several round-trips in the ring cavity is considered to experience a
gain prole with a period of za. Thus, if the soliton period z0 is much larger than the
amplication period za, the peak power of the generated soliton after several round-trips
is averaged. Then, stable soliton propagation can only be achieved under the condition
that the averaged soliton power < P > equals to the fundamental soliton power Psol.
When z0 is approaching za, the averaging process is no longer valid. The periodic change
in the gain prole cannot be ignored. This leads to nonsoliton generation which is mixed
with the original soliton generation. At certain values of z0, the mixing process can be
strengthened resonantly. It can be found that the position of the spectral sidebands fn
relative to the central frequency obeys Equation 6.4.
fn = 
1
2tp
p
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When n represents the order of the spectral sideband, and tp is the FWHM of the
generated soliton. This result explains the unequal spacing between the spectral side-
bands and indicates that the origin of these sidebands is not related to the modulation
instability since the position of the sidebands does not scale with the power of the signal.
6.2.3.2 All-Normal Dispersion Cavity
The opposite extreme to an all-anomalous dispersion cavity is an all-normal dispersion
cavity, which is constructed using only normal dispersion bres. In such a cavity, de-
pending on where the pulse formation occurs in the cavity, there are two operation mode.
The laser is operated to produce dissipative soliton (DS) if the pulse is formed in the
passive normal-dispersion bre. On the other hand, active similaritons are generated
when the self-similar evolution occurs in the active gain bre [142]. In this section, I
review the DS laser rst and then the active similariton laser.
Similar to the pulse shaping mechanism in an all-anomalous dispersion cavity which
is based on the balance between anomalous dispersion and nonlinearity, the DS pulses
formed in an all-normal dispersion cavity require the balance between normal disper-
sion and nonlinearity. Additionally, dissipation (spectral ltering) is needed to avoid
the optical wave breaking eect in the normal-dispersion bre. A block diagram of an
all-normal dispersion DS laser is shown in Figure 6.6.
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Figure 6.6: Schematic of an all-normal dispersion DS laser.
Figure 6.6 includes all the physical processes happening in an all-normal dispersion DS
laser. Due to the normal dispersion, the temporal waveform is broadened. In the non-
linear section, the spectrum develops structures. The saturable absorber is used as the
mode-locker of the laser. It can also slightly narrow the pulse down in both temporal
and spectral domain. By contrast, the spectral ltering has much more inuence on the
pulse characteristics. It removes the spectral features and restores the pulse to its orig-
inal duration as it is chirped. The saturable absorber and the spectral lter have little
impact on the temporal phase. However, the accumulated nonlinear phase shift through
SPM is compensated for by the normal dispersion. In summary, in a DS laser, the ac-
cumulated linear phase is balanced by the spectral ltering and the saturable absorber
to restore the original pulse duration. Meanwhile, the nonlinear phase shift is cancelled
out by the dispersion. It is worth noting that a chirped pulse acquire a negative linear102 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
chirp in a normal-dispersion bre. This is a critical feature in an all-normal dispersion
DS laser.
Research on the DS lasers has been extensively carried out in F. Wise's group at Cornell
University. They reported the rst passive mode-locked all-normal dispersion bre laser
in 2006 [143]. This was an ytterbium-doped bre ring laser working at 1030nm, where
the SMF has normal dispersion. The mode-locking technique was the NPR, which was
implemented by a combination of two quarter-waveplates, a half-waveplate and a po-
larizing beamsplitter. The laser was capable of generating 1:4ps wide chirped pulses,
which were further compressed to 170fs outside the cavity. The same group further
studied the properties of an all-normal dispersion DS laser through both experiments
and numerical modelling [144, 145]. They identied that the behaviour and properties
of a DS laser are determined by the following three key parameters: the nonlinear phase
shift accumulated by the pulse NL, the bandwidth of the spectral lter BW and GVD.
The dependence on NL is summarised as below: rstly, the pulse energy is nearly pro-
portional to NL. The pulse breathing ratio, which is the ratio between the maximum
and minimum pulse durations inside the cavity, increases in the range from 1 to 4 as
NL increases. The chirp of the output pulse decreases as NL increases. Same trends,
as those observed when NL is increased, are observed when either the BW or GVD
is decreased. A detailed study on the inuence of the spectral lter can be found in
[146, 147].
In the case of active similariton, the pulse formation in the cavity is based on the fact
that an arbitrary pulse would nally evolve into a parabolic pulse in a normal-dispersion
gain bre [14, 148]. Hence, the normal-dispersion gain bre acts as a local nonlinear at-
tractor to stabilize the pulse. The parameters of the output pulses are determined by the
input pulse energy and the normal-dispersion gain bre parameters. Spectral ltering is
again important and crucial in this operation mode, as is responsible for restoring the
original form of the pulses circulating in the cavity. A typical example of this operation
mode was reported by Renninger et al. [149], in which a spectral lter is placed after
the gain bre to achieve the original pulse form.
6.2.3.3 Dispersion Managed Cavity
Normal
Dispersion Nonlinearity Gain Anomalous
Dispersion
Output
Saturable
Absorber
Figure 6.7: Schematic of a dispersion-managed bre ring laser.
A dispersion-managed (DM) cavity consists of both normal and anomalous dispersion
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is referred to as the dispersion map. The net dispersion of a DM cavity is either near
zero or largely normal. A block diagram of this kind of laser is shown in Figure 6.7.
Compared to the all-normal dispersion bre, the spectral ltering stage is replaced by
an anomalous dispersion bre segment. A comprehensive review of DM laser can found
in [150].
As studied through numerical simulations in [142], there are two operation regimes in a
DM laser distinguished by the nonlinearity of the normal-dispersion bre segment. The
passive self-similar (SS) operation exists when the nonlinearity of the normal-dispersion
bre segment is high. If the nonlinearity is lower than a certain critical point, the oper-
ation changes to produce stretched dissipative solitons (SDS).
In the passive SS mode, the pulses are always positively chirped and have a nearly
parabolic prole. The temporal width of the pulses is monotonically increased during
the propagation in the normal-dispersion bre segment. These pulses are dubbed as
similaritons, which are the asymptotic solutions of NLSE in the condition of only non-
linearity and normal GVD [16, 151]. The maximum pulse duration can been seen at the
boundary between the normal-dispersion bre segment and the anomalous-dispersion
segment. The breathing ratio of the pulses in the passive SS mode can be up to 50.
Then the anomalous-dispersion bre section compresses the pulse back to its original
duration. In the spectral domain, the spectrum broadens and acquires parabolic shapes
during the propagation in the normal-dispersion bre. Due to the gain ltering eects,
the original form is restored after the gain bre. This means that the dissipative ef-
fect also exists in a passive SS laser. Similar to the DS laser, the saturable absorber
is responsible mainly for mode-locking and slightly contributes to the shortening of the
broadened pulses after the normal-dispersion segments.
In the SDS operation mode, the pulses are narrowed in the normal-dispersion bre
segment and broadened in the anomalous-dispersion bre segment. The pulse width
monotonically evolves in each segments as in the passive SS mode. The gain lter-
ing and saturable absorber plays a similar role as in the passive SS mode. The pulses
are negatively chirped and can be nearly transform-limited at the end of the normal-
dispersion section. It is important to note that the function of the anomalous-dispersion
bre segment is simply responsible for accumulating negative chirp. The solutions will be
identical to an all-normal dispersion DS laser if it is removed from the cavity. Hence, the
SDS operation mode is an extension of the DS laser with near zero net dispersion. The
pulses in such a laser are DS with additional evolution determined by the dispersion map.
6.3 Simulation of an All-Anomalous Dispersion Cavity
This section presents the all-anomalous dispersion cavity. A gure-of-eight EFRL was
used here as the laser conguration. This laser type was reviewed in Section 6.2.2.2.104 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
6.3.1 Numerical Model for Figure-of-Eight Lasers
W/S
1
2
3
4
EDF
Pump
Output
NALM
WDM
Isolator
C
M
A
-
E
S
SMF
Figure 6.8: Figure-of-eight laser incorporated with adaptive pulse shaping sys-
tem. The programmable lter W/S was placed in the isolator loop.
The simulation was carried out following the model described in [124]. As shown in
Figure 6.8, a NALM, compromising a SMF with a length of L2 and an EDF with a
length of LA was the nonlinear switch in the conguration. The isolator loop consists
of a SMF with a length of L1. The SMF and EDF in the conguration were assumed to
have the same GVD 2 and nonlinear coecient . The programmable lter (assumed
to be the Finisar W/S), was placed inside the isolator loop of the gure-of-eight laser.
Then, the transfer function of the W/S was dynamically adjusted by the CMA-ES based
on the comparison between the temporal shape of the output pulses and the target shape.
In the NALM, there is a WDM coupler to provide the pump power for the EDF. It can
be considered as transparent for the laser signal in the cavity. In the isolator loop, an
output coupler exists with a coupling ratio of Ck. As a result, the power of signal is
reduced by 1   Ck after this coupler. The NALM and the isolator loop are connected
by a coupler with a coupling ratio of Cr. Since all of its four ports are involved in the
cavity, the general model of an optical coupler shown in Equation 6.5 below was used to
determine the electrical eld Ei; i = 1;2;3;4 at each of its port:
"
E3
E4
#
=
"
(1   Cr)1=2 jC
1=2
r
jC
1=2
r (1   Cr)1=2
#

"
E1
E2
#
(6.5)
where E1 and E2 represent the electric elds of incoming signal on one side of the coupler,
and E3 and E4 the electric elds of outgoing signals on the other side. Since the opera-
tion of a bre coupler is symmetric, the set of (E1, E2) and (E3, E4) are interchangable,
in order to simulate the signals traversing the couple in the opposite direction.
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in the isolator loop (therefore E2 = 0), and then this signal is split into two counter-
propagating components in the NALM according to Equation 6.5. In the NALM, the
EDF is assumed to be placed very close to port 4. As a result, the clockwise direction
experiences amplication before propagating in the SMF. Conversely, a low-power signal
propagates in the SMF in the anticlockwise direction, before it is amplied in the EDF.
Then, these two components are combined together at the coupler and coupled back to
the isolator loop. In the isolator loop, the signal emerging at port 1 is suppressed by
the isolator, leaving only the signal from port 2 to circulate in the cavity.
The signal propagation in the SMF was modelled using the NLSE shown in Equation 2.8,
taking into account GVD, SPM and losses. For the signal propagation in the EDF, an
extra gain term was required to be added to the loss term of Equation 2.8. This gain
term was calculated according to [124].
g = g0exp( Ep=Esat)[1 + (2j!j=!)2m] 1 (6.6)
In Equation 6.6, g0 represents the small signal unsaturated gain, Ep is the pulse energy,
while Esat is the saturation energy of the EDF. ! stands for the 3dB bandwidth of
the EDF and m is a parameter to determine the slope of the distributed chromatic gain
prole. The SSFM was used to solve the NLSE.
Since the laser was expected to be self-starting, the noise should be assumed to be the
initial seed for the pulse generation. In the gure-of-eight laser, the only noise source
was the amplied spontaneous emission (ASE) from the EDF. In the simulation, it was
modelled as a pseudorandom signal with a small mean power. In the frequency domain,
it was a uniform signal with random spectral phase. The parameters used in the simu-
lation are specied in Table 6.1.
Length of SMF in the isolator loop L1 6m
Length of SMF in the NALM L2 Varied from 32m to 61m
Length of EDF in the NALM LA 3m
Small signal gain of EDF g0 33dB
3dB bandwidth of EDF ! 8:2rad  THz (10nm)
Saturation power of EDF Esat 10pJ
Parameter to determine the slope of the dis-
tributed chormatic gain prole of EDF
m 1
GVD of SMF and EDF 2  10ps2=km
Nonlinear coecient of SMF and EDF  2:2W 1km 1
Central Wavelength 0 1550nm
Coupling ratio of the coupler between NALM
and the isolator loop
Cr 0:48
Coupling ratio of the output coupler Ck 0:9
Table 6.1: Parameters for the simulation of a gure-of-eight laser.
A number of round-trip calculations were needed before the steady-state was reached.106 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
Due to the random nature of the noise seed signal, the exact number of round-trips
could vary with each execution of the simulation. In the following simulations, the
steady-state was determined by comparing the temporal shape of the signal in the cur-
rent round-trip with that in the previous round-trip. When the dierence was relatively
small, the steady-state was considered to have been reached. Alternatively, as a direct
but less accurate judgement, the pulse energy can be used to determine the steady-state
as well. As long as the pulse energy was stable in each round-trip, the laser could be
safely considered to have reached its steady-state.
With the W/S in place inside the uni-directional isolator loop, the adaptive pulse shap-
ing system was incorporated into the cavity. As a result, besides the propagation in
the SMF segment, the pulses propagating in the isolator loop went through a spectral
ltering stage. The shaping functions of both amplitude and phase were represented
in the same way as described in Section 4.3.1. During the search process, they were
blindly optimized by the CMA-ES. For each transfer function, the temporal shape of
the pulses achieved in the steady-state was compared with the target shape. This dif-
ference was then quantied by the MF and used as the feedback signal for the CMA-ES.
6.3.2 Simulation Results and Discussion
At the beginning of the simulation, the model was executed without the adaptive pulse
shaping system in place. In order to nd out the shortest possible pulse width min,
several values of length of SMF in the NALM L2 in the range from 32m to 61m were
tested. The length of 32m was the minimum requirement for the NALM to provide
sucient nonlinear phase dierence to the counterpropagating signal through SPM. On
the other side, the nonlinear phase dierence would be greater than =2 if the length
of the SMF in the NALM is larger than 61m. This would prevent the pulse generation
and pulse shape stabilization in the laser cavity.
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Figure 6.9: The dependence of the pulse width on the length of SMF in the
NALM in a 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The dependence of  on L2 is shown in Figure 6.9. As long as the steady-state can
be reached, the shortest pulse width of 0:81ps occurs in the longest cavity with 61m
SMF in the NALM. Since the pulses generated from an all-anomalous cavity are nearly
transform-limited, the pulse with shortest pulse width also has the widest bandwidth,
which is preferable for the pulse shaping process. Hence, in the following simulation
with adaptive pulse shaping system, the length of SMF in the NALM was xed to 61m.
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Figure 6.10: Simulation results of an all-anomalous dispersion cavity incorpo-
rated with adaptive pulse shaping system. (a) Comparison between the tempo-
ral shapes of generated pulse and target pulse. Red trace: target triangle pulse
with a FWHM of 2ps; blue trace: generated pulse. (b) Evolution of Minimum
MF value and variance for each generation in CMA-ES.
The target waveform set here had a triangular shape and a FWHM of 2ps. The sim-
ulation results are shown in Figure 6.10. The CMA-ES was allowed to run for 200
generations, which means that a large amount of the search space had been explored.
By tting the optimised waveform (blue trace in Figure 6.10a), the generated wave-
form had a shape of hyperbolic secant function and a FWHM of 2ps. The adaptive
pulse shaping system based on the CMA-ES was not able to alter the temporal shape
of the generated pulses, but only forced the generated pulse to have a FWHM of 2ps.
Figure 6.10b shows that the variance for each generation in the CMA-ES experienced
two rounds of signicant uctuations, but the minimum MF almost kept constant at
a level of 0:5 during the process. This indicates that the CMA-ES had attempted
to escape from the trapping from the current condition, however without success. This
implies that the spectral ltering does not have signicant inuence on the pulse shaping
mechanism in an all-anomalous dispersion cavity. The generated pulse was still a soliton.
6.4 Simulation of an All-Normal Dispersion Cavity
Although the attempt to change the temporal shape of the pulses generated from an
all-anomalous dispersion cavity through adaptive pulse shaping was not successful, it is108 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
still worth to try it out in an all-normal dispersion cavity where the pulse shaping mech-
anism is dierent. The spectral ltering has a greater impact on the pulse formation in
such a cavity. In this section, the numerical eorts will be devoted to the combination
of an all-normal dispersion cavity and the adaptive pulse shaping system, with the aim
to change the temporal shape of the generated pulses.
6.4.1 Numerical Model for Active Similariton Lasers
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Figure 6.11: Active similariton laser incorporating an adaptive pulse shaping
system.
Figure 6.11 shows the schematic diagram of the all-normal dispersion laser that I simu-
lated, which included the adaptive pulse shaping system. In the model, the EDF and any
other bres in the ring cavity were lumped together into a single normal-dispersion gain
bre segment. Hence, the laser was operated in the mode of active similariton, which
was reviewed in Section 6.2.3.2. The simulation then followed the model described in
[149].
The mode-locking technique used in the laser was NPR, which was reviewed in Sec-
tion 6.2.2.4. In order to make the simulation easier, the NPR based mode-locker was
assumed to be implemented through a combination of a half-wave plate, a quarter-
wave plate, a polariser with a second quarter-wave plate in sequence. In this way, all
the polarization-dependent elements can be expressed by their corresponding standard
Jones matrix in the simulation. Equations 6.7, 6.8 and 6.9 show the Jones matrices for
a quarter-wave plate, a half-wave plate, and a polariser with orientations qwp, hwp and
pol (with respect to the x axis), respectively.
Jqwp =
"p
2
2 (1 + jcos2qwp)
p
2
2 jsin2qwp p
2
2 jsin2qwp
p
2
2 (1   jcos2qwp)
#
(6.7)
Jhwp =
"
cos2hwp sin2hwp
sin2hwp  cos2hwp
#
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Jpol =
"
cos2pol cospolsinpol
cospolsinpol sin2pol
#
(6.9)
The pulse propagation in the normal-dispersion gain bre was modelled by the coupled
NLSE taking into account the interaction between the two orthogonal polarization states,
Ax and Ay:
@Ax
@z
=
g
2
Ax   j
2
2
@2Ax
@T2 + j(jAxj2 +
2
3
jAyj2)Ax;
@Ay
@z
=
g
2
Ay   j
2
2
@2Ay
@T2 + j(jAyj2 +
2
3
jAxj2)Ay;
(6.10)
where z is the propagation distance, T is the retarded time frame, 2 is the GVD of the
bre,  is the nonlinear coecient of the bre. The gain parameter g is expressed as
g =
g0
1 +
R
[jAxj2+jAyj2]dt
Esat
; (6.11)
where g0 is the small-signal gain of the bre and Esat is the saturation energy of the
bre. The integral is used to calculate the pulse energy and should be done before the
propagation. The SSFM was the numerical method employed in the simulation to solve
the coupled NLSE Equation 6.10.
As the laser was expected to be self-starting, the initial eld in the simulation was once
again white noise with relatively low power. In one round-trip of the laser, the signal
experienced nonlinear propagation in the normal-dispersion gain bre, followed by the
NPR-based mode-locker and the spectral ltering stage. A number of round-trips were
required to reach the steady-state, which was determined using the method described
in Section 6.3.1.
Length of normal-dispersion gain bre L 3m
Small signal gain of normal-dispersion gain bre g0 30dB
Saturation power of normal-dispersion gain bre Esat 170pJ
GVD of normal-dispersion gain bre 2 78ps2=km
Nonlinear coecient of normal-dispersion gain bre  7:2W 1km 1
Central Wavelength 0 1550nm
Orientation of half-wave plate hwp 2:28rads
Orientation of the rst quarter-wave plate qwp1 2:21rads
Orientation of polariser pol =2
Orientation of the second quarter-wave plate qwp2 0:59rads
Coupling ratio of the output coupler Ck 0:7
Table 6.2: Parameters for the simulation of an active similariton laser.
The output coupler with a coupling ratio of Ck was placed right after the NPR-based
mode-locker. Once the steady-state was reached, the temporal shape of the output110 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
pulse was compared with the target shape. After being quantied by the mist function
dened in Equation 3.9, this dierence was fed into the CMA-ES, which then blindly
adjusted both the amplitude and phase transfer functions of the programmable lter in
the cavity. The parameters for the simulation are shown in Table 6.2.
6.4.2 Simulation Results and Discussion
Based on the previously described model, the goal here is to achieve exible control
of the temporal shape of the output pulse assisted by the intra-cavity adaptive pulse
shaping system.
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Figure 6.12: Simulation results of an active similariton laser incorporated with
adaptive pulse shaping system targeting for a 5ps triangle pulse. (a) Comparison
between the temporal shapes of generated pulse and target pulse. Red trace:
target triangle pulse with a FWHM of 5ps; blue trace: generated pulse. (b)
Evolution of Minimum MF value and variance for each generation in CMA-ES.
The rst target I set for the laser was the generation of triangular pulses with a FWHM of
5ps. The optimum waveform obtained during the optimization is shown in Figure 6.12a.
Similarly to the results obtained in an all-anomalous dispersion cavity, the optimized
waveform had a similar width as the target shape, but acquired a Gaussian shape, rather
than the desired triangular. From Figure 6.12b, it can be seen that the dierence be-
tween the generated waveform and the target shape had been signicantly reduced by
the optimisation. This indicates that the CMA-ES based adaptive pulse shaping system
did have an impact on the output of the laser. The failure to obtain triangular pulses
may originate from the sharp top angle and the steep edges of this shape. It is then
consequently worth to try and generate a temporal shape which has smoother top and
edges.
A third-order super-Gaussian pulse with a FWHM of 5ps was selected as the second
target for this study. From the simulation results shown in Figure 6.13, the best wave-
form achieved from the optimization process had good agreement with the target shapeChapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers 111
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Figure 6.13: Simulation results of an active similariton laser incorporated with
adaptive pulse shaping system targeting for a 5ps third-order super-Gaussian
pulse. (a) Comparison between the temporal shapes of generated pulse and
target pulse. Red trace: target third-order super-Gaussian pulse with a FWHM
of 5ps; blue trace: generated pulse. (b) Evolution of Minimum MF value and
variance for each generation in CMA-ES.
in spite of some small discrepancies on the top. The evolution of the minimum MF
and variance in each generation of the CMA-ES shown in Figure 6.13b again demon-
strated the eect of the adaptive pulse shaping system on the laser output. An obvious
reduction of the dierence between the generated waveform and the target shape was
obtained after the optimization.
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Figure 6.14: Simulation results of an active similariton laser incorporated with
adaptive pulse shaping system targeting for a 5ps fourth-order super-Gaussian
pulse. (a) Comparison between the temporal shapes of generated pulse and tar-
get pulse. Red trace: target fourth-order super-Gaussian pulse with a FWHM
of 5ps; blue trace: generated pulse. (b) Evolution of Minimum MF value and
variance for each generation in CMA-ES.
In order to increase the steepness of the edges of the target shape, fourth- and fth-
order super-Gaussian pulses with a FWHM of 5ps were also used as target shapes. The
simulation results for these two cases are shown in Figures 6.14 and 6.15, respectively.
Good agreement between the generated waveform and the target shape can still be seen112 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
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Figure 6.15: Simulation results of an active similariton laser incorporated with
adaptive pulse shaping system targeting for a 5ps fth-order super-Gaussian
pulse. (a) Comparison between the temporal shapes of generated pulse and
target pulse. Red trace: target fth-order super-Gaussian pulse with a FWHM
of 5ps; blue trace: generated pulse. (b) Evolution of Minimum MF value and
variance for each generation in CMA-ES.
in both of these cases. Therefore, the intra-cavity adaptive pulse shaping system was
able to change the characteristics of the generated waveform accordingly.
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Figure 6.16: Simulation results of an active similariton laser incorporated with
adaptive pulse shaping system targeting for a 8ps fth-order super-Gaussian
pulse. (a) Comparison between the temporal shapes of generated pulse and
target pulse. Red trace: target fth-order super-Gaussian pulse with a FWHM
of 8ps; blue trace: generated pulse. (b) Evolution of Minimum MF value and
variance for each generation in CMA-ES.
Then, the ability of the adaptive pulse shaping system was further tested by increasing
the FWHM of the target shape. A fth-order super-Gaussian pulse with a FWHM of
8ps was then in place as the target shape. The results presented in Figure 6.16 show
good agreement between the two waveforms. Meanwhile, an improvement in the agree-
ment between the generated waveform and the target shape was obtained (Figure 6.16b).
The adaptive pulse shaping system once again exhibited its ability to alter the temporal
waveform of the pulses generated in an active similariton laser.Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers 113
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Figure 6.17: Simulation results of an active similariton laser incorporated with
adaptive pulse shaping system targeting for a 8ps Gaussian pulse. (a) Compari-
son between the temporal shapes of generated pulse and target pulse. Red trace:
target Gaussian pulse with a FWHM of 8ps; blue trace: generated pulse. (b)
Evolution of Minimum MF value and variance for each generation in CMA-ES.
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Figure 6.18: Simulation results of an active similariton laser incorporated with
adaptive pulse shaping system targeting for a 8ps parabolic pulse. (a) Compari-
son between the temporal shapes of generated pulse and target pulse. Red trace:
target parabolic pulse with a FWHM of 8ps; blue trace: generated pulse. (b)
Evolution of Minimum MF value and variance for each generation in CMA-ES.
As the Gaussian prole is a widely used pulse shape and the parabolic prole is the nom-
inal output from an active similariton laser, it is then interesting to wrap up the study
here by setting a 8ps Gaussian pulse and a 8ps parabolic pulse as the target waveform for
the laser. The results shown in Figures 6.17 and 6.18 indicate that both of these shapes
can be generated. Through all these numerical attempts, the exible control of the tem-
poral waveform of the pulse generated from an active similariton laser was demonstrated.114 Chapter 6 Numerical Study of Passively Mode-locked Fibre Ring Lasers
6.5 Conclusion and Discussion
In this chapter, the theory of passively mode-locked EFRLs is thorougly reviewed in
Section 6.2 and it is the foundation of the numerical simulations and the experimen-
tal work of this chapter and Chapter 7. Then, the exible control over the temporal
shape of the output of an EFRL through intra-cavity adaptive pulse shaping was in-
vestigated numerically. In an all-anomalous dispersion cavity, the intra-cavity spectral
ltering has no inuence on the temporal shape of the output pulses. Conversely, in an
all-normal dispersion cavity, as the spectral ltering has strong impact, the temporal
waveform of the generated pulses can be exibly controlled. Through the search process
of the adaptive pulse shaping system, the generation of super-Gaussian pulses up to the
fth order, Gaussian pulses and parabolic pulses was numerically simulated in such a
cavity. In the next chapter, the implementation of an EFRL with normal-dispersion cav-
ity is described, which was built to investigate the eect of intra-cavity spectral ltering.Chapter 7
Dispersion-Managed Passively
Mode-Locked Fibre Ring Laser
7.1 Introduction
In Chapter 6, the impact of adaptive pulse shaping on the temporal waveform of the
output pulses from a passively mode-locked EFRL was studied using numerical simula-
tions. In an all-anomalous dispersion cavity, soliton formation hinders eective shaping
of the pulses using adaptive pulse shaping. Instead, in an all-normal dispersion cavity
operated in the active similariton mode, exible control over the characteristics of the
output pulses through adaptive pulse shaping was demonstrated. The potential output
waveforms range from the more traditional shapes of hyperbolic secant or parabolic to
super-Gaussian proles of dierent orders.
In this chapter, the inuence of spectral ltering on a passively mode-locked EFRL will
be investigated experimentally. A segment of (normal-dispersion) DCF is used in the ring
cavity and a segment of EDF is the gain medium of the laser. Due to the SMF-pigtailed
components used in the cavity, it is impossible to build an all-normal dispersion cavity.
Instead, the implementation of a DM mode-locked EFRL is described in this chapter.
As reviewed in Section 6.2.3.3, the original form and duration of the pulses circulating
in the cavity are restored through the anomalous-dispersion bre segment and the gain
ltering eect in a DM laser. Although an additional spectral ltering is normally not
included in the cavity of a DM laser for the purpose of pulse formation, it is still worth
to investigate its impact on the characteristics of the laser output pulses. With a pro-
grammable pulse shaper included in the cavity, the laser response to dierent lter types
of Gaussian, third-order super-Gaussian and sinc square function is demonstrated. On
the other hand, the net dispersion of the laser cavity can be tuned by applying various
amounts of dispersion on the pulse shaper. This consequently allows for the study of
the laser performance with dierent amounts of net dispersion in the cavity. Both the
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pulses before and after the pulse shaper are characterized in the experiment. The trends
on how the pulse characteristics change with the ltering characteristics are summarized.
7.2 Laser Conguration
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Figure 7.1: Schematic of a dispersion-managed passively mode-locked Er-doped
bre ring laser. W/S: Finisar Waveshaper. PC: Polarization Controller. DCF:
Dispersion Compensating Fibre. EDF: Erbium-Doped Fibre. SMF: Single
Mode Fibre. WDM: Wavelength Division Multiplexing.
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Figure 7.2: RF spectrum of the DM passively mode-locked EFRL.
Figure 7.1 shows the experimental setup of a DM passively mode-locked EFRL working
at 1559nm. The mode-locking mechanism was NPR, facilitated through the inclusion
of an 8m long DCF (D =  83ps=nm=km and  = 7:2W 1km 1) and a combination
of two polarization controllers and a polariser. The polariser had an insertion loss ofChapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 117
0:3dB and an extinction ratio of 67dB. The EDF was 3m long (D = 24ps=nm=km and
 = 2:2W 1km 1) and was pumped bi-directionally at 1480nm by two 18dBm pump
lasers to ensure sucient gain in the cavity. In this condition, the small signal gain of the
EDF was 23dB. Additional SMF sections (D = 17ps=nm=km and  = 1:3W 1km 1)
associated with the various components of the laser cavity amounted to a length of
13:5m. An isolator was used to ensure uni-directional propagation. A programmable
phase and amplitude lter, the Finisar Waveshaper (W/S), was included right after the
mode-locking mechanism. As shown in Figure 7.2, under mode-locking conditions, the
laser operated at a repetition rate of 6:5MHz. The laser pulses were observed at two
points: the rst was right after the normal-dispersion DCF segment, while the second
was at the output of the W/S. Since the nonlinearity of the normal-dispersion DCF was
high, the DM laser demonstrated here was working in the passive SS mode according to
the review in Section 6.2.3.3.
The adaptive pulse shaping system was not included in the experimental conguration of
Figure 7.1. This was due to some practical issues associated with the implementation of
the laser. Firstly, an adaptive pulse shaping system required the laser to be self-adjusted
once the transfer function was updated. This could not be guaranteed in all cases, since
NPR was the mode-locking mechanism. Therefore, either the peak power or the state
of polarisation would need to be continuously adjusted to ensure pulse operation. Sec-
ondly, the implementation of the feedback signal for the adaptive pulse shaping system
was limited by the available devices. As the intention to employ adaptive pulse shaping
in the system was to alter the temporal waveform of the output pulses, a spectral mea-
surement using an OSA was not enough as the phase information was missing from such
a measurement. The high speed OSO, which can be used to directly measure the short
waveform, was not usable as it could not be synchronized to the 6:5MHz repetition
rate. There was a linear FROG system available in the lab, but the measuring speed
was low and its software package was too complicated to be included into the adaptive
pulse shaping system. Also, my condence on the capability of the FROG to reliably
analyse shapes which varied substantially from conventional pulses was low. Finally, as
a polarisation-dependent system, the laser system was prone to environmentally-induced
random changes of birefringence. Therefore, it was not robust enough to support the
time-consuming optimization process.
Although the adaptive pulse shaping was not implemented in the experiment due to
the practical issues described above, the inclusion of the W/S was still the prominent
feature of the cavity design. By taking advantage of the programming capability of the
W/S, the characteristics of the output pulses could be manipulated through software
control whilst keeping the laser conguration unchanged.118 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
7.3 Laser Performance with Dierent Types of Filter Func-
tions
The programmable lter placed inside the laser cavity allows for both amplitude and
phase shaping of the optical pulses circulating in it. In this section, the inuence of
amplitude shaping on the characteristics of the pulses at the two output ports of the
laser will be investigated when either a Gaussian or a third-order super-Gaussian trans-
fer function is applied to the W/S. In the experiment, the pulses at the two output
ports were characterized using an OSA (spectral measurement), an autocorrelator (in-
dication of temporal width) and FROG (detailed temporal characteristics, including
time-bandwidth product).
7.3.1 Gaussian Filters
In this section, I will rst demonstrate the inuence of Gaussian lters with dierent
bandwidths on the characteristics of the output pulses of the laser. In the experiment,
the Gaussian lters congured in the W/S were centred at 1559nm. It was found that
as long as the bandwidth (BW) remained in the range between 0:75nm and 9nm, self-
starting robust mode-locking of the laser could be observed.
Figure 7.3 shows the temporal characteristics of the pulses at output port 1. It can be
seen from Figure 7.3a that with a narrower lter whose bandwidth is smaller than 5nm,
the FWHM of the autocorrelation trace of the pulses was around 6:5ps. By further
increasing the lter bandwidth to the upper limit of 9nm, the FWHM of the autocorre-
lation traces increased from 6:3ps to 13:8ps. The time-bandwidth product (TBP) of the
pulses represented by the green line exhibited a similar trend as the FHWM of the auto-
correlation traces. The maximum TBP of 9:3 was observed with a 9nm wide Gaussian
lter and the minimum TBP of 2 occurred for a 0:75nm wide Gaussian lter. The high
value of TBP indicates that the pulses at output port 1 were strongly chirped, which is
due to their nonlinear propagation in a normal-dispersion bre. In Figures 7.3b to 7.3d,
the autocorrelation traces of the pulses generated with 0:75nm, 4nm and 8nm lters are
tted to ideal shapes. It was found that the shape of the autocorrelation traces were
closer to those of Gaussian pulses when the lter bandwidth was larger than 4nm. For
all the other lter bandwidths, the autocorrelation traces were more triangular-like.
Figure 7.4 summarizes the spectral properties of the pulses at output port 1. Figure 7.4a
shows that the 3dB bandwidth of the spectrum of the pulses generally increased as the
lter bandwidth increased from 0:75nm to 5nm. Then, it decreased while the lter
bandwidth was further increased to 9nm. It is worth noting that all the spectra shown
in Figure 7.4b had a at top with uctuations less than 1dB.Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 119
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Figure 7.3: (a) Autocorrelation trace width (blue) and TBP (green) of the pulses
at output port 1 vs bandwidth of the Gaussian lter. Autocorrelation traces
measured at output 1 (blue dots) and its corresponding tting (red solid line)
for (b) BW = 0:75nm; (c) BW = 4nm; and (d) BW = 8nm.
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Figure 7.4: (a) 3dB spectral bandwidths of the pulses at output port 1 vs
bandwidth of the Gaussian lter. (b) Spectra measured at output 1 for dierent
bandwidths of the Gaussian lter. Red trace: 0:75nm; Blue trace: 4nm; Green
trace: 8nm.
Since the pulses were strongly and linearly chirped after propagation in the 8m long
normal-dispersion DCF, it is reasonable to assume that the shape of the spectra could120 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
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Figure 7.5: Pulse shape (blue solid line) and frequency chirp (green dashed line)
of the pulses at output port 1 generated with (a) 4nm and (b) 5nm Gaussian
lter. The red solid line represents the tting of pulse shape to a super-Gaussian
(m = 3) shape.
be transferred to the temporal domain. In other words, these pulses had the possibility
to acquire a square temporal shape. FROG was then used to measure the pulses at
output port 1. The temporal waveform and the frequency chirp of the pulses generated
with (a) 4nm and (b) 5nm Gaussian lter are plotted in Figure 7.5. By tting the
waveform traces to a third-order super-Gaussian shape, these measurements conrmed
that the pulses were close to super-Gaussian pulses and linearly chirped.
Taking the case of 4nm Gaussian lter as an example, the laser was then numerically
studied to understand its operation and behaviour, especially the origin of the third-order
super-Gaussian pulse shapes obtained at output port 1. As reviewed in Section 6.2.3.3,
the pulses at output port 1 normally acquire the temporal shape of a parabolic func-
tion due to the self-similar propagation in the DCF. The length of the DCF (LDCF)
and the small signal gain of the EDF (g0) were varied in the numerical simulations as
they are crucial factors for the self-similar propagation in the laser. LDCF = 8m and
g0 = 23dBm were the experimental parameters. In the simulation, the pulse shapes
obtained at output port 1 were tted to both third-order super-Gaussian and parabolic
functions. Then the values of the MF of the ttings under various conditions were
plotted in Figure 7.6. Figure 7.6a shows the comparison of the tting when LDCF was
in the range between 6m and 12m with g0 = 23dBm. It was found that the laser started
to generate parabolic pulses only when LDCF was larger than 8:5m. This indicates
that the 8m long DCF used in the experiment was not long enough to allow the pulses
fully evolve into the similariton asymptotic solution. Figures 7.6b and 7.6c present the
comparison of the ttings when g0 was in the range between 18dB and 28dB and LDCF
was either 8m or 11m. Through these two gures, the inuence of g0 on the generation
of parabolic pulses in the laser can be investigated. It can seen from Figure 7.6b that
the parabolic pulse cannot be generated in the laser by increasing g0 when LDCF was
8m. Conversely, Figure 7.6c shows that, when LDCF was 11m, the parabolic pulses can
always be generated even when g0 was as low as 18dBm. These ndings from numericalChapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 121
simulations imply that the length of the DCF was the key factor for the generation of
parabolic pulses with temporal waveforms closer to third-order super-Gaussian function
in my laser.
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Figure 7.6: MF of the tting of the pulse shapes at output port 1 to third-order
super-Gaussian (blue) and parabolic (green) functions obtained from numerical
simulations. (a) MF vs LDCF with g0 = 23dBm. MF vs g0 in the conditions of
(b) LDCF = 8m and (c) LDCF = 11m. The red dots represent the experimental
parameters of LDCF = 8m and g0 = 23dBm.
Figure 7.7 shows the temporal properties of the pulses at output port 2. As shown in
Figure 7.7a, both the FWHM of the autocorrelation trace and the TBP of the pulses
exhibited an increasing trend with a increasing lter bandwidth. When the lter band-
width was smaller than 2nm, the values of the TBP of the pulses were close to 0:31,
which is the value of a transform-limited hyperbolic secant pulse. The pulses became
chirped again when the lter bandwidth went beyond 2nm. This means that with a
narrow lter, a relatively small amount of frequency components were allowed to pass
through the lter and the spectral phases of those frequency components were similar to
each other. As a result, chirp-free pulses were generated. On the other hand, when more
frequency components were released due to a broader lter bandwidth, the chirp on the
pulses gradually became more signicant. Since the pulses at output port 2 acquired
with the 9nm wide Gaussian lter were signicantly broader than the other cases, the
peak power of these pulses was low. Hence, they induced less nonlinearity in the DCF122 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
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Figure 7.7: (a) Autocorrelation trace width (blue) and TBP (green) of the pulses
at output port 2 vs bandwidth of the Gaussian lter. Autocorrelation traces
measured at output 2 (blue dots) and its corresponding tting (red solid line)
for (b) BW = 0:75nm; (c) BW = 4nm; and (d) BW = 8nm.
and consequently led to a much narrower spectrum as indicated in Figure 7.4a. The
autocorrelation traces and their ttings presented in Figures 7.7b - 7.7d show that they
were closer to the Gaussian shape.
With more accurate FROG measurements at output port 2, some other features of
the pulses are revealed. Figures 7.8 and 7.9 show (a) the FROG retrieved temporal
characteristics of the pulses and (b) their tting to either a Gaussian function or (c) a
hyperbolic secant function with a 3nm and 4nm Gaussian lter, respectively. By com-
paring the tting results of these pulses, it is found that the pulses generated with a 3nm
Gaussian lter had a temporal shape of hyperbolic secant function. Instead, the pulses
generated with a 4nm Gaussian lter possessed Gaussian shape. The lter bandwidth
of 4nm was the critical point for the change in the pulse shape of the generated pulses.
The spectral properties of the pulses at output port 2 are presented in Figure 7.10.
It is shown that the spectral bandwidth of the pulses increased according to the lter
bandwidth until a turning point was reached at around 8nm. A sudden decrease in the
bandwidth was observed beyond that point. This was due to the much narrower spec-
trum of the pulses at output port 1 when the 9nm wide Gaussian lter was in place. As
shown in Figure 7.10b, in all cases, and especially those of a narrower lter bandwidth,
the spectrum of the pulses followed closely the Gaussian shape of the lter.Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 123
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Figure 7.8: (a) Pulse shape (blue solid line) and frequency chirp (green dashed
line) of the pulses at output port 2 generated with a 3nm Gaussian lter. (b)
Gaussian tting of the pulses. (c) Hyperbolic secant tting of the pulses.
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Figure 7.9: (a) Pulse shape (blue solid line) and frequency chirp (green dashed
line) of the pulses at output port 2 generated with a 4nm Gaussian lter. (b)
Gaussian tting of the pulses. (c) Hyperbolic secant tting of the pulses.
7.3.2 Third-Order Super-Gaussian Filters
Thanks to the ability of reconguration of the W/S, the impact of the third-order super-
Gaussian lters on the generated pulse characteristics is probed in this section. As in
the case described in the previous section, the third-order super-Gaussian lters were
centred at 1559nm. Robust mode-locking with third-order super-Gaussian lter shapes
could be achieved when the lter bandwidth ranged between 0:5nm and 2:5nm; this is
clearly a much narrower range than in the previous case of Gaussian lters.
Figure 7.11 shows the temporal characteristics of the pulses at output port 1. It can be124 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
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Figure 7.10: (a) 3dB spectral bandwidths of the pulses at output port 2 vs
bandwidth of the Gaussian lter. (b) Spectra measured at output 2 for dierent
bandwidths of the Gaussian lter. Red trace: 0:75nm; Blue trace: 4nm; Green
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Figure 7.11: (a) Autocorrelation trace width (blue) and TBP (green) of the
pulses at output port 1 vs bandwidth of the third-order super-Gaussian lter.
(b) Autocorrelation traces measured at output 1 before the W/S for dierent
bandwidths of the third-order super-Gaussian lter. Red trace: 0:5nm; Blue
trace: 1:5nm; Green trace: 2:5nm.
seen from the blue trace in Figure 7.11a that the FWHM of the autocorrelation trace
of the pulse initially decreased as the lter bandwidth increased. This trend changed
at lter bandwidths beyond 1:5nm. This can also be observed from the autocorrelation
traces plotted in Figure 7.11b. Apart from the autocorrelation trace of the pulse gener-
ated with the 0:5nm third-order super-Gaussian lter represented by the red trace, the
other traces exhibited a similar width and a shape close to triangular. This indicates
that the laser produced close to rectangular pulses (most probably of a super-Gaussian
shape, following their spectral shape) once the lter bandwidth exceeded 0:8nm. From
the TBP of the pulses represented by the green trace in Figure 7.11b, the pulses gener-
ated with the 0:5nm wide lter had a TBP of 0:31, which was close to the value of the
transform-limited hyperbolic secant pulses. With all the other lter bandwidths, the
TBP of the pulses was between 3 and 6, implying that the pulses were strongly chirped
in the DCF.Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 125
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Figure 7.12: (a) 3dB spectral bandwidths of the pulses at output port 1 vs
bandwidth of the third-order super-Gaussian lter. (b) Spectra measured at
output 1 before the W/S for dierent bandwidths of the third-order super-
Gaussian lter. Red trace: 0:5nm; Blue trace: 1:5nm; Green trace: 2:5nm.
The spectral characteristics of the pulses at output port 1 are summarized in Figure 7.12.
As plotted in Figure 7.12a, the 3dB bandwidth of the pulses shows itself an increasing
trend as the lter bandwidth increased. A rapid increase was once more observed when
the lter bandwidth increased from 0:5nm to 0:8nm. When the lter bandwidth was
larger than 0:8nm, the bandwidth of the pulses varied slowly. The spectra depicted in
Figure 7.12b show that the spectra exhibited the uctuations less than 2dB on the top
except the considerably narrow spectrum of the pulse generated while the 0:5nm wide
lter was in place.
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Figure 7.13: MF of the tting of the pulse shapes at output port 1 to third-order
super-Gaussian (blue) and parabolic (green) functions obtained from numerical
simulations. MF vs LDCF with g0 = 23dBm. The red dots represent the
experimental parameters of LDCF = 8m and g0 = 23dBm.
The temporal and spectral characteristics of the pulses at output port 1 described above
shows that the behaviour of the laser when the third-order super-Gaussian lter was
applied to in the cavity was similar to the previous described case of Gaussian lters.126 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
The numerical simulation procedure described previously was applied to the case of
1:5nm third-order super-Gaussian lter. Figure 7.13 shows that the minimum length of
DCF for the laser to generate parabolic pulses was 10:5m. Thus, similar to the case of
Gaussian lters, the origin of the generation of pulses with a shape closer to third-order
super-Gaussian function was that the normal-dispersion DCF was not long enough to
allow a similariton asymptotic solution to fully develop.
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Figure 7.14: (a) Autocorrelation trace width (blue) and TBP (green) of the
pulses at output port 2 vs bandwidth of the third-order super-Gaussian lter.
(b) Autocorrelation traces measured at output 2 after the W/S for dierent
bandwidths of the third-order super-Gaussian lter. Red trace: 0:5nm; Blue
trace: 1:5nm; Green trace: 2:5nm.
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Figure 7.15: (a) 3dB spectral bandwidths of the pulses at output port 2 vs band-
width of the third-order super-Gaussian lter. (b) Spectra measured at output 2
after the W/S for dierent bandwidths of the third-order super-Gaussian lter.
Red trace: 0:5nm; Blue trace: 1:5nm; Green trace: 2:5nm.
The temporal characteristics of the pulses at output port 2 are presented in Figure 7.14.
The FWHM of the autocorrelation traces of the pulses represented by the blue trace
in Figure 7.14a monotonically decreased with the lter bandwidth. This can also be
observed from the autocorrelation traces plotted in Figure 7.14b. From the TBP repre-
sented by the green trace in Figure 7.14b, the TBP of the pulses showed small variationsChapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 127
around a value of 0:44, which is close to the value of transform-limited Gaussian pulses.
Hence, the temporal width of the pulses at output port 2 can be accurately controlled
by adjusting the lter bandwidth.
The spectral characteristics of the pulses at output port 2 are shown in Figure 7.15.
Figure 7.15a presents that the 3dB bandwidth of the pulses took on a monotonical in-
creasing as the lter bandwidth was increased. The spectra presented in Figure 7.15b
followed closely the third-order super-Gaussian shape of the lter. This again indicated
that the spectra of the pulses at output port 1 exhibited a at central region.
7.3.3 Conclusion
In summary, the laser performance with amplitude shaping incorporated in the laser
cavity was explored using both Gaussian and third-order super-Gaussian lter transfer
characteristics. Under the mode-locking condition, at output port 1, a linearly chirped
pulse with a temporal shape close to a super-Gaussian function and a at-top spectrum
can be generated from the laser. This is due to that the DCF in the cavity was not long
enough to allow the pulses fully evolving into the similariton asymptotic solution. At
output port 2, which was right after the W/S, nearly transform-limited pulses can be
achieved if the lter bandwidth is narrow. The pulses become broader and chirped when
the lter bandwidth is broad. The pulse characteristics can be controlled by adjusting
the lter bandwidth. In the next section, I investigate the impact of spectral phase
shaping on the laser performance.
7.4 Laser Performance Incorporating Dispersion Manage-
ment
As reviewed in Section 6.2.3, dispersion management is essential to a laser cavity design,
since it critically determines the pulse formation mechanism and consequently aects
the characteristics of the pulses generated in the cavity. In the past, exible control of
intra-cavity dispersion could be achieved through the inclusion of grating pairs, prisms
or simply physical changing the length of the bre in the cavity [152, 153]. All these
techniques however, require manual tuning of some physical parameters of the cavity.
Relying on the phase shaping capability of the W/S, the net dispersion (ND) of the ring
cavity could be manipulated purely through software control without any adjustment of
the pump power or the layout of the laser cavity.
Since the GVD is the slope of the group delay with respect to the wavelength and the
group delay is the rst-order derivative of the spectral phase with respect to the an-
gular frequency, control of the ND through the W/S was realized by applying dierent128 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
parabolic phase proles on the transfer function. In the experiment, the W/S was pro-
grammed to be a 4nm wide Gaussian lter centred at 1559nm. Various parabolic phase
proles according to a range of dispersion values were then added to the transfer func-
tion of the W/S.
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Figure 7.16: Transmission of the W/S and (a) the parabolic spectral phase
proles as well as (b) the group delay proles corresponding to the dispersions
applied into the W/S. Red trace:  =  0:55; Blue trace:  =  0:25; Green
trace:  = 0; Pink trace:  = 1; Black trace:  = 2; Cyan trace:  = 2:5.
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Figure 7.17: (a) Autocorrelation trace width (blue) and TBP (green) of the
pulses at output port 1 vs dierent dispersion values. (b) Autocorrelation traces
measured at output port 1 for dierent dispersion values. Red trace:  =  0:55;
Blue trace:  = 0; Green trace:  = 2:5.
When there was no phase shaping applied on the W/S, the cavity had an estimated ND
of  0:363ps=nm. In the experiment, the W/S was programmed to introduce a range of
GVD values into the cavity. They can be expressed as D0, where D0 =  0:615ps=nm
corresponding to the chirp on the pulses at output port 1 when no phase shaping was
applied on the W/S and  was a scaling factor of the dispersion. Hence, the ND
of the cavity could be calculated according to  0:363   0:615. The corresponding
the group delay proles and parabolic spectral phase proles are shown in FiguresChapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 129
7.16a and 7.16b, respectively. In the experiment, it was found that robust mode-
locking could be achieved as long as the value of  remained in the range  0:55 to
2:5 (ND =  0:024ps=nm   1:900ps=nm).
The temporal characteristics of the pulses at output port 1 are summarized in Fig-
ure 7.17. Figure 7.17a shows that the FWHM of the autocorrelation traces of the pulses
increased as the absolute value of ND increased. Coversly, the TBP of the pulses de-
creased. Figure 7.17b presents that when  < 0, the autocorrelation traces acquired
a triangular shape. In the other direction, the autocorrelation traces were closer to a
Gaussian function.
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Figure 7.18: (a) 3dB spectral bandwidths of the pulses at output port 1 vs
dierent dispersion values. (b) Spectra measured at output port 1 for dierent
dispersion values. Red trace:  =  0:55; Blue trace:  = 0; Green trace:
 = 2:5.
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Figure 7.19: (a) Autocorrelation trace width (blue) and TBP (green) of the
pulses at output port 2 vs dierent dispersion values. (b) Autocorrelation traces
measured at output port 2 for dierent dispersion values. Red trace:  =  0:55;
Blue trace:  = 0; Green trace:  = 2:5.
Figure 7.18 presents the spectral characteristics of the pulses at output port 1. It was130 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
found that the 3dB bandwidth decreased as the absolute value of ND increased. The
spectra plotted in Figure 7.18b conrm this trend. This indicates that less nonlinearity
was stimulated when the absolute value of the ND of the cavity was large.
From the temporal and spectral characteristics of the pulses at output port 1 summa-
rized above, it is evident the manipulation of ND has a signicant impact on the laser
performance. When the ND of the laser cavity was tuned to be more normal, the pulses
were less chirped. The generation of pulses with a at-top spectrum required the ND of
the cavity to be adjusted towards the zero dispersion.
The temporal characteristics of the pulses at output port 2 are presented in Figure 7.19.
The FWHM of the autocorrelation traces of the pulses increased with the absolute value
of ND. The TBP of the pulses exhibited an almost linear increase with the absolute value
of ND. This can also be seen from the autocorrelation traces plotted in Figure 7.19b.
Since the nonlinear propagation in the normal-dispersion DCF gave rise to positively
chirped pulses, when some anomalous dispersion was applied on the W/S, the ND of the
cavity was reduced and this resulted in shorter and less chirped pulses at the output of
the lter. While propagating in the normal-dispersion DCF, pulses of a shorter width,
hence a higher peak power, stimulated a larger nonlinear phase shift, in turn inducing
a broader spectral bandwidth. This then explains the decreasing spectral bandwidth
of the pulses at output port 1 when the absolute value of the ND of the cavity was
increased.
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Figure 7.20: (a) Dispersion map of the cavity for  =  0:55. (b) Pulse shape
(blue solid line) and frequency chirp (green dashed line) of the pulses at output
port 2.
The minimum TBP of 0:53 was observed for  =  0:55, implying close to transform-
limited pulses. The dispersion map of the cavity for this case is shown in Figure 7.20a.
The W/S was programmed to provide anomalous dispersion. Thus, the net dispersion
in the cavity was close to zero. Subsequently, a short and less chirped pulse with a
duration of 1ps, as shown in Figure 7.20b, was generated at output port 2 of the laser.
The maximum TBP of 4 was observed for  = 2:5, implying strongly chirped pulses.
Figure 7.21a presents the dispersion map of the cavity for this case. The eect of theChapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 131
spectral phase shaping programmed in the W/S was equivalent to adding a normal dis-
persion. Hence, the ND of the cavity was tuned to be more normal and generated a
broader chirped pulse with a duration of 8:6ps (as shown in Figure 7.21b) at output
port 2 of the laser. Numerical simulations show that this pulse can be further compressed
to a transform-limited pulse with a duration of 1ps using 180m of SMF outside the
cavity (Figure 7.21c).
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Figure 7.21: (a) Dispersion map of the cavity for  = 2:5. (b) Pulse shape (blue
solid line) and frequency chirp (green dashed line) of the pulses at output port
2. (c) Numerical calculated pulse shape (blue solid line) and frequency chirp
(green dashed line) of the compressed pulse using a 180m long SMF.
Figure 7.22 presents the spectral characteristics of the pulses at output port 2. It can
be seen that the spectral bandwidth of the pulses decreased as the absolute value of ND
increased. This trend was identical to that of the pulses at output port 1. This was due
to the fact that the lter bandwidth was kept constant at 4nm in the experiment.132 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
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Figure 7.22: (a) 3dB spectral bandwidths of the pulses at output port 2 vs
dierent dispersion values. (b) Spectra measured at output port 2 for dierent
dispersion values. Red trace:  =  0:55; Blue trace:  = 0; Green trace:
 = 2:5.
7.5 Laser Performance with Sinc Square Filter
The generation of a at-top spectrum was the common feature of the laser with dier-
ent intra-cavity ltering characteristics described in the previous sections. Based on this
observation, it is reasonable to expect the generation of rectangular pulses at output
port 2 of the laser if the sinc square function is applied into the W/S. In this section,
the impact of a sinc square lter function on the characteristics at output port 2 of the
laser is investigated.
Although there are several pairs of sidelobes on a sinc square function, the 3dB band-
width of the main lobe was used to represent the lter bandwidth as the rst order
sidelobe is already around 15dB down from the main lobe. In the experiment, it was
found that as long as the lter bandwidth was in the range between 2nm and 6nm,
robust mode-locking of the laser could be achieved. A FROG measurement was used to
obtain the characteristics of the pulses at output port 2.
Figures 7.23 to 7.25 show the pulse characteristics at output port 2 when a 6nm, 5nm
and 4nm wide sinc square lter was in place, respectively. As shown in Figures 7.23b
to 7.25b, the common point for all these cases was that only the rst-order sidelobe of
the sinc square function could be genereted by the laser and the central lobe was well
matched with the function. Unfortunately, this was not enough to obtain the rectangu-
lar pulses. The FROG traces shown in Figures 7.23a to 7.25a conrm that there were
no rectangular pulses generated in the laser cavity.
Figures 7.26 and 7.27 present the characteristics of the pulses at output 2 when 3nm and
2nm wide sinc square function was applied on the W/S, respectively. From the spectra
of the pulses plotted in Figures 7.26b and 7.27b, up to third- and fourth-order side-
lobes were generated in the laser. But the discrepancy between the spectrum and sinc
square function became larger as the order of sidelobe increased. Although the numberChapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 133
of sidelobes was enough to achieve the rectangular shape in the temporal domain, the
spectrum did not fully agree with the sinc square function. As a result, the pulses could
not acquire the rectangular shape in the temporal domain as shown in Figures 7.26a
and 7.27a.
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Figure 7.23: (a) Pulse shape (blue line) and frequency chirp (green line) of
the pulses at the output of the W/S generated with a 6nm wide sinc square
lter. (b) Comparison between the spectrum of the pulses (blue line) and the
amplitude shaping function of the W/S (red line).
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Figure 7.24: (a) Pulse shape (blue line) and frequency chirp (green line) of
the pulses at the output of the W/S generated with a 5nm wide sinc square
lter. (b) Comparison between the spectrum of the pulses (blue line) and the
amplitude shaping function of the W/S (red line).
All the results described above were obtained when no spectral phase shaping was ap-
plied on the W/S. The Fourier transform of the rectangular function shows that there is
a  phase shift at each sidelobe on the sinc square function. Thus, as the next attempt
for the generation of rectangular pulses, it is worth programming the W/S to have the
sinc square amplitude shaping function together with its corresponding  shift phase134 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
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Figure 7.25: (a) Pulse shape (blue line) and frequency chirp (green line) of
the pulses at the output of the W/S generated with a 4nm wide sinc square
lter. (b) Comparison between the spectrum of the pulses (blue line) and the
amplitude shaping function of the W/S (red line).
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Figure 7.26: (a) Pulse shape (blue line) and frequency chirp (green line) of
the pulses at the output of the W/S generated with a 3nm wide sinc square
lter. (b) Comparison between the spectrum of the pulses (blue line) and the
amplitude shaping function of the W/S (red line).
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Figure 7.27: (a) Pulse shape (blue line) and frequency chirp (green line) of
the pulses at the output of the W/S generated with a 2nm wide sinc square
lter. (b) Comparison between the spectrum of the pulses (blue line) and the
amplitude shaping function of the W/S (red line).Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser 135
pattern.
When the  shift spectral phase prole was applied into the W/S, unfortunately, the
mode-locking of the laser could be only achieved when the lter bandwidth was 6nm.
Figure 7.28 presents the characteristics of the pulses achieved in this scenario. The spec-
trum of the pulses plotted in Figure 7.28b was able to acquire the feature of the sinc
square function with only the rst-order sidelobes. The temporal characteristics of the
pulses shown in Figure 7.28a indicates that no rectangular pulses were generated in the
laser. As in the previously described cases, the number of sidelobes was not enough to
produce rectangular pulses in the temporal domain.
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Figure 7.28: (a) Pulse shape (blue line) and frequency chirp (green line) of the
pulses at the output of the W/S generated with a 6nm wide sinc square lter and
its corresponding  phase shift pattern. (b) Comparison between the spectrum
of the pulses (blue line) and the amplitude shaping function of the W/S (red
line).
7.6 Conclusion
In this chapter, a DM passively mode-locked EFRL working around 1559nm with a
repetition rate of 6:5MHz was developed and characterized. The laser was mode-locked
by NPR, facilitated by the combination of a segment of DCF and a combination of two
polarisation controllers and a polariser. The prominent feature of this laser was the in-
clusion of the programmable pulse shaper (Finisar, the W/S) in the cavity, which allows
for both intra-cavity amplitude shaping and dispersion management without changing
the layout of the laser.
By making use of the ability of reconguration of the pulse shaper, the inuence of either
Gaussian or third-order super-Gaussian lter functions on the laser performance was in-
vestigated. It was found that the pulses with a temporal shape close to a super-Gaussian
function and a at-top spectrum could be achieved at output port 1 of the laser. This
was because the DCF included in the cavity was not long enough to fully develop the136 Chapter 7 Dispersion-Managed Passively Mode-Locked Fibre Ring Laser
similariton asymptotic solution. With a narrow band lter, nearly transform-limited
pulses could be achieved at output port 2. Moreover, the characteristics of the pulses
could be controlled by adjusting the lter bandwidth.
Then the pulse shaper was used to manipulate the ND of the cavity by applying dierent
GVD proles. Nearly transform-limited pulses with a duration of 1ps was achieved at
output port 2 when the ND was tuned to be close to zero.
Based on the fact that the spectra of the pulses at output port 1 of the laser often
acquire a at top, sinc square lter functions with dierent bandwidths were applied
on the W/S with the aim to generate rectangular pulses at output port 2 of the laser.
Unfortunately, the attempt was failed due to that the spectrum generated in the laser
could not fully agree with the sinc square function. In the future, thorough numerical
simulations of the laser are required to seek for the appropriate ltering characteristics
for the generation of the rectangular pulses in the laser.Chapter 8
Conclusions and Future Work
In this thesis, I have presented the technique of pulse-shaping assisted nonlinear optical
signal generation in bres. Linear pulse shaping is the key element to achieve precise
and exible control over the characteristics of the optical signals generated in a nonlin-
ear bre optic system. There are two applications for this technique reported in this
thesis. One of them is the pulse shaping assisted nonlinear spectral broadening. The
characteristics on either the top or the edges of the generated broadband spectrum are
manipulated by the linear pulse shaping process placed prior to the nonlinear broad-
ening stage. The other one is the intra-cavity spectral amplitude and phase shaping
in a passively mode-locked EFRL. The characteristics of laser pulses are controlled by
the intra-cavity shaping parameters, e.g. lter shape, lter bandwidth, the amount of
dispersion trimming through spectral phase shaping.
As a rst step, I have presented an arbitrary spectral synthesis technique based on the
adaptive pulse shaping. It allows for the dynamic adjustment of the ltering charac-
teristics of the pulse shaper according to the quality of the generated spectrum. It is
a powerful tool to overcome the limitations imposed by the uncertainties in the system
which are dicult to be manually calibrated. In my experiments, the arbitrary spectral
synthesis played a vital role.
The generation of at-top spectrum was the rst target for the adaptive pulses shap-
ing assisted nonlinear broadening. A numerical simulation procedure was established
to nd out the appropriate ltering characteristics for the pulse shaper. In a proof-of-
principle experiment, the ltering characteristics obtained from numerical simulations
was applied to the W/S. A spectral lobe was developed at the centre of the spectrum.
The quality of the generated spectrum was then signicantly improved by employing
the arbitrary spectral synthesis. The generated spectrum exhibited a 3dB bandwidth
of 12nm and a central region of 8nm where the uctuations were less than 0:4dB. By
further increasing the power level at the input of the HNLF, a frequency comb covering
the full C-band was successfully generated. The comb exhibited a 3dB bandwidth of
35nm and a central region of 30nm, where the uctuations were less than 1dB. A 20dB
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optical signal to noise ratio uniformly across the full spectrum was observed through
high resolution OSA measurement. With further noise characterization of the comb, it
was found that there was no noticeable dierence between the noise characteristics of
the generated spectrum and the seed pulse emitting from the commercial mode-locked
laser. This observation indicated that both the linear pulse shaping process and the
nonlinear spectral broadening would not deteriorate the noise performance of the seed
signal.
The second target for the adaptive pulse shaping assisted nonlinear broadening was the
generation of broadband spectra with symmetric and linear edges. The generated spec-
trum exhibited a 3dB bandwidth of 11nm as well as symmetric and linear edges with
slopes of dierent steepness. It was then found that the arbitrary spectral synthesis had
better performance when the target spectrum had a weaker steepness. Similar results
were obtained from two dierent HNLFs in the experiment.
In summary, the adaptive pulse shaping assisted nonlinear spectral broadening has the
following advantages: Firstly, it is no longer tied directly to the characteristics of ei-
ther the pulse source or the HNLF. Therefore in principle, several dierent spectral
shapes can be generated without changing the hardware of the system. Secondly, it is
power-ecient since there is no power loss once the signal has been amplied prior to
the nonlinear element. Meanwhile, it can be used to control the optical spectrum over
ranges that greatly exceed the operating bandwidth of the pulse shaper itself.
In terms of the future directions of the adaptive pulse shaping assisted nonlinear broad-
ening, it would be interesting to control the number and depth of the ripples in the
oscillatory structure on the top of the spectrum, which is typical of SPM. Moreover, it
would be also promising to target the generation of a spectrum with two distinct peaks,
which is the SPM-induced spectrum of triangular pulses.
The intra-cavity ltering in a passively mode-locked EFRL was the second application
of the technique of pulse shaping assisted signal generation in bres. It was rst inves-
tigated through numerical simulations. It was found that the adaptive pulse shaping
cannot eectively shape the pulses due to the solition formation in an all-anomalous
dispersion cavity. Instead, in an all-normal dispersion cavity operated in the active
similariton mode, the adaptive pulse shaping system was capable of manipulating the
characteristics of output pulses. It was shown that the potential waveforms of the laser
pulses range from the more traditional shapes of hyperbolic secant and parabolic to
super-Gaussian of dierent orders.
In the experiment, a dispersion-managed passively mode-locked EFRL with a repetition
rate of 6:5MHz working around 1559nm was built and characterized. The mode-locking
mechanism of the laser was NPR. A programmable spectral ltering stage was included
right after the normal-dispersion bre segment in the cavity. It performed both the intra-
cavity amplitude shaping and the control of the net dispersion of the cavity. With either
Gaussian lter or third-order super-Gaussian lter, the pulses before the pulse shaper
exhibited a at-top spectrum and a temporal-shape close to super-Gaussian functions.Chapter 8 Conclusions and Future Work 139
The reason for this was that the length of the normal-dispersion bre included in the
cavity was not long enough to allow the asymptotic similariton solution to be fully de-
veloped. The characteristics of the pulses after the pulse shaper can be controlled by
changing the lter bandwidth. With narrow-band lter, nearly transform-limited pulses
can be achieved. Then, the net dispersion of the cavity was adjusted by applying dier-
ent amount of dispersion to the lter. This was realized by the spectral phase ltering.
The characteristics of the pulses after the pulse shaper can be manipulated by adjust-
ing the amount of dispersion trimming provided by it. Nearly chirp-free pulse can be
achieved when the net dispersion was tuned to be close to zero. The pulses before the
pulse shaper acquired a at-top spectrum as well. Sinc square lter was applied on the
pulse shaper with the purpose to obtain rectangular pulse after it. This attempt was
failed because the pulses generated in the laser cannot fully acquire the characteristics
of the sinc square function.
In future, the dispersion-managed passively mode-locked laser with intra-cavity spectral
ltering needs to be thoroughly modelled. With an accurate numerical model, the in-
uence of intra-cavity ltering in such a laser can be deeply understood. Then together
with the adaptive pulse shaping system, it is possible to nd the appropriate transfer
functions of the pulse shaper for the generation of rectangular pulses and pulses with
other exotic shapes directly from the laser.List of Publications
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