Quantum Correlations Can Speed Up All Classical Computation by Perez-Delgado, Carlos & Vinjanampathy, Sai
Quantum Correlations Can Speed Up All Classical Computation
Carlos A Perez-Delgado1, ∗ and Sai Vinjanampathy2, 3, †
1School of Computing, University of Kent, Canterbury, Kent CT2 7NF United Kingdom.
2Department of Physics, Indian Institute of Technology Bombay, Powai, Mumbai-400076, India.
3Centre for Quantum Technologies, National University of Singapore, 3 Science Drive 2, Singapore 117543.
Quantum algorithms that can speed up certain tasks, such as factorisation and unstructured search, have
driven a decades-long development of quantum computers and quantum technologies. Yet, outside specialized
applications, quantum computers are believed to offer no advantage over classical computers. Here, we present
a method which exploits quantum effects to speed up all possible classical computations. This method—which
we call Coherent Parallelization (CP)—exploits quantum correlations generated by higher-order Hamiltonians
to speed up any possible classical computation by a factor that depends on the classical algorithm. This factor
is quadratic in the size of the input for a large set of interesting problems, leading to a strong commercial
application in the emergent area of quantum technologies. We present important theoretical consequences of
CP for both quantum physics and the theory of algorithmic complexity and computability, and discuss how CP
can be implemented using real-world systems with natural or engineered Hamiltonians.
The advent of quantum computation revealed an implicit
assumption in all models of computation—namely, that the
computer, its state and its evolution, were all classical. More
importantly, it showed that moving beyond this assumption
would allow for the efficient solution to problems previously
thought intractable[1]. The way quantum computers are gen-
erally shown to obtain an advantage over their classical coun-
terparts is through the use of quantum algorithms. Quantum
algorithms use quantum operators (gates) that are inaccessi-
ble to their classical counterparts and that can be composed
together to create (quantum) computational circuits that are
more efficient at solving particular problems.
Cost analysis, both for quantum and classical computation,
is done entirely at the level of abstraction of circuits and gates.
Circuits—both classical and quantum—are all composed of
one- and two-(qu)bit gates, all of which are assumed to take
an equal standard time to operate. The quantum advantage, in
this case, rests solely on the fact that quantum circuits require
fewer quantum gates to solve certain problems compared to
their classical analogues. By going beyond the abstraction of
quantum computation as circuits consisting of one- and two-
body gates, a different quantum advantage is accessible. This
involves going one level of abstraction below that of opera-
tors (gates) and studying the Hamiltonians by which these are
implemented.
By exploiting many-body interactions in the Hamiltonian
[2–4] and by the use of non-linear Hamiltonians, a quan-
tum advantage has been shown in metrology [5–9], imaging
[10, 11] and energy storage [12–15]. In the case of metrology,
this method of obtaining quantum advantage has now been ex-
perimentally demonstrated [16]. In this paper, we prove that
a minimal model of non-linear Hamiltonians can be used to
provide a quantum advantage in the implementation of Tof-
foli logic gates. Since Toffoli gates are universal gates for
reversible classical computation, our method can be used to
speed up all classical computation.
Our method does not change the total gate complexity of
a problem. Rather, it acts much in the same way as (clas-
sical) parallelism. Parallelization does not reduce the total
gates needed to solve a problem, but it may reduce the total
time needed to do so by reducing the amortized time needed
to implement each gate. This speed-up can be drastic in some
cases: the difference between gate complexity and depth com-
plexity can be as high as a single polynomial order. Our
method acts similarly, but it exploits quantum coherences to
speed up classical computation. Hence, we name our method
Coherent Parallelization (CP). Our method can reduce the
time required to solve a problem by up to two polynomial or-
ders compared to a standard classical implementation (e.g. a
reduction from O(n3) to O(n) time). From a theoretical stand-
point this is the first time a quantum computer has been shown
to have a computational time-cost advantage over classical
computers for any possible computation.
Results
The main contribution of this paper is a method that exploits
the quantum correlations introduced by higher-order Hamilto-
nians in order to speed-up classical computation. By extend-
ing a well-understood technique used in metrology [2–4, 16]
and energy storage [12, 13], we show that quantum correla-
tions can impact all classical computation.
In any physical computing device, the state of the system
is evolved from an input state to an output state under the in-
fluence of a computational Hamiltonian H. Further, for this
device to be physical, the semi-norm of the Hamiltonian p(H)
must be bounded by a constant, where we define
p(H) = |〈H−hminI〉|= hmax−hmin. (1)
Here hmax, hmin are the maximum and minimum eigen-
values of H respectively and I is the identity operator. This
semi-norm quantifies the well understood tradeoff between
the energy-per-second cost of a computation and the time-cost
of a computation.
All quantum evolution is bounded by the quantum speed
limit (QSL) [17–19]. This limit states that the time τ to trans-
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2form any quantum state ρ0 to another state ρ f under a physical
map is no smaller than τQSL, given by
τ ≥ τqsl :=L (ρ0,ρ f )max
(
1
E
,
1
∆E
)
. (2)
Here L (ρ0,ρ f ) is the Bures angle between the two states,
E = τ−1
∫ τ
0 dt〈H(t)− hmin〉 is related to the average energy
[20] and ∆E = τ−1
∫ τ
0 dt∆H(t) is related to the average stan-
dard deviation of energy [21]. Here hmin is the instantaneous
ground state of the time-dependent Hamiltonian and ∆H(t) is
the instantaneous standard deviation of the energy. This moti-
vates our use of the semi-norm in our resource accounting. In
short, the QSL gives a direct trade-off between the semi-norm
p(H) and the time it requires to perform a particular evolution
using that Hamiltonian.
To exemplify this tradeoff explicitly, consider the logical
NOT gate. This can be implemented quantum mechanically
by the application of the unitary operator U = σx. The unitary
operator in turn can be implemented by setting the Hamilto-
nian of the qubit system to H = σx for a time t = pi/2. If
instead we use the Hamiltonian H = 2σx, then we reduce the
time needed to complete the evolution of a NOT gate in half.
In general the time t scales in inverse proportion to the semi-
norm p(H).
In the context of computation we can see that by increas-
ing the value of p(H) where H is the Hamiltonian driving
the evolution of a quantum register during the implementation
of a quantum gate, any computation can be sped up—almost
[37] arbitrarily so—at the trade-off cost of increasing instan-
taneous energy of the system, or energy-per-second.
Hence, in order for time complexity of algorithms to remain
meaningful within our model we must set a limit p(H(t))≤ τ ,
where τ(n) is a constant that can scale at most linearly in the
size of the input n. Within this semi-norm constraint, we will
discuss how we can make use of quantum correlations gen-
erated by non-linear Hamiltonians to speed up computation.
We first discuss an example of CP applied to the NOT gate,
followed by the formal theorem.
The traditional way of implementing two instances of the
NOT gate in parallel is to apply the unitary operator σx =
e−ipi/2σx to each individual qubit. Collectively the system’s
Hamiltonian is set to H‖ = σx⊗ I + I⊗σx, and evolved for
time t = pi/2.
Another way to implement this joint operation is in a co-
herent fashion. Instead of the Hamiltonian used above we
use H# = σx⊗σx. Note that σx⊗σx = e−ipi/2(σx⊗I+I⊗σx) =
e−ipi/2(σx⊗σx). So, in both cases the system needs to be evolved
under the appropriate Hamiltonian for time t = pi/2. However
p(·) is a resource for state transformations (and hence com-
putation), since the quantum speed limit tQSL bound depends
on this quantity. Hence to fairly compare the parallel and the
coherent strategy it is necessary to fix the resources, namely
p(H). Since p(H‖) = 2 whereas p(H#) = 1, we can scale
H ′# = 2H#, and stay within the same norm limit τ as the paral-
lel implementation H‖. Therefore, H ′# implements both NOT
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FIG. 1. Coherent Parallelization: The left hand side is a
classical circuit consisting of nine Toffoli gates, arranged into
three layers with three gates each. It requires nine time-steps
to perform this circuit sequentially. A classical parallel imple-
mentation can perform the same circuit in three time steps—
each gate having an amortized cost of 1/3 time-steps. A co-
herent parallel implementation, right hand side, can further re-
duce the amortized cost of each gate down to 1/9 time-steps,
and hence perform the same circuit in a single time-step.
gates in half the time that H‖ requires. This argument is at the
heart of the quantum advantage in energy storage [12, 13].
In the following two results we generalize and extend this
result to all operators that are both unitary and Hermitian (see
Supplementary Material for proofs).
Lemma 1. Let H be a Hermitian, unitary operator. Then, for
any positive integer m:
p
(
H‖(m)
)
= mp(H) (3)
p(H#(m)) = p(H) (4)
Here H‖(m) (H#(m)) refers to the coherent (standard) par-
allel implementation of m copies of the unitary, Hermitian op-
erator H. The following theorem follows directly from the
previous lemma.
Theorem 1 (Coherent parallelization). Let H be any Hermi-
tian unitary gate acting on a d-dimensional system or qudit.
Implementing m gates in parallel using a standard parallel
computation implementation H‖ is m times slower than using
a coherent parallelization approach H#.
The Toffoli gate is both a unitary and Hermitian operator.
Moreover, it is universal for (reversible) classical computa-
tion. Hence, any classical reversible computation on n bits can
be implemented as a circuit consisting of d layers, each con-
sisting of 1 ≤ m ≤ n Toffoli gates. At each layer (time-step)
one may choose to implement the Toffoli gates sequentially, in
parallel, or coherently together using the method we described
above. Using this latter method allows us to reduce the amor-
tized time cost of implementing each individual Toffoli gate to
31/m times the amortized (classical) parallel amortized cost of
implementation, or to 1/m2 the standard sequential time cost
of implementation.
This advantage is maximized in the case of highly paral-
lelizable reversible circuits (where m ≈ n at every depth). In
such cases the above method has the effect of reducing the
time required to run the algorithm by two polynomial orders.
For example, an O(n3) algorithm can be performed with O(n)
resources, an O(n2 logn) algorithm with O(logn) resources
etc.) We arrive at the following result:
Corollary 1. Let {Cn}n be a uniform family of reversible cir-
cuits. The same computation can be performed using coherent
parallelization in time T#(n)=O
(
C (n)/∆2
)
where ∆=C /D .
Here S and D refer to the circuit-cost complexity and
circuit-depth complexity respectively of the algorithm in
question.
Any irreversible classical circuit over the gate set {NAND}
can be transformed into a reversible one over the gate set
{Toffoli} using one of many techniques [22–24]. Hence, the
above technique can be applied to any classical algorithm.
Bennett’s method to convert irreversible computation to re-
versible computation, which consists of replacing all NAND
gates with Toffoli ones (and introducing ancillary bits) nei-
ther increases the computational time complexity, nor does it
change the computational depth complexity [38]. With this,
we state our final theorem:
Theorem 2 (Coherent parallelization of classical circuits).
Let {Cn}n be a uniform family of classical circuits over the
universal gate set {NAND}. The same computation can
be performed using coherent parallelization in time T#(n) =
O
(
S (n)/∆2
)
where ∆=S (n)/D(n).
Here n is the size of the input, S (n) is the circuit gate
cost (number of gates) of the classical circuit, and D(n) is
the depth of the circuit. In short, coherent parallelization can
be used to reduce the time cost of any classical algorithm to
below its depth complexity.
Discussion
Coherent parallelization (CP) exploits the same type of cor-
relations in the Hamiltonian as do Heisenberg-limited metrol-
ogy and quantum enhanced charging. As such, it is an in-
trinsically quantum effect with no classical analogue. CP is
quite different from the advantage that well-known quantum
algorithms have over classical. Algorithms like Shor’s[1] or
Grover’s[25] display an advantage over classical counterparts
when solving particular problems. By comparison, CP can
be used to accelerate any possible classical computation. This
speed-up is such that it can reduce the cost of solving a prob-
lem by up to two polynomial orders. This is clearly less than
the advantage that Shor’s algorithm has over classical fac-
torization algorithms. However, coherent parallelization is a
method that can be applied much more generally. It is much
more general than even Grover’s search algorithm[25].
Grover’s algorithm can be used to solve any problem within
the class NP, however, it only gives an advantage for problems
that do not (currently) have an algorithm that solves the prob-
lem more efficiently than brute-force search. Once a problem
has an algorithm that solves it at least quadratically more ef-
ficiently than brute-force search, Grover’s algorithm ceases to
provide any advantage. On the other hand, CP is itself not an
algorithm. Rather, it is a method that can accelerate any ex-
isting classical algorithm using quantum coherence. Hence,
CP can provide a quantum advantage on any possible com-
putational problem, no matter how efficient current classical
algorithms are.
A direct, important, consequence of our result then re-
lates to provable quantum advantage. Previously, outside of
oracle/black-box scenarios, the only provable computational
advantage of quantum computation devices over classical was
for a very narrow set of problems[26]. Because CP can im-
prove the run-time of any classical algorithm, we now have
provable quantum advantage for all computational problems.
The proportion of this advantage grows the more paralleliz-
able the problem is. The maximum advantage is achieved for
problems that can be efficiently solved using parallel compu-
tation using low (logarithmic) depth circuits—i.e. problems
in the class NC. Any such problem can be solved with coher-
ent parallelization in logarithmic time. Hence coherent par-
allelization is particularly well-suited for speeding up ubiq-
uitous mathematical tasks such as matrix multiplication and
speed up physically important tasks such as Monte Carlo sim-
ulations, genetic algorithms and many particle-physics simu-
lations. Other computations that are particularly well-suited
for coherent parallelization that are worth mentioning due to
their real-world applications include machine-learning tasks
like hyperparameter grid search and cryptographic tasks such
as proof-of-work in crypto-currencies and blockchain tech-
nologies.
Let us consider sorting as a concrete example of the advan-
tage obtainable using CP. Sorting n integers can be done se-
quentially in O(n logn) time. This time is optimal for general
integers. A fully classical parallel approach can do the same
sorting in O(logn) time optimally. Using the same parallel al-
gorithm, but using CP to speed up the implementation of gates
allows us to sort these same n integers in O
( 1
n logn
) ∈ O(1)
time.
Another consideration is error correction. A full systematic
analysis of error correction is beyond the scope of this pa-
per. However, it is worth noting that coherent parallelization,
unlike (traditional) quantum computation, implements solely
classical gates, with classical inputs and classical outputs. In a
traditional quantum computer, the quantum state of the com-
putation, with all its coherences, must be maintained through-
out the computation, from beginning to end. There is no such
need in our scheme. Here, after each timestep, the state of the
computer can be asserted to be entirely classical. Hence, only
bit-flip errors need to be corrected.
4Next, we comment on the accounting of resources associ-
ated with implementing CP. From a computational complexity
perspective, our method acts similarly to classical paralleliza-
tion. Both methods reduce the total time-cost of solving a
problem, without reducing the computational complexity, by
reducing the amortized cost of implementing each individual
gate. From a physical perspective, our use of higher-order
Hamiltonians, and our resource-cost analysis is completely in-
line with the use of higher-order Hamiltonians in other physi-
cal settings (besides computation) such as metrology and bat-
tery charging. In the case of metrology, super-Heisenberg
metrology is a speed-up over other forms of quantum metrol-
ogy achievable through the use of higher-order Hamiltonians.
Super-Heisenberg metrology has been theoretically shown
to be possible only using higher-order Hamiltonians [2–4].
There are various proposals for implementing these speedups
using widely different experimental setups, such as scatter-
ing in Bose condensates [27], Duffing nonlinearity in nano-
mechanical resonators [28], two-pass effective non-linearity
with an atomic ensemble [29], Kerr-like nonlinearities [30],
and nonlinear quantum atom-light interfaces [31]. Finally, and
most importantly, this speed-up has now been experimentally
demonstrated [16]. In summary, it has been theoretically es-
tablished and experimentally verified that it is indeed possible
to speed-up a quantum process, without changing its circuit
complexity, by using higher-order Hamiltonians. CP extends
this theoretically established and experimentally verified ef-
fect to speed up computation.
Coherent parallelization should be understood to be be a
result at the intersection of fundamental physics and theoreti-
cal computer science. It is a statement about the fundamental
cost of performing a computation. Every quantum evolution
including that of a computation is bounded by the quantum
speed limit (see Eq. 2 and the discussion surrounding it). In
short, the QSL tells us that (for purposes of quantum evolu-
tion) time is energy. Reducing the semi-norm p(H) of the
Hamiltonian H needed to implement a quantum computation
is the same as reducing its time cost. And, this is precisely
what CP allows us to do.
That said, the potential impact of this result goes well be-
yond theory. While an engineering analysis of CP is beyond
the scope of this paper, it is likely that this result will lead
to more efficient implementations of computation in prac-
tice. There are various potential ways to outright implement
CP. Many systems with the desired collective quantum be-
havior have been studied beyond the ones already mentioned
above—both natural [32] and engineered [33]. It has been
shown that using many-body Hamiltonians that are natural
to the system being used to implement multi-qubit gates can
yield advantages over implementations that rely on naive gate
decompositions onto gates from a ‘standard’ universal gate-
set[34, 35]. Most importantly, recently Ferrero et. al. [14]
described a proposal for implementing what can be properly
seen as a CP implementation of a NOT gate. A similar anal-
ysis, but for the Toffoli gate instead, would allow for a uni-
versal CP speed-up of all classical computation. This highly
suggests that CP is not just of theoretical interest, but of great
potential practical interest as well.
In closing, from a practical perspective CP would allow for
properly designed quantum computers to speed up all possi-
ble classical computation (rather than a small subset). This
would drastically increase the interest in and impact of quan-
tum computation. From a theoretical perspective, CP pro-
vides, for the first time, a clear tradeoff between the time re-
quired to perform a computation and quantum correlations.
It opens a new approach of studying computation complexity
that goes beyond circuit complexity to also consider quantum
correlation complexity.
Acknowledgements
The authors would like to thank Rosario Fazio, Felix
Binder, Yingkai Ouyang for discussions and comments on
early versions of this manuscript.
SV acknowledges support from an IITB-IRCC grant num-
ber 16IRCCSG019 and by the National Research Foundation,
Prime Minister’s Office, Singapore under its Competitive Re-
search Programme (CRP Award No. NRF-CRP14-2014- 02).
∗ Electronic address: c.perez@kent.ac.uk
† Electronic address: sai@phy.iitb.ac.in
[1] P. W. Shor, SIAM review 41, 303 (1999).
[2] J. Beltrán and A. Luis, Phys. Rev. A 72, 045801 (2005).
[3] S. Boixo, S. T. Flammia, C. M. Caves, and J. Geremia, Phys.
Rev. Lett. 98, 090401 (2007).
[4] S. M. Roy and S. L. Braunstein, Phys. Rev. Lett. 100, 220501
(2008).
[5] U. Dorner, R. Demkowicz-Dobrzanski, B. Smith, J. Lundeen,
W. Wasilewski, K. Banaszek, and I. Walmsley, Phys. Rev. Lett.
102, 040403 (2009).
[6] V. Giovannetti, S. Lloyd, and L. Maccone, Phys. Rev. Lett. 96,
010401 (2006).
[7] M. Zwierz, C. A. Pérez-Delgado, and P. Kok, Phys. Rev. Lett.
105, 180402 (2010).
[8] V. Giovannetti, S. Lloyd, and L. Maccone, Nature photonics 5,
222 (2011).
[9] C. L. Degen, F. Reinhard, and P. Cappellaro, Reviews of mod-
ern physics 89, 035002 (2017).
[10] C. A. Pérez-Delgado, M. E. Pearce, and P. Kok, Phys. Rev. Lett.
109, 123601 (2012).
[11] G. Brida, M. Genovese, and I. R. Berchera, Nature Photonics 4,
227 (2010).
[12] F. C. Binder, S. Vinjanampathy, K. Modi, and J. Goold, 49,
143001 (2015), ISSN 1751-8113, 1505.07835.
[13] F. Campaioli, F. A. Pollock, F. C. Binder, L. Celeri, J. Goold,
S. Vinjanampathy, and K. Modi, Phys. Rev. Lett. 118 (2017),
ISSN 10797114, 1612.04991.
[14] D. Ferraro, M. Campisi, G. M. Andolina, V. Pellegrini, and
M. Polini, Phys. Rev. Lett. 120, 117702 (2018).
[15] T. P. Le, J. Levinsen, K. Modi, M. M. Parish, and F. A. Pollock,
Phys. Rev. A 97, 022106 (2018).
5[16] M. Napolitano, M. Koschorreck, B. Dubost, N. Behbood, R. J.
Sewell, and M. W. Mitchell, Nature 471, 486 EP (2011).
[17] M. M. Taddei, B. M. Escher, L. Davidovich, and R. L.
de Matos Filho, Phys. Rev. Lett. 110, 050402 (2013).
[18] S. Deffner and S. Campbell, Journal of Physics A: Mathemati-
cal and Theoretical 50, 453001 (2017).
[19] F. Campaioli, F. A. Pollock, F. C. Binder, and K. Modi, Phys.
Rev. Lett. 120, 060409 (2018).
[20] N. Margolus and L. B. Levitin, in Physica D (Elsevier Science
Publishers BV, 1998), vol. 120, pp. 188–195.
[21] L. Mandelstam and I. Tamm, in Selected Papers (Springer,
1991), pp. 115–123.
[22] C. H. Bennett, IBM journal of Research and Development 17,
525 (1973).
[23] C. H. Bennett, SIAM Journal on Computing 18, 766 (1989).
[24] M. Amy, M. Roetteler, and K. M. Svore, in International Con-
ference on Computer Aided Verification (Springer, 2017), pp.
3–21.
[25] L. K. Grover, in Proceedings of the Twenty-eighth Annual ACM
Symposium on Theory of Computing (ACM, New York, NY,
USA, 1996), STOC ’96, pp. 212–219, ISBN 0-89791-785-5.
[26] S. Bravyi, D. Gosset, and R. König, Science 362, 308 (2018),
ISSN 0036-8075.
[27] S. Boixo, A. Datta, M. J. Davis, S. T. Flammia, A. Shaji, and
C. M. Caves, Phys. Rev. Lett. 101, 040403 (2008).
[28] M. J. Woolley, G. J. Milburn, and C. M. Caves, New Journal of
Physics 10, 125018 (2008).
[29] B. A. Chase, B. Q. Baragiola, H. L. Partner, B. D. Black, and
J. M. Geremia, Phys. Rev. A 79, 062107 (2009).
[30] A. Rivas and A. Luis, Phys. Rev. Lett. 105, 010403 (2010).
[31] M. Napolitano and M. W. Mitchell, New Journal of Physics 12,
093016 (2010).
[32] M. Gross and S. Haroche, Physics reports 93, 301 (1982).
[33] T. Roy, S. Kundu, M. Chand, S. Hazra, N. Nehra, R. Cosmic,
A. Ranadive, M. P. Patankar, K. Damle, and R. Vijay, Phys.
Rev. Applied 7, 054025 (2017), ISSN 23317019, 1610.07915.
[34] V. V. Shende and I. L. Markov, Quantum Info. Comput. 5, 49
(2005), ISSN 1533-7146.
[35] E. Zahedinejad, J. Ghosh, and B. C. Sanders, Physical review
letters 114, 200502 (2015).
[36] S. Lloyd, Nature 406, 1047 (2000).
[37] As Lloyd points out, this speed-up is not quite arbitrary [36]. If
one increases the instantaneous energy of the system too high,
one runs the risk of creating a black hole where one’s computer
used to exist.
[38] While it does increase the space complexity, this is irrelevant to
our analysis here.
6Supplementary Material
We begin with a formal definition of the function p(·) that
we have used in the main body of the paper.
Definition 1. Let H be any Hermitian operator. Then
p(H) = |〈H−hminI〉|= hmax−hmin, (5)
where hmax, hmin are the maximum and minimum eigenval-
ues of H respectively.
Next is a discussion of the model of computation we are
presenting for the first time in this paper.
Model of Computation.— We start this section with a for-
mal definition of our computational model:
Definition 2 (Computing Machine). A Computing Machine
(CM) consists of a closed physical system with three subsys-
tems B,C,S: the battery, control, and input/output systems
respectively.
Battery consists of an unbounded countable number of two-
dimensional subsystems each with Hamiltonian HB =
σz.
Input/output consists of a countably infinite dimensional
system with Hamiltonian H0 that can be arbitrarily cho-
sen. All but a finite subsystem S of dimension N = 2n
is set to the ground state of H0 at the beginning of this
computation. The state ρ0 (ρ f ) of the subystem S at the
start (end) of the computation is called the input (out-
put).
Control exchanges energy with the battery subsystem to
power the application of a Hamiltonian H(t) for a time
T to the input/output system during computation. This
can be done with standard energy conserving unitaries.
This Hamiltonian is such that
p(H(t))≤ τ(n), ∀t, (6)
where n is the size of the input and τ(n) is a constant
that at most scales linearly in n.
The purpose of our model of computation is to act as the
most general abstraction of natural process that can perform
computation, without ignoring any of the necessary physical
properties of such a process.
The purpose of the battery subsystem is to account for the
energy required to perform the computation. In order to be
able to compare meaningfully different computations, a stan-
dard battery Hamiltonian is chosen for every possible com-
puter and computation performed.
The input/output subsystem is how the computer commu-
nicates with the external world, and meaningfully performs
computation. The subsystem is initialized to the input state
before computation. At the end of the computation the sub-
system should then hold the output state. An arbitrary Hamil-
tonian for this system is allowed in order to be able to model—
and quantify the energetic resources in—computation on dif-
ferent information carriers. These information carriers can be
anything from ions in a trap or potential well, to nuclei, to
anyons, depending on the actual implementation of the quan-
tum computer and they all different real-world Hamiltonians.
While we leave the possibility open in our model to any
possible input/output system, we will be particularly inter-
ested in (and restrict further discussion to) systems with a ho-
mogenous repeating structure, e.g. n spin−1/2 particles each
with Hamiltonian σz and pairwise Ising interaction.
Finally, the sole purpose of the control subsystem is to
provide a locus for the computation itself. It mediates be-
tween the battery and the input/output system, and performs
the computation itself by drawing power from the former, and
applying an external Hamiltonian to the latter. This Hamilto-
nian H(t) is time dependent, and arbitrarily chosen based on
the computation to be performed. As mentioned in the main
text, in order to maintain the meaningfulness of algorithmic
time complexity within our model we must bound p(H(t))
from above. Our bound τ(n) is dependent on n to allow for
parallel computation (performing multiple gates on different
qubits at the same time). If we further limit τ to be a constant
independent of n we can define a sequential computing ma-
chine. In this paper we focus on the more general (parallel)
model.
There are many ways (computational models) to describe
classical computations. Here we use the well understood stan-
dard circuit model. We understand a uniform family of re-
versible circuits {Cn}n to consist of circuits Cn consisting of
only Toffoli gates, each acting on n bits of input. Let D(Cn)
be the circuit depth of Cn. For every 0≤ i≤ N = 2n let Cn(i)
be the result of running the circuit Cn on the binary represen-
tation of i as input.
Also when discussing a particular algorithm described as a
family of circuits, we will useS , andD to refer to its circuit-
cost complexity and circuit-depth complexity respectively.
Coherent Parallelization.— We now focus on our method
for increasing the efficiency/speed of arbitrary classical com-
putations.
Consider a quantum system with m identical sub-systems
(qubits, qudits or the tensor product thereof). Let H[i], 1 ≤
i≤ m for any Hermitian and/or unitary operator H to mean H
applied to the i′th subsystem. Formally:
H[i] =
(⊗
i−1
I
)
⊗H⊗
(⊗
n−i−1
I
)
. (7)
For any Hermitian, unitary operator H we define
H‖(m) =
m
∑
i=1
H[i] (8)
H#(m) =
⊗
m
H (9)
7We then have the following result.
Lemma 1. Let H be a Hermitian, unitary operator. Then, for
any positive integer m:
p
(
H‖(m)
)
= mp(H) (10)
p(H#(m)) = p(H) (11)
Proof. Since H is both Hermitian and unitary, its only possible
eigenvalues are ±1. So either p(H) = 2, or p(H) = 0. If
p(H) = 0, then the lemma follows trivially. Therefore, lets
assume p(H) = 2. Let |+〉 (|−〉) be +1 (−1) valued eigenket
respectively of H. Then(
m
∑
i=1
H[i]
)(⊗
m
|±〉
)
=±m
(⊗
m
|±〉
)
(12)
and (⊗
m
H
)(⊗
m
|±〉
)
=±1
(⊗
m
|±〉
)
. (13)
To complete the proof we must show that (
⊗
n |±〉) are the
maximum and minimum valued (respectively) eigenkets of
both (
⊗
n H) and (∑ni=1 H[i]).
We show that the largest eigenvalue of
⊗
m H is 1. We pro-
ceed by contradiction. Assume there exists a vector |ω〉 such
that (⊗
n
H
)
|ω〉= ω|ω〉, (14)
where ω ∈ R and ω > 1, and that this is the largest valued
eigenket of
⊗
m H. Given that |ω〉 is an eigenket of
⊗
n H it
must be that it may be written as
|ω〉=
n⊗
i=1
|ωn〉, (15)
where each ket |ωn〉 is an eigenket of H. And further,
ω|ω〉=
(⊗
n
H
)
|ω〉=
n⊗
i=1
H|ωn〉=
n⊗
i=1
1|ωn〉, (16)
where in the last equality we used the facts that |ωn〉 is an
eigenket of H, and that H is both Hermitian and unitary. From
here it follows that 1 < ω = 1, which is a contradiction. An
identical argument can be used to show that −1 is the mini-
mum eigenvalue of H#, and similar arguments can be used that
the ±n are the maximum/minimum eigenvalues of H‖.
The following theorem follows directly from the previous
lemma, and our computing machine definition.
Theorem 1 (Coherent parallelization). Let H be any Hermi-
tian unitary gate acting on a d-dimensional system or qudit.
Implementing m gates in parallel using a standard parallel
computation implementation H‖ is m times slower than using
a coherent parallelization approach H#.
Proof. Without loss of generality let the bound τ = 1. Then,
in order to use the standard parallelization method within the
bound set, one must use a normalized version of the par-
allel Hamiltonian H ′‖(m) = 1/mH‖(m). On the other hand
to implement the m gates using coherent parallelization one
may use standard coherent parallelization Hamiltonian H#(m)
as defined above, since it is already normalized to 1. Then
p
(
H‖(m)
)
= p(H#(m)) = 1, as required. However,⊗
m
H = e−ipi/2mH
′
‖(m) = e−ipi/2H#(m). (17)
Which shows that using the Hamiltonian H#(m) one can im-
plement the desired gate
⊗
m H a factor of m times faster than
using H‖(m).
Theorem 2 (Coherent parallelization of reversible circuits).
Let {Cn}n be a uniform family of reversible circuits, and let
A(n) = {H(t),T} be the implementation of said circuit as a
computing machine algorithm and T (n) is the time required
to run A on an input of size of n. The same computation can be
performed using coherent parallelization in time O(T (n)/∆)
where ∆=S /D .
Proof. First we note that the average number of gates in {Cn}n
at each depth d is given by ∆=S /D . Hence, by Thm. 1 the
implementation of the gates of {Cn}n at depth d can be sped
up on average by a factor of ∆ using coherent parallelization
over a standard implementation. Taking the behavior at the
asymptotic limit as n→ ∞ gives us the desired result.
Note that in the previous theorem we’re comparing a co-
herent parallelization implementation to a standard comput-
ing machine implementation of a classical reversible circuit.
However, this latter implementation is already parallel (all
gates at any depth d are taken to be implemented at once).
Obviously, a parallel implementation has a speed factor ad-
vantage of ∆=C /D over a sequential implementation. We’ve
hence proven the following corollary.
Corollary 1. Let {Cn}n be a uniform family of reversible cir-
cuits. The same computation can be performed using coherent
parallelization in time T#(n)=O
(
C (n)/∆2
)
where ∆=C /D .
We conclude with the following result.
Theorem 3 (Coherent parallelization of classical circuits).
Let {Cn}n be a uniform family of classical circuits over the
universal gate set {NAND}. The same computation can
be performed using coherent parallelization in time T#(n) =
O
(
S (n)/∆2
)
where ∆=S (n)/D(n).
Proof. For this proof we first convert {Cn}n to a reversible
family of circuits that has both the same depth- and circuit-
complexity, and then simply apply Corollary 1. For the first
step we use a result by Bennet [22, 23] that states that any irre-
versible circuit family with space complexityS , circuit depth
complexityD and circuit complexityC can be perfectly simu-
lated using a reversible circuit with space complexityS +C ,
circuit depth complexity D and circuit complexity C .
8It is worth noting that there are many methods to convert an
irreversible circuit into a reversible circuit all of which have a
space/depth complexity tradeoff. For our purposes, Bennet’s
method is optimal as it allows us to reach the the theoretical
optimal time performance for coherent parallelization. For
many real-world applications it may be beneficial to consider
newer irreversible-to-reversible transformation methods [24].
