Finding the case id in unlabeled event logs is arguably one of the hardest challenges in process mining research. While this problem has been addressed with greedy approaches, these usually converge to suboptimal solutions. In this work, we describe an approach to perform complete search over the search space. We formulate the problem as a matter of finding the minimal set of patterns contained in a sequence, where patterns can be interleaved but do not have repeating symbols. This represents a new problem that has not been previously addressed in the literature, with NP-hard variants and conjectured NP-completeness. We solve it in a stepwise manner, by generating and verifying a list of candidate solutions. The techniques, introduced to address various subtasks, can be applied independently for solving more specific problems. The approach has been implemented and applied in a case study with real data from a business process supported in a software application.
Introduction
A business process is a structured set of activities which can be instantiated multiple times and whose execution is assumed to be recorded in an event log. The goal of process mining [1, 2] is to rediscover the process model from the runtime behavior of process instances recorded in the event log. The event log contains a sequence of entries in the form (case id, task id ) where case id identifies the process instance and task id specifies the task that has been performed. The sequence of tasks recorded during the execution of a process instance is called a workflow trace [3] . Since several process instances may be active simultaneously, the traces for different instances may overlap in time, as illustrated in Figure 1 . For the purpose of process mining, the overlapping of workflow traces is not a problem, since each event is associated with the case id which clearly identifies the process instance that the event belongs to. A wide range of process mining techniques [4] has been devised to discover process models from such event logs. However, while these event logs can be easily obtained from workflow and case-handling systems, in other applications that are not fully process-aware it may become difficult to retrieve event data in that form. If the case id attribute is missing, then the event log becomes an unlabeled sequence of events where it is unknown whether any two events belong to the same process instance or not.
The problem we address in this paper is how to recover the workflow traces from an unlabeled sequence of events. A sample sequence is illustrated in the top-right corner of Figure 1 . This sequence of symbols is the result of several workflow traces becoming interleaved in the event log. But since workflow traces essentially repeat the sequential patterns of the business process, in principle it should be possible to identify these repeating patterns in the unlabeled sequence. As in Figure 1 , and for reasons to be explained below, we consider patterns without repeating symbols. In addition, for a subsequence to qualify as a pattern, it should have at least 2 symbols and at least 2 occurrences in the sequence.
Under these conditions, the sequence aacbabadaccddacd of Figure 1 admits solutions with 2, 3 and 4 patterns. Table 1 lists some of these solutions. Each solution contains a set of patterns, and each pattern has its own multiplicity (number of repetitions). This is written as ⟨p n1 1 , ..., p n k k ⟩, where each p i is a pattern (sequence of symbols) and n i is the number of occurrences of pattern p i in the solution. The "true" solution, i.e. the one that corresponds to the generating patterns, can be found in the first column. Here it can be seen that the sequence admits an alternative solution with 2 patterns. There are many more solutions with 3 and 4 patterns, but in general we will be interested in solutions with a minimal set of patterns, as these can provide a more compact representation of the generating process.
Solutions with 2 patterns Solutions with 3 patterns Solutions with 4 patterns ⟨acd 4 , ba 2 ⟩ ⟨ad 4 , bc 2 
Related work
While there is a host of problems and techniques in the area of sequential pattern mining [5, 6, 7, 8, 9, 10, 11, 12] , the present problem does not seem to have been investigated before in this general form. There are some variants completely unrelated to ours, for instance, of partitioning numerical sequences into substrings, minimizing some cost function, e.g. [13] . In closer variants, the discovery of sequential patterns is usually bound to constraints [14] such as time windows [15, 16] , regular expressions [17] , or some domainspecific knowledge [18] . There are also approaches that focus on mining specific patterns or on counting their occurrences [19] but this represents just one of the subtasks in finding the minimal set of patterns that cover a given sequence. Related problems have been formulated in other areas but they do not seem to match exactly the problem considered here. For instance, in the field of combinatorics on words there is a related problem of how many subsequences (and how long) are needed in order to determine a given sequence uniquely [20] . This has a different focus from our problem, since we want to find all possible sets of patterns in order to pick the minimal solution. An interesting result was reported in [21] , allowing to decide if a given regular language can be obtained as the shuffle product of two other regular languages. Unfortunately, as we are dealing with a one-word language (a single sequence), it is obvious that any such language can be obtained by shuffling any of its non-empty subsequences. Viewed as a special case of the problem addressed in [21] , our instance is trivial but the algorithm presented there, addressing a related but different problem, does not seem to help solving ours.
Another field posing apparently related questions is bioinformatics. However, the main difference here concerns the fact that every instance of our problem contains a single sequence to be covered completely by a set of patterns, while bioinformatics typically searches for common fragments shared by several sequences. The techniques are therefore quite different and do not seem to be directly transferable.
Previous work
Among works most closely related to the current one, we can mention [22] which introduced an ExpectationMaximization approach to estimate a Markov model from an unlabeled event log. The approach includes a greedy algorithm that can be used to assign a case id to each event. This greedy algorithm finds a single solution, which is often a local maximum of the likelihood function. Also, the resulting number of patterns depends on the Markov model itself and on the way the greedy algorithm decides where to terminate the occurrence of one pattern and begin another occurrence of the same or a different pattern.
Here, we are interested in traversing the complete search space in order to enumerate all possible solutions with a given number of patterns. We are also concerned with the concept of minimum description length (MDL) [23] , so we define the optimal solution(s) as the one(s) with a minimal set of patterns. As in the example of Table 1 , it is easier to describe the sequence based on 2 patterns rather than 3 or 4 patterns. The principle of MDL has already been used in process mining to evaluate the quality of mined models [24] . Here we use it as a guiding principle while looking for solutions across the entire search space.
A similar aim was proposed in [25] , which introduced a trie representation which we apply also in our solution. The approach of [25] , however, using Knuth's Algorithm X, is hardly scalable to sequences longer than 30-40 symbols, while the new techniques in the present paper have been applied successfully to sequences more than 10 times longer.
Practical aim
The practical aim of this study is to allow process mining of realistic examples where the length of the input sequence would have from a few hundred to a few thousand events, with not more than 10-15 different events. In such scenarios one could be looking for a partition of the input sequence into a set of up to 5-10 patterns although, in many cases, fewer patterns will suffice. This represents a huge computational effort as any approach to this problem can be expected to scale exponentially with the length of the input sequence or, at least, of the size of alphabet. This may be the reason why the problem remained neglected, in spite of its relevance for practical applications. Our solution shows that even if it is NP-hard (which remains an open hypothesis), the exponent of its complexity involves only the size of the alphabet. Hence, the algorithm can be expected to scale reasonably to longer sequences, as long as the size of the alphabet remains relatively small. This is, in fact, the case in practice, and we will see that other theoretical worst cases do not occur under usual circumstances. An implementation of the proposed algorithm has been used to analyze data from real-life problems and the results are reported in the case study section.
Structure of the paper
Section 2 introduces the problem and notational conventions, and presents the main algorithm whose refinement leads to the final solution. It consists of three subroutines described, respectively, in the following Sections 3, 4 and 5. The correctness of the introduced algorithms is proved and upper bounds on the worst case complexity are analyzed. Section 6 adds a few remarks about the optimizations used in the actual implementation and comments on possible adjustments of the algorithm for handling other versions of the problem. Section 7 presents a case study performed on a dataset obtained from a real-world business process, and analyzed using our implementation, and Section 8 concludes the paper. All proofs are gathered in the Appendix.
Preliminaries
Subsection 2.1 introduces some notational conventions. Of particular importance is the concept of multiset, which is used throughout the paper. Subsection 2.2 formulates precisely the problem and its variants, and 2.3 sketches the algorithm forming the basis for the approach developed in subsequent sections.
Notation and conventions
N denotes the natural numbers and N + the positive ones. We assume that a sequence has an alphabet Σ with a (relatively small) number of symbols E = |Σ|. |X| denotes the cardinality of X when it is a set and the length of X when it is a sequence. Typically, the considered alphabet is relative to a given sequence S and contains only the symbols Σ(S) occurring in S. A pattern (over Σ) is any sequence p ∈ Σ + and it occurs in another sequence S if S contains p as a subsequence (not necessarily as a substring).
2
Two occurrences of a pattern are disjoint (DO = disjoint occurrence) if they are disjoint subsequences. For instance, the sequence S = abacabac can be seen as consisting of two DOs of abac, but it can also be seen as consisting of two DOs of ab and two of ac or else of two DOs of ac and two of ba. We denote these respective facts by 
The problem and its variants
The most general formulation of the sequence partitioning problem is as follows:
Problem 2.1. General Sequence Partitioning, GSP Input: a sequence S and a set of patterns P over Σ(S) Output: partitions of S into a minimal number of patterns X ⊆ P . In practice, the set P is often given implicitly and in the instances of the problem addressed in this paper, the user does not specify this set.
A straightforward, inefficient solution could be as follows. The first two rows give two distinct DOs of the pattern ab, the third two DOs of abc and the last two, examples of DOs of ac. The first row, with two DOs of ab and the last one, with two of ac, give a minimal partition with the shown patterns. One recognizes this as an optimization version of the NP-complete exact set cover problem (ESC) [26] . 3 But even to arrive at this representation, we have to first generate all DOs of various patterns. Already here one can encounter exponential complexity, as this requires listing not only distinct patterns but also their actual occurrences. E.g., in the sequence aaabbbcccddabcee ∈ ⊗ ⟨abcd 2 , abce 2 ⟩, one can choose any 2 of the first 3 a's, any 2 of the first 3 b's and any 2 of the first 3 c's to match with the two d's. Then, any remaining abc can be matched with the e's. There are thus 3 3 choices of the DOs of abcd or, equivalently, of abce. Generally, given a sequence S with length n = |S|, a pattern of length k may have (
Requiring the list of all such possibilities adds an intractable dimension to the already difficult problem.
We therefore do not ask for the actual occurrences of patterns but only for their multiplicites. We also restrict the admissible patterns, which is independently motivated by the origins of the problem as described in the introduction. We consider only patterns with no repeated symbols, which have length at least 2 and which are true patterns, i.e. occur at least twice. This restriction leads to the following problem.
Problem 2.2. SP'
Input: a sequence S, patterns P ⊆ {p ∈ Σ(S)
partitions of S into a minimal number of patterns X ⊆ P This problem, asking only for the minimal number of patterns from P needed to partition S, is still NPhard and, consequently, so are the more complex variants asking for actual patterns or their multiplicities. This can be shown, e.g., by a reduction from the edge-coloring problem (Fact 9.1 in Appendix), which is possible because SP' allows to choose freely a subset P of patterns to be considered. If we disallow that, the possibility of such a reduction is not obvious, and we obtain our main problem: Problem 2.3. Sequence Partitioning, SP Input: a sequence S Output: partitions of S into a minimal number of patterns X ⊆ P where P = {p ∈ Σ(S)
The central feature of this instance, distinguishing it from the previous ones, is that the patterns P to be used are not specified (beyond their general format) but have to be mined from the sequence. This limits the flexibility in formulating the questions and gives a special case of SP', whose NP-hardness remains an open issue. We address the enumeration version of the problem, asking for the partitions specified by the used patterns and their multiplicities, but not for the positions at which different patterns occur. An important contribution of this work consists in obtaining the former without generating the latter.
We will approach the above problem by solving a more specific version, where the number of patterns to be used is part of the input. Input: a sequence S, an integer 0 < k ≤ |S|/4 Output: partitions (if any) of S into k patterns from P where P = {p ∈ Σ(S)
The limit k ≤ |S|/4 is due to the restriction to patterns of length at least 2 and with at least 2 occurrences. Our algorithm for SP is based on iterating a solution to SP[k] with increasing k until it produces a solution. The complexity analysis shows that the exponent involves the size E = |Σ| of the alphabet (possibly, as the factor limiting the number of distinct patterns by
Although this may quickly become prohibitive, the fact that the alphabet is typically small as compared to the size of the sequence opens the possibility of analyzing non-trivial, real-life data sets. Section 7 provides an example of such analysis. 4 
The main algorithm
Consider a naive algorithm that tries to generate solutions to Problem 2.3 by running once through sequence S and generating all possible multisets at each position in the sequence. For example, for the sequence T = abacbc, at the first position one would start with ⟨a 1 ⟩; at the second position, one would get either ⟨ab 1 ⟩ or ⟨a 1 , b 1 ⟩; at the third position, the possibilities are ⟨a 1 , ab 1 ⟩, ⟨a 1 , ba 1 ⟩, and ⟨a 2 , b 1 ⟩; and so on. Once we reach the end of the sequence, the solutions (if any) can be found among the resulting set of multisets. Let V (S, i) be the set of multisets at each position i in the sequence S. The building of V (S, i) as the algorithm proceeds through the successive positions i of the sequence S is defined inductively as follows:
The number of multisets grows exponentially through the sequence, since each multiset X may originate as many as |X| + 1 children, and each child may contain more subsequences than its own parent, so the rate of children per parent also grows through the sequence. Most of these multisets are, of course, unnecessary and we will solve the problem by limiting their number. The algorithm (2.5) can be used very efficiently, for instance, when we are only looking for DOs of some given patterns. When checking if the sequence S can be covered by DOs of a single pattern p, the following underlined modifications (collecting, at each point, only the encountered prefixes of p) make the algorithm linear. (A variation of this algorithm was used in [19] for determining noc(p, S).)
So, while efficient for checking DOs of specified patterns, the algorithm is heavily exponential for generating the relevant patterns. Our main Algorithm 2.7 utilizes an optimized version of (2.6) but precedes it by an efficient generation of the potential candidates. It returns the set of all solutions for the input sequence, if there is any, and the empty set otherwise. 
The algorithm begins by building a trie T , which contains all patterns occurring in S, and allows to identify the number of DOs of each pattern and symbol. The rest of the algorithm uses T and does not require the use of S except to verify candidate solutions. Algorithm 4.3 generates the potential candidates for solutions using only T . Using a simple algorithm for solving systems of linear equations, it excludes a significant number of irrelevant combinations of patterns. This generation is iterated starting with only 1 candidate pattern and increasing the number of patterns when the lower number does not yield any solution. The iteration stops thus at the lowest number of patterns. Given a candidate multiset M , an optimized version of Verify, Algorithm 5.1, decides if M covers S.
Each of the three main components of Algorithm 2.7 is of independent interest as it can be applied for solving the more specific, yet frequently encountered, subproblem. Section 3 describes the trie representing the sequence and the algorithm to build it. Section 4 describes the algorithm to generate the candidate multisets and to limit their number. Verification of the candidates, yielding the final solutions, is described in Section 5.
The trie -the number of DOs of patterns
The trie, as used here, was introduced in [25] but we present it to make the paper self-contained. It is built for an easy identification of patterns and the number of their disjoint occurrences in the sequence. It stores also detailed information about the actual occurrences of every pattern. This information is of potential use for other purposes, but our algorithms do not utilize it in full, since it is the main source of complexity.
The trie is implemented as a tree with nodes labeled by symbols (siblings are always labeled by different symbols). Each path from the root identifies a unique pattern. The trie can be regarded as a dictionary with patterns as keys and nodes accessed by means of the pattern key (e.g., T [ba], starting at the root ϵ, finds first the node b and then its child a.) Example 3.1. For the sequence S = abbaacbcbcc, the general structure of the trie T is as follows:
As data, each node contains a list of relevant occurrences of its symbol. An edge from parent to child (x : X) → (y : Y ) means that for every occurrence of y in the list Y there is a preceding occurrence of x in the list X. This information is stored in more detail, as explained using the following example. 
The list of symbol occurrences at each node (except the children of the root, which identify occurrences of single symbols) is divided into sublists, e.g. The numeral preceding such a sublist, as in [2 : 680 ′ 1 ′ ], indicates the upper bound on the number of DOs of the pattern, by telling the number of matching earlier occurrences of the preceding symbol. The [2 :
says that there are at most two occurrences of bac; this is due to the fact that there are only 2 occurrences of ba before position 6. The lack of such a numeral means implicitly that it is equal to the length of the subsequence, i.e., [1 : 23] 
, where the latter is defined as 
For an arbitrary sequence Q, Fact 3.3 means that the maximal number of DOs of a pattern p is determined by a subsequence S ⊑ Q, satisfying the property P(S, p). By restricting Q to the subsequence Q ′ using only symbols in Σ(p), the condition P(Q ′ , p) may be still violated due to unequal numbers of occurrences of various symbols, i.e., because
It suffices now to "exclude" from such sequence Q ′ the irrelevant symbol occurrences, namely, those
The first occurrence of p i+1 violating this condition signals that one of its occurrences so far will not enter the disjoint occurrences of p. In the sequence R from Example 3.4, encountering the third b means that one of the three b's does not enter a DO of pattern ab, since there are only two matching a's before. This "exclusion" is achieved in the trie by the numerals in the sublists, specifying only the number of relevant occurrences contributing to the maximal number of DOs of each pattern.
The importance of Fact 3.3 consists in allowing to determine the numbers of DOs of various patterns without detailing their actual occurrences. It establishes the correctness of the following Algorithm 3.5/3.6 which, in a single traversal of the input sequence (line 2), constructs the trie T and determines the number of DOs for all patterns. Algorithm 3.5 calls Algorithm 3.6 which adds each symbol S i to the trie, traversing recursively the trie and updating the nodes storing the symbol S i . Algorithm 3.6 below assumes the following attributes at every node P of the trie:
• P.symb -the symbol stored at the node.
• P.pairs -the list of [N : L] pairs, with a numeral N and list of positions L, each component accessed by its name.
• P.nrOcc -the sum of the N -components, namely, for m = |P.pairs| :
• P.children -the set of children nodes.
The algorithm is complicated by the need to record the information about the occurrences of symbols and to manipulate various list elements. But its essential operation consists simply in extending every pattern p, which does not already contain the symbol a, to pa and in adding the current symbol occurrence a = S i to the list of every pattern pa.
Starting from the root of the trie (representing the empty pattern), for each node P the algorithm inspects all P 's children C. While a is not a symbol in C, it descends recursively the tree, line 15. Otherwise, if the test C.symb = a at line 2 succeeds, there are several cases:
• If the parent node P is the root of the trie (line 3), then its children mark the starts of patterns and, having no preceding symbols, their occurrences need not be divided into sublists. Therefore, the new occurrence i is simply added to the list of occurrences of C (line 5) and the number of occurrences is increased as well (line 4). if C.symb = a then 3: if P is the root of the trie then 4: C.pairs 1 .N = C.pairs 1 .N + 1
5:
C.pairs 1 
• Otherwise, if P is not the root node and the symbol at P has more occurrences than C (the test at line 6 succeeds), then the current symbol a can enter a new DO of the pattern terminating at C. The question now is whether this new occurrence should enter an existing sublist in C, or whether it should start a new sublist. • If P is not the root node and the symbol at P has no more occurrences than C (the test at line 6 fails), then the new occurrence of a is recorded, by appending i to the last pair of C (line 13) but keeping the number N of that pair unchanged (this represents an additional choice of C.symb but not an additional occurrence of the overall pattern ending in C).
• If none of the children of P contains the current symbol a, then a new node is added to P.children (line 17). This node contains the symbol a, the pair [1 : i], and no children.
Complexity
The number of patterns occurring in S can be exponential in its length. If T is a sequence with all symbols distinct, then S = T T has 2 |S|/2 distinct patterns. Besides the fact that such a sequence has a solution with only 1 pattern T , it represents an exceptional case which can be handled by simple preprocessing. (E.g., count the number of distinct symbols and, if it approaches |S|/2, alert the user about the unusual instance.)
The average, expected instance of the problem consists of a relatively long sequence over a relatively small alphabet; i.e., for a given sequence S and alphabet Σ with |Σ| = E, we assume in general E < < |S|. Now, the number of distinct patterns with non-repeating symbols is large as a function of E, nP
But it is independent from the length of the sequence, while the number of patterns actually occurring in the sequence S, nP (S), can be expected to be much smaller than this worst case.
Under these assumptions, the algorithm is linear in the length of the sequence |S|, inspecting at most all (currently) occurring patterns at each sequence position, i.e.,
BuildT rie(S) = O(|S| · nP (S)).
(3.7)
The candidate solutions
The main Algorithm 2.7 iterates over the number k of patterns, starting with k = 1 and increasing k while no solution is found. In each iteration, it generates and verifies candidate solutions with k patterns. As the number of patterns in the trie can quickly reach thousands or even millions, trying all combinations of k patterns becomes unfeasible. This section describes how candidate solutions are generated and how their number can be limited.
The idea is that in any candidate solution M , the number of occurrences of each individual symbol must equal the number of occurrences of the same symbol in the whole sequence S, i.e. Symb(M ) = Symb(S). For example, the sequence S = ababbbccbc can only admit candidate solutions with Symb(M ) = Symb(S) = ⟨a 2 
The solution means that p 1 contains the symbols {a, b}, p 2 contains {b, c}, n 1 = 2 and n 2 = 3. The candidates are therefore:
Determining the possible solutions of the equation system (4.1) is complicated by the fact that not only the vector [n 1 , ..., n k ] but also the coefficients α i,j are unknown. These coefficients are boolean, admitting only 0 or 1, so there are 2 kE ways of setting them. 7 Furthermore, even after instantiating the coefficients α i,j , the system may take different forms depending on whether k < E, k > E or k = E. Seen as a system of linear equations over integers, when k < E it has, typically, no solutions (being overdetermined, with more equations than unknowns), and when k > E it is underdetermined, admitting infinitely many solutions. The third case, k = E, is the only one that would make it amenable to usual linear algebra packages, based on inverting square matrices.
Enumerating all the 2 kE systems of equations and solving each of them for [n 1 , ..., n k ] is hardly desirable. In the currently implemented prototype, we produce systematically all possible solutions to the first equation, 6 A second solution to the system, namely p 1 = {b, c}, p 2 = {a, b}, n 1 = 3 and n 2 = 2, generates the same candidates. 7 Some combinations of α i,j can be ruled out immediately. For example, there can be no zero rows (i.e. ∀ i : ∑ j α i,j > 0) as this would mean not covering a symbol, and each column must contain at least two 1's (∀ j : ∑ i α i,j >= 2) since any pattern should have at least two symbols.
then try these solutions in the second equation, then in the third, and so on. Initially, equations are also sorted according to the increasing values of noc(s i , S). This value is proportional to the number of possible solutions to the equation, so we start with the least possible number. The set of possible solutions diminishes 8 as we go through the system, keeping only the solutions that satisfy all of the previous equations. One ends up with the complete set of solutions, which becomes empty in case of an inconsistent system.
A solution to the equation system (4.1) defines the set of symbols that each pattern p j may contain, denoted p j = {s i | α i,j = 1}. Every permutation of the symbols in p j gives a possible pattern, and a pattern p generated from p j will enter a candidate solution with multiplicity n j . One must check whether this is actually possible, as there could be some permutations of p j which do not have n j occurrences in S. To check this, we resort to the trie, and accept the pattern p over symbols p j into a candidate only if noc(p, S) ≥ n j .
A sketch of this procedure is given in Algorithm 4.3. Having solved the equation system (line 1), the algorithm generates the permutations for each p j (lines 4-6) and, if a given permutation p has n j occurrences in S (line 7) then p is included in the set of patterns Y j . Having constructed k sets of patterns, Y 1 , ..., Y k , for each of the solutions of the equation system, the algorithm combines them into candidate solutions for S (line 9). The condition ∀ 1≤i,j≤k : i ̸ = j ⇒ p i ̸ = p j ensures that all patterns in a candidate are different, even if they come from identical sets p i = p j . (If identical patterns were allowed then such candidate would have fewer than k different patterns; but if such solution exists, then it has already been found in an earlier iteration of Algorithm 2.7 for a smaller value of k.) 
for each permutation p of p j do 7: if noc(p, S) ≥ n j then 8: Y j := Y j ∪ {p} 9: Cand := Cand ∪ {⟨p 
Complexity
The length of each pattern, i.e., the size of each set p i , is limited by the size E of the alphabet, and the loop at line 6 of Algorithm 4.3 may iterate E! times, giving the upper bound k · E! on the number of iterations of the loop at line 4. The complexity of this algorithm is dominated by the number |W | of solutions to the system (4.1).
Being a linear system, and assuming it to have more than one solution, it will, in general, have infinitely many solutions. But we look only for ones with non-negative elements and limit these to the relevant subspace determined by the sequence and its length. , namely, the number of ordered additive k-partitions of m. The system has E such equations, but their solutions must be mutually compatible, i.e., yield the same n j values. The number of solutions is thus limited by the equation having fewest of them. In short, overestimating
, and taking m = |S|, we obtain the seriously overestimated bound
) on the number of the solutions to the whole system (4.1). But even this overestimate shows the complexity polynomial in the length of the sequence.
We record also the potential number 2 kE of possible instances of the matrix α, each giving another system of equations to be solved. Solving such a small system of linear equations is of negligible complexity, so we ignore it in the expression for the whole algorithm which becomes thus:
This may give exponentiation in |S| when E or k approach it. But as we have observed before, these are the cases unlikely to occur in practice. Still, even if practically polynomial in |S|, the number of candidates may quickly become unmanageable, as k increases for longer sequences. Our experiments and the case study presented ahead in Section 7 confirm this worry, indicating the need to further limit the number of potential candidates. Still, this number is not the highest factor contributing to the overall, worst case complexity. It is the verification of particularly malicious ones, as we will see in the following section.
Verifying the candidates
Given a candidate solution -a multiset M = ⟨p n1 1 , ..., p nz z ⟩ of patterns -we apply a variation of algorithm (2.6) to verify if the sequence can be covered by M . The operation Ch(M, a) consumes the symbol a from the patterns in M , producing a set of children multisets, each corresponding to the removal of a from a different pattern in M . This is the opposite procedure to that of algorithm (2.6) which appended each symbol to the end of patterns in X; here we remove each symbol from the beginning of patterns in M . This operation is iterated starting with M , which represents the candidate to be tested, and applying it to the successive sets of multisets that are generated from M as we proceed through the sequence S = S 1 S 2 ...S |S| . The procedure is described in Algorithm 5.1 and illustrated in Example 5. 
solution. Verification is successful, i.e. S ∈ ⊗ M , if we reach the end of S with the empty multiset, i.e., if ⟨⟩ ∈ V (S, M, |S|). This means that it was possible to consume the candidate M completely and exactly, matching its symbols against all successive symbols in S. The correctness of this claim is expressed by the following fact.
Fact 5.2. S ∈ ⊗ M ⇐⇒ ⟨⟩ ∈ V (S, M, |S|).
The proof does not need to assume that patterns in the candidate M have no repeating symbols. In fact, Algorithm 5.1, Verify, works for arbitrary patterns, and can be used for verification of candidates other than those generated by Algorithm 4.3.
Example 5.3. For M = ⟨ba
1 , ca 1 , bc 1 ⟩ and the sequence S = bbccaa we obtain : 
The paths from V (S, M, 0) to a solution node ⟨⟩ mark the DOs in S of the patterns from M . For S and M in the above example, the first b can be used either for ba (the left branch) or for bc (the right branch). There is no choice at the following b, which gives the same resulting multiset, but then the first c can be consumed from c 1 (the right branch) or from ca 1 . The algorithm does not keep track of all DOs. For instance, at V (S, M, 2), the two possibilities from the previous step are merged into one, since it is inessential to know which b was used for ba and which for bc. This optimization helps reducing the complexity of the present algorithm, which is the most significant contribution to the overall complexity of the main Algorithm 2.7, as explained in the rest of this section.
Complexity
Algorithm 5.1 traverses S only once but its worst case complexity can be dominated by the number of multisets at each stage. There are, namely, quite frequent situations where the same combination of patterns covers the sequence with different multiplicities. 20 , bc 25 
⟩
The growth, reaching relatively high values in b) and c), is due to the fact that at each position i, symbol S i can often be consumed from several elements in each of the current multisets. Given symbol S i , each multiset X ∈ V (S, M, i − 1) will generate several offspring via (X ⊖ ⟨ax 1 ⟩) ⊕ ⟨x 1 ⟩. While there are sufficient multiplicities, both x and ax will coexist in the same multiset, and the number of multisets will keep increasing rapidly. It is only when some elements vanish (as a result of their multiplicity reaching zero) that the number of possible ways to consume the next symbols diminishes.
In fact, these two cases are still far from the worst one. Verifying the patterns from c) with more evenly distributed multiplicities, namely, ⟨acb 5 , ac 10 , ab 10 , bc 13 .. In general, for the same combination of patterns, an even distribution of multiplicities gives more possible multisets than uneven one, as explained below.
These high numbers, however, represent an exceptional situation, occurring when the involved patterns contain (almost) all permutations (of a given length) of the alphabet. In such cases, the user may be warned about the potential problem. Observe though that one will then, typically, obtain a solution with fewer patterns, before trying such a large candidate. The sequence S from Example 5.4 has several solutions with only 3 patterns and case d) shows a verification of one of them. Its peak is around 150 times lower than in the cases b) and c).
The following analysis does not aim at any exact, worst case upper bound on the number of distinct multisets, but at showing the polynomial (in the length of the sequence) complexity of the algorithm and identifying the factors in the exponent. Writing now S for the length of the sequence should not cause any confusion, while simplifying notation.
At each sequence position, the number of multisets is limited by the actual candidate M = ⟨p
Each pattern p i can give rise to |p i | distinct suffixes and, at each point (after the initial stage of approaching the global maximum), n i is distributed between these (until it starts diminish due to the disappearance of the used patterns from the multiset). The worst case is thus limited by the number of ordered additive partitions of n i into p i components (writing now p i for |p i |), which equals
) . All such distinct multisets for a given i can be, in principle, combined with all multisets for another j ̸ = i, giving the hardly possible upper bound of
on the maximal number of multisets in any V (S, M, x) . The maximum of this product is bounded from above by the case when all multiplied numbers are equal, i.e.,
! and substitute into the exponentiation by k, obtaining
Although the exponent is worryingly high, we rest satisfied with the complexity polynomial in the length of the sequence and with the fact that the obtained expression, ignoring the relatively high denominator, is severely overestimated. The representative cases from Example 5.4 show that the maximal number of multisets, reached only a few times during computation, is far below this overestimated value.
The overall complexity
To estimate the overall complexity of the main Algorithm 2.7, we note that the exponent in (5.5) depends on the number of patterns and on their length. Assuming, as we did before and as is the case in all practical applications, an alphabet of a fixed and limited size E < < |S|, we obtain also the upper bound on the lengths of patterns, p ≤ E, and on their maximal number in a possible solution,
(Again, the potentially high value of nP (E) is not to be expected in actual sequences, with the number of patterns in an actual solution much lower than the number of patterns occurring in the sequence which, in turn, is much lower then the number of patterns in the whole alphabet, K < < nP (S) < < nP (E).)
Substituting the limit E for p, we obtain the average multiplicity n = S/kE of each of k patterns. The overall complexity, ignoring the initial building of the trie, is dominated by the maximum of
) from (4.5) and applying (5.5) for Verify, we obtain the upper bound for k = K :
As emphasized repeatedly and as indicated by the examples, the exponent KE is unrealistically high and never occurs in practice. Also, since K is limited by a function of E, it shows the critical importance of the size E of the alphabet. As this size remains relatively small and constant, we can expect the developed algorithm to scale reasonably well on long sequences. . An example would be a sequence aabbaaccaaddaaeeaaff..., where half of the symbols are a's and each must be combined with some other letter to form a pattern. This would mean having an alphabet of the order E = S 4
, which is not realistic in pratical applications.
Improvements and adaptations
The following subsections explain further improvements in the implementation of the main algorithm, and the adjustments needed to solve the related Problem 2.2 as well as to address other types of behavior that may occur in practice.
Forward or backward testing
The following simple test enhances the performance by reducing the number of multisets generated during the verification of candidates. For example, the first steps in the verification of the candidate M = ⟨abc 2 , ab 2 ⟩ for the sequence S = aaaabbbbcc would generate:
v v n n n n n n n n n n n n ( (
However, we can run the same algorithm backward, with all patterns reversed, i.e., for S ′ = ccbbbbaaaa and
.. and continues with only one multiset through the whole sequence. The difference is that while patterns in M have common prefixes, which lead to splits of the multisets into multiple children, the patterns in M ′ have no common prefixes and do not generate such splits. Before verifying the candidate, the algorithm checks whether to do it forward or backward, by estimating the number of overlapping prefixes and suffixes and choosing the alternative with the lowest number.
Checking the same set of patterns only once
As we have seen, there may be several candidates with the same set of patterns but with different multiplicities and, in general, it is faster to check candidates with uneven rather than balanced distribution of multiplicities. We generate the candidates with Algorithm 4.3 and we check them with Algorithm 5.1. The latter is called after we have collected all possible candidates, and after we sort those candidates so that the ones with uneven distribution of multiplicities will be checked first. Once a solution for a given pattern combination has been found, this combination is not further investigated, and one only checks other pattern combinations. For example, the sequence S = abbabbaabbaa was built from ⊗ ⟨ab 3 , ba 3 ⟩. However, as soon as the candidate ⟨ab 4 , ba 2 ⟩ is verified and is shown to be a solution, other candidates with the same combination of patterns (such as ⟨ab 3 , ba 3 ⟩ and ⟨ab 2 , ba 4 ⟩) will not be verified.
Specifying patterns, Problem 2.2, SP'
This version, where the user specifies also a subset of patterns to be used in the solution, and which is NP-hard, is solved by restricting appropriately the generated candidates. Computationally, it represents therefore a limitation of our main Algorithm 2.7. If P red(p) is the predicate required of each pattern p involved in the solution, we ensure that only such patterns are collected into the candidates generated by Algorithm 4.3, inserting there an additional test:
6: for each permutation p of p i do 7: if noc(p, S) ≥ n i and P red(p) then 8: ...
Handling repeating symbols
Having the set of all solutions to Problem 2. This process can be iterated. Doing it in all possible ways would require a significant amount of computation, but one can expect that only a few combinations will make sense for the actual problem instance, so that the formation and the number of trials is better left to the user.
Considering such alternatives amounts here to running Algorithm 5.1 on the initial sequence with these modified candidates. This works fine because the algorithm does not assume that patterns have no repeating symbols and works equally well for all kinds of patterns.
Handling loops
Even if patterns have no repeating symbols, the generating process may have loops or other forms of repetitive behavior. This can be handled by our approach without adaptation, with the only provision that it will identify the body of the loop as a separate pattern. For example, if the process is specified as a → b → c → d with an additional looping arc from d to b, then the algorithm may find pattern abcd as well as bcd with a multiplicity related to the number of times the loop was executed. The presence of both a pattern p and a substring of p in a solution is an indication of such behavior.
Handling parallelism
Another type of behavior that frequently occurs in process models is parallelism [31] . For example, in a process with two parallel branches ab and cd, their concurrent execution may lead to (sub-)sequences such as abcd, acbd, cabd, acdb, cadb, etc. However, activities have often time constraints or other ordering restrictions, meaning that only a small fraction of all possible interleavings is actually observed in practice. In any case, the interleaving of parallel branches fits well into the nature of our problem and can be handled without adaptation, provided that, in a process with parallel branches, these will be captured as separate patterns. As a consequence, the presence of parallel behavior may increase the number of patterns required to find a minimal solution.
Coping with noise
In practical applications it is often the case that the event log generated from a running process contains some amount of noise [32] . This may be due to some fault in the recording mechanism (e.g. events not recorded, recorded out of order, etc.) or some problem in the process itself (e.g. an unexpected error that generates an unforeseen event). In our problem we have an additional reason to worry about noise, which is the fact that the given sequence may represent only a fragment of the whole event data. For example, when retrieving the sequence of events between two dates, the truncation at both ends may leave some incomplete instances, which correspond to incomplete pattern occurrences.
It is possible to cope with this issue both within and outside the scope of our problem. Within our algorithm, we can (at least partly) address this problem by relaxing the definition of pattern to include also patterns that have only one symbol or only one occurrence in the sequence. For example, the sequence S = abcabecabc has no solution due to the presence of symbol e. However, if we allow for single-symbol and single-occurrence patterns, the sequence has 15 solutions, one of which is ⟨abc 3 , e 1 ⟩ and others include ⟨bca 2 , aebc 1 ⟩, ⟨abc 2 , bcae 1 ⟩, etc. The problem of such relaxation is indeed the extra number of candidates and solutions that suddenly appear.
An alternative way to cope with noise is by means of preprocessing. In the previous example, just by checking the frequency of each event, one would immediately realize that event e has a single occurrence and therefore could be attributed to noise. Such filtering is commonly used to prepare the event log before the application of process mining techniques [33] . This can take care of isolated events, but not of single occurrences of certain fragments of patterns. E.g. the sequence S ′ = abcababcabc, where e has been replaced by ab, admits no solution, and the frequency of events reveals nothing suspicious. It is only when we relax the definition of pattern that we find the 3 solutions: ⟨abc 3 , ab 1 ⟩, ⟨abc 3 , ba 1 ⟩ and ⟨ab 4 , c 3 ⟩. Of course, if the fragment ab occurrs more than once in S ′ , then it can be captured as a regular pattern. The decision of whether to dismiss something as noise should also be made carefully. For example, seeing ⟨abc 50 , ab 2 ⟩ come up as a solution, the user might be tempted to dismiss ab 2 as noise. However, as we will see in the following case study, where something similar occurs, this can actually be given a meaningful interpretation in terms of the generating process.
Case study
The IT Governance unit at INOV 10 is a relatively small but growing R&D group which provides services and solutions for IT management, with a special focus on the implementation of ITIL solutions 11 . Currently, the group has several ongoing projects in companies from different industry sectors. These projects develop mostly on the basis of service requests from customers. A service request may represent a problem fix or the development of new functionality in the solution provided to a customer. In order to manage service requests, the group has created a supporting system for internal use, which keeps track of each request from the moment it is created to its successful fulfillment. Figure 2 presents the business process associated with the handling of service requests. The process begins when a new service request is created. As the user records the request in the system, it may be left in a number of states. A "draft" state means that the user will resume filling in the request details at a later time. A "needs quotation" state means that the development team will have to provide a quotation (i.e. the estimated cost) for the service request. A "needs approval" state requires the unit coordinator to explicitly approve the request. The "submitted" state is used when the request needs no quotation nor approval. Service requests may be within or outside the scope of an existing project. If the request is within the scope of a project, then it enters that project as a set of additional tasks. These tasks will be assigned to a team member working on that project. If the request is outside the scope of a project, then it will be carried out as soon as someone is available to take care of it. After the request has been performed, another team member will check the results to ensure that the request was properly addressed. The request is then closed, and at this point the system records an end event.
This process is implemented in a Web-based software application where each activity consists in the user filling out a form and submitting it back to the system. The system then evaluates the request data in order to determine what the next activity will be. This means that all decision points are performed automatically by the system, while the remaining activities are performed manually by the user(s). The user also performs the initial activity which triggers the process, but it is the system that automatically records the end event.
In addition to the end event, the system records all activities that take place, including the decision points which are performed automatically. There are a total of 12 different events, as illustrated in Table 2 . Table 2 : Symbols used to represent the events in the process of handling service requests.
Experiment 1
For the purpose of the case study, we had access to the events recorded by the system during a period of seven weeks between March 22, 2010 and May 11, 2010 . In this experiment, the input dataset contained the events for service requests initiated and completed between those dates, i.e. only complete process instances have been considered. A total of 364 events have been extracted from the system, and each different event was relabeled with a single letter according to the order in which it appeared in the event log. For example, the first 5 events extracted from the system were: Two things became immediately apparent from merely looking at the sequence of events. One is the overlap between process instances, as the events above suggest (a new instance is being initiated at the fourth event, while the first has not reached the end event yet). Second is that not all of the events defined in the process actually appear in the event log. As seen in Table 2 which can be interpreted as follows:
• Both solutions represent the fact that there are only two variants of behavior in this event log. 12 One of these, common to both solutions, is the sequence abcdef gh which corresponds, in Figure 2 , to the 423 solutions of the equation system (4.1) and a sample is shown in the first column of Table 3 . In the second column, the number of permutations for each of these solutions of the equation system is given, with the factors corresponding, in Algorithm 4.3, to |Y j | for 1 ≤ j ≤ 5, where Y j contains only the patterns (permutations) with a sufficient number of DOs in S.
cover the sequence. In a process mining scenario where the case ids do not appear in the event log, finding the minimal set of patterns will provide a plausible explanation for how that event log has been generated from the execution of several process instances. Similar problems have been addressed in sequential pattern mining but not without some sort of constraints. Here we addressed the problem in its full generality, the only restriction being that each pattern must not contain repeating symbols, otherwise the sheer number of possible patterns would preclude any kind of complete search.
The proposed solution has several stages:
• First, we build a trie to determine the complete set of patterns occurring in the input sequence -and also their number of occurrences by listing the choices for each symbol but not the choices for the overall pattern.
• Second, we generate a list of candidate solutions by solving a system of equations so that each candidate preserves the number of occurrences of each symbol in the input sequence. The information stored in the trie is used here to retrieve those patterns which may enter a candidate solution.
• Third, each candidate solution is verified in order to check that it actually covers, and covers exactly, the given sequence.
The result is Algorithm 2.7, which is highly optimized and can handle sequences of hundreds of symbols with relatively small alphabets (|Σ| < 10) and a small number of patterns (k < 5). The algorithm is able to retrieve all minimal solutions from the entire search space. This represents a significant progress for a problem that seemed at first completely beyond modern computational capabilities. Although the problem is expected to be intractable, our solution provides hope for practical applications, especially, with further improvements in the efficiency of the implementation.
A prototype has been implemented and applied in a case study with real data coming from a business process implemented in a software application. Two experiments were conducted. In the first experiment, there was an event log without case ids containing over 350 events, but only with complete process instances. Given this sequence, the algorithm discovered the minimal solutions in a matter of minutes. In a second experiment we tried to handle all events, about 550, including those from the incomplete process instances as well. In this case, the sequence had no solutions with 2, 3, or 4 patterns, and this fact was found very quickly. However, when looking for solutions with 5 patterns, the number of candidates became exceedingly high. Finding ways to exclude as many candidates as possible is the main challenge for future work.
Overall, we have developed a set of techniques which can be of independent interest and which, in the present application context, allow to analyze non-trivial, real-life data. They offer a promising start and confidence that, in the future, it will be possible to recover the case ids from large unlabeled event logs in a reasonable amount of time. This will still present some challenges to the user, as there may be many solutions to choose from. But already the present implementation is a useful tool for analyzing the behavior of business processes, especially those that are not managed by process-aware information systems.
Appendix (proofs)
NP-hardness of Problem 2.2, SP', in its variant asking only for the minimal number of patterns needed for a solution, is shown by reducing to it the following NP-complete edge-coloring problem [26] . (This means that its more complex variants, in particular, one asking also for the list of patterns and their multiplicites, are also NP-hard.)
An edge-coloring of a graph G = (V, E) assigns colors to edges so that adjacent edges (sharing a node) obtain different colors. The chromatic index of a graph, χ ′ (G), is the smallest number of colors needed for such a coloring. Letting ∆(G) denote the maximum degree in G, for any graph G : ∆(G) ≤ χ ′ (G) ≤ ∆(G) + 1, [36] . If χ ′ (G) = ∆(G) the graph is Class 1, and otherwise it is Class 2. Almost all graphs are Class 1, but deciding if a given graph is Class 1 or 2 is NP-complete, as shown in [37] . with the rest of X from which a has been removed from the appropriate pattern. But such an X ⊖ ax 1 ⊕ x 1 , or X ⊖ a, is then among Ch(X, a) and witnesses to 1b at i + 1. 
