Deviating from the definition originally presented in [12] , Stabler [13] introducedinspired by some recent proposals in terms of a minimalist approach to transformational syntax-a (revised) type of a minimalist grammar (MG) as well as a certain type of a strict minimalist grammar (SMG). These two types can be shown to determine the same class of derivable string languages.
Introduction
The type of a minimalist grammar (MG) as introduced in [12] provides an attempt of a rigorous formalization of the perspectives adopted nowadays within the linguistic framework of transformational grammar. As shown in [4] , this type of an MG constitutes a weakly equivalent subclass of linear context-free rewriting systems (LCFRSs) [14, 15] . Recently, independent work of Harkema [2] and Michaelis [7] has proven the reverse to be true as well. Hence, MGs as defined in [12] , beside LCFRSs, join to a series of mildly context-sensitive formalism classes-among which there is e.g. the class of multicomponent tree adjoining grammars (MCTAGs) in their set-local variant of admitted adjunction (cf. [15] )-all generating the same class of string languages, which is known to be a substitution-closed full AFL.
1 Mainly inspired by the linguistic work presented in [3] , in [13] a revised type of an MG has been proposed whose departure from the version in [12] can be seen as twofold: the revised type of an MG neither employs any kind of head movement nor covert phrasal movement, and an additional restriction is imposed on the move-operator as to which maximal projection may move overtly. Deviating from the operation move as originally defined in [12] , a constituent has necessarily to belong to the transitive closure of the complement relation or to be a specifier of such a This work has been funded by DFG-grant STA 519/1-1. 1 For a list of some of such classes of generating devices, beside MCTAGs, see e.g. [9] . constituent in order to be movable. Closely in keeping with some further suggestions in [3] , a certain type of a strict minimalist grammar (SMG) has been introduced in [13] as well. This MG-type allows only movement of constituents belonging to the transitive closure of the complement relation. But different from the first type, the triggering licensee feature may head the head-label of any constituent within the reflexive-transitive closure of the specifier relation of a moving constituent. Furthermore, due to the general definition of a lexical item of an SMG, an SMG does not permit the creation of multiple specifiers in the course of a derivation. This paper answers to some important questions explicitly left open in [13] : the respective types of an MG and an SMG are shown to determine the same class of derivable string languages. This is done by proving both formalism types to be weakly equivalent to the same subclass of LCFRSs. The respective class of generated string languages is also shown to constitute a substitution-closed full AFL. Whether it coincides with the class of all LCFRS-definable string languages remains an open problem here.
Multiple Context-Free Grammars
LCFRSs form a proper subclass of multiple context-free grammars (MCFGs) [11] , which in their turn are a subtype of generalized context-free grammars [8] . But LCFRSs define the same class of derivable string languages as MCFGs.
Definition 2.1 [8]
A generalized context-free grammar (GCFG) is a fivetuple G = N, O, F, R, S , where N is a finite non-empty set of nonterminals, and where O is a set of (linguistic) objects. F is a finite subset of n∈IN F n \{∅}, F n the set of partial functions from O n into O. 2 R is a finite set of (rewriting) rules, i.e. a subset of n∈IN (F ∩ F n ) × N n+1 . S is a distinguished symbol from N , the start symbol.
An r = f, A 0 , A 1 , . . . , A n ∈ (F ∩F n )× N n+1 for some n ∈ IN is written A 0 → f (A 1 , . . . , A n ), and also A 0 → f (∅) if n = 0. In case n = 0, i.e. if f is a constant in O, r is terminating, otherwise r is nonterminating.
, is the language derivable by G.
Definition 2.2 [11]
A multiple context-free grammar (MCFG) is a GCFG G = N, O, F, R, S with O = n∈IN Σ * n+1 , and satisfying (M1) and (M2), 2 IN is the set of all non-negative integers. For n ∈ IN and any sets M 1 , . . . , M n , n i=1 M i is the set of all n-tuples m 1 , . . . , m n with i-th component m i ∈ M i , where
where Σ is a finite set of terminals with Σ ∩ N = ∅.
into Σ * ϕ(f ) for which (f1) and (f2) hold.
, and for 1 ≤ h ≤ ϕ(f ) let f h be the h-th component of f , i.e. the function from Dom(f ) into
i.e. for the set
The rank of G, denoted by rank (G), is the number max{n(
Definition 2.3 [14, 15] An MCFG G in the sense of Definition 2.2 such that for each f ∈ F condition (f3) holds in addition to (f1) and (f2) is a called linear context-free rewriting system (LCFRS). In this case L(G) is a linear context-free rewriting language (LCFRL).
(f3) Each x ij ∈ X f has to appear in one of the righthand sides of (c f 1 )-(c f ϕ(f ) ), i.e. the function g f from (f2) is total, and therefore, a bijection. 3) such that rank (G) ≤ 2, and such that d 1 (f ) = 1 for each f ∈ F with n(f ) = 2. In this case the language derivable by G is an MCFL 1,2 (LCFRL 1,2 ).
MCFGs in Monotone Function Form
We now introduce a special type of an MCFG, the type of an MCFG in monotone function form (MFF), which will be of considerable interest in Section 6. Roughly, the idea leading to the corresponding definition is the fact that (at least in terms of weak equivalence) "synchronized parallelism" in an MCFG is in a certain sense independent of the order of the constituents (each of which represented by a terminal string) that are derivable as a tuple from a given nonterminal. More technically, for a given rule r = A → f (A 1 , . . . , A n(f ) ), it is not the order of the components of a d i (f )-tuple θ i = θ i1 , . . . , θ id i (f ) derivable from the nonterminal A i that "really matters," but rather the (partial) order of these components induced by their "left-to-right-appearance" within the components of the ϕ(f )-tuple f (θ 1 , . . . , θ n(f ) ) derivable from A by means of r.
Using this insight, we will focus on the possibility of an "a priori-re-ordering" of the components of a corresponding d i (f )-tuple θ i in a particular way: it is a consequence of (f1) and (f2) that for each 1 ≤ i ≤ n(f ) there is a permutation
with j < j , if the variables x ij and x ij appear at all within some component f h (x 1 , . . . , x n(f ) ) for some 1 ≤ h ≤ ϕ(f ), these two variables are "monotonically" ordered by δ i (f ) w.r.t. the function g f from (f2) in the sense that
for each i, j , i, j ∈ Dom(g f ).
5 What we will rely on is that each MCFG G can be transformed into a weakly equivalent MCFG G such that, in particular, for each function f in G , the corresponding "monotonic" order w.r.t. g f for 1 ≤ i ≤ n(f ) holds with δ i (f ) being the identity function on {1, . . . , d i (f )}.
, where g f is defined as in (f2). 
Minimalist Grammars
Throughout we let ¬Syn and Syn be a finite set of non-syntactic features and a finite set of syntactic features, respectively, in accordance with (F1) and (F2) below. We take Feat to be the set ¬Syn ∪ Syn.
(F1) ¬Syn is disjoint from Syn and partitioned into a set Phon of phonetic features and a set Sem of semantic features.
(F2) Syn is partitioned into a set Base of (basic) categories, a set Select of selectors, a set Licensees of licensees and a set Licensors of licensors.
For each x ∈ Base, usually typeset as x, the existence of a matching x ∈ Select, denoted by = x, is possible. For each x ∈ Licensees, usually depicted as -x, the existence of a matching x ∈ Licensors, denoted by +X, is possible. Base includes at least the category c.
(E1) N τ , * τ , ≺ τ is a finite, binary (ordered) tree defined in the usual sense: N τ is the finite, non-empty set of nodes, and * τ and ≺ τ are the respective binary relations of dominance and precedence on N τ .
is the asymmetric relation of (immediate) projection that holds for any two siblings in N τ , * τ , ≺ τ .
(E3) label τ is the leaf-labeling function from the set of leaves of
is a subtree of the natural interpretation of a tree domain.
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We take Exp(Feat) to denote the set of all expressions over Feat.
, is the (unique) leaf of τ with x * τ head τ (x) such that each y ∈ N τ on the path from x to head τ (x) with y = x projects over its sibling, i.e. y < τ siblingτ (y). 8 The head of τ is the head of τ 's root. τ is said to be a head (or simple) if N τ consists of exactly one node, otherwise τ is said to be a non-head (or complex ).
A five-tuple
is the binary relation defined such that for all υ, φ ∈ MaxProj (τ ) it holds that υ comp τ φ iff head τ (r υ ) < τ r φ , where r υ and r φ are the roots of υ and φ, respectively. If υ comp τ φ holds for some υ, φ ∈ MaxProj (τ ) then φ is a complement of υ (in τ ). comp
6 Thus, * τ is the reflexive-transitive closure of τ ⊆ Nτ × Nτ , the relation of immediate dominance on Nτ 7 A tree domain is a non-empty set Nυ ⊆ IN * such that for all χ ∈ IN * and i ∈ IN it holds that χ ∈ Nυ if χχ ∈ Nυ for some χ ∈ IN * , and χi ∈ Nυ if χj ∈ Nυ for some j ∈ IN with i < j. Nυ , * υ , ≺υ is the natural (tree) interpretation of Nυ in the case that for all χ, ψ ∈ Nυ it holds that χ υ ψ iff ψ = χi for some i ∈ IN, and χ ≺υ ψ iff χ = ωiχ and ψ = ωjψ for some ω, χ , ψ ∈ IN * and i, j ∈ IN with i < j. 8 siblingτ (x) denotes the (unique) sibling of any given x ∈ Nτ different from τ 's root. spec τ ⊆ MaxProj (τ ) × MaxProj (τ ) is the binary relation defined such that such that for all υ, φ ∈ MaxProj (τ ) it holds that υ spec τ φ iff r φ = siblingτ (x) for some x ∈ N τ with r υ + τ x + τ head τ (r υ ), where r υ and r φ are the roots of υ and φ, respectively. If υ spec τ φ for some υ, φ ∈ MaxProj (τ ) then φ is a specifier of υ (in τ ). spec * τ is the reflexive-transitive closure of spec τ . Spec(τ ) and Spec * (τ ) are the sets {υ | τ spec τ υ} and {υ | τ spec * τ υ}, respectively. An υ ∈ MaxProj (τ ) is said to have feature f if the label assigned to υ's head by label τ is non-empty and starts with an instance of f ∈ Feat.
τ is complete if its head-label is in {c}Phon * Sem * and each other of its leaf-labels in Phon * Sem * . Hence, a complete expression over Feat is an expression that has category c, and this instance of c is the only instance of a syntactic feature within all leaf-labels.
The phonetic yield of τ , denoted by Y Phon (τ ), is the string which results from concatenating in "left-to-right-manner" the labels assigned to the leaves of N τ , * τ , ≺ τ via label τ , and replacing all instances of non-phonetic features with the empty string, afterwards.
An
* and some tree domain N υ , and for r ∈ IN * , (τ ) r denotes the expression shifting τ to r, i.e. the expression N τ (r) , *
with i τ (r) (tx) = rx for all x ∈ N υ is an isomorphism from τ to (τ ) r .
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For υ, φ ∈ Exp(Feat) let χ = N χ , * χ , ≺ χ , < χ , label χ be a complex expression over Feat with root such that (υ) 0 and (φ) 1 are the two subexpressions of χ whose roots are immediately dominated by . Then χ is of one of two forms: in order to refer to χ we write [ < υ, φ ] if 0 < χ 1, and [ > υ, φ ] if 1 < χ 0.
Definition 4.3 [13]
A minimalist grammar (MG) is a five-tuple of the form ¬Syn, Syn, Lex , Ω, c , where Lex is a lexicon (over Feat), i.e. a finite set of simple expressions over Feat each of the form N τ , * τ , ≺ τ , < τ , label τ with N τ = { } and label τ ( ) ∈ (Select ∪ Licensors) * Base Licensees * Phon * Sem * , and where Ω is the operator set consisting of the structure building functions merge and move defined w.r.t. Feat as in (me) and (mo) below, respectively.
(me) merge is a partial mapping from Exp(Feat) × Exp(Feat) into Exp(Feat).
A pair υ, φ with υ, φ ∈ Exp(Feat) belongs to Dom(merge) if for some x ∈ Base conditions (i) and (ii) are fulfilled:
(i) υ has selector = x, and 9 Note that, by (E4), for each τ = Nτ , * τ , ≺τ , <τ , labelτ ∈ Exp(Feat) a t ∈ IN * and a tree domain Nυ with Nτ = tNυ do exist.
(ii) φ has category x.
Then, (me.1) merge(υ, φ) = [ < υ , φ ] if υ is simple, and
(i) υ has licensor feature +X,
(ii) there is exactly one φ ∈ MaxProj (υ) that has feature -x, and (iii) there exists a χ ∈ Comp + (υ) with φ = χ or φ ∈ Spec(χ).
Then,
where υ ∈ Exp(Feat) results from υ by canceling the instance of +X the head-label of υ starts with, while the subtree φ is replaced by a single node labeled . φ ∈ Exp(Feat) arises from φ by deleting the instance of -x the head-label of φ starts with. (ii) there is exactly one φ ∈ MaxProj (υ) that has feature -x, and (iii) there exists a χ ∈ Comp + (υ) with φ ∈ Spec * (χ).
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where υ ∈ Exp(Feat) results from υ by canceling the instance of +X the head-label of υ starts with, while the subtree χ is replaced by a single node labeled . χ ∈ Exp(Feat) arises from χ by deleting the instance of -x the head-label of φ starts with.
10 Note that such a χ ∈ Comp + (υ) is unique.
For each (S)MG G = ¬Syn, Syn, Lex , Ω, c the closure of G, CL(G), is the set k∈IN CL k (G), where CL 0 (G) = Lex , and for k ∈ IN, CL k+1 (G) ⊆ Exp(Feat) is recursively defined as the set
where move ∈ Ω \ {merge}. L(G) denotes the (string) language derivable by G, i.e. the set {Y Phon (τ ) | τ ∈ CL(G) and τ complete}.
Definition 4.5 A set L is a (strict) minimalist language ((S)ML) if there exists an (S)MG G with L = L(G).

(S)MLs as MCFLs
A method of transforming an MG as defined in [12] into an MCFG is presented in [4] . As demonstrated in [5] , this method can be adapted to transform an (S)MG as defined in [13] into an MCFG 1,2 . But note that this adaptation is not of trivial kind, since in the original MG-definition move was defined as in (mo) above, but without condition (iii), i.e. a maximal projection could move completely independently of its position within an expression. Also, the handling of derivable tuples by means of the rewriting rules and functions has to be changed rather significantly in order to arrive at an MCFG as desired. Of course, in [2] and [7] respective methods are presented how to construct, for an arbitrary MCFG, a weakly equivalent MG of the type originally given in [12] . Starting from an MCFG 1,2 , w.r.t. each of both methods, the lexicon of the resulting MG can even be interpreted as the lexicon of an MG in the sense of Definition 4.3 without leading to a change in the closure of the lexicon under the structure building functions. 12 A difference in the closure of the lexicon under the structure building functions may arise, however, if the lexicon of the MG resulting from the construction according to [7] is interpreted as the 11 The respective considerations in [5] are even somewhat more involved than it would be necessary as to our concerns here: there, a corresponding transformation is given w.r.t. a type of an (S)MG which, in contrast to the definition in [13] , still allows (overt) head movement and covert phrasal movement to take place. The "plain" case of transforming an MG in the proper sense of [13] into an MCFG 1,2 is considered in [6] . 12 As far as the approach presented in [2] is concernced some slight modifications of the original construction are actually necessary before. lexicon of an SMG, i.e. if the operator move is replaced by the operator move s in order to build the corresponding closure.
13 This is not possible w.r.t. the MG G MG which we develop here, since it fulfills (a) and (b) of Proposition 6.5, implying that the language derivable by G MG is also an SML (Corollary 6.4). This result yields the interesting consequence that the class of MLs and that of SMLs are identical, confirming the corresponding conjecture in [13] .
Motivating the construction below, let
our aim is to define G MG such that there is some τ ∈ CL(G MG ) derivable from some expressions υ 1 , . . . , υ n(f ) ∈ CL(G MG ), thereby successively "calculating"
14 Each expression υ i , for 1 ≤ i ≤ n(f ), will be related to A i and p i , and the resulting expression τ to A and p in a specific way (cf. Definition 6.1). Roughly speaking, as for τ , for each 1 ≤ h ≤ d G (A) there is a τ h ∈ MaxProj (τ ) that has a particular licensee, and up to the phonetic yields of the proper subtrees potentially extractable from τ h , p's component p h is the phonetic yield of τ h .
• • Let Phon = Σ and Sem = ∅.
• • For 1 ≤ h ≤ m and 0 ≤ n ≤ 1 let -l h, n be a licensee and +L h, n the matching licensor such that Licensees and Licensors both have cardinality 2m.
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• • For each A ∈ N introduce new, pairwise distinct basic categoriesã and a h as well as corresponding selectors =ã and
. . , A n(f ) ) ∈ R introduce new, pairwise distinct basic categories a f, ϕ(f )+1, 0 and a f, h, l as well as corresponding selectors = a f, ϕ(f )+1, 0 and = a f, h, l , where 1 ≤ h ≤ ϕ(f ) and 0 ≤ l ≤ l h (f ). 14 Finally, assume c ∈ Base to be different from all other elements in Base.
• • Next we define Lex ⊆ Exp(¬Syn ∪ Syn). 16 The first item defined to belong to Lex is α c = =s c , wheres ∈ Base is the corresponding category arising from S ∈ N . The form of all other items in Lex depends on the rules in R. We distinguish three cases.
The following elements belong to Lex :
13 Note that the use of multiple specifiers is of rather constitutive moment within the approach of Harkema [2] , causing that, in particular, the MG-lexicon which results from an MCFG 1,2 according to his construction does generally not match the SMG-definition. 14 Recall that ϕ(f ) = d G (A) by (M3). 15 Here, m = max{d G (A) | A ∈ N }. 16 Since it is a head with root , we identify a lexical item with its (unique) label.
For each 1 ≤ h ≤ ϕ(f ) with l h (f ) = 0 we add
For each 1 ≤ h ≤ ϕ(f ) with l h (f ) > 0 we add
For each 1 ≤ h ≤ ϕ(f ) and 1 ≤ l < l h (f ) we add
. Then, the following element belongs to Lex :
The following entry belong Lex :
In Case 2 and 3 , also the following items are in Lex :
For each 1 ≤ h ≤ ϕ(f ) with l h (f ) = 0 we just add
For each 1 ≤ h ≤ ϕ(f ) and for 1 ≤ l < l h (f ) we add
In Case 1-3 , finally the following items are in Lex :
for each 1 ≤ h < ϕ(f ) the simple expression
and as last item the expression
i.e. for each 1 ≤ h < d G (A) the subexpression τ h+1 is the unique maximal maximal projection in τ h that has some licensee feature.
, and for 1 ≤ h < d G (A) the expression υ h results from τ h by replacing the subtree τ h+1 with a single node labeled .
Proposition 6.2 For each τ ∈ CL(G MG ) that has category feature a 1 orã for some A ∈ N , there is some p ∈ L G (A) such that τ corresponds to A , p .
Proof (sketch). We exclude the trivial case by assuming that there is some τ ∈ CL(G MG ) such that τ has category a 1 orã for some A ∈ N . We take K ∈ IN to be the smallest number, thereby existing, for which CL K (G MG ) includes such a τ . The definition of Lex leaves us with the fact that K > 0.
The proof follows from an induction on k ∈ IN with k + 1 ≥ K.
such that τ has category a 1 orã for some A ∈ N . By definition of Lex the procedure to derive τ as an expression of G MG is deterministic in the following sense: there are some r = A → f (A 1 , . . . , A n(f ) ) ∈ R, some k 0 ∈ IN with
h=1 2l h (f ) and some χ 0 ∈ CL k 0 (G MG ) such that χ 0 serves to derive τ in G MG . χ 0 has category feature a f, ϕ(f )+1, 0 and is of one of three forms depending on r: Case 1 . There is some r = A → f (B, C) ∈ R, there is some υ ∈ CL k 1 (G MG ) for some k 0 ≤ k 1 ≤ k, and there is some φ ∈ CL k 0 (G MG ) such that υ and φ have category featureb and c 1 , respectively, and
More explicitly, k 1 can be specified by
By induction hypothesis there are some p B ∈ L G (B) and p C ∈ L G (C) such that υ and φ correspond to B, p B and C, p C , respectively. In this case we define p ∈ L G (A) by p = f (p B , p C ). Note that p B ∈ Σ * by assumption on G.
Case 2 . There are some r = A → f (B) ∈ R and υ ∈ CL k 0 (G MG ) such that υ has category feature b 1 , and such that χ 0 = merge(α A, f, B, − , υ).
By induction hypothesis there is some
Case 3 . There is some r = A → f () ∈ R and χ 0 is a lexical item, namely,
In this case we simply let p = f () ∈ L G (A).
If k + 1 = K (the base case of our induction) then χ 0 is necessarily of the last form by choice of K. We also see that the given τ ∈ CL k+1 (G MG ) \ CL k (G MG ) corresponds to A, p in any case. The single derivation steps in order to end up with τ starting from χ 0 are explicitly given by the following procedure:
An embedded induction on 0 ≤ h < ϕ(f ) and 0 ≤ l < l ϕ(f )−h (f ) yields that τ indeed corresponds to A, p . We omit further details at this point.
Furthermore let x ∈ {a 1 ,ã}. Then there is some τ ∈ CL(G MG ) that has category feature x such that τ corresponds to A, p .
Then, again w.l.o.g., we are concerned with one of three possible cases. Case 1 . There is some r = A → f (B, C) ∈ R, and for some k ∈ IN there are some
By hypothesis on k there are some υ, φ ∈ CL(G MG ) such that υ and φ have category featureb and c 1 , respectively, and such that υ and φ correspond to B, p B and C, p C , respectively. We can therefore define χ 0 ∈ CL(G MG ) by χ 0 = merge(υ, merge(α A, f, B, C , φ).
Note that we have d G (B) = 1 by assumption on G.
Case 2 . There is some r = A → f (B, C) ∈ R, and for some k ∈ IN there is some
Here, by induction hypothesis we can choose some υ ∈ CL(G MG ) such that υ has category feature b 1 and corresponds to B, p B . Then we define χ 0 ∈ CL(G MG ) by
In this case χ 0 is taken to be the lexical item defined by
In any case we may refer to the proof of the last proposition, claiming that there is some derivation in G MG in which χ 0 serves to derive a τ ∈ CL(G MG ) which has the demanded properties.
Proof. To see that the "if-part" holds, consider τ ∈ CL(G MG ) which is complete, and whose phonetic yield is π for some π ∈ Σ * . By definition of Lex there is some τ ∈ CL(G MG ) which has categorys such that τ = merge(α c , τ ). By Proposition 6.2 there is some p ∈ L G (S) = L(G) such that τ corresponds to S, p . Because d G (S) = 1, and because the phonetic yield of α c is empty, we have p = π.
In order to prove the "only if-part," assume that π ∈ L(G) = L G (S) for some π ∈ Σ * . By Proposition 6.3 there is some τ ∈ CL(G MG ) with category features such that τ corresponds to S, π . Then, because it holds that d G (S) = 1, τ = merge(α c , τ ) is defined and complete, and π is the phonetic yield of τ . (a) For each α ∈ Lex , the (unique) label of α is in particular an element of Select (Select ∪ Licensors) BaseLicensees * Phon * Sem * , since it is even of the form s 1 s 2 xλπι for some s 1 ∈ Select , s 2 ∈ (Select ∪ Licensors) , x ∈ Base, λ ∈ Licensees and πι ∈ ¬Syn * . (b) Whenever, for a given υ ∈ CL(G MG ) and -x ∈ Licensees, there is some φ ∈ MaxProj (υ) that has licensee -x then φ ∈ Comp + (υ).
Proof (sketch). Property (a) is true due to the definition of Lex . The validity of (b) arises from the combination of several facts. First, each expression χ ∈ CL(G MG ) serves to derive a complete expression of G MG . In this sense we may say that CL(G MG ) contains no "useless" expressions. This in turn implies that each χ ∈ CL(G MG ) is subject to one of the following possibilities:
(i) χ ∈ Lex .
(ii) There are some k ∈ IN and r = A → f (A 1 , . . . , A n(f ) ) ∈ R, and some τ ∈ CL k+1 (G MG ) and χ 0 ∈ CL k 0 (G MG ) with k 0 = k−3ϕ(f )− ϕ(f ) h=1 2l h (f ) such that χ 0 serves to derive τ according to a respective procedure from above, and such that χ is derived within this procedure in order to finally end up with τ .
(iii) χ is complete, i.e. there is some τ ∈ CL(G MG ) that has category featurẽ s such that χ = merge(α c , τ ).
As far as expressions of G MG which result from an application of the mergeoperator are concerned, property (b) is therefore guaranteed by the fact that an expression which is merged into a specifier position contains no maximal projection that has any licensee feature, since this expression has category featureb for some B ∈ N with d G (B) = 1.
As it regards expressions that result from an application of the moveoperator, property (b) essentially results from our assumption that G is in MFF, and from a further fact concerning the licensees of the form -l h, 0 for some 1 ≤ h ≤ m: whenever for some expression χ ∈ CL(G MG ) and some 1 ≤ h ≤ m there is some τ h, 0 ∈ MaxProj (χ) that has licensee -l h, 0 , each τ i, 0 ∈ MaxProj (χ) that has some licensee -l i, 0 with h < i ≤ m belongs to Comp + (τ h, 0 ).
Corollary 6.6
The language L(G MG ) is an ML as well as an SML.
Proof. This corollary is an immediate consequence of the preceding proposition. Note, in particular, that from (b) of Proposition 6.5 it follows that the closure of Lex under the structure building operators is the same set of expressions over ¬Syn ∪ Syn independently of whether the move-operator is defined as in (mo) or (smo).
AFL-Properties
In [13] three further problems concerning the properties of the revised MGtype have been explicitly left open. All three fall under a more general question: does the class of MLs constitute an abstract family of languages (AFL)?
In fact a stronger result holds:
The class of all MLs is a substitution-closed full AFL.
Proof. Because the class of all MLs is, as shown above, identical to the class of all MCFL 1,2 's, we can likewise prove that the latter is a substitution-closed full AFL: it straightforwardly follows from the definition that the class of all MCFL 1,2 's includes all regular sets and is closed under substitution. Thus, by Theorem 1.6 [10, p. 129 ] it remains to confirm that the class of all MCFL 1,2 's is closed under intersection with regular sets. But exactly this is done implicitly within the proof which Seki et al. [11] give verifying their Theorem 3.9.
