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Abstract
We study the problem of constructing weak ε-nets where the stabbing elements are lines
or k-flats instead of points. We study this problem in the simplest setting where it is still
interesting—namely, the uniform measure of volume over the hypercube [0, 1]d. We show that in
this setting one can construct (k, ε)-nets of size m = O˜(1/ε1−k/d), where O˜ hides polylogarithmic
factors. That is, there is a set of m k-flats, such that any convex body in [0, 1]d of volume larger
than ε is stabbed by one of these k-flats. As a concrete example, in three dimensions all ε-heavy
bodies in [0, 1]3 can be stabbed by O˜(1/ε2/3) lines. Note, that these bounds are sublinear in 1/ε,
and are thus somewhat surprising.
We also present deterministic constructions of weak ε-nets, under the same volume measure
of [0, 1]d. While our bounds are still weaker than known bounds, the new constructions are
simple and explicit, unlike previous constructions.
1. Introduction
Range spaces and ε-nets. A range space is a pair X = (U ,R), where U is the ground set
(finite or infinite) and R is a (finite or infinite) family of subsets of U . The elements of R are
ranges.
Suppose that U is a finite set. For a parameter ε ∈ (0, 1), a subset S ⊆ U is an ε-net for X
if every range r ∈ R with |r ∩ U| ≥ ε|U| has r ∩ S 6= ∅. The ε-net theorem of Haussler and Welzl
[HW87] implies the existence of ε-nets of size O(δε−1 log ε−1), where δ is the VC dimension of the
range space X. The use of ε-nets is widespread in computational geometry [Mat02, Har11].
Weak ε-nets. Consider the range space (P, C), where C is the collection of all compact convex
bodies in Rd and P ⊂ Rd is a point set of size n. This range space has infinite VC dimension—the
standard ε-net constructions do not work for this range space. The notion of weak ε-nets bypasses
this issue by allowing the net S to use points outside of P . Specifically, any convex body Ξ that
contains at least εn points of P must contain a point of S. Matousˇek and Wagner [MW04] construct
weak ε-nets of size O(ε−d logf(d) ε−1), where f(d) = O(d2 log d). Recently, Rubin [Rub18] gave an
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improved bound for points in the plane, showing existence of weak ε-nets of size O(ε−(3/2+α)) for
arbitrarily small α > 0. As for a lower bound, Bukh et al. [BMN09] gave constructions of point sets
for which any weak ε-net must have size Ω(ε−1 logd−1 ε−1). Closing this gap remains a major open
problem.
(k, ε)-nets and uniform measure. A natural extension of weak ε-nets is to allow the net S to
contain other geometric objects. Given a collection of n points P ⊂ Rd and a parameter 0 ≤ k < d,
we define a (weak) (k, ε)-net to be a collection of k-flats S such that if Ξ is a convex body containing
at least εn points of P , then there exists a k-flat in S intersecting Ξ. Note that (0, ε)-nets are exactly
weak ε-nets.
In general, one would expect that as k increases, the size of the (k, ε)-net shrinks. For example,
a (1, ε)-net for a collection of points in R3 can be constructed by projecting the points down onto
the xy-plane and applying Rubin’s construction in the plane to obtain a weak ε-net S of size
O(ε−(3/2+α)) [Rub18]. Lifting S up back into three dimensions results in a (1, ε)-net of the same size,
which is smaller than the best known weak ε-net size in R3 [MW04]. However, one might expect
that a (1, ε)-net of even smaller size is possible in R3, as this construction uses a set of parallel lines
(i.e., one would expect the lines in an optimal net to be arbitrarily oriented).
Here, we study an even simpler version of the problem, where the ground set is the hypercube
B = [0, 1]d. In particular, for ε ∈ (0, 1) and 0 ≤ k < d, we are interested in computing the smallest
set K of k-flats, such that if Ξ is a convex body with vol(Ξ ∩B) ≥ ε, then there is a k-flat in K
which intersects Ξ. For sake of exposition, throughout the rest of the paper we refer to this set K
as a (k, ε)-net . We note that [0, 1]d can be replaced with any arbitrary compact convex body in
the definition (the size of the (k, ε)-net increases by a factor depending on d, see Appendix B).
1.1. Our results & paper organization
Notation. Throughout, we use Od, Ωd, and Θd to hide constants depending on the dimension d.
In this paper we develop constructions for (k, ε)-nets.
(A) In Section 2 we show that any (k, ε)-net must have size Ωd(1/ε
1−k/d) (Lemma 2.2), and show
that there exist (k, ε)-nets of size Od((1/ε
1−k/d) log(1/ε)) (Theorem 2.7). The construction is
randomized.
One key ingredient in the proof of Theorem 2.7 is showing that a (k, ε)-net can be constructed
from a family of (0, ε)-nets. Hence, any improvement in the size of a (0, ε)-net (or weak ε-net
in this specific setting) immediately implies a smaller (k, ε)-net for our problem.
(B) To make the construction of Theorem 2.7 deterministic and explicit, we develop a deterministic
construction of (0, ε)-nets. In particular, we show that it suffices to restrict the problem to
when the convex bodies are always ellipsoids. Thus, we show the existence of a collection of
points P ⊂ [0, 1]d, of size Od((1/ε) logd−1(1/ε)), such that any ellipsoid E ⊆ [0, 1]d with volume
at least ε contains a point of P . See Section 3. This implies a deterministic construction of
(k, ε)-nets of size Od((1/ε
1−k/d) logd−k−1(1/ε)) (Lemma 3.4).
While deterministic constructions of ε-nets are known, and can be applied in this case, they
are not explicit—they follow by derandomizing discrepancy constructions for point sets, and
building ε-nets for them. As such, while our construction is asymptotically inferior, it is both
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simple and explicit. In particular, it can be generated on the fly and by demand, unlike other
deterministic constructions (see the discussion below).
(C) For specific values of k, one would expect that the bound given by Lemma 3.4 is not
optimal. Indeed, in Section 4, we show deterministic constructions of (1, ε)-nets of size
O((1/ε1−1/d) logγ(d)(1/ε)), where γ(d) = d− 1−∑d−1i=1 1/i. Observe that this improves over
the bound given in Lemma 3.4 by a logarithmic factor for d ≥ 3.
As far as the authors are aware, this particular problem we study has not been addressed before.
The only related result known is the existence of explicit constructions of (0, ε)-nets for axis parallel
boxes in Rd, and is briefly mentioned in [BMN09]. In this case, one can construct (0, ε)-nets of
size Od(1/ε) using Van der Corput sets in two dimensions, and Halton-Hammersely sets in higher
dimensions. For completeness, we describe these construction in Appendix A.
Deterministic vs. explicit constructions of ε-nets. For the regular concept of ε-nets, there
are known deterministic constructions. They work by repeatedly halving the input point set, using
deterministic discrepancy constructions, until the set is of the desired size [Mat99, Cha01]. On the
one hand, for our setting (i.e., the measure is uniform area on the unit hypercube) it is not clear
what the generated ε-net is without running this construction algorithm outright. On the other
hand, we develop a construction of weak ε-nets—for uniform area measure over the hypercube for
ellipsoids—which are much simpler and are explicit (importantly, you can easily compute the ith
point in this net using polylogarithmic space).
2. Constructing (k, ε)-nets
Definition 2.1. For parameters ε ∈ (0, 1), and k ∈ {0, 1, . . . , d− 1}, a set K of k-flats is a (k, ε)-net ,
if for any convex body Ξ ⊆ Rd, with vol(Ξ ∩ [0, 1]d) ≥ ε, then there exists a flat ϕ ∈ K such that
ϕ ∩ Ξ 6= ∅.
2.1. Lower bound
Lemma 2.2. For a parameter ε ∈ (0, 1), any (k, ε)-net must have size Ωd(1/ε1−k/d).
Proof: Let K be a (k, ε)-net. For each k-flat ϕ ∈ K, let H(ϕ, r) be the locus of points in [0, 1]d
within distance at most r from ϕ (for k = 1 in three dimensions, this is the intersection of [0, 1]d
and the cylinder with radius r centered at the line ϕ). Note that a ball b with center c and radius ρ
intersects a k-flat ϕ if and only if c ∈ H(ϕ, r) and ρ ≥ r.
Fix r = (ε/µ)1/d, where µ is a constant to be determined shortly. We claim that by choosing
µ appropriately, if K is a (k, ε)-net, then the collection of objects {H(ϕ, r) | ϕ ∈ K} covers [0, 1]d.
Indeed, suppose not. Then there exists a point p ∈ [0, 1]d not covered by any of the objects H(ϕ, r).
This implies that a ball b centered at p with radius r does not intersect any k-flat of K, and its
volume is cdr
d = cdε/µ, where cd is a constant that depends on d. Choose µ = cd so that b has
volume at least ε, but does intersect any k-flat of K. A contradiction to the required net property.
Hence, by the choice of r, any (k, ε)-net must satisfy the condition that {H(ϕ, r) | ϕ ∈ K} covers
[0, 1]d. For any k-flat ϕ, we have β = vol(H(ϕ, r)) = Od(r
d−k) = Od(ε1−k/d). Thus, to cover [0, 1]d,
we have that |K| ≥ 1/β = Ωd(1/ε1−k/d).
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2.2. Upper bounds
2.2.1. Preliminaries
Let e1, . . . , ed be the d vectors forming the standard basis for Rd. Specifically, ei is zero in all
coordinates except the ith coordinate, where it is one. For a compact convex body Ξ and a k-flat ϕ,
let Ξ↓ϕ denote the orthogonal projection of Ξ onto ϕ. Before describing the construction, we need
the following facts.
Lemma 2.3. Let E be a d-dimensional ellipsoid centered at the origin with α = vol(E). For
i = 1, . . . , d, let hi be the hyperplane passing through the origin and orthogonal to the ith axis ei.
Then there exists an i such that vol(E↓hi) ≥ α1−1/d/d.
Proof: For i = 1, . . . , d, let si be the segment of maximum length contained in E which is parallel
to ei. It is easy to verify that si must pass through the center of E (the origin) because of the
symmetry of E . Let λi = |si| and relabel the axes such that λ1 ≥ . . . ≥ λd. Let
β =
(
(d− 1)!)−1/d ≥ ( 1
e(d− 1)d−1/2e−(d−1)
)1/d
=
(√
d− 1ed−2
(d− 1)d
)1/d
=
e
d− 1
(√
d− 1
e2
)1/d
≥ 1
d
,
since
√
2pinn+1/2e−n ≤ n! ≤ nn+1/2e1−n (this is a refinement of Stirling’s formula [Rob55]).
Suppose that λd ≤ α1/d/β. Define f : Rd−1 → R+, for a point p ∈ Rd−1, to be the length of the
longest segment contained in E which passes through p and is parallel to ed. We have that
α = vol(E) =
∫
p∈E↓hd
f(p) dp ≤ λd
∫
p∈E↓hd
1 dp = λd vol(E↓hd) ⇐⇒ vol(E↓hd) ≥
α
λd
≥ βα1−1/d,
as claimed.
Otherwise, λ1 ≥ · · · ≥ λd > α1/d/β. In which case, vol(E↓hi) ≥ α1−1/d/d, for all i. Indeed, the
volume of E↓h1 is at least the volume of the scaled cross-polytope conv
(∪di=2si):
vol
(
conv
(
∪di=2si
))
≥ |s2| · · · |sd|
(d− 1)! =
λ2 · · ·λd
(d− 1)! >
α(d−1)/d
βd−1(d− 1)! =
βdα(d−1)/d
βd−1
= βα1−1/d,
since β =
(
(d− 1)!)−1/d.
Lemma 2.4. Let E be a d-dimensional ellipsoid centered at the origin with α = vol(E). For any
k > 0, there exists a set of d− k coordinates such that the (d− k)-dimensional linear subspace ϕ
that spans these coordinates has vol(E↓ϕ) ≥ (d−k)!d! α(d−k)/d.
Proof: We use Lemma 2.3, k times, to find favorable projections. Formally, let Ei be the d − i
dimensional ellipsoid computed by the end of the ith iteration, that lives in a d− i flat ϕd−i which
is spanned by d− i of the axes. Initially, E0 = E .
In the ith iteration, by Lemma 2.3 there is a projection Ei−1 down one dimension, onto one of
the d− i coordinates to obtain Ei, such that
vol(Ei) ≥ vol(Ei−1)γ(i)/(d− i+ 1),
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where γ(i) = (d− i)/(d− i+ 1) < 1. Applying this formula repeatedly, we have that
vol(Ei) ≥ 1
d− i+ 1
(
vol(Ei−2)γ(i−1)
d− i+ 2
)γ(i)
≥ vol(Ei−2)
γ(i−1)γ(i)
(d− i+ 2)(d− i+ 1) ≥
(d− i)!
d!
vol(E0)
∏i
j=1 γ(j).
Observe that
∏i
j=1 γ(j) =
d−1
d ·d−2d−1 · · · d−id−i+1 = (d−i)/d. We conclude that vol(Ei) ≥ (d−i)!d! vol(E0)(d−i)/d,
which establishes the claim.
2.2.2. Construction
The key step is to show that a (k, ε)-net can be constructed from a family of (0, ε)-nets. This follows
from the facts proved above. As mentioned in the introduction, any improvement in the size of a
(0, ε)-net immediately implies a smaller (k, ε)-net.
Lemma 2.5. Suppose there exists an ε-net (i.e., (0, ε)-net) for the volume measure over [0, 1]d
for ellipsoids of size T (ε, τ), for τ = 1, . . . , d. Then one can construct a (k, ε)-net for the volume
measure over [0, 1]d for ellipsoids of size
O
(
(d/k)kT (cε1−k/d, d− k)),
where c = (d−k)!
d!dd−k .
Proof: Let δ = cε(d−k)/d. For every subset S ∈ ( JdKd−k) of d− k coordinates of Rd, consider the linear
subspace RS they span, and construct a δ-net NS for the unit hypercube of RS . Next, orthogonally
lift each point of p ∈ NS into the k-flat {p} × RJdK\S . Let N be the union of all these k-flats. The
size of the resulting net N is (dk)T (δ, d− k).
Consider any convex body Ξ, such that vol
(
Ξ ∩ [0, 1]d) ≥ ε. Let E be the ellipsoid of largest
volume contained inside Ξ ∩ [0, 1]d. By John’s ellipsoid theorem, we have that E ⊆ Ξ ⊆ dE . In
particular,
vol(E) = vol(dE)/dd ≥ vol(Ξ)
dd
≥ ε
dd
.
For E , Lemma 2.4 implies the existence of a set S ∈ ( JdKd−k) such that the orthogonal projection
onto the (d− k)-dimensional subspace of S results in an ellipsoid F with
vol(F) ≥ (d− k)!
d!
vol(E)1−k/d ≥ (d− k)!
d!
( ε
dd
)1−k/d
=
(d− k)!
d!dd−k
ε1−k/d = δ.
In particular, the constructed net NS stabs F . That is, there is a point p ∈ NS ∩ F . But then the
k-flat {p} × RJdK\S that is in N intersects E , and thus the original body Ξ.
Lemma 2.6. For ε ∈ (0, 1), a random sample of size T (ε, d) = O((d2/ε) log ε−1) from [0, 1]d, is an
ε-net for the volume measure over [0, 1]d for ellipsoids with probability ≥ 1− εO(d2).
Proof: Akama and Irie [AI11] showed that the VC dimension of ellipsoids in d dimensions is
D = (d2 + 3d)/2. By the ε-net theorem a sample of size 8Dε log2
16
ε is an ε-net with probability
≥ 1− 4(ε/16)2D, which establishes the claim.
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Figure 3.1: The net constructed.
Theorem 2.7. There is a randomized construction of (k, ε)-nets for [0, 1]d of size
O
(
dd+k+3
ε1−k/d
log
d
ε
)
.
The construction succeeds with probability ≥ 1− εO(d2).
Proof: Follows by plugging in the bound for T (ε, d) in Lemma 2.6 into Lemma 2.5. Specifically, let
c = (d−k)!
d!dd−k ≥ 1/dd, and the desired net has size
O
(
(d/k)kT (cε1−k/d, d− k)) = O((d/k)k (d− k)2
cε1−k/d
log
1
cε
)
= O
(
dd+k+3
ε1−k/d
log
d
ε
)
.
An easy calculation shows that the probability that any of these samples fails is smaller than εO(d
2),
which implies that the constructed set is the desired net with probability close to one.
3. Stabbing ellipsoids with points
By Lemma 2.5, the problem of computing (k, ε)-nets reduces to constructing (0, ε)-nets when the
convex bodies are restricted to be ellipsoids. Here, we give a deterministic explicit construction of
such a (0, ε)-net. This in turn will imply a deterministic construction of a (k, ε)-net.
3.1. Net construction in 2D
Let E be an ellipse contained in the unit square [0, 1]2 with area(E) ≥ ε. The following construction
is inspired by a construction of Pach and Tardos [PT13].
Construction. Let M = 3 +
⌈
lg ε−1
⌉
. For j = 1, . . . ,M − 1, consider the rectangle
Rj = [0, 1/2
M−j ]× [0, 1/2j ].
Consider the natural tiling of [0, 1]2 by the rectangle Ri, and let Pi be the set of vertices of the
resulting grid Gi in the interior of the unit square. Let N = ∪iPi. See Figure 3.1.
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Figure 3.2: The setup for proof of correctness.
Correctness. We need the following easy observation, whose proof is included for the sake of
completeness.
Claim 3.1. Let c be the center of an ellipse E, and let h be the longest horizontal segment contained
in E. The segment h passes through c.
Proof: By the central symmetry of E , if h does not pass through c, then it has a symmetric reflection
h′ through c, which is a horizontal segment of the same length. Let ` be the horizontal line through
c, and observe that |` ∩ E| ≥ |h| by convexity. By the smoothness of E , it follows that |` ∩ E| > |h|,
which is a contradiction.
Lemma 3.2. The set N constructed above is an ε-net for the volume measure over [0, 1]2 for
ellipses. Furthermore, |N | = O(ε−1 log ε−1).
Proof: Observe that for any i, we have area(Ri) = 2
−(M−j)−j = 2−M ≥ ε/8. As such, |Pi| = O(1/ε),
and |N | = O(M/ε) = O(ε−1 log ε−1).
Let E ⊆ [0, 1]2 be any ellipse with area(E) ≥ ε. Let Y denote the projection of E onto the
y-axis. Observe that |Y | ≥ ε. Let h be the longest horizontal segment contained in E (which passes
through the center of E by Claim 3.1). The two extreme y-axis points in E , and the segment h
forms a quadrilateral in E of area |h| |Y | /2, see Figure 3.2. Let Y = [y−, y+], and for α ∈ Y , let
g(α) = |(y = α) ∩ E|. We have that
|h| |Y | /2 ≤ area(E) =
∫ y+
α=y−
g(α)dα ≤ |h| |Y | .
Since area(E) ≥ ε, we conclude that |h| ≥ ε/ |Y |.
We set y1/4 = (3/4)y− + (1/4)y+ and y3/4 = (1/4)y− + (3/4)y+. Consider the two horizontal
segments h1/4 =
{
y = y1/4
} ∩ E and h3/4 = {y = y3/4} ∩ E . These two segments are of the same
length and are parallel. Furthermore, γ =
∣∣h1/4∣∣ = ∣∣h3/4∣∣ ≥ |h| /2, see Figure 3.2. Consider the
parallelogram Z formed by the convex hull of h1/4 and h3/4. Observe, that for any α ∈ [y1/4, y3/4],
we have that |{y = α} ∩ Z| = γ. As such, area(Z) = |Y | /2 · |h| ≥ ε/2. Let k be the minimum
integer such that 1/2k+1 ≤ |Y | /2. Since |Y | ≥ ε, it follows that k < M − 2.
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This implies that the grid Gk+1 has a horizontal line `k that intersects Z. Furthermore, we have
|`k ∩ E| ≥ |`k ∩ Z| = |h|
2
≥ ε
2|Y | ≥ ε2
k−1 ≥ 8 · 2
k−1
2M
=
1
2M−k+1−3
>
1
2M−(k+1)
= β,
since M = 3 +
⌈
lg ε−1
⌉
. Namely, the spacing of the points of Gk+1 on the line `k (i.e., β) is shorter
then the interval `k ∩ E . It follows that a point of Pk+1 ⊆ N lies in E , and thus establishing the
claim.
3.2. The construction in higher dimensions
We now extend the previous construction to higher dimensions. The construction is recursive.
Namely, we assume that for all d′ < d, we can construct an ε-net for the volume measure over [0, 1]d′
for ellipsoids, of size (β(d′)/ε) lgd
′−1(1/ε), where β(d′) is a constant depending on the dimension d′
(to be determined shortly). Lemma 3.2 proves the claim when d = 2.
Construction. Label the d axes x1, . . . , xd. Let τ = d(1/d) lg(1/ε)e (where lg = log2) and define
the function ∆(i) = 2iε1/d. We repeat the following construction for each axis x`, where ` = 1, . . . , d.
For each i = 0, . . . , τ , let Mi = dlg(1/∆(i))e. For each i, and for each j = 0, . . . ,Mi, form 2j + 1
evenly spaced hyperplanes which are orthogonal to the axis x` (thus consecutive hyperplanes are
separated by distance 2−j). For each hyperplane h, we recursively construct a (0, ε/∆(i+ 2))-net
P`,i,j for [0, 1]
d−1 on h∩ [0, 1]d. Let P` = ∪τi=1∪Mij=1P`,i,j . Finally, we claim the point set P = ∪d`=1P`
is the desired (0, ε)-net.
Theorem 3.3. For ε ∈ (0, 2−2d], there exists a ε-net (i.e., (0, ε)-net) for the volume measure over
[0, 1]d for ellipsoids, of size 2O(d
2)ε−1 lgd−1 ε−1.
Proof: We first bound the size of the resulting net. Since ε ≤ 2−2d, By a direct calculation,
|P | ≤
d∑
`=1
|P`| ≤ d
τ∑
i=0
Mi∑
j=0
(2j + 1) · β(d− 1) ·
(
∆(i+ 2)
ε
lgd−2
(
∆(i+ 2)
ε
))
≤ 2d · β(d− 1)
ε
τ∑
i=0
2Mi+1 · 22∆(i) lgd−2
(
∆(i+ 2)
ε
)
≤ 2
5d · β(d− 1)
ε
τ∑
i=0
lgd−2
(
2i+2
ε1−1/d
)
≤ 2
5d · β(d− 1)
ε
τ∑
i=0
(
(i+ 2) + lg
(
1
ε1−1/d
))d−2
≤ 2
5d · β(d− 1)
ε
[
(τ + 1) · 2d−2 lgd−2
(
1
ε
)]
(since i+ 2 ≤ τ + 2 ≤ lg(1/ε) for ε ≤ 2−2d)
≤ 2
5d · β(d− 1)
ε
[
4
d
lg
(
1
ε
)
· 2d−2 lgd−2
(
1
ε
)]
=
2d+5 · β(d− 1)
ε
lgd−1
(
1
ε
)
.
In particular, we obtain the recurrence β(d) = 2d+5β(d− 1), which solves to β(d) = 2O(d2). Hence,
|P | = 2O(d2)ε−1 lgd−1 ε−1.
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We now argue correctness. Let E be an ellipsoid of volume at least ε. Let B be the smallest
enclosing axis-aligned box for E . Suppose that the longest edge of B is along the `th axis. In
particular, along this `th axis B has side length s ≥ ε1/d, for otherwise vol(E) ≤ vol(B) ≤ sd < ε.
We claim that E intersects a point in the set P`.
Let L = [`−, `+] be the projection of E onto the `th axis, with s = |L|. For x ∈ L, define H(x)
to be the hyperplane orthogonal to the `th axis which intersects the `th axis at x. Finally, let K be
the hyperplane through the center of E which is orthogonal to the `th axis and set F = E ∩K. We
claim that vol(F) ≥ ε/s. To prove the claim, suppose towards contradiction that vol(E ∩K) < ε/s.
Then,
vol(E) =
∫ `+
`−
vol(E ∩H(x)) dx < ε
s
∫ `+
`−
1 dx =
ε
s
|L| = ε,
a contradiction.
Choose an integer i ≥ 0 such that s ∈ [∆(i),∆(i + 1)). Let z1/4 = (3/4)`− + (1/4)`+ and
z3/4 = (1/4)`− + (3/4)`+. Observe that for all x ∈ [z1/4, z3/4], vol(E ∩H(x)) ≥ ε/(2s) ≥ ε/∆(i+ 2).
Next, let j be the minimum integer such that 1/2j+1 ≤ s/2. Note that such an integer exists, as we
can choose j = dlg(1/s)e. Since s ≥ ∆(i), j ≤ dlg(1/∆(i))e ≤Mi. Thus, for our choices of i and j,
we have found a hyperplane h which intersects E with vol(E ∩ h) ≥ ε/∆(i+ 2). By our recursive
construction, there is a point in the net P`,i,j which intersects E ∩ h and thus E .
Lemma 3.4. There is a deterministic, explicit construction of (k, ε)-nets for [0, 1]d of size
Od
(
1
ε1−k/d
logd−k−1
1
ε
)
.
Proof: Follows by plugging in the bound for Theorem 3.3 into Lemma 2.5.
Remark 3.5. Since an ε-net for intervals on the real line has size O(1/ε), it follows that one can
construct a (d−1, ε)-net of size O(d/ε1/d), which matches the same bound as the simple construction
(see Lemma 4.1, naturally extended to higher dimensions). On the other hand, we should expect
that for specific values of k and d, there are better explicit constructions with size smaller than
that of Lemma 3.4. For example, in Section 4 we prove the existence of (1, ε)-nets with size at most
Od(log
γ(d)(1/ε)/ε1−1/d), where γ(d) = d− 1−∑d−1i=1 1/i < d− 2 for d ≥ 3—improving the bound of
Lemma 3.4 by a logarithmic factor. See Theorem 4.4.
4. Improved bounds for lines: (1, ε)-nets
4.1. Warm up: Upper bound in 2D
Lemma 4.1. For a parameter ε ∈ (0, 1), there is a (1, ε)-net of size O(1/√ε).
Proof: On [0, 1]2, overlay a grid of sidelength
√
ε/2, and let L be the lines of this grid, so that
|L| = O(1/√ε). Let Ξ be any convex body. Note that for Ξ to avoid the lines of L, it must be
contained entirely in a grid cell 2. But then vol(Ξ) ≤ vol(2) = ε/4 < ε.
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Figure 4.1: The slice volume, and its 1/9th power, for the unit radius ball Ξ in 10 dimensions. This
is an example of the concavity implied by the Brunn-Minkowski inequality, which in turn implies
that the slice function is unimodal.
4.2. A slightly weaker bound in 3D
We first give a construction which produces a (1, ε)-net of size O(1/ε). Next, we improve the
construction to obtain size O(
√
log(1/ε)/ε2/3), which is only a O(
√
log(1/ε)) factor away from the
lower bound, by Lemma 2.2. Additionally, it improves the logarithmic factor given by the general
bound of Theorem 2.7.
The Brunn-Minkowski inequality and unimodal functions. The Ξ be a convex body in
Rd. For a parameter α ∈ R, let f(α) denote the (d− 1)-dimensional volume of Ξ intersected with
the hyperplane x = α. The Brunn-Minkowski inequality [Mat02, Har11] implies that the function
g(α) = f(α)1/(d−1) is concave. In particular, g is unimodal . Namely, there exists a β ∈ R such
that g is non-decreasing on (−∞, β] and non-increasing on [β,∞). As such, the function f itself is
unimodal. See Figure 4.1.
Construction. On [0, 1]3, we overlay a grid of sidelength t =
√
ε/4. Let L be the lines of this
grid, so that |L| = O(1/t2) = O(1/ε).
Lemma 4.2. L is a (1, ε)-net.
Proof: We assume without loss of generality that Ξ is contained in [0, 1]3. We want to show that if
vol(Ξ) ≥ ε, then it is stabbed by one of the lines of L. Assume towards contradiction that Ξ does
not intersect any lines of L. We claim that there must be a cell 2 in the grid (which has volume
t3 = ε3/2/64) such that vol(Ξ ∩2) ≥ ε/4. This is a contradiction, as
ε/4 ≤ vol(Ξ ∩2) ≤ vol(2) = ε3/2/64 ⇐⇒ ε ≥ 256,
which does not hold since ε ∈ (0, 1).
For a parameter α ∈ R, let f(α) denote the two-dimensional volume of Ξ intersected with the
plane x = α (note f(α) = 0 for α 6∈ [0, 1]). By the above discussion, f is unimodal.
We now prove the desired claim. First, if f(α) ≥ ε/4 for some α = 0, t, 2t, . . . , dte t, then a
similar argument to Lemma 4.1 implies that the two-dimensional body Ξ′ = Ξ ∩ {x = α} contains a
vertex of the grid of side length t on the plane x = α, and as such Ξ is stabbed by one of the lines of
L orthogonal to the plane x = α, contradicting our assumption. Now, define β = arg maxα∈[0,1] f(α),
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Figure 4.2: The multi-level grid, and its associated lines.
and observe that
ε ≤ vol(Ξ) =
∫ 1
0
vol(Ξ ∩ {x = α}) dα =
∫ 1
0
f(α) dα,
therefore maxα∈[0,1] f(α) = f(β) ≥ ε. Choose i ∈ {0, 1, . . . , dte} such that β ∈ [it, (i + 1)t]. Let
Sx =
{
(x, y, z) ∈ [0, 1]3 | it ≤ x ≤ (i+ 1)t} be a vertical slab. Since f is unimodal and f(β) ≥ ε, we
have f(α) < ε/4 for α 6∈ (it, (i+ 1)t). As such vol(Ξ \ Sx) < ε/4 and vol(Ξ ∩ Sx) ≥ 3ε/4.
Repeating the above argument independently in each of the remaining two dimensions leads
to the construction of three slabs Sx, Sy, and Sz such that vol(Ξ \ Sj) ≤ ε/4 for each j ∈ {x, y, z}.
Note that Sx ∩ Sy ∩ Sz corresponds to a cell 2 of the grid in [0, 1]3. On the other hand,
vol(Ξ ∩2) = vol(Ξ)− vol(Ξ \2) ≥ ε− vol(Ξ \ Sx)− vol(Ξ \ Sy)− vol(Ξ \ Sz) ≥ ε/4,
which leads to the contradiction stated above.
4.3. (1, ε)-nets of size O(
√
log(1/ε)/ε2/3) in 3D
Construction. The idea behind the construction is to use octtrees. Starting with the entire cube
[0, 1]3, we construct three orthogonal planes which split the cube into eight cubes of side length 1/2.
We refer to such planes as splitting planes. This process is continued recursively, for i = 0, . . . , τ ,
where τ is to be defined shortly, so that cubes at the ith level of the construction has side length
1/2i. The number of such cubes at the ith level is 8i. Naturally, these cubes together form a grid
with side length 1/2i. See Figure 4.2 for an illustration of the construction in two dimensions.
For each splitting plane h at level i ≥ 1, which splits cells of side length 1/2i−1 into cells of side
length 1/2i, we apply the 2D construction of Lemma 4.1, so that the lines all lie on the plane h,
with the parameter
εi =
2i−1(1− 1/ lg(1/ε))i−1ε
3 lg(1/ε)
,
where lg = log2. We collect all lines which lie on all splitting planes at each of the τ levels into our
(1, ε)-net L.
Lemma 4.3. For ε ∈ (0, 1/16), the set of lines L is a (1, ε)-net for [0, 1]3 of size O(√log(1/ε)/ε2/3).
Proof: We first bound the size of L. Let c be the constant hiding in the bound O(1/
√
ε) of Lemma 4.1.
Using the construction described above, the total number of lines in our (k, ε)-net is at most, for
11
ε ≤ 1/64,
3
τ∑
i=0
2i
c√
εi+1
= 3c
√
3 lg(1/ε)
ε
τ∑
i=0
(
2
1− 1/ lg(1/ε)
)i/2
= O
(√
log(1/ε)
ε
(
2
1− 1/ lg(1/ε)
)τ/2)
= O
(√
log(1/ε)
ε
(
21+2/ log(1/ε)
)τ/2)
,
where the last inequality follows since 1−x ≥ 2−2x for x ≤ 1/2. Now, setting τ = d(1/3) lg(1/ε)e+1,
the number of lines is bounded by O(
√
log(1/ε)/ε2/3).
Next, we show that L is indeed a (1, ε)-net. Let Ξ be a convex body contained in [0, 1]3 with
volume at least ε. If Ξ is not stabbed by any of the lines of L then we show that there is a cell, of
the finest grid, which contains a large fraction of the volume of Ξ. This is impossible, as the volume
all such cells are too “small”.
The argument is inductive. Specifically, we claim that at the ith level of the octtree, there is
cell 2i of side length 1/2i such that vol(Ξ ∩2i) ≥ (1− 1/ lg(1/ε))iε. The base case is i = 0, when2 = [0, 1]3, which holds by assumption. Now assume the claim holds for all i′ < i.
The proof of the inductive step for i is similar to the analysis of the previous construction.
Specifically, we argue that one of the 8 cubes of side length 1/2i contains a fraction of the volume of
Ξ′ = Ξ ∩2i−1. For sake of exposition, assume 2i−1 = [0, 1/2i−1]3.
Let hx, hy, and hz be the three splitting planes used to split 2i−1. For each plane we will
determine the associated halfspace that contains a large portion of the volume of Ξ′. Define the
function f(α) = vol(Ξ′ ∩ {x = α}), for α ∈ R. First, note that if f(1/2i) ≥ εi, then by construction
there will be a line (lying on the plane hx) which stabs Ξ, which contradicts our assumption that Ξ
is not stabbed by L, so we have that f(1/2i) < εi. Let β = arg maxα∈[0,1] f(α). If β > 1/2i, then
we define the halfspace Sx as
{
x ≥ 1/2i}. Else if β < 1/2i, we define Sx to be {x ≤ 1/2i}. Note
that since f is unimodal,
vol
(
Ξ′ \ Sx
) ≤ εi/2i−1 = (1− 1/ lg(1/ε))i−1ε/(3 lg(1/ε)) ≤ vol(Ξ ∩2i−1)/(3 lg(1/ε)).
Applying the above process to each dimension independently, we obtain a cell 2i = Sx ∩ Sy ∩ Sz.
The cube 2i has side length 1/2i, with
vol(Ξ ∩2i) ≥ (1− 1/ lg(1/ε))vol(Ξ ∩2i−1) ≥ (1− 1/ lg(1/ε))iε,
finishing the inductive step.
In particular, for τ = d(1/3) lg(1/ε)e+ 1, there is a grid cell 2τ such that
vol(Ξ ∩2τ ) ≥ (1− 1/ lg(1/ε))τε ≥ 2−2τ/ lg(1/ε)ε
≥ 2−2((1/3) lg(1/ε)+2)/ lg(1/ε)ε = 2−2/3−4/ lg(1/ε)ε ≥ 2−2ε = ε/4,
where the second inequality follows as 1− x ≥ 2−2x when x ≤ 1/2, the third inequality follows as
τ ≤ (1/3) lg(1/ε) + 2, and the last since ε ≤ 1/16. But this is a contradiction, as
ε/4 ≤ vol(Ξ ∩2τ ) ≤ vol(2τ ) = 2−3τ ≤ 2−3((1/3) lg(1/ε)+1) = 2−3ε = ε/8,
since τ ≥ (1/3) lg(1/ε) + 1.
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4.4. (1, ε)-nets in higher dimensions
Naturally, one can extend the previous construction to higher dimensions. Namely, we assume by
induction that there exists a (1, ε)-net for all d′ < d. Lemma 4.3 proves the result when d = 3.
Construction. The construction is similar to Lemma 4.3, using d-dimensional quadtrees. Starting
with the cube [0, 1]d, we construct d orthogonal hyperplanes which split [0, 1]d into 2d cells of side
length 1/2. As before, we refer to these hyperplanes as splitting hyperplanes. The process is
continued recursively inside each cell, for i = 1, . . . , τ , where τd = d(1/d) lg(1/ε)e + 1. For each
splitting hyperplane h, we apply the (d− 1)-dimensional construction to compute a set of lines lying
on h, with the parameter
εi,d =
2i−1(1− 1/ lg(1/ε))i−1ε
d lg(1/ε)
.
We collect all lines which lie on all hyperplanes at each of the τ levels into our (1, ε)-net L.
Theorem 4.4. Let γ(d) =
∑d−1
i=2 (1 − 1/i) = d − 1 −
∑d−1
i=1 1/i. Then for ε ∈ (0, 1/d) and d ≥ 3
there exists a (1, ε)-net of size Od(log
γ(d)(1/ε)/ε1−1/d).
Proof: By our inductive hypothesis, we assume that one can construct a (1, ε)-net for [0, 1]d−1 of
size β(d− 1) · logγ(d−1)(1/ε)/ε1−1/(d−1), where β(d− 1) is a constant depending on the dimension.
The correctness of the construction is virtually identical to the proof of Lemma 4.3, and is
only sketched here. Let Ξ be a convex body with vol
(
Ξ ∩ [0, 1]d) ≥ ε. The proof is once again by
contradiction. If Ξ is not stabbed by any of the lines of L, then we show that there is a cell of the
finest grid, containing a large fraction of the volume of Ξ. This will lead to a contradiction, as the
volume of such a cell will be too “small”. In particular, if Ξ is not stabbed by any of the lines of L,
then one can argue that at each level i of the quadtree, there exists a cell 2i of side length 1/2i such
that vol(Ξ ∩2i) ≥ (1− 1/ lg(1/ε))iε. By our choice of εi,d this claim can easily be established. On
the one hand, for our choice of τ , this implies that there is a cell 2τ such that vol(Ξ ∩2τ ) ≥ ε/4.
On the other hand,
ε/4 ≤ vol(Ξ ∩2τ ) ≤ vol(2τ ) = 2−τd ≤ ε/8,
a contradiction.
We now bound the size of L:
|L| ≤ d
τ∑
i=0
2i
β(d− 1)
ε
1−1/(d−1)
i+1,d
logγ(d−1)
1
εi+1,d
≤ d
2 · β(d− 1) · lg1−1/(d−1)(1/ε)
ε1−1/(d−1)
τ∑
i=0
(
2
(1− 1/ lg(1/ε))d−2
)i/(d−1)
logγ(d−1)
(
d log(1/ε)
2i(1− 1/ lg(1/ε))iε
)
≤ 2
2d+2d2 · β(d− 1) · lg1−1/(d−1)(1/ε)
ε1−1/(d−1)
[
21+2(d−2)/ lg(1/ε)
]τ/(d−1)
lgγ(d−1)
1
ε
≤ 2
2d+2d2 · β(d− 1) · lgγ(d)(1/ε)
ε1−1/(d−1)
2lg(1/ε)/(d(d−1))
=
22d+2d2 · β(d− 1) · lgγ(d)(1/ε)
ε1−1/(d−1)+1/(d(d−1))
=
22d+2d2 · β(d− 1) · lgγ(d)(1/ε)
ε1−1/d
.
13
In the third inequality, we use the inequalities 1− x ≥ 2−2x for x ≤ 1/2 and ε ≤ 1/d. The fourth
inequality follows since γ(d− 1) + 1− 1/(d− 1) = γ(d) and τ ≤ (1/d) lg(1/ε) + 2. In particular, we
obtain the recurrence β(d) = 22d+2d2β(d− 1) which implies β(d) = 2O(d2). As such, L is a (1, ε)-net
of size Od(log
γ(d)(1/ε)/ε1−1/d).
5. Conclusion
The main open problem left by our work is bounding the size of (k, ε)-nets in the general case. That
is, the input is a set P of n points in Rd, and we would like to compute a minimum set of k-flats
which stab all convex bodies containing at least εn points of P . As noted earlier, there is a (k, ε)-net
of asymptotically the same size as of a weak ε-net in Rd−k. This follows by projecting the point set
to a subspace of dimension d− k, constructing a regular weak ε-net, and lifting the net back to the
original space. Can one do better than this somewhat na¨ıve construction?
Note that it is easy to show a lower bound of size Ω(1/ε) for (1, ε)-net s in the general case.
Take a point set that consists of d2/εe equally sized clusters of tightly packed points, such that no
line passes through three clusters. Namely, our sublinear results in 1/ε are special for the uniform
measure on the hypercube.
Finally, many of our constructions presented have size which depends exponentially on the
dimension (e.g., 2O(d
2)). It may be interesting to see if these hidden constants can be improved.
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A. (0, ε)-nets when the bodies are axis-aligned boxes
Here we show the existence of a (0, ε)-net of size O(1/ε) that intersects any axis-aligned box B
with vol
(
B ∩ [0, 1]2) ≥ ε. The following constructions are essentially described in [Mat99] (in the
context of low-discrepancy point sets), however the proofs use similar tools. We give the proofs for
completeness.
Definition A.1 (the Van der Corput set). For an integer α, let bin(α) ∈ {0, 1}? denote the binary
representation of α, and rev(bin(α)) be the reversal of the string of digits in bin(α). We define
br(α) ∈ [0, 1] to be the bit-reversal of α, which is defined as the number obtained by concatenating
“0.” with the string rev(bin(α)). For example, br(13) = 0.1011. Formally, if α =
∑∞
i=0 2
ibi with
bi ∈ {0, 1}, then br(α) =
∑∞
i=0 bi/2
i+1.
For an integer n, the Van der Corput set is the collection of points p0, . . . , pn−1, where
pi = (i/n, br(i)). See Figure A.1.
Lemma A.2. For a parameter ε ∈ (0, 1),there is a collection of O(1/ε) points P ⊂ [0, 1]2 such that
any axis-aligned box B with vol
(
B ∩ [0, 1]2) ≥ ε contains a point of P .
Proof: Let n = d4/εe. We claim that the Van der Corput set of size n is the desired point set P .
Let B be a box contained in [0, 1]2 of width w and height h, with wh ≥ ε. Let q ≥ 2 be
the smallest integer such that 1/2q < h/2 ≤ 1/2q−1. By the choice of q, the projection of B
onto the y-axis contains an interval of the form I = [k/2q, (k + 1)/2q) for some integer k. Let
BI = B ∩
{
(x, y) ∈ [0, 1]2 | y ∈ I} be the box restricted to I along the y-axis. Observe that
vol(BI) = w/2
q = w/(4 · 2q−2) ≥ wh/4 ≥ ε/4 ⇐⇒ w ≥ 2qε/4.
Let S = [0, 1]× I, so that each pj ∈ P ∩ S has br(j) ∈ I. In particular, the first q binary digits
of br(j) are fixed. This implies that the q least significant binary digits of j are fixed. In other
words, P ∩ S contains all points pj such that j ≡ ` (mod 2q) for some integer `—the x-coordinates
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of the points in P are regularly spaced in the strip S with distance 2q/n. If the width of BI is at
least 2q/n, then this implies that B contains a point of P in the strip S. Indeed, by the choice of n,
2q/n ≤ 2qε/4 ≤ w.
By extending the definition of the Van der Corput set to higher dimensions, the above proof
also generalizes.
Definition A.3 (the Halton-Hammersely set). For a prime number ρ and an integer α =
∑∞
i=0 ρ
ibi,
bi ∈ {0, . . . , ρ− 1}, written in base ρ, define brρ(α) =
∑∞
i=0 bi/ρ
i+1. Note that br2 = br from
Definition A.1.
For integers n and d, the Halton-Hammersely set is the collection of points p1, . . . , pn−1,
where pi = (brρ1(i), brρ2(i), . . . , brρd−1(i), i/n), and ρ1, . . . , ρd−1 are the first d− 1 prime numbers.1
Lemma A.4. For a parameter ε ∈ (0, 1), there is a collection of 2O(d log d)/ε points P ⊂ [0, 1]d such
that any axis-aligned box B with vol
(
B ∩ [0, 1]d) ≥ ε contains a point of P .
Proof: The proof is similar to Lemma A.2, with the Chinese remainder theorem as the additional
tool.
Let n =
⌈
(2d−1/ε) · (d− 1)]⌉, where k] is the primorial function, defined as the product of the
first k prime numbers. It is known that k] ≤ exp((1 + o(1))k log k), which implies n = 2O(d log d)/ε.
We claim that the Halton-Hammersely set of size n is the desired point set P .
Denote the side lengths of the box B by s1, . . . , sd, with
∏d
i=1 si ≥ ε. For each i = 1, . . . , d− 1,
let qi be the smallest integer such that 1/ρ
qi
i < si/2 ≤ 1/ρqi−1i , where ρi is the ith prime number.
By the choice of qi, the projection of B onto the ith axis contains an interval of the form Ii =
[ki/ρ
qi
i , (ki+ 1)/ρ
qi
i ] for some integer ki. Let S denote the box I1× . . .× Id−1× [0, 1] and BS = B∩S.
Observe that
vol(BS) = sd
d−1∏
i=1
1
ρqii
≥ sd
d−1∏
i=1
si
2ρi
≥ ε
2d−1
d−1∏
i=1
1
ρi
⇐⇒ sd ≥ ε
2d−1
d−1∏
i=1
ρqi−1i .
Similar to Lemma A.2, we observe that the point pj ∈ P falls into S when j ≡ `i (mod ρqii ) for
some integers `1, . . . , `d−1. By the Chinese remainder theorem, there is exactly one number in the set{
0, 1, . . . ,
∏d−1
i=1 ρ
qi
i − 1
}
(the dth coordinate of pj) which satisfies these d−1 equations. In particular,
the points in P ∩ S are spaced regularly along the dth axis with distance δ = (1/n)∏d−1i=1 ρqii . Once
again, we argue that the length of B along the dth axis is at least δ, which implies the result. Indeed,
by our choice of n we have that,
δ =
1
n
d−1∏
i=1
ρqii ≤
ε
2d−1
d−1∏
i=1
ρqi−1i ≤ sd.
1Making i/n the dth coordinate instead of the 1st coordinate simplifies future notation.
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B. Extension: Replacing [0, 1]d with other convex bodies
We now prove a generalized version of Theorem 2.7.
Lemma B.1. Let C be an arbitrary compact convex body in Rd with non-empty interior. Suppose
there is a (k, ε)-net of size T (ε, k, d). For a given integer k < d and ε ∈ (0, 1), there is a collection
of k-flats K, of size T (Ωd(ε), k, d)), such that any convex body Ξ with vol(Ξ ∩ C) ≥ ε vol(C) is
intersected by a k-flat in K.
Proof: Assume without loss of generality that Ξ ⊆ C. John’s ellipsoid theorem [Mat02] implies
that there exists a non-singular affine transformation M, and a ball b of diameter 1, such that
b/d ⊆M(C) ⊆ b ⊆ [0, 1]d, where b/d is b scaled by a factor of 1/d. We have that vol(b) = cd2−d,
where cd is the volume of the unit ball in Rd. Additionally,
vol
(
[0, 1]d
)
= 1 =
2d
cd
vol(b) =
(2d)d
cd
vol(b/d) ≤ (2d)
d
cd
vol(M(C)).
Set δ = cd/(2d)
d. Compute a (k, ε′)-net K for [0, 1]d, where ε′ = ε/δ, which has size T (ε′, k, d).
We claim that this is a (k, ε)-net with respect to M(Ξ). Indeed, consider any convex body Ξ ⊆ C
with vol(Ξ ∩ C) ≥ ε vol(C). Since M preserves the ratios of volumes, we have that
vol
(
M(Ξ) ∩ [0, 1]d
)
≥ vol(M(Ξ) ∩M(C)) ≥ ε vol(M(C)) ≥ ε
δ
vol
(
[0, 1]d
)
= ε′ vol
(
[0, 1]d
)
.
As such, one of the k-flats in K intersects M(Ξ). After applying the inverse transformation M−1 to
each k-flat in K, one of the k-flats in M−1(K) intersects Ξ.
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