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In this paper, we investigate various ways of characterizing words, mainly over a binary
alphabet, using information about the positions of occurrences of letters in words.
We introduce two new measures associated with words, the position index and sum of
position indices. We establish some characterizations, connections with Parikh matrices, and
connections with power sums. One particular emphasis concerns the effect of morphisms
and iterated morphisms on words.
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1. Introduction
Many numerical parameters have been associated with words in the past. Such parameters can be used to characterize
or classify words, at least partially. The parameter introduced in this paper is the position index of an occurrence of a letter.
For a word w and letter a, our central tool will be the sum of all position indices of occurrences of a in w . The details of
these and related notions will be given in the next section. In this Introduction we give some background.
We assume that the reader is familiar with the basics of formal languages. Whenever necessary, [1] may be consulted.
As customary, we use small letters from the beginning of the English alphabet a,b, c,d, possibly with indices, to denote
letters of our formal alphabet Σ . Words are usually denoted by small letters from the end of the English alphabet.
The most direct numerical fact about a word w is its length |w|. The Parikh vector Ψ (w) = (i1, . . . , ik) indicates the
number of occurrences of the letter a j , 1 j  k, in w , provided w is over the alphabet Σ = {a1, . . . ,ak}. To get more infor-
mation about a word, one has to focus attention on subwords and on the number of occurrences of a speciﬁc subword in
the given word. In this article, u being a subword of w means that w , as a sequence of letters, contains u as a subsequence.
More formally, there exist words x1, . . . , xn and y0, . . . , yn , some of them possibly empty, such that
u = x1 · · · xn and w = y0x1 y1 · · · xn yn.
We also consider factors u of a word w: u is a factor of w if there are words x and y such that w = xuy. Throughout
this article, we understand subwords and factors in the way mentioned. (In classical language theory, [1], our subwords are
usually called “scattered subwords”, whereas our factors are called “subwords”.)
The notation used throughout the article is |w|u , the number of occurrences of the word u as a subword of the word w .
This number can be deﬁned formally as follows. Occurrences can be viewed as vectors. If |u| = t , each occurrence of u in w
can be identiﬁed as the t-tuple (i1, . . . , it) of increasing positive integers, where for 1 j  t , the jth letter of u is the i jth
letter of w . (The indexing of words begins at position 1.) For instance, the six occurrences of u = aba in w = abaabab are
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The position index sum of the letter a in w is 14, whereas the sums in the occurrences of aba are 4,5,7,7,9,10, respec-
tively.
Clearly, |w|u = 0 if |w| < |u|. We also make the convention that, for any w and the empty word λ, |w|λ = 1.
In [2] the number |w|u is denoted as a “binomial coeﬃcient” |w|u =
( w
u
)
. If w and u are words over a one-letter
alphabet, w = ai , u = a j , then |w|u equals the ordinary binomial coeﬃcient: |w|u =
(
i
j
)
. Our convention concerning the
empty word reduces to the fact that
(
i
0
)
= 1.
A central tool in the research of subword-related phenomena has been a matrix, termed the “Parikh matrix”, introduced
in [3] and investigated further, for instance, in [4–10]. A related notion of the subword history is studied in [6,11,12]. Many
general facts about the structure of words have been discovered in this fashion. Of these we mention the Cauchy inequality
for words
|w|y|w|xyz  |w|xy|w|yz,
valid for all words w, x, y, z. This is a fundamental property of words and can be established using Parikh matrices, [13,
14], or by a direct combinatorial argument, [6]. The latter proof resembles the one customary for the well-known Cauchy
inequality in algebra.
We conclude this Introduction by outlining brieﬂy the contents of the paper. The next section introduces the basic no-
tions of position index sums and differences, gives estimates about their size and studies the related equivalence relations.
A simple method of deciding the binary equivalence is also presented. While the notions are deﬁned for arbitrary alpha-
bets, from Section 3 we restrict our attention on binary alphabets. Section 3 deals with interconnections between subword
occurrences and position index sums and differences, as well as with the information content of the associated numbers.
Problems about ambiguity and Lyndon images are also settled. Section 4 shows how a morphism changes the position index
difference. Applications to two widely investigated morphisms, the Thue and Fibonacci morphism, are presented in the ﬁnal
part of the paper. It is also pointed out how the Thue morphism is related to an old problem concerning power sums, the
Prouhet–Tarry–Escott problem, [15,16].
2. Basic deﬁnitions and initial results
The most important notions considered in this paper are the position index, as well as the sum and difference of position
indices.
Deﬁnition 1. Consider a word w ∈ Σ+ and an occurrence of a letter a in w: w = w1aw2. The position index of this occur-
rence of a in w is deﬁned to be the number |w1a|. By Sa(w), or brieﬂy Sa if w is understood, we denote the sum of the
position indices of all occurrences of a in w . For two different letters a,b ∈ Σ , the position index difference between a and b in
w is deﬁned by
Da,b(w) = Sa − Sb.
In the case of a binary alphabet, Σ = {a.b}, we denote the difference (between Sa and Sb) brieﬂy by D(w).
For instance, Sb(abccbaabc) = 15 and D(aaabbab) = −4.
In what follows the numbers |w|a and |w|b will appear very frequently. Therefore, when w is understood, we use the
short notation
|w|a = A and |w|b = B.
The proof of the following lemma is straightforward.
Lemma 1. Assume that w ∈ {a,b}∗ . Then
A(A + 1)/2 Sa(w) |w|
(|w| + 1)/2− B(B + 1)/2,
B(B + 1)/2 Sb(w) |w|
(|w| + 1)/2− A(A + 1)/2.
We have stated Lemma 1 for binary alphabets. The ﬁrst row of inequalities holds for an arbitrary alphabet Σ and
arbitrary a ∈ Σ if B denotes the sum of position indices of all occurrences of all letters of Σ different from a. The following
result is an immediate consequence of Lemma 1.
Lemma 2. For w ∈ {a,b}∗ , we have
−|w|(|w| + 1)/2+ A(A + 1) D(w) |w|(|w| + 1)/2− B(B + 1).
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diagonal and 0’s below it. The set of all such triangular matrices is denoted by M, and the subset of all such matrices of
dimension k 1 is denoted by Mk .
Deﬁnition 2. Consider Σk = {a1, . . . ,ak}. The Parikh matrix mapping, denoted Ψk , is the morphism:
Ψk : Σ∗k → Mk+1,
deﬁned by the following basis. Let 1 q k and Ψk(aq) = (mi, j)1i, jk+1. Then for each 1 i  k + 1, mi,i = 1, mq,q+1 = 1,
all other elements of the matrix Ψk(aq) being 0. Matrices of the form Ψk(w),w ∈ Σ∗k , are referred to as Parikh matrices.
Observe that when deﬁning the Parikh matrix mapping, we have in mind a speciﬁc ordering of the alphabet (as was the
case when deﬁning the Parikh vector). The ordering will be clear from the context. If we consider letters without numerical
indices, we assume the alphabetic ordering when numbering the rows and columns of the matrix.
The following theorem, [3], characterizes the entries of a Parikh matrix in terms of some subword occurrences |w|u . For
the alphabet Σk = {a1, . . . ,ak}, we let ai, j denote the word aiai+1 · · ·a j , where 1 i  j  k.
Theorem 1. Consider Σk = {a1, . . . ,ak} and w ∈ Σ∗ . The matrix Ψk(w) = (mi, j)1i, jk+1 , has the following properties:
• mi, j = 0, for all 1 j < i  k + 1,
• mi,i = 1, for all 1 i  k + 1,
• mi, j+1 = |w|ai, j , for all 1 i  j  k.
We consider in this paper only the basic version of Parikh matrices, as in Deﬁnition 2. The basic version shows the
numbers of occurrences of all factors of a1 · · ·ak as subwords of the given word. In a generalized Parikh matrix, introduced in
[13,17], one can choose arbitrary words instead of factors of a1 · · ·ak . The price one pays is in the dimension of the matrix.
We still need the following notions.
Deﬁnition 3. Let Σk and Ψk be as in Deﬁnition 2. Two words w1,w2 ∈ Σ∗k are termed M-equivalent, in symbols w1 ≡M w2,
if Ψk(w1) = Ψk(w2). A word w ∈ Σ∗k is termed M-unambiguous if there is no word w ′ = w such that w ≡M w ′ . Otherwise,
w is termed M-ambiguous. If w ∈ Σ∗k is M-unambiguous (resp. M-ambiguous), then also the Parikh matrix Ψk(w) is called
unambiguous (resp. ambiguous).
The i-spectrum of a word w , 1 i < |w|, is the sequence of numbers
(|w|x1 , . . . , |w|xt
)
, 1 |x j| i, 1 j  t,
where all nonempty words x j , |x j|  i, are ordered by length and alphabetically. (Their number t depends on i and the
cardinality of the alphabet.) Thus, (2,2,1,2,2,1) is the 2-spectrum of the word abba. It is an open problem, [1, vol. 1,
p. 395], how small i can be, in terms of |w|, in order that w is always uniquely determined by its i-spectrum.
There are many dependencies between the numbers in an i-spectrum, so the numbers cannot be chosen arbitrarily. For
instance, consider the 2-spectrum (t1, . . . , t6) of a word w over the binary alphabet. (Thus, (t1, t2) is the Parikh vector,
t3 = |w|aa , etc.) The numbers t1 and t2 are arbitrary but t3 (resp. t6) is determined by t1 (resp. t2). Moreover, 0 t4  t1t2,
and the triple (t1, t2, t4) uniquely determines t5.
By Theorem 1, two words w,w ′ ∈ {a1, . . . ,ak}∗ are M-equivalent iff |w|x = |w ′|x holds for all factors x of the word
a1 . . .ak . The binary equivalence introduced in the following deﬁnition is, in general, incomparable with the M-equivalence.
Deﬁnition 4. The words w,w ′ ∈ Σ∗ are binary equivalent, in symbols w ≡B w ′ , if |w|x = |w ′|x holds for all words x ∈ Σ∗
satisfying |x| 2.
Observe that, whenever w ≡B w ′ and u ≡B u′ , then also uw ≡B u′w ′ .
Lemma 3. In the case of the binary alphabet the relation w ≡B w ′ holds iff w ≡M w ′ .
Proof. The “only if”-part being obvious, assume that w ≡M w ′ . By the equation
|w|a × |w|b = |w|ab + |w|ba,
valid for all w , we conclude that |w|ba = |w ′|ba and, consequently, w ≡B w ′ . 
Following [18], we deﬁne the P2-matrix P2(w) of a word w ∈ Σ∗ byk
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⎛
⎜⎜⎜⎝
|w|a1 |w|a1a2 . . . |w|a1ak
|w|a2a1 |w|a2 . . . |w|a2ak
. . . . . .
. . . . . .
|w|aka1 |w|aka2 . . . |w|ak
⎞
⎟⎟⎟⎠ .
Consequently, w ≡B w ′ iff P2(w) = P2(w ′). By the proof of Lemma 3, a P2-matrix is completely determined by its upper
triangular part (or by its lower triangular part).
On the other hand, the upper triangular entries in a P2-matrix are all independent: no one among them is determined
by the others. (The same holds true for Parikh matrices, [10].) This observation leads to the following result.
Theorem 2. For an alphabet of cardinality k, a binary equivalence class is determined by an ordered set of k(k + 1)/2 numbers. This
estimate is the best possible in the general case.
For instance, consider the alphabet {a,b, c}, and assume that the six numbers denote the number of subword occurrences
of a,b, c,ab,bc,ac, in this order. Then acbac is the only word in the binary equivalence class determined the ordered 6-tuple
(2,1,2,1,1,3). We will return to such B-unambiguous words.
P2-matrix mappings are not morphisms in the same sense as Parikh matrix mappings. If ordinary matrix multiplication
is considered, then in general P2(ww ′) = P2(w)P2(w ′). However, for the matrix product  deﬁned below, the equation
P2(ww ′) = P2(w)  P2(w ′) holds, [18]. For
M = (mij)1i, jk and N = (nij)1i, jk,
deﬁne M  N = (pij)1i, jk with
pii =mii + nii, 1 i  k, pij =mij + nij +miin jj, 1 i, j  k, i = j.
The following result concerning binary equivalence is obvious.
Lemma 4. For a,b ∈ Σ and all words x, y, z ∈ Σ∗ ,
xabybaz ≡B xbayabz.
Lemma 4 is not suﬃcient for showing binary equivalence. For instance,
abcbcacab ≡B bcacababc
but Lemma 4 is not at all applicable.
However, the following intuitive procedure can always be used to test binary equivalence. Whenever a factor ab is
changed to ba, then the number of occurrences of the subword ab (resp. ba) decreases (resp. increases) by 1. All other
numbers of subword occurrences affecting binary equivalence remain unchanged. If the words w,w ′ ∈ Σ∗ do not have
the same Parikh vector, they are not binary equivalent. Otherwise, w ′ can be transformed to w by successive swapping of
factors of length 2.
It can be shown by the method described that, for n 1,
an1a
n
2 · · ·ankank · · ·an2an1 ≡B wwR ,
where |w|ai = n, for all i, 1  i  k, and wR denotes the mirror image of w . This example shows that there is no bound
polynomial in |w| for the number of words binary equivalent to w .
We will consider below in Section 5 generalizations of position index sums Sa(w). For w ∈ Σ+ , a ∈ Σ , r  0, we denote
by Sra(w) the sum of all the rth powers of the position indices of a in w . Following [19], we say that w1,w2 ∈ Σ+ are
S(r)-equivalent, in symbols w1 ≡S(r) w2, if
Sia(w1) = Sia(w2), for all a ∈ Σ, 0 i < r.
For instance, the words
abbabaabbaababba, baababbaabbabaab
are S(4)-equivalent because
1i + 4i + 6i + 7i + 10i + 11i + 13i + 16i = 2i + 3i + 5i + 8i + 9i + 12i + 14i + 15i,
for all i, 0 i  3. We will return to this example and its connection with a morphism and a number-theoretic problem in
Section 5.
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We ﬁrst establish a connection between the numbers |w|ab and the position index sum Sa(w) = Sa .
Theorem 3. For any word w ∈ {a,b}∗ ,
|w|ab = |w|
(|w| + 1)/2− B(B + 1)/2− Sa.
Proof. By Lemma 1,
A(A + 1)/2 Sa(w) |w|
(|w| + 1)/2− B(B + 1)/2.
If Sa = A(A + 1)/2, then all occurrences of a in w lie before all occurrences of b. Consequently. |w|ab = AB . On the other
hand,
|w|(|w| + 1)/2− B(B + 1)/2− A(A + 1)/2 = AB
and, thus, the claim holds in this case.
Assume, inductively, that the claim holds for some Sa less than the maximal possible value (A + B)(A + B + 1)/2 −
B(B + 1)/2. Increase Sa by 1. This means that one occurrence of a is moved one step to the right, that is, swapped with an
occurrence of b. Consequently, |w|ab is decreased by 1 and, thus, the claim holds. Finally, the claim holds when Sa assumes
the maximal possible value because then |w|ab = 0. 
Analogously, or considering mirror images, we obtain the formula
|w|ba = |w|
(|w| + 1)/2− A(A + 1)/2− Sb,
and the following corollary.
Corollary 1. For any word w ∈ {a,b}∗ ,
D(w) = Sa − Sb = A(A + 1)/2− B(B + 1)/2+ |w|ba − |w|ab.
Recall that, in the case of the binary alphabet, there is no difference between binary equivalence and matrix equivalence.
Thus, in the subsequent considerations ≡M can be replaced by ≡B .
Lemma 5. Assume that w,w ′ ∈ {a,b}∗ . If |w| = |w ′|, then Sa(w) = Sa(w ′) exactly when Sb(w) = Sb(w ′). If w ≡M w ′ , then
Sa(w) = Sa
(
w ′
)
, Sb(w) = Sb
(
w ′
)
, and D(w) = D(w ′).
If Sa(w) = Sa(w ′) and w has the same Parikh vector as w ′ , then w ≡M w ′ .
Proof. The ﬁrst implication is obvious. (Observe that it not required that w and w ′ have the same Parikh vector.)
Assume that w ≡M w ′ . Then w and w ′ have the same Parikh vector and |w|ab = |w ′|ab . By Theorem 3, we infer that
Sa(w) = Sa(w ′) and, hence, by the ﬁrst implication in this lemma, that Sb(w) = Sb(w ′). The second implication follows.
The third implication is a direct consequence of Theorem 3. 
The following result is now immediate. It can also be deduced from the considerations in [5].
Theorem 4. For any w,w ′ ∈ {a,b}∗ , we have w ≡M w ′ iff Sa(w) = Sa(w ′) and w and w ′ have the same Parikh vector. If w ≡M w ′ ,
then also Sb(w) = Sb(w ′) and D(w) = D(w ′).
Corollary 2. For any w,w ′ ∈ {a,b}∗ , we have w ≡M w ′ iff D(w) = D(w ′) and w and w ′ have the same Parikh vector.
Proof. The “only if”-part is a consequence of Theorem 4. Assume that w and w ′ have the same Parikh vector and D(w) =
D(w ′). Hence |w| = |w ′| and, consequently,
Sa(w) + Sb(w) = Sa
(
w ′
)+ Sb
(
w ′
)
.
Together with D(w) = D(w ′) we have a simple linear system of equations yielding Sa(w) = Sa(w ′). By Theorem 3, |w|ab =
|w ′|ab , and hence also w ≡M w ′ . 
Neither one of the conjunctions
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(
w ′
)
or |w| = |w ′| and D(w) = D(w ′)
implies the equivalence w ≡M w ′ , the words w = aab and w ′ = bba constituting an obvious counterexample.
We conclude this section by considering the relation of position index sums to some notions recently investigated:
M-ambiguity, fairness and Lyndon images. The notions have been introduced for arbitrary alphabets but here we restrict
attention on the binary case.
A word w is called B-ambiguous if there is a word w ′ , w ′ = w , such that w ≡B w ′ . Otherwise, w is B-unambiguous.
Clearly, B-ambiguity coincides with M-ambiguity in the binary case.
The following theorem is a reformulation, using our terms, of the well-known characterization (see, for instance, [5,7,17])
of M-ambiguity.
Theorem 5. A word w ∈ {a.b}∗ is B-unambiguous iff Sa(w) assumes one of the four values
Smin = A(A + 1)/2, Smax = |w|
(|w| + 1)/2− B(B + 1)/2, Smin + 1, Smax − 1.
Following [18], we call a word fair if |w|ab = |w|ba . Clearly, if D(w) = 0 and |w|a = |w|b , then w is fair. The converse
implication does not hold.
According to [20,21], the Lyndon image of a Parikh matrix M is the ﬁrst word in the alphabetic order with the Parikh
matrix M . The Lyndon image of a word w is the alphabetically ﬁrst word in the M-equivalence class determined by w . We
now show how the Lyndon image of w ∈ {a,b}∗ is computed from A, B and Sa(w). By Theorem 4, these three numbers
determine the M-equivalence class of w .
Write |w|(|w| + 1)/2− B(B + 1)/2− Sa(w) in the form
|w|(|w| + 1)/2− B(B + 1)/2− Sa(w) = qB + r, 0 r < B.
Using this notation, we have the following result
Theorem 6. The Lyndon image of a word w ∈ {a,b}∗ is
w1 = aqbB−rabraA−q−1
(
resp. w2 = aqbBaA−q
)
if r > 0 (resp. r = 0).
Proof. It is immediately veriﬁed that (A, B) is the Parikh vector of both w1 and w2. The sums Sa(w1) and Sa(w2) can be
computed by subtracting the position indices of b from the sum of all position indices of w:
Sa(w1) = |w|
(|w| + 1)/2− (B(B + 1)/2+ qB + r)= Sa(w),
Sa(w2) = |w|
(|w| + 1)/2− (B(B + 1)/2+ qB)= Sa(w).
By Theorem 4, both w1 and w2 are M-equivalent to w . It is clear that w1 and w2 are Lyndon images in their respective
cases. 
4. Position index difference D under morphisms
We will show in this section how D(w), w ∈ {a,b}∗ , changes if a morphism h : {a,b}∗ → {a,b}∗ is applied to w . Our
purpose is to express D(h(w)) in terms of D(w) and certain constants deﬁned by h. We obtain also results concerning
sequences obtained by iterating the morphism, D0L sequences, [22].
As before, we denote by (A, B) the Parikh vector of w . Moreover, we use the following notation associated with the
morphism h:
∣∣h(a)∣∣a = α,
∣∣h(a)∣∣b = α′,
∣∣h(b)v|a = β,
∣∣h(b)∣∣b = β ′,
 =
∣∣∣∣
α α′
β β ′
∣∣∣∣= αβ ′ − βα′,
α(α + 1)/2− α′(α′ + 1)/2− D(h(a))= δ,
β(β + 1)/2− β ′(β ′ + 1)/2− D(h(b))= δ′.
For brevity, we use also the notation
A = ((α2 − α′2)A2 + (β2 − β ′2)B2 + (α − α′)A + (β − β ′)B + 2(αβ − α′β ′)AB)/2,
B = Aδ + Bδ′, C = (A(A + 1)/2− B(B + 1)/2− D(w)).
We are now ready to state the main result. The three groups A, B, C have been chosen with the inductive proof below
in mind. Of course, different groupings are possible.
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D
(
h(w)
)= A − B − C.
Proof. We apply induction on |w|. If w equals the empty word λ, then
h(w) = λ, D(w) = D(h(w))= 0, A = B = 0,
and the equation assumes the form 0 = 0.
Assume, inductively, that the claim holds for w . To complete the proof, we show that the claim holds for w1 = wa and
w2 = wb.
Consider ﬁrst w1. We obtain
D
(
h(w1)
)= D(h(w)h(a))= D(h(w))+ D(h(a))+ (α − α′)∣∣h(w)∣∣.
Here the last term is needed because the position indices in h(a) are increased by |h(w)|.
It is easy to express |h(w)| in terms of A, B and δ. (This is a special case of growth matrices, [22].) We obtain
(
α − α′)∣∣h(w)∣∣= (α − α′)(A, B)(1,1)T = α2A − α′2A + αβB − α′β ′B + αβ ′B − α′βB.
(Here the upper index T denotes transpose.)
Combining the results and applying the inductive hypothesis, we obtain now
D
(
h(w1)
)= A − B − C + (α2A − α′2A + αβB − α′β ′B + αβ ′B − α′βB)1 + D
(
h(a)
)
.
We now write the sum of D(h(a)) and −B in the form
−B + D(h(a))= −((A + 1)δ + Bδ′)+ α(α + 1)/2− α′(α′ + 1)/2.
Summing up −C and the last two terms of ( )1, we get further
−C + αβ ′B − α′βB = −(A(A + 1)/2− B(B + 1)/2− D(w))+ αβ ′B − α′βB
= −(A(A + 1)/2− B(B + 1)/2− D(w1)
)− (A + B + 1) + B
= −((A + 1)(A + 2)/2− B(B + 1)/2− D(w1)
)
.
Here we have used also the equation
D(wa) = D(w) + A + B + 1.
When the remaining terms of ( )1, as well as the “new” α-terms resulting from the modiﬁcation of B, are added to A,
the sum can be written in the form
A + α2A − α′2A + αβB − α′β ′B + α(α + 1)/2− α′(α′ + 1)/2
= ((α2 − α′2)(A + 1)2 + (β2 − β ′2)B2 + (α − α′)(A + 1) + (β − β ′)B + 2(αβ − α′β ′)(A + 1)B)/2.
Altogether we obtain
D
(
h(w1)
)= [(α2 − α′2)(A + 1)2 + (β2 − β ′2)B2 + (α − α′)(A + 1) + (β − β ′)B + 2(αβ − α′β ′)(A + 1)B]/2
− ((A + 1)δ + Bδ′)− ((A + 1)(A + 2)/2− B(B + 1)/2− D(w1)
)
.
Since, in w1, A should be replaced by A + 1, whereas B remains unchanged, the claim holds for w1.
The argument for w2 = wb is similar, although the calculations are slightly different. We have now
D
(
h(w2)
)= D(h(w))+ D(h(b))+ (β − β ′)∣∣h(w)∣∣,
D(wb) = D(w) − A − B − 1
and the Parikh vector of w2 equals (A, B + 1). The inductive hypothesis yields in this case
D
(
h(w2)
)= A − B − C + (β2B − β ′2B + αβA − α′β ′A + α′βA − αβ ′A)1 + D
(
h(b)
)
.
Modifying −B + D(h(b)) analogously as above, and adding the two last terms of ( )1 to −C and all the remaining terms
to A, we get the ﬁnal result
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(
h(w2)
)= [(α2 − α′2)A2 + (β2 − β ′2)(B + 1)2 + (α − α′)A + (β − β ′)(B + 1) + 2(αβ − α′β ′)A(B + 1)]/2
− (Aδ + (B + 1)δ′)− (A(A + 1)/2− (B + 1)(B + 2)/2− D(w2)
)
.
This completes the induction. 
The formula in Theorem 7 gives rise to various conclusions. We mention the following results.
Corollary 3. Assume that  = 0 for a morphism h : {a,b}∗ → {a,b}∗ . Then D(h(w)) does not depend on the order of letters in w.
We say that two D0L systems, with the generated sequences ui and vi , are D-equivalent if D(ui) = D(vi), for all i.
Corollary 4. Let h be as in Corollary 3 and assume that w1 and w2 have the same Parikh vector. Then the D0L systems ({a,b},h,wi),
i = 1,2, are D-equivalent.
If  = 0 then, for a given w , the function f (n) = D(hn(w)) can be expressed as an “exponential polynomial” of n, that
is, combinations of polynomials and exponential functions. This follows because the values |hn(w)|a and |hn(w)|b can be
expressed in terms of n using known techniques, [22].
As an example, consider the morphism
h : a → ab2ab2, b → bab,
and w = baa. Following the notation introduced above, we have now
α = 2, α′ = 4, β = 1, β ′ = 2, δ = 4, δ′ = 0,  = 0.
We denote, further,
An =
∣∣hn(w)∣∣a, Bn =
∣∣hn(w)∣∣b, n 0.
The characteristic values of the matrix  are 4 and 0, yielding by considering the initial values,
An = 5 · 4n−1, Bn = 10 · 4n−1, n 1.
Theorem 7 gives the result
D
(
hn+1(w)
)= (−12An2 − 3Bn2 − 2An − Bn − 12AnBn
)
/2− 4An, n 0.
Inserting the values of An and Bn , we get the result
D
(
hn+1(w)
)= −600 · 42(n−1) − 30 · 4n−1, n 1,
the initial values being
D(w) = 4, D(h(w))= −48, D(h2(w))= −630.
It seems diﬃcult to obtain reasonable generalizations of Theorem 7 for arbitrary alphabets. Many results, such as
Lemma 3, valid in the binary case are not generally valid. Another such result, important in the context of morphisms,
is the following
Lemma 6. Let h : {a,b}∗ → {a,b}∗ be a morphism and let w,w ′ ∈ {a,b}∗ . If w ≡M w ′ , then h(w) ≡M h(w ′).
Proof. Clearly, if w and w ′ have the same Parikh vector, so have h(w) and h(w ′). On the other hand, by Lemma 3, it is
easy to establish a one-to-one correspondence between the occurrences of the subword ab in h(w) and those in h(w ′). 
This result does not hold for a ternary alphabet. Consider
w = abcbcacab ≡M bcacababc = w ′, h : a → ab, b → b, c → c.
Then h(w) and h(w ′) are not M-equivalent.
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In the conclusion of this paper we investigate position index sums associated with two well-known morphisms, the
Thue and Fibonacci morphism. It will also be seen that the Thue morphism is closely related to a number-theoretic problem
concerning power sums, [16,15].
The Thue morphism hT : {a,b}∗ → {a,b}∗ is deﬁned by
hT (a) = ab, hT (b) = ba.
Theorem 7 gives the simple result
D
(
hT (w)
)= |w|b − |w|a,
for any word w . The result is easy to see also directly: each letter a (resp b) contributes additively −1 (resp. +1) to
D(hT (w)). For the well-known sequence of cube-free words, obtained by iterating the morphism hT on a,
a, ab, abba, abbabaab, abbabaabbaababba, . . . ,
the function D assumes the value 0 from the third word on. Because, for i  2, we have D(hiT (a)) = 0 and |hiT (a)| = 2i , we
obtain
Sa
(
hiT (a)
)= Sb
(
hiT (a)
)= 2i−2(2i + 1).
The Thue morphism is also related to certain power sums and the well-known Prouhet–Parry–Escott problem, [15]. We
ﬁrst prove a general result concerning subword occurrences in the two sequences obtained by iterating the morphism hT
on a and b. Recall the notion of a spectrum introduced in Section 2.
Theorem 8. For all i  1, the words hiT (a) and hiT (b) have the same i-spectrum.
Proof. Clearly the assertion holds for i = 1. Assume inductively that it holds for some i, and consider the value i + 1.
Observe that
hi+1T (a) = hiT (a)hiT (b), hi+1T (b) = hiT (b)hiT (a),
and consider an arbitrary word x, |x| = i + 1. We obtain ﬁrst
∣∣hi+1T (a)
∣∣
x =
∑
x=x1x2,0<|x1|,|x2|i
∣∣hiT (a)
∣∣
x1
∣∣hiT (b)
∣∣
x2
+ ∣∣hiT (a)
∣∣
x +
∣∣hiT (b)
∣∣
x.
(The sigma on the right side counts the occurrences of x that lie partly in hiT (a), partly in h
i
T (b), while the remaining two
terms count the occurrences lying entirely in one of the parts.) Using the inductive hypothesis in the sigma and changing
the order of the last two terms, we deduce further
∣∣hi+1T (a)
∣∣
x =
∑
x=x1x2,0<|x1|,|x2|i
∣∣hiT (b)
∣∣
x1
∣∣hiT (a)
∣∣
x2
+ ∣∣hiT (b)
∣∣
x +
∣∣hiT (a)
∣∣
x.
But clearly the right side equals |hi+1T (b)|x and, thus, we have completed the induction. 
Theorem 8 gives a simple way of constructing, for any i  1, two different words over the alphabet {a,b} having the
same i-spectrum. The words will be of length 2i .
We now recall the connection of the Thue morphism and certain power sums. The reader is referred to [16] for the
history of this connection, going back to the work of E. Prouhet in 1851. The Prouhet–Tarry–Escott problem of degree i, brieﬂy
P T E(i), consists of ﬁnding two disjoint sets of integers C and D such that
∑
c∈C
c j =
∑
d∈D
d j, for all j, 0 j < i.
(Since the value j = 0 is included, the sets C and D have to be of the same cardinality.) The following result was established
in [19]. We have reformulated the result in our terminology. The notion of S(r)-equivalence was deﬁned at the end of
Section 2.
Lemma 7. For all i  1, whenever the words w and w ′ have the same i-spectrum, then w ≡S(r) w ′ .
870 A. Salomaa / Journal of Computer and System Sciences 76 (2010) 861–871Lemma 7 holds for arbitrary alphabets but we use it only in the binary case. By Theorem 8 and Lemma 7,
S ja
(
hiT (a)
)= S ja
(
hiT (b)
)
, i  1, 0 j < i.
The same equations holds for S jb . But since the set of position indices of the letter a in h
i
T (b) is the same as the set of
position indices of the letter b in hiT (a), Lemma 7 implies the following result, essentially due already to Prouhet.
Theorem 9. For all i  1, the sets of position indices of the two letters in hiT (a) constitute a solution of the problem PTE(i).
This theorem was already illustrated, for i = 4, at the end of Section 2.
6. Fibonacci morphism
We consider, ﬁnally, the Fibonacci morphism hF : {a,b}∗ → {a,b}∗ , deﬁned by
hF (a) = ab, hF (b) = a.
It is well known that the lengths |hiF (a)| constitute the sequence of Fibonacci numbers:
∣∣hiF (a)
∣∣= ϕi+2, i = 0,1,2, . . . ,
where ϕi is the ith Fibonacci number. We deﬁne also ϕ0 = 0, obtaining the sequence 0,1,1,2,3,5, . . . . Moreover, for i  0,
∣∣hiF (a)
∣∣
a = ϕi+1,
∣∣hiF (a)
∣∣
b = ϕi .
Using the recursion
hiF (a) = hi−1F (a)hi−2F (a), i  2,
we obtain
Sa
(
hiF (a)
)= Sa
(
hi−1F (a)
)+ Sa
(
hi−2F (a)
)+ ϕi+1ϕi−1, i  2.
(The position indices in the ﬁrst part are taken as such but the indices of the a-occurrences in the second part, hi−2F (a), are
increased by the length of the ﬁrst part.) We deduce similarly
Sb
(
hiF (a)
)= Sb
(
hi−1F (a)
)+ Sb
(
hi−2F (a)
)+ ϕi+1ϕi−2, i  2.
Consequently, we obtain the following result concerning the Fibonacci word sequence.
Lemma 8. For i  0, denote ui = hiF (a). Then, for i  2,
D(ui) = D(ui−1) + D(ui−2) + ϕi+1(ϕi−1 − ϕi−2).
We may also use Theorem 7 to compute the value D(hF (w)) for an arbitrary word w . For the morphism hF , the relevant
values are:
α = α′ = β = δ = 1, β ′ = δ′ = 0,  = −1.
When these values are inserted in the formula of Theorem 7 and the result is simpliﬁed, we obtain the following conclusion.
Theorem 10. For an arbitrary word w ∈ {a,b}∗ ,
D
(
hF (w)
)= |w|a
(
2|w|b + |w|a − 1
)
/2− D(w).
7. Conclusion
We have investigated the relation of position index sums and differences to other numerical parameters associated with
words. Our main results concern the binary alphabet. It would be interesting to know how, for instance, Theorems 7 and
6 generalize to arbitrary alphabets. Also a detailed study of the D-operator associated with D0L sequences is missing. Even
the binary case is largely open.
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