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1. Introduction
This paper aims to complete and extend the study of antisymmetric and symmetric multivariate gener-
alizations of common cosine functions of one variable from [11]. First, the set of four symmetric and four
antisymmetric discrete Fourier-like transforms from [11] is extended. Then four families of Chebyshev-like
orthogonal polynomials are introduced and the entire collection of the 16 discrete cosine transforms (DCTs)
is used to derive the corresponding numerical integration formulas.
The antisymmetric and symmetric cosine functions of n variables are introduced in [11] as determinants and
permanents of matrices whose entries are cosine functions of one variable. The lowest-dimensional nontrivial
case n = 2 is detailed in [9]. These real-valued functions have several remarkable properties such as contin-
uous and discrete orthogonality which lead to continuous and discrete analogues of Fourier transforms. The
discrete orthogonality relations of these functions are a consequence of ubiquitous DCTs and their Cartesian
product multidimensional generalizations. There are eight known different types of DCTs based on various
boundary conditions [3]. Only the first four transforms are generalized to the multidimensional symmetric
cosine functions [11]. Therefore, the remaining four transforms of types V-VIII need to be developed to obtain
the full collections of antisymmetric and symmetric cosine transforms with all possible boundary conditions.
The resulting 16 transforms are then available for similar applications as multidimensional DCTs. Besides
a straightforward utilization of these transforms to interpolation methods, they may also serve as a starting
point for Chebyshev-like polynomial analysis.
The Chebyshev polynomials of one variable are well-known and extensively studied orthogonal polynomials
connected to efficient methods of numerical integration and approximations. The Chebyshev polynomials are
of the four basic kinds [5], the first and third kinds related to the cosine functions, the second and fourth
kinds related to the sine functions. Since both families of antisymmetric and symmetric cosine functions
are based on the one-dimensional cosine functions, they admit a multidimensional generalization of the one-
dimensional Chebyshev polynomials of the first and third kinds. The results are four families of orthogonal
polynomials, which can be viewed as the symmetric and antisymmetric Chebyshev-like polynomials of the first
and third kinds. Several generalizations of Chebyshev polynomials to higher dimensions are known – in fact
for the two-dimensional case the resulting polynomials become, up to a multiplication by constant, special
cases of two-variable analogues of Jacobi polynomials [14–16]. In full generality, multidimensional Chebyshev
polynomials of the first kind are constructed, for example, in [1, 7], for broader theoretical background see
also [6, 20]. As is the case of the Chebyshev polynomials of one variable, the multivariate Chebyshev-like
polynomials inherit properties from the generalized cosine functions. The link with these cosine functions
provides tools to generalize efficient numerical integration formulas of the classical Chebyshev polynomials.
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One of the most important application of the classical Chebyshev polynomials is the calculation of numerical
quadratures – formulas equating a weighted integral of a polynomial function not exceeding a specific degree
with a linear combination of polynomial values at some points called nodes [5,25]. The main point of quadrature
formulas, which are in a multidimensional setting known as cubature formulas, is to replace integration by
finite summing. The specific degree, to which cubature formulas hold exactly for polynomials, represents a
degree of precision of a given formula.
If a cubature formula holds only for polynomials of degree at most 2d− 1, then the least number of nodes
is equal to the dimension of the space of multivariate polynomials of degree at most d − 1. Any cubature
formulas which satisfy the lowest bound of the number of nodes have the maximal degree of precision and are
called the Gaussian cubature formulas [4, 17, 18, 26]. In addition, it is known that such formulas exist only
if the number of real distinct common zeros of the corresponding orthogonal polynomials of degree d is also
exactly the dimension of the space of the multivariate polynomials of degree at most d − 1 [4]. It appears
that among the 16 types of cubature formulas, resulting from 16 discrete transforms, 4 are Gaussian. The
remaining 12, even though they are not optimal, extend the options for numerical calculation of multivariate
integrals.
Both antisymmetric and symmetric cosine functions can be restricted to their fundamental domain – a
certain simplex in Rn. For practical applications, it is essential that action of the permutation group Sn on
this simplex results in the entire space Rn. Thus, a domain of any function of n real variables can be split
into blocks – covered by sufficiently small copies of the fundamental domain. Since the fundamental domain is
a subset of the n−dimensional cube, this method results in n! times more blocks than the standard splitting
into n−dimensional cubes. The multidimensional (anti)symmetric DCTs and the direct calculation of the
corresponding interpolations are then performed in each of the blocks separately. Moreover, the resulting DCT
coefficients can be further analyzed and serve as an input to multidimensional analogues of data hiding [19]
and image recognition [21] methods. Even though these methods can be applied to any sampled function,
the more a given data set obeys the (anti)symmetries and boundary conditions of the DCTs at hand, the
more suitable is the given method. The applicability of these methods to interpolation of potentials [29] can
be tested – for instance, any potential in physics, which depends on the radial distance from the origin only
(gravitational, Coloumb, Yukawa), is also symmetric as a function in R3.
The 16 developed cubature formulas offer new options for numerical integration on the transformed funda-
mental domain via a certain substitution. The transformed domain is, however, of a nonstandard shape – two
main approaches, discussed together with applications in discretizations of PDEs and spectral approximations
in [23,24], can be followed to rectify this impracticality. Both these methods result in integration formulas on
the simplex of the shape of the original fundamental domain. The first method straightens the transformed
domain back to the original via a suitable straightening map; this methods results in higher densities of the
nodes around the corners and edges of the simplex. The second method inscribes the original fundamental
domain into the transformed domain and considers only the intersection points as nodes. The main advan-
tage of both methods is that the resulting discrete calculus on the simplex allows a block decomposition of
any bounded domain and thus, similarly to the (anti)symmetric cosine functions interpolation methods, can
process practically any data set.
In Section 2, notation and terminology as well as relevant facts from [11] are reviewed. Simplified forms
of three special cases of the generalized cosine functions, which appear as denominators in the definition
of the Chebyshev-like multivariate polynomials, are deduced. The continuous orthogonality relations of the
generalized cosine functions are presented. In Section 3, the one-dimensional DCTs of types V–VIII are
reviewed and generalized to the antisymmetric and symmetric multivariate DCTs. The interpolation formulas
in terms of antisymmetric and symmetric cosine functions are developed. In Section 4, the four families of
the multivariate Chebyshev-like polynomials are introduced and three-dimensional examples presented. It is
proved that each family of polynomials forms an orthogonal basis of the space of all polynomials with respect
to the scalar product given by a weighted integral. In Section 5, the cubature formulas for each family of
polynomials are derived. The last section contains concluding remarks and addresses follow-up questions.
2. Symmetric and antisymmetric multivariate cosine functions
2.1. Definitions, properties, and special values.
The symmetric and antisymmetric multivariate generalizations of the cosine functions are defined and their
properties detailed in [11]. The antisymmetric cosine functions cos−λ (x) and the symmetric cosine functions
cos+λ (x) of variable x = (x1, . . . , xn) ∈ Rn and labeled by parameter λ = (λ1, . . . , λn) ∈ Rn are defined
as determinants and permanents, respectively, of the matrices with the entries cos(piλixj), i.e., taking a
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Figure 1. The contour plots of the graph cuts (x3 = 13 ) of the antisymmetric cosine functions
cos−k (x). The cut of the boundary of the fundamental domain F (S˜
aff
3 ) is depicted as the black
triangle with the dashed lines representing the part of the boundary for which all the antisymmetric
cosine functions vanish.
permutation σ ∈ Sn with its sign sgn(σ) one has
cos−λ (x) =
∑
σ∈Sn
sgn (σ) cos (piλσ(1)x1) cos (piλσ(2)x2) · · · cos (piλσ(n)xn) ,
cos+λ (x) =
∑
σ∈Sn
cos (piλσ(1)x1) cos (piλσ(2)x2) · · · cos (piλσ(n)xn) .
(1)
The cos±λ (x) functions are continuous and have continuous derivatives of all degrees in Rn. Moreover, they
are invariant or anti-invariant under all permutations in σ ∈ Sn, i.e.,
cos−λ (σ(x)) = sgn(σ) cos
−
λ (x) , cos
−
σ(λ)(x) = sgn(σ) cos
−
λ (x) , (2)
cos+λ (σ(x)) = cos
+
λ (x) , cos
+
σ(λ)(x) = cos
+
λ (x) , (3)
where σ(x) = (xσ(1), xσ(2), . . . , xσ(n)) and σ(λ) = (λσ(1), λσ(2), . . . , λσ(n)). Additionally, they are symmetric
with respect to the alternations of signs – denoting τi the change of sign of xi, i.e., τi(x) = τi(x1, . . . , xi, . . . , xn) ≡
(x1, . . . ,−xi, . . . , xn) it holds that
cos−λ (τi(x)) = cos
−
λ (x) , cos
−
τi(λ)
(x) = cos−λ (x) ,
cos+λ (τi(x)) = cos
+
λ (x) , cos
+
τi(λ)
(x) = cos+λ (x) .
(4)
Considering the functions cos±k (x) with their parameter having only integer values k ∈ Zn and denoting
ρ ≡
(
1
2
, . . . ,
1
2
)
, (5)
the symmetry related to the periodicity of the one-dimensional cosine functions, i.e., for t = (t1, . . . , tn) ∈ Zn
we obtain
cos−k (x+ 2t) = cos
−
k (x) , cos
−
k+ρ(x+ 2t) = (−1)t1+···+tn cos−k+ρ(x),
cos+k (x+ 2t) = cos
+
k (x) , cos
+
k+ρ(x+ 2t) = (−1)t1+···+tn cos+k+ρ(x).
(6)
Introducing the two index sets
P+ ≡{(k1, . . . , kn) ∈ Zn | k1 ≥ k2 ≥ · · · ≥ kn ≥ 0} , (7)
P++ ≡{(k1, . . . , kn) ∈ Zn | k1 > k2 > · · · > kn ≥ 0} , (8)
the relations (2), (3), and (4) imply that we consider only the following restricted values of k ∈ Zn,
cos−k (x) , cos
−
k+ρ(x) : k ∈ P++ ,
cos+k (x) , cos
+
k+ρ(x) : k ∈ P+ .
(9)
By the relations (2)–(6) we consider the antisymmetric and symmetric cosine functions cos±k (x) labeled by
k ∈ Zn on the closure of the fundamental domain F (S˜affn ) of the form
F (S˜affn ) = {(x1, x2, . . . , xn) ∈ Rn | 1 ≥ x1 ≥ x2 ≥ · · · ≥ xn ≥ 0} . (10)
Due to (2), (4), and the identity cospi
(
ki +
1
2
)
= 0, valid for ki ∈ Z and i ∈ {1, . . . , n}, we omit those
boundaries of F (S˜affn ) for which
• xi = xi+1, i ∈ {1, . . . , n− 1} in the case of cos−k (x),
• xi = xi+1, i ∈ {1, . . . , n− 1} or x1 = 1 in the case of cos−k+ρ(x),
• xi = 1, i ∈ {1, . . . , n} in the case of cos+k+ρ(x).
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Figure 2. The contour plots of the graph cuts (x3 = 13 ) of the symmetric cosine functions cos
+
k (x).
The cut of the boundary of the fundamental domain F (S˜aff3 ) is depicted as the black triangle.
The contour plots of the cuts of the three-dimensional antisymmetric and symmetric cosine functions are
depicted in Fig. 1 and Fig. 2 respectively.
For several special choices of k ∈ Zn, the functions (1) are expressed as products of the one-dimensional
cosine and sine functions [11]. In addition to the formulas from [11], we calculate this form for the special
cases needed for the analysis of the related orthogonal polynomials. Denoting
ρ1 ≡(n− 1, n− 2, . . . , 0), (11)
ρ2 ≡
(
n− 1
2
, n− 3
2
, . . . ,
3
2
,
1
2
)
, (12)
we derive the form of the functions cos+ρ (x), cos
−
ρ1(x) and cos
−
ρ2(x) in the following proposition.
Proposition 2.1. Let k ∈ N is given by
k =
{
n−1
2 for n odd,
n
2 for n even.
(13)
Then it holds that
cos−ρ1(x1, . . . , xn) = (−1)k2(n−1)
2 ∏
1≤i<j≤n
sin
(pi
2
(xi + xj)
)
sin
(pi
2
(xi − xj)
)
, (14)
cos−ρ2(x1, . . . , xn) = (−1)k2n(n−1)
n∏
i=1
cos
(pi
2
xi
) ∏
1≤i<j≤n
sin
(pi
2
(xi + xj)
)
sin
(pi
2
(xi − xj)
)
, (15)
cos+ρ (x1, . . . , xn) = n!
n∏
i=1
cos
(pi
2
xi
)
. (16)
where ρ1, ρ2, and ρ are given by (11), (12), and (5), respectively.
Proof. We have from definition (1) that
cos−ρ1(x1, . . . , xn) = det
 cos (pi(n−1)x1) cos (pi(n−2)x1) ··· cos (pix1) 1cos (pi(n−1)x2) cos (pi(n−2)x2) ··· cos (pix2) 1... ... ... ...
cos (pi(n−1)xn) cos (pi(n−2)xn) ··· cos (pixn) 1
 .
Using the trigonometric identity for the powers of cosine function
2m−1 cosm θ =
{
cos (mθ) +
∑m−1
2
k=1
(
m
k
)
cos (m− 2k)θ if m is odd,
cos (mθ) + 12
(
m
m
2
)
+
∑m
2 −1
k=1
(
m
k
)
cos (m− 2k)θ if m is even,
we bring the determinant to the following form:
cos−ρ1(x1, . . . , xn) = (−1)k2
(n−2)(n−1)
2 det

1 cos (pix1) ··· cosn−2 (pix1) cosn−1 (pix1)
1 cos (pix2) ··· cosn−2 (pix2) cosn−1 (pix2)
...
...
...
...
1 cos (pixn) ··· cosn−2 (pixn) cosn−1 (pixn)
 .
Taking into account that the last determinant is of the Vandermonde type and that the trigonometric identity
cos (pixj)− cos (pixi) = 2 sin
(pi
2
(xi + xj)
)
sin
(pi
2
(xi − xj)
)
holds, we obtain that
cos−ρ1(x1, . . . , xn) = (−1)k2
(n−2)(n−1)
2
∏
1≤i<j≤n
(cos (pixj)− cos (pixi)) ,
and the identity (14) follows. The proof of formula (15) is similar and relation (16) follows directly from
definition (1). 
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Note that the equalities (14)–(15) allow us to analyze the zeros of the functions cos−ρ1 , cos
−
ρ2 , and cos
+
ρ :
• cos−ρ1(x) = 0 if and only if x = (x1, . . . , xn) ∈ F (S˜affn ) satisfies xi = xi+1,
• cos−ρ2(x) = 0 if and only if x = (x1, . . . , xn) ∈ F (S˜affn ) satisfies xi = xi+1 or x1 = 1, and
• cos+ρ (x) = 0 if and only if x = (x1, . . . , xn) ∈ F (S˜affn ) satisfies x1 = 1.
Observing that all zero values are located on the boundaries of F (S˜affn ) we conclude as follows.
Corollary 2.2. The functions cos−ρ1 , cos
−
ρ2 , and cos
+
ρ are nonzero in the interior of the fundamental domain
F (S˜affn ).
2.2. Continuous orthogonality.
The antisymmetric and symmetric cosine functions (9) are mutually continously orthogonal within each
family. Denoting the order of the stabilizer of the point k ∈ Rn under the action of the permutation group Sn
by Hk, i.e.,
Hk = # {σk = k | σ ∈ Sn} , (17)
and introducing the symbol hk = hk1 . . . hkn by
hki =
{
1 if ki = 0,
1
2 otherwise,
we obtain ∫
F (S˜affn )
cos−k (x) cos
−
k′(x) dx =hkδkk′ , k, k
′ ∈ P++ , (18)∫
F (S˜affn )
cos−k+ρ(x) cos
−
k′+ρ(x) dx= 2
−nδkk′ , k, k′ ∈ P++ , (19)∫
F (S˜affn )
cos+k (x) cos
+
k′(x) dx =hkHkδkk′ , k, k
′ ∈ P+ , (20)∫
F (S˜affn )
cos+k+ρ(x) cos
+
k′+ρ(x) dx= 2
−nHkδkk′ , k, k′ ∈ P+. (21)
The orthogonality relations (18), (20) are deduced in [11] from the continuous orthogonality of the ordinary
cosine functions cos (pimθ), ∫ 1
0
cos (pimθ) cos (pim′θ) = hmδmm′ , m,m′ ∈ Z .
The remaining two orthogonality relations follow from the continuous orthogonality of the cosine functions
cos (pi (m+ 1/2) θ), ∫ 1
0
cos
(
pi
(
m+
1
2
)
θ
)
cos
(
pi
(
m′ +
1
2
)
θ
)
=
1
2
δmm′ . (22)
Since the antisymmetric cosine functions are anti-invariant with respect to all elements of Sn and the group
Sn applied on F (S˜
aff
n ) gives the cube [0, 1]
n, we have∫
F (S˜affn )
cos−k+ρ(x) cos
−
k′+ρ(x) dx =
1
n!
∫
[0,1]n
cos−k+ρ(x) cos
−
k′+ρ(x) dx .
Using the property cos−k+ρ(x) = cos
−
σ′(k+ρ)(σ
′(x)) for σ′ ∈ Sn, which follows from (2), together with definition
(1), we have
cos−k+ρ(x) cos
−
k′+ρ(x) =
∑
σ,σ′∈Sn
sgn (σσ′)
n∏
i=1
cos
(
pi
(
kσσ′(i) +
1
2
)
xσ′(i)
)
cos
(
pi
(
k′i +
1
2
)
xσ′(i)
)
.
Therefore, we rewrite the integral (19) as∫
F (S˜affn )
cos−k+ρ(x) cos
−
k′+ρ(x) dx =
∑
σ∈Sn
sgn (σ)
n∏
i=1
∫ 1
0
cos
(
pi
(
kσ(i) +
1
2
)
xi
)
cos
(
pi
(
k′i +
1
2
)
xi
)
dxi ,
where we made the change of variables from xσ′(i) to xi. Using the relation (22), we obtain∫
F (S˜affn )
cos−k+ρ(x) cos
−
k′+ρ(x) dx =
∑
σ∈Sn
sgn (σ)
n∏
i=1
1
2
δkσ(i)k′i .
Since kσ(i) = k
′
i for all i ∈ {1, . . . , n} if and only if σ is the identity permutation and ki = k′i, the orthogonality
relation (19) is derived. The orthogonality relation (21) is obtained similarly.
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3. Discrete multivariate cosine transforms
3.1. DCTs of types V–VIII.
The one-dimensional DCTs and their Cartesian product generalizations have many applications in math-
ematics, physics, and engineering. They are of efficient use in various domains of information processing,
e.g., image, video, or audio processing. All types of DCTs arise from discretized solutions of the harmonic
oscillator equation with different choices of boundary conditions applied on its two-point boundary [3, 27].
These conditions moreover can be applied at grid points or at mid-grid points which are distributed uniformly
in the one-dimensional interval. Requiring the Neumann conditions at both points of the boundary at grid
points generates the transform DCT I; the Neumann conditions at both points applied at mid-grid generate
DCT II. Requiring the Neumann condition at one point and the Dirichlet condition at the other point at
grid points generates the transform DCT III; the Neumann condition and the Dirichlet conditions applied
at mid-grid generate DCT IV. Note that for these four types of DCTs both boundary conditions are always
applied simultaneously at grid points or at mid-grid – the other DCTs of types V–VIII are obtained similarly
by applying one condition at grid point and the other at mid-grid. The DCTs express a function defined on a
finite grid of points as a sum of cosine functions with different frequencies and amplitudes. They have numer-
ous useful properties as the unitary property and convolution properties [3]. The multivariate symmetric and
antisymmetric generalizations of the cosine transforms of types I–IV are found in [9, 11]. In order to derive
the symmetric and antisymmetric DCTs of types V–VIII, which have not so far appeared in the literature,
we first review their one-dimensional versions.
3.1.1. DCT V.
For N ∈ N are the cosine functions cos (piks), k = 0, . . . , N − 1, defined on the finite grid of points
s ∈
{
2r
2N − 1
∣∣ r = 0, . . . , N − 1} (23)
pairwise discretely orthogonal,
N−1∑
r=0
cr cos
(
2pikr
2N − 1
)
cos
(
2pik′r
2N − 1
)
=
2N − 1
4ck
δkk′ , (24)
where
cr =
{
1
2 if r = 0 or r = N,
1 otherwise.
(25)
Therefore, any discrete function f given on the finite grid (23) is expressed in terms of cosine functions as
f(s) =
N−1∑
k=0
Ak cos (piks), Ak =
4ck
2N − 1
N−1∑
r=0
crf
(
2r
2N − 1
)
cos
(
2pikr
2N − 1
)
. (26)
The formulas (26) determine the transform DCT V.
3.1.2. DCT VI.
For N ∈ N are the cosine functions cos (piks), k = 0, . . . , N − 1, defined on the finite grid of points
s ∈
{
2
(
r + 12
)
2N − 1
∣∣ r = 0, . . . , N − 1} (27)
pairwise orthogonal,
N−1∑
r=0
cr+1 cos
(
2pik
(
r + 12
)
2N − 1
)
cos
(
2pik′
(
r + 12
)
2N − 1
)
=
2N − 1
4ck
δkk′ , (28)
where cr are determined by (25). Therefore, any discrete function f given on the finite grid (27) is expressed
in terms of cosine functions as
f(s) =
N−1∑
k=0
Ak cos (piks), Ak =
4ck
2N − 1
N−1∑
r=0
cr+1f
(
2
(
r + 12
)
2N − 1
)
cos
(
2pik
(
r + 12
)
2N − 1
)
. (29)
The formulas (29) determine the transform DCT VI.
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3.1.3. DCT VII.
For N ∈ N are the cosine functions cos (pi (k + 12) s), k = 0, . . . , N − 1, defined on the finite grid of points
(23), pairwise discretely orthogonal,
N−1∑
r=0
cr cos
(
2pi
(
k + 12
)
r
2N − 1
)
cos
(
2pi
(
k′ + 12
)
r
2N − 1
)
=
2N − 1
4ck+1
δkk′ , (30)
where cr is determined by (25). Therefore, any discrete function f given on the finite grid (23) is expressed
in terms of cosine functions as
f(s) =
N−1∑
k=0
Ak cos
(
pi
(
k +
1
2
)
s
)
, Ak =
4ck+1
2N − 1
N−1∑
r=0
crf
(
2r
2N − 1
)
cos
(
2pi
(
k + 12
)
r
2N − 1
)
. (31)
The formulas (31) determine the transform DCT VII.
3.1.4. DCT VIII.
For N ∈ N are the cosine functions cos (pi (k + 12) s), k = 0, . . . , N − 1, defined on the finite grid of points
s ∈
{
2
(
r + 12
)
2N + 1
∣∣ r = 0, . . . , N − 1} (32)
pairwise orthogonal,
N−1∑
r=0
cos
(
2pi
(
k + 12
) (
r + 12
)
2N + 1
)
cos
(
2pi
(
k′ + 12
) (
r + 12
)
2N + 1
)
=
2N + 1
4
δkk′ . (33)
Therefore, any discrete function f given on the finite grid (32) is expressed in terms of cosine functions as
f(s) =
N−1∑
k=0
Ak cos
(
pi
(
k +
1
2
)
s
)
, Ak =
4
2N + 1
N−1∑
r=0
f
(
2
(
r + 12
)
2N + 1
)
cos
(
2pi
(
k + 12
) (
r + 12
)
2N + 1
)
. (34)
The formulas (34) determine the transform DCT VIII.
3.2. Antisymmetric discrete multivariate cosine transforms.
The antisymmetric discrete multivariate cosine transforms (AMDCTs), which can be viewed as antisym-
metric multivariate generalizations of DCTs, are derived using the one-dimensional DCTs from Section 3.1.
The four types of AMDCT, connected to DCTs I–IV, are contained in [11]. Our goal is to complete the list of
AMDCTs by developing the remaining four transforms of types V–VIII. First, we introduce the set of labels
DN ≡ {(k1, . . . , kn) ∈ Zn | N − 1 ≥ ki ≥ 0, i = 1, . . . , n} (35)
and to any point (k1, . . . , kn) ∈ DN we assign two values
dk = ck1 . . . ckn , (36)
d˜k = ck1+1 . . . ckn+1, (37)
where cki are determined by (25). The discrete calculus is performed on three types of grids inside F (S˜
aff
n );
two of them are subsets of two cubic grids,
CN ≡
{(
2r1
2N − 1 , . . . ,
2rn
2N − 1
) ∣∣ (r1, . . . , rn) ∈ DN} , (38)
C˜N ≡
{(
2
(
r1 +
1
2
)
2N − 1 , . . . ,
2
(
rn +
1
2
)
2N − 1
) ∣∣ (r1, . . . , rn) ∈ DN} . (39)
To any point s ∈ CN , which is according to (38) labeled by the point (r1, . . . , rn) ∈ DN , we assign the value
εs ≡ cr1 . . . crn , (40)
and to any point s ∈ C˜N , which is according to (39) labeled by the point (r1, . . . , rn) ∈ DN , we assign the
value
ε˜s ≡ cr1+1 . . . crn+1. (41)
In the following subsection we detail the proof of the AMDCT V transform. The proofs of the remaining
transforms VI–VIII are similar.
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3.2.1. AMDCT V.
For N ∈ N we consider the antisymmetric cosine functions cos−k (s) labeled by the index set
D−N ≡ {(k1, . . . , kn) ∈ DN | k1 > k2 > · · · > kn} (42)
and restricted to the finite grid of points contained in CN ⊂ F (S˜affn ),
FV,−N ≡
{(
2r1
2N − 1 , . . . ,
2rn
2N − 1
)
| (r1, . . . , rn) ∈ D−N
}
. (43)
The scalar product of any two functions f, g : FV,−N → R given on the points of the grid FV,−N is defined by
〈f, g〉 =
∑
s∈FV,−N
εsf(s)g(s) , (44)
where εs is given by (40). Using the orthogonality relation of one-dimensional cosine functions (24), we
show that the antisymmetric cosine functions labeled by parameters in k, k′ ∈ D−N , are pairwise discretely
orthogonal, i.e.,
〈cos−k , cos−k′〉 =
∑
s∈FV,−N
εs cos
−
k (s) cos
−
k′(s) = d
−1
k
(
2N − 1
4
)n
δkk′ , (45)
where dk is given by (36). Denoting the set of points
FN ≡
{(
2r1
2N − 1 , . . . ,
2rn
2N − 1
)
∈ CN | r1 ≥ r2 ≥ · · · ≥ rn
}
, (46)
we observe that the functions cos−k (s), k ∈ D−N vanish on the points s ∈ FN \ FV,−N and thus
〈cos−k , cos−k′〉 =
∑
s∈FN
εsH
−1
s cos
−
k (s) cos
−
k′(s),
with the order of the stabilizer Hs determined by (17). Acting by all permutations of Sn on the grid FN we
obtain the entire cube CN , i.e., SnFN = CN , and therefore we have
〈cos−k , cos−k′〉 =
1
n!
N−1∑
r1,...,rn=0
cr1 . . . crn cos
−
k
(
2r1
2N − 1 , . . . ,
2rn
2N − 1
)
cos−k′
(
2r1
2N − 1 , . . . ,
2rn
2N − 1
)
.
Moreover, the product of two antisymmetric cosine functions labeled by k, k′ ∈ D−N is rewritten due to the
anti-invariance under permutations as
cos−k (x) cos
−
k′(x) =
∑
σ,σ′∈Sn
sgn (σσ′)
n∏
i=1
cos
(
pikσσ′(i)xσ′(i)
)
cos
(
pik′ixσ′(i)
)
.
Together with the Sn-invariance of the set DN this implies that
〈cos−k , cos−k′〉 =
∑
σ∈Sn
sgnσ
n∏
i=1
N−1∑
ri=0
cri cos
(
2pikσ(i)ri
2N − 1
)
cos
(
2pik′iri
2N − 1
)
.
Finally, we apply the orthogonality relation of one-dimensional cosine functions (24) to obtain (45),
〈cos−k , cos−k′〉 =
∑
σ∈Sn
sgn (σ)
n∏
i=1
2N − 1
4ckσ(i)
δkσ(i)k′i = d
−1
k
(
2N − 1
4
)n
δkk′ .
Due to the relation (45), we expand any function f : FV,−N → R in terms of antisymmetric cosine functions
as follows:
f(s) =
∑
k∈D−N
Ak cos
−
k (s) with Ak = dk
(
4
2N − 1
)n ∑
s∈FV,−N
εsf(s) cos
−
k (s) .
Validity of the expansion follows from the fact that the number of points in D−N is equal to the number of
points in FV,−N and thus the functions cos
−
k with k ∈ D−N form an orthogonal basis of the space of all functions
f : FV,−N → R with the scalar product (44). The remaining transforms AMDCT VI–VIII are deduced similarly.
MULTIVARIATE COSINE TRANSFORMS AND POLYNOMIALS 9
3.2.2. AMDCT VI.
For N ∈ N we consider the antisymmetric cosine functions cos−k (s) labeled by the index set k ∈ D−N and
restricted to the finite grid of points contained in C˜N ⊂ F (S˜affn ),
FVI,−N ≡
{(
2
(
r1 +
1
2
)
2N − 1 , . . . ,
2
(
rn +
1
2
)
2N − 1
)
| (r1, . . . , rn) ∈ D−N
}
. (47)
The antisymmetric cosine functions labelled by parameters in k, k′ ∈ D−N , are pairwise discretely orthogonal
on the grid FVI,−N , i.e., ∑
s∈FVI,−N
ε˜s cos
−
k (s) cos
−
k′(s) = d
−1
k
(
2N − 1
4
)n
δkk′ , (48)
where ε˜s is given by (41). Therefore, we expand any function f : F
VI,−
N → R in terms of antisymmetric cosine
functions as
f(s) =
∑
k∈D−N
Ak cos
−
k (s) with Ak = dk
(
4
2N − 1
)n ∑
s∈FVI,−N
ε˜sf(s) cos
−
k (s) .
3.2.3. AMDCT VII.
For N ∈ N are the antisymmetric cosine functions cos−k+ρ(s) , k ∈ D−N , and ρ =
(
1
2 , . . . ,
1
2
)
restricted to the
finite grid of points FVII,−N ≡ FV,−N ⊂ CN pairwise discretely orthogonal with respect to the scalar product
(44), i.e., ∑
s∈FVII,−N
εs cos
−
k+ρ(s) cos
−
k′+ρ(s) = d˜
−1
k
(
2N − 1
4
)n
δkk′ , (49)
where d˜k is given by (37). Therefore, we expand any function f : F
VII,−
N → R in terms of antisymmetric cosine
functions as follows:
f(s) =
∑
k∈D−N
Ak cos
−
k+ρ(s) with Ak = d˜k
(
4
2N − 1
)n ∑
s∈FVII,−N
εsf(s) cos
−
k+ρ(s) .
3.2.4. AMDCT VIII.
For N ∈ N are the antisymmetric cosine functions cos−k+ρ(s) , k ∈ D−N , and ρ =
(
1
2 , . . . ,
1
2
)
restricted to the
finite grid of points
FVIII,−N ≡
{(
2
(
r1 +
1
2
)
2N + 1
, . . . ,
2
(
rn +
1
2
)
2N + 1
)
| (r1, . . . , rn) ∈ D−N
}
(50)
pairwise discretely orthogonal, i.e., for any k, k′ ∈ D−N it holds that∑
s∈FVIII,−N
cos−k+ρ(s) cos
−
k′+ρ(s) =
(
2N + 1
4
)n
δkk′ . (51)
Therefore, we expand any function f : FVIII,−N → R in terms of antisymmetric cosine functions as follows:
f(s) =
∑
k∈D−N
Ak cos
−
k+ρ(s) with Ak =
(
4
2N + 1
)n ∑
s∈FVIII,−N
f(s) cos−k+ρ(s) .
3.3. Interpolations by antisymmetric multivariate cosine functions.
Suppose we have a real-valued function f given on F (S˜affn ). In Section 3.2 we defined three finite grids in
F (S˜affn ), namely, F
VI,−
N , F
V,−
N ≡ FVII,−N , and FVIII,−N . We are interested in finding the interpolating polynomial
of f in the form of a finite sum of antisymmetric multivariate cosine functions labeled by k or by k+ρ, k ∈ D−N
in such a way that it coincides with f on one of the grids in F (S˜affn ). We distinguish between four types of
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Figure 3. The cut of the model function (53) with fixed parameters (54) and z = 13 .
Figure 4. The antisymmetric cosine interpolating polynomials ψV,−N (x, y,
1
3 ) of the model
function (53) shown in Fig. 3 with N = 5, 10, 15.
interpolating polynomials defined for x ∈ F (S˜affn ) and satisfying different conditions:
ψV,−N (x) =
∑
k∈D−N
Bk cos
−
k (x) , ψ
V,−
N (s) = f(s) , s ∈ FV,−N ,
ψVI,−N (x) =
∑
k∈D−N
Bk cos
−
k+ρ(x) , ψ
VI,−
N (s) = f(s) , s ∈ FVI,−N ,
ψVII,−N (x) =
∑
k∈D−N
Bk cos
−
k (x) , ψ
VII,−
N (s) = f(s) , s ∈ FVII,−N ,
ψVIII,−N (x)=
∑
k∈D−N
Bk cos
−
k+ρ(x) , ψ
VIII,−
N (s) = f(s) , s ∈ FVIII,−N .
(52)
According to Section 3.2, the coefficients Bk are chosen to be equal to corresponding Ak. In fact, it is not
possible to have other values of the coefficients Bk since it would contradict the fact that the antisymmetric
cosine functions labeled by k or by k+ ρ with k ∈ D−N are basis vectors of the space of functions given on the
corresponding grid.
Example 3.1. For n = 3 we choose a model function f and interpolate it by ψV,−N (x, y, z) and ψ
VII,−
N (x, y, z)
for various values of N . The model function f is a smooth function given by
fα,β,(x0,y0,z0)(x, y, z) ≡ exp
(
− (x− x0)
2 + (y − y0)2 + (z − z0)2)
2α2
+ β
)
(53)
with fixed values of the parameters α, β, (x0, y0, z0) as
α = 0.079 , β = 3 , (x0, y0, z0) = (0.8, 0.54, 0.3) . (54)
Figure 3 contains the function f for fixed parameters (54) in the fundamental domain F (S˜aff3 ) and cut by the
plane z = 13 . The antisymmetric interpolating polynomials of type V and VII for N = 5, 10, 15 are depicted
in Figures 4 and 5.
Integral error estimates of the approximations of the model function (53) by the antisymmetric interpolating
polynomials of types V and VII,∫
F (S˜affn )
∣∣∣f(x, y, z)− ψV,−N (x, y, z)∣∣∣2 dx dy dz , ∫
F (S˜affn )
∣∣∣f(x, y, z)− ψVII,−N (x, y, z)∣∣∣2 dx dy dz ,
are shown in Table 1 for several values of N .
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Figure 5. The antisymmetric cosine interpolating polynomials ψVII,−N (x, y,
1
3 ) of the model
function (53) shown in Fig. 3 with N = 5, 10, 15.
3.4. Symmetric discrete multivariate cosine transforms.
The symmetric discrete multivariate cosine transforms (SMDCTs), which can be viewed as symmetric
multivariate generalizations of DCTs, are derived using the one-dimensional DCTs from Section 3.1. The
four types of SMDCT, connected to DCTs I–IV, are contained in [11]. Our goal is to complete the list of
SMDCTs by developing the remaining four transforms of types V–VIII. Note that the coefficients εs, ε˜s, and
dk, d˜k are given by (40), (41) and (36), (37), respectively. In the following subsection we detail the proof of
the SMDCT V transform. The proofs of the remaining transforms VI–VIII are similar.
3.4.1. SMDCT V.
For N ∈ N we consider the symmetric cosine functions cos+k (s) labeled by the index set
D+N ≡ {(k1, . . . , kn) ∈ DN | k1 ≥ k2 ≥ · · · ≥ kn} (55)
and restricted to the finite grid of points contained in CN ⊂ F (S˜affn ),
FV,+N ≡
{(
2r1
2N − 1 , . . . ,
2rn
2N − 1
)
| (r1, . . . , rn) ∈ D+N
}
. (56)
The scalar product of any two functions f, g : FV,+N → R given on the points of the grid FV,+N is defined by
〈f, g〉 ≡
∑
s∈FV,+N
εsH
−1
s f(s)g(s) , f, g : F
V,+
N → R , (57)
where Hs is given by (17). Using the discrete orthogonality of one-dimensional cosine functions (24) we show
that the symmetric cosine functions labeled by parameters in k, k′ ∈ D+N are pairwise discretely orthogonal,
i.e.,
〈cos+k , cos+k′〉 =
∑
s∈FV,+N
εsH
−1
s cos
+
k (s) cos
+
k′(s) =
Hk
dk
(
2N − 1
4
)n
δkk′ . (58)
Note that acting by all permutations in Sn on the grid F
+
N we obtain the whole finite grid CN , where the
points s ∈ F+N , which are invariant with respect to some nontrivial permutation in Sn, emerge exactly Hs
times. Since the symmetric cosine functions are symmetric with respect to Sn, we obtain
〈cos+k , cos+k′〉 =
1
n!
N−1∑
r1,...,rn=0
cr1 . . . crn cos
+
k
(
2r1
2N − 1 , . . . ,
2rn
2N − 1
)
cos+k′
(
2r1
2N − 1 , . . . ,
2rn
2N − 1
)
,
where n! represents the order of the group Sn. Moreover, the product of two symmetric cosine functions
labeled by k, k′ ∈ D+N is rewritten due to the invariance under permutations as
cos+k (x) cos
+
k′(x) =
∑
σ,σ′∈Sn
n∏
i=1
cos
(
pikσσ′(i)xσ′(i)
)
cos
(
pik′ixσ′(i)
)
.
Together with the Sn-invariance of the set DN this implies that
〈cos+k , cos+k′〉 =
∑
σ∈Sn
n∏
i=1
N−1∑
ri=0
cri cos
(
2pikσ(i)ri
2N − 1
)
cos
(
2pik′iri
2N − 1
)
.
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Finally, we apply the one-dimensional orthogonality relation (24) to obtain (58),
〈cos+k , cos+k′〉 =
∑
σ∈Sn
n∏
i=1
2N − 1
4ckσ(i)
δkσ(i)k′i =
Hk
dk
(
2N − 1
4
)n
δkk′ .
Due to the relation (58), we expand any function f : FV,+N → R in terms of symmetric cosine functions as
f(s) =
∑
k∈D+N
Ak cos
+
k (s), Ak =
dk
Hk
(
4
2N − 1
)n ∑
s∈FV,+N
εsH
−1
s f(s) cos
+
k (s) .
Validity of the expansion follows from the fact that the number of points in D+N is equal to the number of
points in FV,+N and thus the functions cos
+
k with k ∈ D+N form an orthogonal basis of the space of all functions
f : FV,+N → R with the scalar product (57). The remaining transforms SMDCT VI–VIII are deduced similarly.
3.4.2. SMDCT VI.
For N ∈ N we consider the antisymmetric cosine functions cos+k (s) labeled by the index set k ∈ D+N and
restricted to the finite grid of points contained in C˜N ⊂ F (S˜affn ),
FVI,+N ≡
{(
2
(
r1 +
1
2
)
2N − 1 , . . . ,
2
(
rn +
1
2
)
2N − 1
)
| (r1, . . . , rn) ∈ D+N
}
. (59)
The antisymmetric cosine functions labeled by parameters in k, k′ ∈ D+N , are pairwise discretely orthogonal
on the grid FVI,+N , i.e., ∑
s∈FVI,+N
ε˜sH
−1
s cos
+
k (s) cos
+
k′(s) =
Hk
dk
(
2N − 1
4
)n
δkk′ . (60)
Therefore, we expand any function f : FVI,+N → R in terms of symmetric cosine functions as follows:
f(s) =
∑
k∈D+N
Ak cos
+
k (s) with Ak =
dk
Hk
(
4
2N − 1
)n ∑
s∈FVI,+N
ε˜sH
−1
s f(s) cos
−
k (s) .
3.4.3. SMDCT VII.
For N ∈ N are the symmetric cosine functions cos+k+ρ(s) , k ∈ D+N , and ρ =
(
1
2 , . . . ,
1
2
)
restricted to the
finite grid of points FVII,+N ≡ FV,+N ⊂ CN pairwise discretely orthogonal with respect to the scalar product
(57), i.e., ∑
s∈FVII,+N
εsH
−1
s cos
+
k+ρ(s) cos
+
k′+ρ(s) =
Hk
d˜k
(
2N − 1
4
)n
δkk′ . (61)
Therefore, we expand any function f : FVII,+N → R in terms of symmetric cosine functions as
f(s) =
N−1∑
k∈D+N
Ak cos
+
k+ρ(s), Ak =
d˜k
Hk
(
4
2N − 1
)n ∑
s∈FVII,+N
εsH
−1
s f(s) cos
+
k+ρ(s) .
3.4.4. SMDCT VIII.
For N ∈ N are the symmetric cosine functions cos+k+ρ(s) , k ∈ D+N , and ρ =
(
1
2 , . . . ,
1
2
)
restricted to the
finite grid of points
FVIII,+N ≡
{(
2
(
r1 +
1
2
)
2N + 1
, . . . ,
2
(
rn +
1
2
)
2N + 1
)
| (r1, . . . , rn) ∈ D+N
}
(62)
pairwise discretely orthogonal, i.e., for any k, k′ ∈ D+N it holds that∑
s∈FVIII,+N
H−1s cos
+
k+ρ(s) cos
+
k′+ρ(s) = Hk
(
2N + 1
4
)n
δkk′ . (63)
Therefore, we expand any function f : FVIII,+N → R in terms of symmetric cosine functions as
f(s) =
∑
k∈D+N
Ak cos
+
k+ρ(s), Ak =
1
Hk
(
4
2N + 1
)n ∑
s∈FVIII,+N
H−1s f(s) cos
+
k+ρ(s) .
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3.5. Interpolations by symmetric discrete multivariate cosine functions.
Suppose we have a real-valued function f given on F (S˜affn ). In Section 3.4 we defined three finite grids in
F (S˜affn ), namely, F
VI,+
N , F
V,+
N ≡ FVII,+N , and FVIII,+N . We are interested in finding the interpolating polynomial
of f in the form of a finite sum of symmetric multivariate cosine functions labeled by k or by k + ρ, k ∈ D+N
in such a way that it coincides with f on one of the grids in F (S˜affn ). We distinguish between four types of
interpolating polynomials defined for x ∈ F (S˜affn ) and satisfying different conditions:
ψV,+N (x) =
∑
k∈D+N
Bk cos
+
k (x) , ψ
V,+
N (s) = f(s) , s ∈ FV,+N ,
ψVI,+N (x) =
∑
k∈D+N
Bk cos
+
k+ρ(x) , ψ
VI,+
N (s) = f(s) , s ∈ FVI,+N ,
ψVII,+N (x) =
∑
k∈D+N
Bk cos
+
k (x) , ψ
VII,+
N (s) = f(s) , s ∈ FVII,+N ,
ψVIII,+N (x)=
∑
k∈D+N
Bk cos
+
k+ρ(x) , ψ
VIII,+
N (s) = f(s) , s ∈ FVIII,+N .
(64)
According to Section 3.4, the coefficients Bk are chosen to be equal to corresponding Ak. In fact, it is not
possible to have other values of the coefficients Bk since it would contradict the fact that the antisymmetric
cosine functions labeled by k or by k+ ρ with k ∈ D+N are basis vectors of the space of functions given on the
corresponding grid.
Example 3.2. For n = 3 is the smooth function (53) with values of parameters given by (54) chosen as a
model function. We interpolate this function by polynomials of symmetric cosine functions ψV,+N (x, y, z) and
ψVII,+N (x, y, z) with N = 5, 10, 15. Plots of this symmetric cosine interpolating polynomials are depicted in
Figures 6 and 7.
Figure 6. The symmetric cosine interpolating polynomials ψV,+N (x, y,
1
3 ) of the model func-
tion (53) shown in Fig. 3 with N = 5, 10, 15.
Integral error estimates of the approximations of the model function (53) by the symmetric interpolating
polynomials of types V and VII,∫
F (S˜affn )
∣∣∣f(x, y, z)− ψV,+N (x, y, z)∣∣∣2 dx dy dz , ∫
F (S˜affn )
∣∣∣f(x, y, z)− ψVII,+N (x, y, z)∣∣∣2 dx dy dz ,
are shown in Table 1 for N = 5, 10, 15, 20, 25, 30.
4. Chebyshev-like multivariate orthogonal polynomials
Recall that the vectors ρ, ρ1, and ρ2 are defined by (5), (11), and (12), respectively. Introducing the n
functions X1, X2, . . . , Xn given by
X1 = cos
+
(1,0,...,0) , X2 = cos
+
(1,1,0,...,0) , X3 = cos
+
(1,1,1,0,...,0) , . . . , Xn = cos
+
(1,1,...,1) , (65)
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Figure 7. The symmetric cosine interpolating polynomials ψVII,+N (x, y,
1
3 ) of the model func-
tion (53) shown in Fig. 3 with N = 5, 10, 15.
N
∫
F (S˜affn )
∣∣∣f − ψV,−N ∣∣∣2 ∫F (S˜affn ) ∣∣∣f − ψVII,−N ∣∣∣2 ∫F (S˜affn ) ∣∣∣f − ψV,+N ∣∣∣2 ∫F (S˜affn ) ∣∣∣f − ψVII,+N ∣∣∣2
5 0.648691 1.396870 0.725031 1.502161
10 0.007940 0.007599 0.007191 0.006471
15 0.001350 0.001407 0.000440 0.000492
20 0.001034 0.001058 0.000171 0.000195
25 0.000835 0.000847 0.000084 0.000097
30 0.000698 0.000705 0.000047 0.000054
Table 1. Integral error estimates of the polynomial approximations of the model function f
(53) for N = 5, 10, 15, 20, 25, 30.
we demonstrate that the following defining relations, valid for all points from the interior of F (S˜affn ), x ∈
F (S˜affn )
◦, k ∈ P+,
PI,+k (X1(x), . . . , Xn(x)) = cos+k (x) , PI,−k (X1(x), . . . , Xn(x)) =
cos−k+ρ1(x)
cos−ρ1(x)
,
PIII,+k (X1(x), . . . , Xn(x)) =
cos+k+ρ(x)
cos+ρ (x)
, PIII,−k (X1(x), . . . , Xn(x)) =
cos−k+ρ2(x)
cos−ρ2(x)
,
(66)
determine four classes of orthogonal polynomials PI,+k ,PI,−k ,PIII,−k ,PIII,−k ∈ R[X1, . . . , Xn] of degree k1.
Since from Corollary 2.2 it follows that the three functions in the denominators of (66) have nonzero values
inside F (S˜affn ), the functions (66) are well defined for any point in the interior of F (S˜
aff
n ). Moreover, whenever
one of the denominators is zero at some points of the boundary of F (S˜affn ) the corresponding nominator is
zero as well. We introduce an ordering within each family of polynomials (66). We say that a polynomial p1
depending on k = (k1, . . . , kn) ∈ P+ is greater than any polynomial p2 depending on k′ = (k′1, . . . , k′n) 6= k if
for all i ∈ {1, . . . , n} it holds that ki ≥ k′i; equally, we state that p2 is lower than p1. Note that the functions
(66) can be viewed as generalizations of Chebyshev polynomials of the first and third kinds [5].
4.1. Recurrence relations.
The construction of polynomials is based on the decomposition of products of symmetric and antisymmet-
ric cosine functions. There are three types of products which decompose to a sum of either symmetric or
antisymmetric cosine functions. Such a decomposition is obtained by using classical trigonometric identities
and is completely described by
cos+(λ1,...,λn) · cos
+
(µ1,...,µn)
=
1
2n
∑
σ∈Sn
∑
{
ai=±1
i=1,...,n
} cos+(λ1+a1µσ(1),...,λn+anµσ(n)) ,
cos−(λ1,...,λn) · cos
+
(µ1,...,µn)
=
1
2n
∑
σ∈Sn
∑
{
ai=±1
i=1,...,n
} cos−(λ1+a1µσ(1),...,λn+anµσ(n)) ,
cos−(λ1,...,λn) · cos
−
(µ1,...,µn)
=
1
2n
∑
σ∈Sn
∑
{
ai=±1
i=1,...,n
} sgn (σ) cos+(λ1+a1µσ(1),...,λn+anµσ(n)) .
(67)
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Using (67), we obtain the following pertinent recurrence relations. Let λ = (λ1, . . . , λn), and let li be a
vector in Rn with ith component equal to 1 and others to 0, then
cos±λ =
21
1!(n− 1)! cos
±
λ−l1 X1 − cos±λ−2l1 −
n∑
i=2
(
cos±λ−l1+li + cos
±
λ−l1−li
)
,
cos±λ =
22
2!(n− 2)! cos
±
λ−l1−l2 X2 − cos±λ−2l1−2l2 − cos±λ−2l1 − cos±λ−2l2
−
n∑
i=3
(
cos±λ−l2+li + cos
±
λ−2l1−l2−li + cos
±
λ−l2−li + cos
±
λ−2l1−l2+li
)
−
n∑
{
i,j=2
i<j
}
(
cos±λ−l1−l2+li+lj + cos
±
λ−l1−l2−li−lj + cos
±
λ−l1−l2+li−lj + cos
±
λ−l1−l2−li+lj
)
,
...
cos±λ =
2n
n!
cos±λ−l1−l2−···−ln Xn −
n∑
i=1
cos±λ−2li −
n∑
{
i,j=1
i<j
} cos±λ−2li−2lj − · · · − cos±λ−2l1−2l2−···−2ln . (68)
Using the relations (68) and the symmetry properties of cos±λ each polynomial of (66) is expressed as a linear
combination of lower polynomials and a product of some lower polynomial with some Xi. Therefore, all
polynomials (66) are built recursively.
Proposition 4.1. Let k ∈ P+. The functions PI,±k and PIII,±k are expressed as polynomials of degree k1
in variables X1, . . . , Xn. The number of PI,±k or PIII,±k with k1 = d is equal to the number of monomials of
degree d, i.e., (
d+ n− 1
d
)
. (69)
Proof. At first, we proceed by induction on k1 to show that any PI,+k is expressed as a polynomial of degree
k1 in the variables (65).
• If k1 = 0, PI,+(0,...,0) is trivially the constant polynomial n! of degree 0.
• If k1 = 1, the polynomials X1, X2, . . . , Xn of degree 1 correspond by definition to the set of functions
PI,+(1,k2,...,kn), where 1 ≥ k2 ≥ · · · ≥ kn ≥ 0.
• If k1 = 2, using relations (68) and the basic properties of symmetric cosine functions, we deduce
that any PI,+(2,k2,...,kn) is constructed from the decomposition of the products XiXj . Indeed, we start
by obtaining the lowest polynomial PI,+(2,0,...,0) from the product X21 which decomposes into the linear
combination of PI,+(2,0,...,0) and polynomials of degree 1. We continue by the decomposition of the
product X1X2 to have the polynomial expression of PI,+(2,1,...,0) and so on. Finally, we obtain that each
PI,+(2,k2,...,kn) is expressed as a polynomial of degree 2 in variables (65).
• We next suppose that every PI,+(d−1,k2,...,kn) is a polynomial of degree d−1 in variables (65), then again
using relations (68) the polynomial PI,+(d,k2,...,kn) is a linear combination of lower polynomials of degree
at most d and PI,+
(d−1,k˜2,...,k˜n)Xi of degree d.
By induction, this results in the fact that any PI,+k is expressed as a polynomial of degree k1 in the variables
(65). By similar arguments, we obtain the same statement for the functions PI,−k and PIII,±k . Note that we
start with the products of cos−ρ1 , cos
+
ρ , cos
−
ρ2 , respectively, with the variables Xi.
To prove the second statement, we observe that the number of polynomials of type PI,±k or PIII,±k with
k1 = d is equal to the number of elements in
{
(k2, k3, . . . , kn) ∈ Zn−1 | d ≥ k2 ≥ k3 ≥ · · · ≥ kn ≥ 0
}
which is
the same as
#
{
(ln + ln−1 + · · ·+ l2, . . . , ln + ln−1, ln) | li, l0 ∈ Z≥0, l0 +
n∑
i=2
li = d
}
or equivalently
#
{
Xα11 X
α2
2 . . . X
αn
n | αi ≥ 0,
n∑
i=1
αi = d
}
=
(
d+ n− 1
d
)
.
The proof of the last equality is found in [4]. 
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Example 4.1. In particular, the relations (68) together with the symmetry properties of symmetric cosine
functions imply the following set of recurrence relations for P I,+(k1,k2,k3):
PI,+(0,0,0) = 6 , PI,+(1,0,0) = X1 , PI,+(1,1,0) = X2 , PI,+(1,1,1) = X3 , (70)
k1 ≥ 2, k2 = k3 = 0 : PI,+(k1,0,0) = P
I,+
(k1−1,0,0)X1 − P
I,+
(k1−2,0,0) − 4P
I,+
(k1−1,1,0) ,
k1 − 1 > k2 > k3 = 0 : PI,+(k1,k2,0) = P
I,+
(k1−1,k2,0)X1 − P
I,+
(k1−2,k2,0) − 2P
I,+
(k1−1,k2,1) − P
I,+
(k1−1,k2+1,0)
− PI,+(k1−1,k2−1,0) ,
k1 − 1 > k2 = k3 > 0 : PI,+(k1,k2,k2) = P
I,+
(k1−1,k2,k2)X1 − P
I,+
(k1−2,k2,k2) − 2P
I,+
(k1−1,k2+1,k2) − 2P
I,+
(k1−1,k2,k2−1) ,
k1 − 1 > k2 > k3 > 0 : PI,+(k1,k2,k3) = P
I,+
(k1−1,k2,k3)X1 − P
I,+
(k1−2,k2,k3) − P
I,+
(k1−1,k2,k3+1) − P
I,+
(k1−1,k2,k3−1)
− PI,+(k1−1,k2+1,k3) − P
I,+
(k1−1,k2−1,k3) ,
k1 − 1 = k2 > k3 = 0 : PI,+(k1,k1−1,0) =
1
2
PI,+(k1−1,k1−1,0)X1 − P
I,+
(k1−1,k1−2,0) − P
I,+
(k1−1,k1−1,1) ,
k1 − 1 = k2 > k3 > 0 : PI,+(k1,k1−1,k3) =
1
2
PI,+(k1−1,k1−1,k3)X1 − P
I,+
(k1−1,k1−2,k3) −
1
2
PI,+(k1−1,k1−1,k3+1)
− 1
2
PI,+(k1−1,k1−1,k3−1) ,
k1 − 1 = k2 = k3 > 0 : PI,+(k1,k1−1,k1−1) =
1
3
PI,+(k1−1,k1−1,k1−1)X1 − P
I,+
(k1−1,k1−1,k1−2) ,
k1 = k2 > 2, k3 = 0 : PI,+(k1,k1,0) = 2P
I,+
(k1−1,k1−1,0)X2 − 2P
I,+
(k1−1,k1−2,0)X1 − 2P
I,+
(k1−1,k1−1,1)X1
+ PI,+(k1−2,k1−2,0) + 4P
I,+
(k1−1,k1−1,0) + 4P
I,+
(k1−1,k1−2,1) + 2P
I,+
(k1−1,k1−3,0)
+ 2PI,+(k1−1,k1−1,2) ,
k1 = k2 > k3 + 2 > 2 : PI,+(k1,k1,k3) = 2P
I,+
(k1−1,k1−1,k3)X2 − 2P
I,+
(k1−1,k1−2,k3)X1 − P
I,+
(k1−1,k1−1,k3+1)X1
− PI,+(k1−1,k1−1,k3−1)X1 + P
I,+
(k1−2,k1−2,k3) + 2P
I,+
(k1−1,k1−2,k3+1)
+ 2PI,+(k1−1,k1−2,k3−1) + 4P
I,+
(k1−1,k1−1,k3) + 2P
I,+
(k1−1,k1−3,k3) + P
I,+
(k1−1,k1−1,k3+2)
+ PI,+(k1−1,k1−1,k3−2) ,
k1 = k2 = k3 + 2 > 3 : PI,+(k1,k1,k1−2) = 2P
I,+
(k1−1,k1−1,k1−2)X2 − 2P
I,+
(k1−1,k1−2,k1−2)X1 −
2
3
PI,+(k1−1,k1−1,k1−1)X1
− PI,+(k1−1,k1−1,k1−3)X1 + P
I,+
(k1−2,k1−2,k1−2) + 5P
I,+
(k1−1,k1−1,k1−2)
+ 4PI,+(k1−1,k1−2,k1−3) + P
I,+
(k1−1,k1−1,k1−4) ,
k1 = k2 = k3 + 1 > 2 : PI,+(k1,k1,k1−1) =
2
3
PI,+(k1−1,k1−1,k1−1)X2 − P
I,+
(k1−1,k1−1,k1−2)X1 + P
I,+
(k1−1,k1−2,k1−2)
+ PI,+(k1−1,k1−1,k1−1) + P
I,+
(k1−1,k1−1,k1−3) ,
k1 = k2 = k3 > 3 : PI,+(k1,k1,k1) =
4
3
PI,+(k1−1,k1−1,k1−1)X3 − 6P
I,+
(k1−1,k1−1,k1−2)X2 + 3P
I,+
(k1−1,k1−2,k1−2)X1
+ 2PI,+(k1−1,k1−1,k1−1)X1 + 3P
I,+
(k1−1,k1−1,k1−3)X1 − P
I,+
(k1−2,k1−2,k1−2)
− 9PI,+(k1−1,k1−1,k1−2) − 6P
I,+
(k1−1,k1−2,k1−3) − 3P
I,+
(k1−1,k1−1,k1−4) (71)
together with additional polynomial expressions
PI,+(2,2,0)=2X22 − 2X21 −
4
3
X1X3 + 8X2 + 6 ,
PI,+(2,2,1)=
2
3
X2X3 −X1X2 + 2X3 +X1 ,
PI,+(2,2,2)=
4
3
X23 − 6X22 + 3X21 + 4X1X2 − 12X2 − 6 ,
PI,+(3,3,1)=
4
3
X22X3 −
8
9
X1X
2
3 − 2X21X3 + 8X2X3 + 9X3 ,
PI,+(3,3,3)=
16
9
X33 − 12X22X3 + 8X1X23 + 9X21X3 − 36X2X3 − 27X3 .
(72)
Similarly, one may find recurrence relations for PI,−(k1,k2,k3) and P
III,±
(k1,k2,k3)
. The polynomials PI,±(k1,k2,k3) and
PIII,±(k1,k2,k3) of degree at most two are shown in Tables 2 – 5.
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1 X2 X
2
1 X1X3 X
2
2 X
2
3
PI,+(0,0,0) 6
PI,+(1,1,0) 0 1
PI,+(2,0,0) −6 −4 1
PI,+(2,1,1) 0 −1 0 13
PI,+(2,2,0) 6 8 −2 − 43 2
PI,+(2,2,2) −6 −12 3 4 −6 43
1 X2 X
2
1 X1X3 X
2
2 X
2
3
PI,−(0,0,0) 1
PI,−(1,1,0) 3 2
PI,−(2,0,0) −4 −2 1
PI,−(2,1,1) −3 −2 1 23
PI,−(2,2,0) 12 14 −3 − 43 4
PI,−(2,2,2) −9 −12 3 103 −4 89
Table 2. The coefficients of the polynomials P I,±(k1,k2,k3) with k1 ≤ 2 and k1 + k2 + k3 even.
X1 X3 X1X2 X2X3
PI,+(1,0,0) 1
PI,+(1,1,1) 0 1
PI,+(2,1,0) −1 −1 12
PI,+(2,2,1) 1 2 −1 23
X1 X3 X1X2 X2X3
PI,−(1,0,0) 1
PI,−(1,1,1) 1 23
PI,−(2,1,0) 0 − 43 2
PI,−(2,2,1) 1 83 0 43
Table 3. The coefficients of the polynomials PI,±(k1,k2,k3) with k1 ≤ 2 and k1 + k2 + k3 odd.
1 X1 X2 X3 X
2
1 X1X2 X1X3 X
2
2 X2X3 X
2
3
PIII,+(0,0,0) 1
PIII,+(1,0,0) −1 13
PIII,+(1,1,0) 1 − 23 23
PIII,+(1,1,1) −1 1 −2 43
PIII,+(2,0,0) −1 − 13 − 43 0 13
PIII,+(2,1,0) 1 0 23 − 23 − 13 13
PIII,+(2,1,1) −1 13 − 23 0 13 − 23 49
PIII,+(2,2,0) 1 23 103 43 − 23 − 23 − 89 43
PIII,+(2,2,1) −1 − 13 −2 43 23 0 0 − 43 89
PIII,+(2,2,2) −1 −1 −6 − 163 1 2 4 −4 − 83 169
Table 4. The coefficients of the polynomials PIII,+(k1,k2,k3) with k1 ≤ 2.
1 X1 X2 X3 X
2
1 X1X2 X1X3 X
2
2 X2X3 X
2
3
PIII,−(0,0,0) 1
PIII,−(1,0,0) −1 1
PIII,−(1,1,0) 3 −1 2
PIII,−(1,1,1) −3 2 −2 43
PIII,−(2,0,0) −3 −1 −2 0 1
PIII,−(2,1,0) 1 1 0 − 43 −1 2
PIII,−(2,1,1) −3 −2 −2 0 2 −2 43
PIII,−(2,2,0) 8 0 12 43 −2 −2 − 43 4
PIII,−(2,2,1) −6 2 −10 4 1 2 0 −4 83
PIII,−(2,2,2) −6 −2 −10 − 163 3 0 163 −4 − 83 169
Table 5. The coefficients of the polynomials PIII,−(k1,k2,k3) with k1 ≤ 2.
4.2. Continuous orthogonality.
Continuous orthogonality of antisymmetric and symmetric cosine functions within each family is detailed
in Section 2.2. Our goal is to reformulate the orthogonality relations (18) – (21) after the change of variables
(x1, . . . , xn) to polynomial variables (X1, . . . , Xn) and obtain the orthogonality relations for polynomials PI,±k
and PIII,±k . In order to determine the corresponding weight functions in the integrals defining continuous
orthogonality, we calculate the Jacobian of the change of variables (X1(x1, . . . , xn), . . . , Xn(x1, . . . , xn)) to
variables (x1, . . . , xn).
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Proposition 4.2. The determinant of the Jacobian matrix J(x1, . . . , xn) ≡ det ∂(X1,...,Xn)∂(x1,...,xn) for the coordinate
change from (X1, . . . , Xn) to (x1, . . . , xn) is given by
J(x1, . . . , xn) = (−1)
n(n+1)
2
(
1
2
)n(n−1)
2
pin
(
n∏
i=1
(n− i)!i!
)
sin−(1,2,...,n)(x1, . . . , xn) , (73)
where
sin−(1,2,...,n)(x1, . . . , xn) ≡ 2n(n−1)
n∏
i=1
sin(pixi)
∏
1≤i<j≤n
sin
(pi
2
(xi + xj)
)
sin
(pi
2
(xi − xj)
)
. (74)
Proof. We prove the formulas (73), (74) by direct calculation. By the definition of the variables Xj via
symmetric cosine functions, we have
Xj = (n− j)!j!
n∑
{
i1,...,ij=1
i1<···<ij
} cos (pixi1) . . . cos (pixij ) .
Thus, the partial derivatives of Xj with respect to xk are given by
j = 1 :
∂X1
∂xk
= −pi(n− 1)!1! sin (pixk) ,
j ≥ 2 : ∂Xj
∂xk
= −pi(n− j)!j! sin (pixk)

n∑
{
i1,...,ij−1=1
i1<···<ij−1
} cos (pixi1) . . . cos (pixij−1)
− cos (pixk)

n∑
{
i1,...,ij−2=1
i1<···<ij−2
} cos (pixi1) . . . cos (pixij−2)
− cos (pixk)
(
· · · − cos (pixk)
(
n∑
i1=1
cos (pixi1)− cos (pixk)
)
. . .
)))
.
Therefore, using the properties of determinants, we rewrite the Jacobian as
J(x1, . . . , xn) = det

−pi(n−1)!1! sin(pix1) pi(n−2)!2! sin(pix1) cos(pix1) ... (−1)npi0!n! sin(pix1) cosn−1(pix1)
−pi(n−1)!1! sin(pix2) pi(n−2)!2! sin(pix2) cos(pix2) ... (−1)npi0!n! sin(pix2) cosn−1(pix2)
...
...
...
−pi(n−1)!1! sin(pixn) pi(n−2)!2! sin(pixn) cos(pixn) ... (−1)npi0!n! sin(pixn) cosn−1(pixn)
 .
Comparing this form of the Jacobian with (73), we observe that
sin−(1,2,...,n)(x1, . . . , xn) = 2
n(n−1)
2 det

sin(pix1) sin(pix1) cos(pix1) ... sin(pix1) cos
n−1(pix1)
sin(pix2) sin(pix2) cos(pix2) ... sin(pix2) cos
n−1(pix2)
...
...
...
sin(pixn) sin(pixn) cos(pixn) ... sin(pixn) cos
n−1(pixn)
 .
Therefore, the equality (74) follows directly from the proof of Proposition 2.1. 
One verifies that sin−(1,2,...,n) · sin−(1,2,...,n) decomposes into a sum of symmetric cosine functions labeled by
integer parameters
sin−(1,2,...,n) · sin−(1,2,...,n) =
1
2n
∑
σ∈Sn
sgn (σ)
∑
{
ai=±1
i=1,...,n
}(−1)α(a1,...,an) cos+(1+a1σ(1),...,n+anσ(n)) ,
where α(a1, . . . , an) is the number of positive numbers among a1, . . . , an. Therefore due to Proposition 4.1
the square of the Jacobian J2 is expressed as a polynomial pI,+ in X1, . . . , Xn of degree 2n,
J(x)2 = pI,+(X1(x), . . . , Xn(x)).
The polynomial pI,+, being the square of the Jacobian J , satisfies
pI,+(X1(x), . . . , Xn(x)) ≥ 0. (75)
Moreover, note that due to the equality (74) the Jacobian J does not vanish for any point in the interior of
F (S˜affn ) and therefore
pI,+(X1(x), . . . , Xn(x)) > 0, x ∈ F (S˜affn )◦. (76)
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The domain F(S˜affn ) is the defined as the transformed domain F (S˜
aff
n ), i.e.,
F(S˜affn ) =
{
(X1(x), . . . , Xn(x)) | x ∈ F (S˜affn )
}
.
Fig. 8 shows the domain F(S˜affn ) for n = 3. Note that the relation (75) implies that
pI,+(X1, . . . , Xn) ≥ 0, (X1, . . . , Xn) ∈ F(S˜affn ).
Thus, we use the polynomial pI,+ to rewrite the absolute value of the Jacobian J as a function J of X1, . . . , Xn
on F(S˜affn ),
J (X1, . . . , Xn) =
√
pI,+(X1, . . . , Xn), (X1, . . . , Xn) ∈ F(S˜affn ), (77)
i.e., it holds that
|J(x)| =
√
pI,+(X1(x), . . . , Xn(x)).
Similarly, it follows from (67) that the products cos−ρ1 · cos−ρ1 , cos+ρ · cos+ρ , and cos−ρ2 · cos−ρ2 are expressed as
polynomials J I,−, J III,+, and J III,− in X1, . . . , Xn such that
J I,−(X1(x), . . . , Xn(x)) = cos−ρ1(x) cos−ρ1(x), (78)
J III,+(X1(x), . . . , Xn(x)) = cos+ρ (x) cos+ρ (x), (79)
J III,−(X1(x), . . . , Xn(x)) = cos−ρ2(x) cos−ρ2(x). (80)
Example 4.2. For n = 3 are the explicit forms of the polynomial pI,+ determined by
pI,+(X1, X2, X3) = pi
6
(
−8X32 +X21X22 − 12X23 + 12X1X2X3 −
4
3
X31X3
)
((3X2 + 6)
2 − (X3 + 3X1)2),
and the polynomials J I,−, J III,+, and J III,− are given by
J I,−(X1, X2, X3) = 1
4
(
−8X32 +X21X22 − 12X23 + 12X1X2X3 −
4
3
X31X3
)
,
J III,+(X1, X2, X3) = 3
4
(X3 + 3X2 + 3X1 + 6) ,
J III,−(X1, X2, X3) = 1
8
(X3 + 3X2 + 3X1 + 6)
(
−8X32 +X21X22 − 12X23 + 12X1X2X3 −
4
3
X31X3
)
.
In order to use the integration by substitution, we show that the transform
ϕ : x ∈ F (S˜affn )→ (X1(x), . . . , Xn(x)) ∈ F(S˜affn ) (81)
is in fact one-to-one correspondence. Any continuous function f on F (S˜affn ) is expanded in terms of symmetric
cosine functions [11] and thus also in terms of polynomials PI,+k as
f(x) =
∑
k
BkPI,+k (X1(x), . . . , Xn(x)) .
Assume that there are y, y˜ ∈ F (S˜affn ) such that y 6= y˜ and (X1(y), . . . , Xn(y)) = (X1(y˜), . . . , Xn(y˜)). Let us
define a continuous function f(x) = xi, where the index i is chosen in such a way that yi 6= y˜i. Using the
expansion in polynomials, we obtain that f(y) = f(y˜), which is in contradiction with yi 6= y˜i. Therefore, we
conclude that the transform ϕ is injective.
Due to the orthogonality relations (18)–(21), Proposition 4.1, and integration by substitution (81), we
deduce the continuous orthogonality relations for polynomials PI,±k ,PIII,±k in the following statement.
Proposition 4.3. Let X = (X1, . . . , Xn) and dX = dX1 . . . dXn. Each family of polynomials PI,±k , PIII,±k
forms an orthogonal basis of the vector space of all polynomials in R[X] with the scalar product defined by
the weighted integral of two polynomials f, g,∫
F(S˜affn )
f(X)g(X)w(X) dX ,
where w(X) denotes the weight function for each family of polynomials,
w(X) =

wI,+(X) = 1J (X) for PI,+k ,
wI,−(X) = J
I,−(X)
J (X) for PI,−k ,
wIII,+(X) = J
III,+(X)
J (X) for PIII,+k ,
wIII,−(X) = J
III,−(X)
J (X) for PIII,−k .
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The continuous orthogonality relations are of the form∫
F(S˜affn )
PI,+k (X)PI,+k′ (X)wI,+(X) dX =hkHkδkk′ ,
∫
F(S˜affn )
PI,−k (X)PI,−k′ (X)wI,−(X) dX =hkδkk′ ,
∫
F(S˜affn )
PIII,+k (X)PIII,+k′ (X)wIII,+(X) dX=2−nHkδkk′ ,
∫
F(S˜affn )
PIII,−k (X)PIII,−k′ (X)wIII,−(X) dX=2−nδkk′ .
(82)
5. Cubature formulas
5.1. Sets of nodes.
In Sections 3.2 and 3.4, the discrete orthogonality relations of the four symmetric cosine functions and
the four antisymmetric cosine transforms over finite sets FV,±N , . . . , F
VIII,±
N are detailed. The orthogonality
relations of the types I–IV, which are described in [11], are defined over the sets F I,±N , . . . , F
IV,±
N given by
F I,±N =
{(r1
N
, . . . ,
rn
N
) ∣∣ (r1, . . . , rn) ∈ D±N+1} , (83)
F II,±N =
{(
r1 +
1
2
N
, . . . ,
rn +
1
2
N
) ∣∣ (r1, . . . , rn) ∈ D±N} , (84)
F III,±N =
{(r1
N
, . . . ,
rn
N
) ∣∣ (r1, . . . , rn) ∈ D±N} , (85)
F IV,±N = F
II,±
N . (86)
The families of polynomials PI,±k and PIII,±k inherit these orthogonality relations which are crucial for the
validity of cubature formulas. The sets of nodes arise from the finite sets F I,±N , . . . , F
VIII,±
N as images of the
transform ϕ, given by (81). Denoting these images of the sets F I,±N , . . . , F
VIII,±
N as F
I,±
N , . . . ,F
VIII,±
N , i.e.,
Ft,±N ≡
{
ϕ(s) | s ∈ F t,±N
}
, t ∈ {I, . . . ,VIII} , (87)
we prove that the restriction of ϕ on any set F t,±N is injective in the following Proposition.
Proposition 5.1. ∣∣Ft,±N ∣∣ = ∣∣F t,±N ∣∣ , t ∈ {I, . . . ,VIII} .
Proof. Suppose that there exists s, s˜ ∈ F I,+N such that s 6= s˜ and ϕ(s) = ϕ(s˜), i.e.,
(X1(s), . . . , Xn(s)) = (X1(s˜), . . . , Xn(s˜)).
According to the expansion resulting from SMDCT I in [11], any function f given on F I,+N is written as a
linear combination of a finite number of functions cos+k and therefore as a polynomial in X1, . . . , Xn. Using
this expansion in polynomials, we have for the function f(s) = si (with i chosen in such a way that si 6= s˜i)
that f(s) = f(s˜) – which contradicts s 6= s˜. Thus, we obtain
∣∣∣FI,+N ∣∣∣ = ∣∣∣F I,+N ∣∣∣. Using the corresponding discrete
orthogonality relations, the proof for other grids is similar. 
As an example, the points of the set F II,+N for N = 5, 10, 15 in dimension 3 are depicted in Fig. 8.
Due to the one-to-one correspondence given by ϕ restricted to the grids F t,±N , the symbols HY , EY , and E˜Y
are for ϕ(s) = Y well defined by the relations
HY ≡ Hs , EY ≡ εs , E˜Y ≡ ε˜s. (88)
5.2. Gaussian cubature formulas.
Each family of polynomials PI,±k ,PIII,±k has properties which yield to optimal Gaussian cubature formulas.
Theorem 5.2.
(1) For any N ∈ N and any polynomial f of degree at most 2N − 1, the following cubature formulas are
exact: ∫
F(S˜affn )
f(Y )ωI,+(Y ) dY =
(
1
N
)n ∑
Y ∈FII,+N
H−1Y f(Y ) , (89)
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Figure 8. The integration domain F(S˜aff3 ) together with points of F II,+N for N = 5, 10, 15.
∫
F(S˜affn )
f(Y )ωIII,+(Y ) dY =
(
2
2N + 1
)n ∑
Y ∈FVIII,+N
H−1Y f(Y )J III,+(Y ) . (90)
(2) For any N ∈ N and any polynomial f of degree at most 2(N −n) + 1, the following cubature formulas
are exact: ∫
F(S˜affn )
f(Y )ωI,−(Y ) dY =
(
1
N
)n ∑
Y ∈FII,−N
f(Y )J I,−(Y ) , (91)
∫
F(S˜affn )
f(Y )ωIII,−(Y ) dY =
(
2
2N + 1
)n ∑
Y ∈FVIII,−N
f(Y )J III,−(Y ) . (92)
Proof. We show that the formula (90) holds. Due to the linearity of the integrals and the sums, it is sufficient
to prove it only for monomials f of degree not exceeding 2N − 1. Such monomials are expressed as a product
of two monomials – g1 of degree at most N and g2 of degree at most N − 1. From Propositions 4.3 and 4.1,
the polynomials g1 and g2 are rewritten as linear combinations of polynomials PIII,+k with k1 ≤ N and PIII,+k′
with k′1 ≤ N − 1. Therefore, we only need to show the formula for those polynomials. Using the continuous
orthogonality (82), we obtain∫
F(S˜affn )
PIII,+k (Y )PIII,+k′ (Y )ωIII,+(Y ) dY =
1
2n
Hkδkk′ .
Similarly, from equality (63) it follows that(
2
2N + 1
)n ∑
s∈FVIII,+N
H−1s PIII,+k (X(s))PIII,+k′ (X(s))(cos+ρ (s))2 =
1
2n
Hkδkk′
if k1 ≤ N − 1 and k′1 ≤ N − 1. Note that if k1 = N , then PIII,+k (Y ) = 0 for all points Y from FVIII,+N .
This implies that we extend the discrete orthogonality relation for any k with k1 ≤ N and any k′ with
k′1 ≤ N−1. Consequently, the second cubature formula follows from the continuous and discrete orthogonality
of polynomials PIII,+k . We prove the other formulas similarly. Note that SMDCT II and AMDCT II needed
to derive two of the results are found in [11]. 
Theorem 5.3. The cubature formulas (89)–(92) are optimal Gaussian cubature formulas. Moreover, it holds
that
• the orthogonal polynomials PI,+k with k1 = N vanish for all points of the set FII,+N ,
• the orthogonal polynomials PIII,+k with k1 = N vanish for all points of the set FVIII,+N ,
• the orthogonal polynomials PI,−k with k1 = N − n+ 1 vanish for all points of the set FII,−N ,
• the orthogonal polynomials PIII,−k with k1 = N − n+ 1 vanish for all points of the set FVIII,−N .
Proof. The fact that the nodes are common zeros of the specific sets of orthogonal polynomials follows directly
by substituting the grid points to the definition of the polynomials via symmetric and antisymmetric cosine
functions (66). By Propositions 4.1 and 5.1 we obtain that the number of polynomials PI,+k of degree N − 1
is equal to the number of nodes in FII,+N , and therefore the cubature formula (89) is Gaussian. The proof for
other cubature formulas is similar. 
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The Gaussian formulas (89)–(92) are special cases of formulas derived in a general setting as an (anti)symmetrization
of orthogonal polynomials of one variable [2]. In particular, the variables (u1, . . . , un) from [2] are related to
our variables (65) by the relations
ui =
Xi
(n− i)!i!
and our orthogonal polynomials (66) correspond to the measure of the form
n∏
i=1
(1− yi)α(1 + yi)β
 ∏
1≤i<j≤n
(yi − yj)2
γ dy1 . . . dyn , −1 < y1 < · · · < yn < 1 ,
where
uk ≡ uk(y1, . . . , yn) =
∑
1≤i1<···<ik≤n
yi1 . . . yik , k = 1, . . . , n .
The parameters α, β, γ take for each class of the polynomials (66) the following values:
PI,+k : α = β = γ = −
1
2
,
PI,−k : α = β = −
1
2
, γ =
1
2
,
PIII,+k : α = γ = −
1
2
, β =
1
2
,
PIII,−k : α = −
1
2
, β = γ =
1
2
.
The advantage of the current specialization is, besides more explicit formulation ready for application, the
theoretical link between the polynomials and the (anti)symmetric cosine functions. This connection, similar to
the connection of the classical Chebyshev polynomials of the first kind and the cosine function of one variable,
may serve as a starting point for further investigation of the properties of the multivariate polynomials (66)
such as their zeroes, discrete orthogonality, and Lebesgue constant.
5.3. Other cubature formulas.
Similarly as in Theorem 5.2, one uses the remaining 12 discrete transforms to derive additional cubature
formulas for the orthogonal polynomials. Note that these formulas are slightly less efficient than Gaussian
cubature formulas.
5.3.1. Formulas related to PI,+k .
The transforms SMDCT I, V, and VI are used to derive additional cubature formulas for the orthogonal
polynomials PI,+k .
(1) For any N ∈ N and any polynomial f of degree at most 2N − 1, the following cubature formula is
exact: ∫
F(S˜affn )
f(Y )ωI,+(Y ) dY =
(
1
N
)n ∑
Y ∈FI,+N
EYH−1Y f(Y ) .
(2) For any N ∈ N, N ≥ 2, and any polynomial f of degree at most 2(N − 1), the following cubature
formulas are exact:∫
F(S˜affn )
f(Y )ωI,+(Y ) dY =
(
2
2N − 1
)n ∑
Y ∈FV,+N
EYH−1Y f(Y ) ,
∫
F(S˜affn )
f(Y )ωI,+(Y ) dY =
(
2
2N − 1
)n ∑
Y ∈FVI,+N
E˜YH−1Y f(Y ) .
5.3.2. Formulas related to PI,−k .
The transforms AMDCT I, V, and VI are used to derive additional cubature formulas for the orthogonal
polynomials PI,−k .
(1) For any N ∈ N, N ≥ n, and any polynomial f of degree at most 2(N − n) + 1, the following cubature
formula is exact: ∫
F(S˜affn )
f(Y )ωI,−(Y ) dY =
(
1
N
)n ∑
Y ∈FI,−N
EY f(Y )J I,−(Y ) .
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(2) For any N ∈ N, N > n, and any polynomial f of degree at most 2(N − n), the following cubature
formulas are exact:∫
F(S˜affn )
f(Y )ωI,−(Y ) dY =
(
2
2N − 1
)n ∑
Y ∈FV,−N
EY f(Y )J I,−(Y ) ,
∫
F(S˜affn )
f(Y )ωI,−(Y ) dY =
(
2
2N − 1
)n ∑
Y ∈FVI,−N
E˜Y f(Y )J I,−(Y ) .
5.3.3. Formulas related to PIII,+k .
The transforms SMDCT III, IV, and VII are used to derive additional cubature formulas for the polynomials
PIII,+k .
(1) For any N ∈ N, N ≥ 2, and any polynomial f of degree at most 2(N − 1), the following cubature
formulas are exact:∫
F(S˜affn )
f(Y )ωIII,+(Y ) dY =
(
1
N
)n ∑
Y ∈FIII,+N
EYH−1Y f(Y )J III,+(Y ) ,
∫
F(S˜affn )
f(Y )ωIII,+(Y ) dY =
(
1
N
)n ∑
Y ∈FIV,+N
H−1Y f(Y )J III,+(Y ) .
(2) For any N ∈ N, N ≥ 2, and any polynomial f of degree at most 2(N − 1)− 1, the following cubature
formula is exact:∫
F(S˜affn )
f(Y )ωIII,+(Y ) dY =
(
2
2N − 1
)n ∑
Y ∈FVII,+N
EYH−1Y f(Y )J III,+(Y ) .
5.3.4. Formulas related to PIII,−k .
The transforms AMDCT III, IV, and VII are used to derive additional cubature formulas for the polynomials
PIII,−k .
(1) For any N ∈ N, N > n, and any polynomial f of degree at most 2(N − n), the following cubature
formulas are exact:∫
F(S˜affn )
f(Y )ωIII,−(Y ) dY =
(
1
N
)n ∑
Y ∈FIII,−N
EY f(Y )J III,−(Y ) ,
∫
F(S˜affn )
f(Y )ωIII,−(Y ) dY =
(
1
N
)n ∑
Y ∈FIV,−N
f(Y )J III,−(Y ) .
(2) For any N ∈ N, N > n, and any polynomial f of degree at most 2(N − n)− 1, the following cubature
formula is exact:∫
F(S˜affn )
f(Y )ωIII,−(Y ) dY =
(
2
2N − 1
)n ∑
Y ∈FVII,−N
EY f(Y )J III,−(Y ) .
6. Concluding remarks
• In this paper, only the antisymmetric and symmetric generalizations of cosine functions are investi-
gated. Similarly to the cosine functions, generalizations of the common sine functions of one variable
are defined in [11] and these generalizations have several remarkable discretization properties. The
discrete antisymmetric and symmetric sine transforms of types I–IV are developed in [8] for the two-
dimensional case only and the discrete multivariate sine transforms of type I are found in [11]. The
generalization of the antisymmetric and symmetric discrete sine transforms, analogous to the discrete
multivariate sine transforms of types II–VIII [3], have not yet been described.
• The 16 DCTs, which are described on the grids F I,±N , . . . , FVIII,±N , are straightforwardly translated
into 16 transforms of the corresponding polynomials on the grids,
FI,±N , . . . ,F
VIII,±
N .
Polynomial interpolation formulas, similar to formulas (3.30) and (64), can obviously be formulated.
The interpolation properties of these polynomial formulas as well as the convergence of the corre-
sponding polynomials series poses an open problem.
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• The question of whether one can introduce multivariate Chebyshev-like polynomials of the second and
fourth kinds in connection with the generalizations of the sine functions forms another open problem.
The decomposition of products of two-variable antisymmetric and symmetric sine functions from [8]
indicates the possibility of construction of such multivariate polynomials. Moreover, the continuous
and discrete orthogonality of the antisymmetric and symmetric sine functions further indicates that
the corresponding cubature formulas, useful in numerical analysis, can again be developed.
• Since the Weyl groups corresponding to the simple Lie algebras Bn and Cn are isomorphic to (Z/2Z)no
Sn [10], it is possible to show that the antisymmetric and symmetric generalizations of trigonometric
functions are related to the orbit functions – C-, S-, Ss-, and Sl-functions – studied in [12,13,22]. For
example, the symmetric cosine functions coincide, up to a multiplication by constant, with C-functions
and the antisymmetric cosine functions become, up to a multiplication by constant, Sl-functions in
the case Bn, and S
s-functions in the case Cn. The grids considered in this paper, which allow the
eight types of the transforms for each case, are, however, different from the grids on which the discrete
calculus of the orbit functions is described. Thus, the collection of the resulting cubature formulas is
richer and includes formulas of the Gaussian type.
• The exploration of the vast number of theoretical aspects as well as applications of the Chebyshev
polynomials [5, 25] is beyond the scope of this work. However, since the basic properties of these
polynomials – such as the discrete and continuous orthogonality together with the cubature formulas –
are replicated for the multivariate symmetric and antisymmetric cosine functions, one may expect that
many other properties such as existence of FFT-based algorithms and the Clenshaw-Curtis quadrature
technique [28] will find their corresponding multidimensional (anti)symmetric generalizations as well.
The work presented in this paper may represent a starting point for these open problems and further
research.
Acknowledgments
The authors gratefully acknowledge the support of this work by the Natural Sciences and Engineering
Research Council of Canada, by the Doppler Institute of the Czech Technical University in Prague and by
RVO68407700. JH is grateful for the hospitality extended to him at the Centre de recherches mathe´matiques,
Universite´ de Montre´al. LM would also like to express her gratitude to the Department of Mathematics and
Statistic at Universite´ de Montre´al, for the hospitality extended to her during her doctoral studies, and to the
Institute de Sciences Mathe´matiques de Montre´al.
References
[1] R. J. Beerends, Chebyshev polynomials in several variables and the radial part of the Laplace-Beltrami operator, Trans. AMS
328 (1991) 779-814.
[2] H. Berens, H. J. Schmid, Y. Xu, Multivariate Gaussian cubature formulae, Arch. Math. 64 (1995) 26–32.
[3] V. Britanak, K. Rao, P. Yip, Discrete cosine and sine transforms. General properties, fast algorithms and integer approxi-
mations, Elsevier/Academic Press, Amsterdam, 2007.
[4] C. F. Dunkl, Y. Xu, Orthogonal polynomials of several variables, Encyclopedia of Mathematics and its Applications, Vol.
81, Cambridge University Press, Cambridge, 2001.
[5] D. C. Handscomb, J. C. Mason, Chebyshev polynomials, Chapman & Hall/CRC, Boca Raton, FL, 2003.
[6] G. Heckman, H. Schlichtkrull, Harmonic Analysis and Special Functions on Symmetric Spaces, Academic Press Inc., San
Diego, 1994.
[7] M. E. Hoffman, W. D. Withers, Generalized Chebyshev polynomials associated with affine Weyl groups, Trans. AMS 308,
No. 1 (1988) 91–104.
[8] J. Hrivna´k, L. Motlochova´, J. Patera, Two-dimensional symmetric and antisymmetric generalizations of sine functions,
J. Math. Phys. 51 (2010) 073509, 13.
[9] J. Hrivna´k, J. Patera, Two dimensional symmetric and antisymmetric generalizations of exponential and cosine functions,
J. Math. Phys., 51 (2010) 023515, 24.
[10] J. E. Humphreys, Reflection groups and Coxeter groups, Cambridge Studies in Advanced Mathematics, Vol. 29, Cambridge
University Press, Cambridge, 1990.
[11] A. Klimyk, J. Patera, (Anti)symmetric multivariate trigonometric functions and corresponding Fourier transforms, J. Math.
Phys., 48 (2007) 093504, 24.
[12] A. U. Klimyk, J. Patera, Antisymmetric orbit functions, SIGMA Symmetry Integrability Geom. Methods Appl., 3 (2007)
023, 83.
[13] A. U. Klimyk, J. Patera, Orbit functions, SIGMA Symmetry Integrability Geom. Methods Appl., 2 (2006) 006, 60.
[14] T. Koornwinder, Orthogonal polynomials in two variables which are eigenfunctions of two algebraically independent partial
differential operators. I,II, Nederl. Akad. Wetensch. Proc. Ser. A 77=Indag. Math., 36 (1974) 48–66.
[15] T. Koornwinder, Orthogonal polynomials in two variables which are eigenfunctions of two algebraically independent partial
differential operators. III,IV, Nederl. Akad. Wetensch. Proc. Ser. A 77=Indag. Math., 36 (1974) 357–381.
[16] T. Koornwinder, Two-variable analogues of the classical orthogonal polynomials, Theory and application of special functions,
Math. Res. Center, Univ. Wisconsin, Publ. No. 35, Academic Press, New York, 1975, 435–495.
[17] H. Li, J. Sun, Y. Xu, Discrete Fourier analysis and Chebyshev polynomials with G2 group, SIGMA Symmetry Integrability
Geom. Methods Appl., 8 (2012) 067, 29.
[18] H. Li, J. Sun, Y. Xu, Discrete Fourier analysis, cubature, and interpolation on a hexagon and a triangle, SIAM J. Numer.
Anal., 46 (2008) 1653–1681.
MULTIVARIATE COSINE TRANSFORMS AND POLYNOMIALS 25
[19] Yih-Kai Lin, High capacity reversible data hiding scheme based upon discrete cosine transformation, J. of Systems and
Software, 85 Issue 10 (2012) 2395–2404.
[20] I. G. MacDonald, Orthogonal polynomials associated with root systems, Se´m. Lothar. Combin. 45 (2000/01), Art. B45a, 40.
[21] K. Manikantan, Vaishnavi Govindarajan, V. Sasi Kiran, S. Ramachandran, Face Recognition using Block-Based DCT Feature
Extraction, J. of Advanced Computer Science and Technology, 1, Issue 4, 2012, 266–283.
[22] R. V. Moody, L. Motlochova´, J. Patera, Gaussian cubature arising from hybrid characters of simple Lie groups, J. Fourier
Anal. Appl., 20, Issue 6, 2014, 1257–1290.
[23] H. Z. Munthe-Kaas, On group Fourier analysis and symmetry preserving discretizations of PDEs, J. Phys. A: Math. Gen.
39 (2006) 5563-5584.
[24] B. N. Ryland, H. Z. Munthe-Kaas, On multivariate Chebyshev polynomials and spectral approximation on triangles, Spectral
and High Order Methods for Partial Differential Equations, Lecture Notes in computational science and engineering, Springer
2011.
[25] T. J. Rivlin, The Chebyshef polynomials, Pure and Applied Mathematics, John Wiley & Sons, Inc., New York, 1990.
[26] H. J. Schmid, Y. Xu, On bivariate Gaussian cubature formulae, Proc. Amer. Math. Soc., 122 (1994) 833–841.
[27] G. Strang, The discrete cosine transform, SIAM Rev., 41 (1999) 135–147.
[28] L. N. Trefethen, Is Gauss quadrature better than Clenshaw-Curtis? SIAM Rev., 50 (2008) 67–87.
[29] H. Yu, S. Andersson, G. Nyman, A generalized discrete variable representation approach to interpolating or fitting potential
energy surfaces, Chemical Physics Letters, 321 (2000) 275–280.
