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1. INTRODUCTION 
The asymptotic behavior of the solutions of the nth order nonhomogeneous 
linear differential equation 
n-1 
u(n) - ;ogi(t) u(i) = IQ), u(O = 2, 
will be considered. This paper discusses the problem of the existence of a 
solution of Eq. (1.1) which behaves asymptotically as a power of t, P, where 
OL exceeds n - 1. The coefficients gi(t) will be required to behave asymp- 
totically as a power of t. The class of forcing terms considered here includes 
forcing functions which are either integrable or have primary part P; that 
is, the part of h(t) which is dominant for large t is P with m real. 
Solution behavior of (1.1) which is asymptotic to the function P, 
0 < OL < n - 1, is discussed in [I], pp. 42 and 49, [2], p. 103, and [5], 
pp. 318 and 381. Some comparable results for differential equations which 
are in general, nonlinear, may be found in [3], [6], [8], [9], and [IO]. The 
asymptotic behavior of the solutions of a nonlinear, nonhomogeneous differ- 
ential equation which has coefficients and forcing functions similar to those 
considered in this paper is discussed in [Jj. 
The results obtained here parallel some of the results in [2], Chap. 4, 
where stronger conditions are imposed on the coefficients and only a homo- 
geneous differential equation is considered. 
Section 2 of this paper will be concerned with integrable forcing functions 
such that r P-~-l 1 h(t)] dt is finite. Section 3 considers a class of forcing 
functions h(t) of the form 
44 = WV + &n(t), 
where lim,,, H(t) = b # 0 and &(t) = O(P) as t approaches infinity. The 
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results give necessary and sufficient conditions in order that Eq. (1.1) 
possess a solution which behaves asymptotically as a power of t. 
The following conditions on the coefficients and forcing functions in 
Eq. (1.1) will be imposed. 
(1.2) gi(t) is continuous for all t > t, ; furthermore, if gi(t) is not 
identically zero for t 3 t, , then lim,,, tPtgi(t) = ci # 0 for some pi 
where i = 0, I,..., n - 1. 
A modification of the composition of gi(t) in (1.2) is given in the condition 
below. 
(1.2”) g,(t) is continuous for all t > t,; furthermore,gi(t) = cit-Pd + et(t) 
where r tnwi--l 1 et(t)1 dt < CO for i = 0, I,..., 71 - 1. 
(1.3) h(t) is continuous for all t > t, . 
A lemma which is useful in the following proofs is 
LEMMA 1.1. Let 
I ;f(t) dt < ~0, 
where f(t) 2 0 on [to , co), t, > 1, and let 8 > 0. Then 
s t t-6 t,ff(4 * 
approaches zero as t approaches injkity. 
Proof. The Lemma is an immediate consequence of the following 
inequality. 
t-8 ,: ssf(s) ds = t-8 I:.‘ssf (s) ds + t-* ,I, ssf(s) ds 
< t-38 ,li (4 ds + ,:,f (4 ds 
< t-+8 ~;f(s) ds + j-;f(s) ds- 
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2. INTEGRABLE FORCING TERMS 
In this section, the asymptotic behavior of the solutions of Eq. (1.1) are 
considered with h(t) satisfying the following hypothesis: 
i 
co 
t”-a-l Jh(t) 1 dt < co. 
to 
(2.1) 
The possible cases for the desired asymptotic behavior is limited by the 
following results. 
Remark 2.1. Let Conditions (1.2), (1.3), and (2.1) be satisfied; 01> 71 - 1; 
and the signs of the C~ agree for all i = 0, l,..., n - 1. If pj < n - j for 
any j = 0, l,..., 7t - 1, then no solution u(t) of Eq. (1.1) possesses the 
asymptotic behavior 
.yt)/t”-i - ai # 0, i = 0, l,..., n - 1. (2.2) 
Proof. Suppose that there exists a solution u(t) of Eq. (1.1) such that 
(2.2) holds. Integration of Eq. (1.1) evaluated at u(t), followed by multiplica- 
tion by Prr-l yields the equation 
*(n-lyt)p-a-l = U("-lytO)p-or-l + p-or-1 
I 
t h(s) ds 
to 
+ t---l /IO Iz;g&) U(~)(S) ds. (2.3) 
From (1.2), (2.2), and L’Hospital’s Rule we obtain the asymptotic 
relationship 
t n-1 
0 
n-1 
p-a-l to i-o g,(s) u(i)(s) ds N (a - n + 1)-i C ciuitn-i-pi. (2.4) 
i-0 
Also, from (2. l), 
p-a-1 
s 
t h(s) ds N 0. (2.5) 
4 
Taking the limit as t approaches infinity in Eq. (2.3) and using the asymptotic 
relationships in (2.4) and (2.5) gives lim,,, u(+l)(t)t+-1 = &co, which 
yields a contradiction. 
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An example which shows that the hypothesis concerning the agreement 
of the signs is necessary is the differential equation 
u” - pu’ + (t3 - 2t-924 = 0. 
The function u = t2 is a solution of this equation. 
Remark 2.2. Let conditions (1.2), (1.3), and (2.1) be satisfied and 
OL > n - 1. If pi > n - i for all i = 0, I,..., n - 1, then no solution u(t) 
of (1.1) can possess the asymptotic behavior (2.2). 
Proof. Proceeding as in the proof of Remark 2.1, using Eq. (2.3), we 
obtain lim,,, u(n-l)(t)tn-a-l = 0, which is again a contradiction. 
The results of Remarks 2.1 and 2.2 lead us to the following theorem. 
THEOREM 2.1. Let the conditions (1.2), (1.3), and (2.1) be satisfied; 
furthermore, suppose that pi > n - i for all i = 0, l,..., n - 1, and for some i, 
pi = n - i. A necessary condition for the existence of a solution u(t) of Eq. (1.1) 
which possesses the asymptotic behavior (2.2) where OL > n - 1 is that the 
exponent 01 satisfy the equation 
with the i-index set consisting of those i 2 1 such that pi = n - i, 6, = 1 
if p. = n, and 6, = 0 otherwise. 
Proof. We write Eq. (2.3) as 
I 
t U(n-lyt)tn-a-l = U~?z-lf(tO)p-n-l + p-u-1 h(s) ds 
to 
+ C P-*-l /;ogi(s) U(~)(S) ds 
i 
+ c P--l s IO &5(s) w4 4 (2.7) i 
where the j-index (i-index) set consists of those j(i) such that pj > n - j 
(pi = n - i). Taking the limit as t approaches infinity in (2.7) gives 
Therefore, Eq. (2.8) must be satisfied in order for asymptotic behavior (2.2) 
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to occur. From the relationship between the asymptotic constants as deter- 
mined by (2.2), we have 
a, = a(, - 1) *** (a - i + l)a,, i = 1, 2 )..., n. - 1. (2.9) 
Thus, substitution of (2.9) into (2.8) yields Eq. (2.6). 
Next, under certain hypotheses, the above condition will be shown to be 
sufficient for the desired asymptotic behavior. By virtue of the hypothesis 
(1.2*), Eq. (1.1) may be written as 
la-1 n-1 
0) - z. Cit-%zd~) = -go es(t) do + h(t); (2.10) 
A generalized Euler equation where p, = n - i, i = 0, l,..., n - 1, will be 
considered. The following equation will be useful in our next result. 
n-1 
x(n) - C C-ti-nZ(i) = 0. 
i=O 
(2.11) 
If Eq. (2.6) has 1z distinct roots, & = xj + iyj , where there are 2k complex 
roots and (n - 2K) real roots, then the linearly independent solutions of 
(2.11) may be given as 
q+ = tZ1 sin y, In t, y2 = t”l cosy, In t, . . . . vzkpl = t5r sin yk In t, 
qzk = tQ cos yk In t, cp2k+l = t=zt+1, *. ., cfn = t% (2.12) 
THEOREM 2.2. Let Conditions (I.Z*), (1.3), and (2.1) be satis$ed with 
p, = n - i if ci is not zero, i = 0, l,..., n - 1; and let 01 > n - 1 be a root 
of Ep. (2.6) wherein the roots pj = xj + iyj are distinct and xi < OL for all 
j = I,..., n - 1. Then there exists a solution u(t) of Eq. (1.1) which possesses 
theasymptotic behavior (2.2), that is, &l(t)/t+i N ai # 0, i = 0, l,..., n - 1. 
Proof. The variation of parameters formula as given below will be used. 
This particular form may be developed from a completion of the argument 
used to prove Theorem 6.4 ([2], p. 87). Th us, the general solution of (1.1) 
and its derivatives may be written as 
where the yj(t) are as given in (2.12) and Wk(vl ,..., TJ is the determinant 
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obtained from the Wronskian W(v, ,..., I& by replacing the Kth column by 
the vector (0,O ,..., 0, 1). 
First, the boundedness of #(Q/P-~ will be established, then the existence 
of a solution possessing the desired asymptotic behavior will be demonstrated. 
Division of equation (2.13) by tu+ leads to the following inequality. 
1 ds. (2.14) 
For t, 2 1, since by hypothesis x, < 01, j = 1,2 ,..., n, we obtain a constant 
A, such that 
f 1 d3 I 1 v:“(t) t”-a I < A, . 
j=l 
(2.15) 
The following lemma is now needed. 
LEMMA 2.1. Let W(,, , ys ).‘., m)(t) be the Wronskiun of dimensiun n x n 
with entries n(t) as elements of the first row. Suppose, furthermore, that the 
functions yi are of the form 
y+(t) = W&i 9 Ti)r 
where 
pi = sin y, In t, ri = cos yi In t, 
and fs is a linear function of pi and ri for i = 1,2 ,..., n. Then, 
where B,, is a constant and 
(2.16) 
Proof. The proof of the Lemma is by induction on n. It is clear that 
the Lemma is valid for n = 1. Assume that the inequality (2.16) is true for 
n = k and all entries y1 , ys ,..., ylc of the prescribed form. It is noted that 
dj(y,)/dti = t”i-?Fj(q, , ri), where Fj is a linear function of qi and Y, for all 
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i = 1, 2 ,..., K, j = 0, l,..., K - 1. Thus, W(y, , ys ,..., ~~+~)(t) may be 
written as 
w(Y, , Yz ,--a, Yk > Yk+l)@) = det M = WWd, 
where Mij = ~++lfi~(q~ , rt) andfdj(q, , ri) is an appropriate linear combina- 
tion of qi and ri . Expanding W(y, , ya ,..., yk+r)(t) by its first row gives 
fJ$5 , y2 Y--*7 Yk+1) tt) = tzFtfil(!?l 9 ‘1) vkl(t) 
+ tz%2(q2 , ~2) vk2(t) + “’ + t”“+‘fi.k+l(??k+l a rk+l> vkk+1(t)y c2.17) 
with V,i(t) denoting the K-dimensional cofactor of rj(t), j = 1,2,..., K + 1. 
Applying the induction hypothesis to each Vkj(t), j = 1,2,..., K + 1, to the 
equality in (2.17) leads to the existence of a constant Bk+r such that (2.16) 
is true for n = k + 1. This concludes the proof of the Lemma. 
The Wronskian W(v, , v2 ,..., am) will now be evaluated. As is well 
known, (PI, p. 64), 
W(,l , v2 9..-, %M = WP, , 912 ,.**> Pn)(~J~;Cn-@+l. (2.18) 
Using the inequality (2.16) of Lemma 2.1 and the equality (2.18), we 
proceed to determine a bound on the expression 
Since Bj , j = 1,2 ,..., n is a root of Eq. (2.6), we have 
2 fit = i xi = cn - l) n 
2 + c,-1 * i=l 
Therefore, (2.16) and (2.18) give the existence of a constant A, such that 
From the result of (2.19), 
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Use of (2.1) and (2.19) leads to 
s 
co 
< A, s’---l ( h(s) ( ds = A,. (2.21) 
to 
Combining the results of (2.15), (2.20), and (2.21) with the inequality 
(2.14) leads to the inequality 
Therefore, 
Application of a well-known inequality 
yields 
1 ck(s) I] [! / -$$ i] ds. 
k-0 
(2.22) 
of Gronwall type, e.g., see [J], p. 37, 
< A, exp (A* 1” ^c” P-‘-l I +(S) 1 ds) . 
to k-0 
(2.23) 
Thus, it has been shown that the expression Cyzi 1 u(i)(t)/t”-i / is bounded 
for all u(t) which satisfy Eq. (1.1). 
It remains to establish the existence of some solution u(t) of (1.1) which 
possesses the asymptotic behavior (2.2). It suffices to show the existence of 
a solution, u(t), of (1.1) such that u(n-ll(t)/ta-n+l N a,-, # 0. For con- 
venience, we have assumed that the roots /Ii are labeled so that pn = 0~. 
Equation (2.13) [with i = 12 - 1, dividing by tcr-*+l, and letting t approach 
infinity] leads us to the consideration of the following limits. 
!+% t djp)i’“-l’(t) tn-u-1 = d,a(a - 1) ... (0~ - n + 2). 
1-l 
Next, consider 
(2.24) 
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where A, is constant and 
A, = 5 Xi - 4 [(n - 1) (n - 2)]. 
i-l 
i#5 
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For 01 # x, , that is, for j = 1, 2 ,..., n - 1, application of (1.2*), the fact 
that Aj - cnel + (Y - k = n - k - 1 + a - x, , and Lemma 1.1, lead to 
i 
t 
lim PP 
t- 
A-Gd+-k 1 Ek(S) 1 as = 0. 
to 
In the case 01 = x, , 
s 
t 
lim sA,,-cn-li+-k 
t- 4 
1 f&) 1 ds = j; f+k-1 1 EL(S) Ids<m. 
Thus, the following holds: 
72 . ~ 
(k)(S) & = A, . 
(2.25) , . 
The latter integral in (2.25) converges since it is majorized by the integral 
A, c;:; G ~“-~---l 1 +)I ds. 
The term in (2.13) which involves the forcing term h(t) will now be 
considered. First, observe the inequality 
< A, i, t”i-a jt SAP+1 1 h(s) 1 ds, 
j=l to 
where A, is a constant and hj is as given above. For j = 1,2 ,..., n - 1, 
I 
t 
lim t”P 
t?+m 
s+%-I k(s) ds = 0. 
to 
This is a consequence of the hypothesis (2.1) and Lemma 1.1. 
In the situation where j = n, then 
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The last integral is majorized by the integral A, K snWar-l ] h(s)] ds, which 
is finite by hypothesis. Combining the above results we have 
To ensure the existence of a solution of (1.1) which possesses the desired 
asymptotic behavior, that is, a,+, # 0, the results of (2.24), (2.25), and 
(2.26) are combined to give 
To demonstrate a choice of a,-, different from zero, select 
s-k-l 1 +(s) 1 ds + A, f= s’--~ 1 k(s) 1 ds. 
to 
Thus, with d, as above, a,-, > 0. The solution u(t), with initial conditions 
determined at t, as dl = d, = .** = d,,-l = 0 and d, satisfying the above 
inequality, has the desired asymptotic property. 
Remark 2.3. The hypothesis in Theorem 2.2 concerning the convergence 
of the integrals j” F-l ] l k(t)l dt, k = 0, l,..., n - 1 is necessary as is 
shown by the investigation of the asymptotic behavior of the solutions of the 
second-order differential equation 
ff” = [2P + 3tP(ln t)-l]u. (2.27) 
The solutions of (2.27) are given by ui = t2 In t and ua = t2 In t s” s-4(ln s)-~ ds. 
Both u, and u2 satisfy the asymptotic relationship ui(t)/t2 - cc as t approaches 
infinity. 
Remark 2.4. In this remark some comments on the homogeneous 
equation of second order in canonical form will be given. Equation (1.1) 
is considered with II = 2, gl(t) E 0, and k(t) = 0. The question arises 
concerning the possibility of a differential equation of the above type 
possessing solutions which have the asymptotic behavior q(t)/ta - a # 0 
and u2(t)/t1-” - b # 0; note that this is the situation when q,(t) = 0. 
A theorem due to Trench [7] may be used to show that if q,(t) is such that 
the integral r ] c,,(t)] P dt converges with r = max(or, 1 - CL), then there 
exist solutions of type q(t) and u2(t). The following example shows that in 
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general this is not the situation. The differential equation U” = 2(t2 + 1)-k 
has as linearly independent solutions--u, = t2 + 1 and ua = t + (t2 + 1) 
tan-‘t-both of which exhibit the asymptotic behavior ui(t)/t2 N ai # 0. 
Still considering the equation of this remark, we observe that the proof 
as given in Theorem 2.2 may be used to show that if 01 > g, rather than 
(Y > 1, then there exists a solution u(t) such that u(t)/la: N (I # 0 as t 
approaches infinity. The case in which 01 < + and the asymptotic behavior 
u(t)/tlma N a # 0 may also be developed by the use of this method or 
symmetry. 
Remark 2.5. A result analogous to Theorem 2.1 may be established 
with Condition (1.2) replaced by (1.2*). The proof is similar to the proof 
of Theorem 2.1 and makes use of Lemma 1.1. 
The results of Remark 2.5 and Theorem 2.2 will be combined to give 
THEOREM 2.3. Let Conditions (1.2*), (1.3), and (2.1) be satisfied; 
furthermore, let pi = n - i for all i = 0, I,..., n - 1 where ci # 0 and 
ci # 0 for some i = 0, l,..., n-l. Let cL>n-1 and the roots pi, 
j = 1, 2,..., n, of (2.6) be distinct with Rl& < OL, j = 1,2 ,..., n - 1. A 
necessary and suficient condition for the existence of a solution u(t) of Eq. (1 .I) 
whichpossesses the asymptotic behavior u(i)(t)/2”-i N a, # 0, i = 0, l,..., n - 1, 
is that 01 be a root of the indicial equation (2.6). 
3. FORCING TERMS WITH PRIMARY PART P, m > --I 
In this section the differential equation (1.1) is considered with conditions 
(1.2) [or (1.2*)] and (1.3) imposed. A further hypothesis which will be 
required is 
h(t) = bt” + R,(t) (3.1) 
where b # 0, m > -1, and R,(t) = o(t”) as t + co. 
In previous results [A, we have shown under the hypotheses (1.2), (1.3), 
and (3.1) that if pi > n - i for all i = 0, l,..., n - 1, then all solutions 
u(t) of (1.1) have the asymptotic behavior di)(t)/tm++i - ai # 0, 
i = 0, I,..., n - 1. Also, it is shown that for no pi can Eq. (1.1) possess a 
solution u(t) which has the asymptotic behavior u(i)(t)/t”-2 N ai # 0, where 
a < m + 71, i = 0, l,..., n - 1. From these remarks, it remains to consider 
thevaluesp,<n-iforalli=0,1,...,n-landcu>,m+n;pi~n-i 
with the inequality not holding for some i = 0, I,..., n - 1 and OL > m + It. 
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Remmk 3.1. Let the conditions (1.2), (1.3), and (3.1) be satisfied; 
furthermore, let the signs of the ci be equal for all i = 0, l,..., n - 1. If 
012 m + n and pi < n - i for some i, then no solution u(t) of (1.1) 
possesses the asymptotic behavior zC)(t)/@ N ai # 0. 
Proof. Suppose that u(t) is a solution of (1.1) which possesses the stated 
asymptotic behavior. From Eq. (1.1) we obtain 
U(n)p-or = y pig&) 2 p-t-z+ + p-ah(t). 
i=o 
(3.2) 
Taking the limit as t approaches infinity in (3.2) gives Km+,, dnWa = &co 
and has lead to a contradiction. 
Therefore, the remaining values to consider are pi 2 n - i where 
pi = n - i for some i, i = 0, l,..., n - 1, and 01 > m + n. This inequality 
on the pi indicates a change to the hypothesis (1.2*) in order to improve 
our results. 
THEOREM 3.1. Let the conditions (1.2*), (1.3), and (3.1) be satisfied; 
furthermore, let 01 > m + n; pi = n - i for all i = 0, l,..., n - 1 where 
ci#Oandci#OfoYsomei=O,l,..., n-l;andtherootspj,j= 1,2 ,..., n 
of (2.6) be distinct with Rl& < (Y, j = 1,2 ,..., n - 1. A necessary and 
s@&t condition for the existence of a solution u(t) of (1.1) which possesses 
the asymptotic behaoior u(i)(t)/F N ai # 0, i = 0, l,..., n - 1, is that 01 be 
a root of Eq. (2.6). 
Proof. This Theorem is actually a corollary of Theorem 2.3, since 
01 > m + n > n - 1 yields j” tn-a-1 1 h(t)/ dt < co. 
The case in which pi > n - i for i = 0, I,..., n - 1 and 01 = m + n 
will now be developed. 
THEOREM 3.2. Let the conditions (1.2*), (1.3) and (3.1) be satisJied 
with pi = n - i for all i = 0, I,..., n - 1 where ci is not zero; and pi , 
i = 1, 2,..., n, be simple real roots of Eq. (2.6) with 01 = m + n > pi , 
i = 1, 2,..., n. Then, a necessary and suficient condition for the existence of a 
solution u(t) of (I.1) to possess the asymptotic behavior u(i)(t)/tm+n-i - ai # 0, 
i = 0, I,..., n - 1, is that the asymptotic constant a, and the asymptotic 
exponent OL = m + n satisfy the equation 
(m + n) (m + n - 1) **. (m + 1) a, 
= b + c c*(m + n) (m + n - 1) ..a (m + n - i + 1) a, + 6,coao , (3.4) 
i 
where the i-index set consists of those i, i = I,2 ,..., n - 1, such that 
pi = n - i, So = 1 ifpo = n, and So = 0 otherwise. 
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Proof. The necessity of the condition was proved in a previous paper [4-j 
under the hypothesis (1.2). The proof for the hypothesis (1.2*) is quite 
similar with the modifications used depending upon Lemma 1.1, and for 
this reason will be omitted here. 
We will now show that the condition is also sufficient. For convenience, 
in this theorem we will take t, = 1. Using Eq. (3.3) and dividing by rm+n-i 
gives 
#)(q pn--n = g1 &j’i’(t) ti-- 
(3.5) 
j=l 
In (3.5), the functions am = tad by virtue of the hypotheses on the fii , 
i = 1, 2,..., n. Proceeding as in the proof of Theorem 2.2, a bound will be 
established for Cyzi j G(t)/tm++i I. 
Since /?; < OL = m + n, i = 1, 2 ,..., 12, it is clear that for some A, , 
(34 
Also, 
A bound for the remaining term in (3.5) will now be determined. To 
establish a bound on this term it suffices to show that for i = 0 the limit as t 
approaches infinity is finite. This is true since for all other i = 1,2,..., rr - 1, 
the terms are constant multiples of each of the terms that occur for i = 0. 
By using L’Hospital’s Rule and simplifying we obtain 
(3.8) 
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Also, since R,(t) = o(P) as t + 00, 
= 0. (3.9) 
Using the bounds provided by (3.6), (3.7), (3.8), (3.9), and the Gronwall 
Inequality, the boundedness of Cyzt,r 1 tP)(t)/~+‘+i 1 may be obtained. 
From Eq. (3.5), lim,,, zP)(t)P”-” exists for i = 0, l,..., fl - 1. It remains 
to show that lim,,, &)(t)/P+‘+* = ai # 0, i = 0, l,..., tz - 1. It is suf- 
ficient to show that lim,,, u(t)/t”+” = a, # 0. To accomplish this, we 
observe 
?jz f d,&t) trm-” = 0. 
3=1 
(3.10) 
Next, consider 
n R-l 
<BE c th--n 
s 
t s2~f~-k--l j ck(s) 1 ds. 
+I k-0 1 
By Lemma 1.1, 
I 
t 
lim tfl~-*-~ $n+m-k-1 j zk(s) 1 03 = 0. 
t+m 1 
Combination of the above inequality with the limit leads to 
The results in (3.8), (3.9), (3.10), and (3.11) give 
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We assert that this limit is equal to a,. The limit will be simplified by 
obtaining a common denominator; thus, 
= Q43’(v, I..., d (1) b - A) (a - 82) -** b - !Ql-Y 
x [(a - B2) (a - B,) **. (a - A) W&l Y-*-9 d (1) 
+ (a - A) (a - 83) .-* (a - M W2bl 3-**7 d (1) + **- 
+ b -a) [a - s2) - b - k,) wnh y.-p d (1)1. (3.12) 
Considering the function in bold-faced brackets in (3.12) as a function of CL, 
the coefficient of the (n - z) power of 01 is 
%lWc?Jl ,-a*, %2)(l) + ai,,w2(9)1 s***, %J(l) + -'- + %W&l ?a**) Fdlh 
(3.13) 
where 
a,,j = 1, j = 1, 2,..., n; 
and aiVi is the sum of the roots & taken (i - 1) at a time, excepting the 
jth root & . The sum in (3.13) may be regarded as a determinant Di i1,2,, ,.,n = 
D(i; I, 2,..., n), where 
D(i; 1, 2,..., n) = 
fi 
. . . 
j2 I.. ii2 
MA.- 1) 82@2.- 1) *-* B&l *- 1) 
A(81 - 11: B2@2 - 1): M&z - 1): 
--(A --n + 3) -a- (/I2 - n + 3) **- *-*(AZ -n + 3) 
ai.l ai,2 . . . aipn 
It will now be shown that D(i; 1, 2 ,..., n) is zero for i = 1, 2 n - ,..., 2. 
It is obvious that D(0; 1, 2,..., n) = 0. It is convenient to consider a deter- 
minant D$, ,,_,, n = D*(i; 1, 2 ,..., n) where 
D*(i; 1, 2,..., ?z) = 
1 1 . . . 1 
. . . 
. . . 
ais at.n 
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We assert that D(i; 1, 2 ,..., n) = D*(i; 1, 2 ,..., n), for all 71 > 3. The 
proof is by induction; it is clear that the equality holds for n = 3. The 
induction hypothesis is that D(i; 1, 2,..., k) = D*(i; 1, 2,..., k) for all entries 
fij . Consider D(i; 1, 2 ,..., k, k + 1); expanding it by its kth row yields the 
equality 
D(i; 1, 2,..., k + 1) = B,D(i; 2,3,..., k + 1) 
+ B,D(i; 1, 3,..., k + 1) + ... 
+ B,D(i; 1, 2 ,..., j - 1, j + l,..., k + 1) 
+ ... + Bk+JI(i; 1,2 ,..., k), (3.14) 
where 
Bj = (-l)“+‘p#j - 1) *I* (fij - k + 2), j = 1, 2 ,..., k + 1. 
By the induction hypothesis, 
D(i; 1, 2 ,..., j - 1, j + l,..., k + 1) = D*(i; 1, 2 ,..., j - 1, j + l,..., k + 1) 
forj = I, 2 ,..., k + 1. 
Using this result in (3.14) gives 
k+l 
D(i; 1, 2,..., k + 1) = c BJl*(i; 1, 2 ,..., j - 1, j + l,..., k + I), 
j=l 
which has the determinant form 
rsl" 
Bz-" 
8:-l + A,B:-2 
+ --- + 4-l 
ai. 
. . . 
. . . B1 k+l 
pz" . . . 
Bkl 
g-2 . . . s:;: 
I%-’ +A,Pt-2 S:;;: +4t%12 + *-* + A,-, *** + --* + &--l 
ai. 
. . . 
ad,,+, 
where 
, (3.14) 
j = 1, 2 ,..., k + 1. 
In the determinant (3.14), use the elementary row operation of replacement 
of the (k + 1) row by the sum of the (k + 1) row and -A, times the kth 
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row plus --A, times the (k - 1) row plus *** plus -ApI times the first row. 
This gives D(i; 1,2 ,..., K + 1) = D*(i; 1,2 ,..., k + 1) and completes the 
induction proof. 
This equality will now be used to show D(i; 1, 2,..., n) = 0 for 
i = 1, 2,..., n - 2. We achieve this by elementary row operations in the 
following manner. For i = 1,2 ,..., n - 2, with ai denoting the elementary 
symmetric functions on the roots pj, j = 1,2,..., n, we replace row n of 
D*(i; 1, 2,..., n) by the nth row plus oi-r times the second row minus (si-a 
times the third row plus (~~-a times the fourth row minus vi+ times the 
fifth row plus a.+ plus (-l)i+r times row (i + 1). This operation yields, as 
elements of new row n, the symmetric function (si which implies that 
D*(i; 1, 2,..., 72) = 0 for i = 1, 2,..., n - 2; and by the equality 
qi; 1, 2,..., n) = D*(i; 1, 2 ,..., n), 
D(i; 1, 2,..., n) = 0 for i = 0, 1,2 ,..., n - 2. 
Returning to (3.13) when i = n - 1 and where 
we evaluate this expression. Consideration of the expression in determinant 
form yields as factors 
ji, (Pi - m- 
i#j 
Therefore, D(n - 1; 1, 2 ,..., n) = W(vr ,..., &(I). This is a consequence of 
the result that W(p, ,..., &(l) is equal to the Vandermonde determinant 
having the same factors as D(n - 1; 1,2,..., n). Thus, the quantity within 
the bold-face brackets in (3.12) has the value W(vr ,..., am). Using this fact 
and the result 
we have 
This establishes the asymptotic behavior and completes the proof of the 
theorem. 
Remark 3.2. It is interesting to observe that in Eq. (3.4) the asymptotic 
constant a, is implicit in the differential equation. This situation did not 
occur in any of the previous cases that were investigated. 
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