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Summary
BreimanâĂŹs random forest (RF) can be interpreted as an implicit kernel genera-
tor, where the ensuing proximity matrix represents the data-driven RF kernel. Kernel
perspective on the RF has been used to develop a principled framework for the-
oretical investigation of its statistical properties. However, practical utility of the
links between kernels and the RF has not been widely explored and systematically
evaluated.
Focus of our work is investigation of the interplay between kernel methods and the
RF. We elucidate the performance and properties of the data driven RF kernels used
by regularized linear models in a comprehensive simulation study comprising of
continuous, binary and survival targets. We show that for continuous and survival
targets, the RF kernels are competitive to RF in higher dimensional scenarios with
larger number of noisy features. For the binary target, the RF kernel and RF exhibit
comparable performance. As the RF kernel asymptotically converges to the Laplace
kernel, we included it in our evaluation. For most simulation setups, the RF and RF
kernel outperformed the Laplace kernel. Nevertheless, in some cases the Laplace
kernel was competitive, showing its potential value for applications. We also provide
the results from real life data sets for the regression, classification and survival to
illustrate how these insights may be leveraged in practice.
Finally, we discuss further extensions of the RF kernels in the context of interpretable
prototype and landmarking classification, regression and survival. We outline future
line of research for kernels furnished by Bayesian counterparts of the RF.
KEYWORDS:
Random Forest, kernel, classification, regression, survival
1 INTRODUCTION
Random forest (RF) has been a successful and time-proven statistical machine learningmethod [3]. At first, RFwas developed for
classification and regression [6]. Recently, it has been extended and adopted for additional types of targets such as time-to-event
or ordered outcomes [17]. RF belongs to the ensemble methods, where âĂĲbaseâĂİ tree learners are grown on bootstrapped
samples of the training data set and then their predictions are aggregated to yield a final prediction. RF was conceived originally
under the frequentist framework. However, Bayesian counterparts e.g. Mondrian random forest were also proposed [2].
†This is an example for title footnote.
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2 AUTHOR ONE ET AL
In Ref [6], Breiman pointed out an alternative interpretation of the RF as a kernel generator. The 푛 × 푛 proximity matrix
(where 푛 is the number of samples) naturally ensuing from the construction of the RF plays here a key role. Each entry of the RF
proximity matrix is an estimate of the probability that two points end up in the same terminal node [6]. It is a symmetric positive-
semidefinite matrix and it can be interpreted as a kernel akin to those previously proposed for the kernel methods [6],[32]. To
note, in Bayesian framework, Mondrian kernel denotes also the empirical frequency with which two points end up in the same
partition cell of a Mondrian sample [2]. Moreover the examples of frequently used (analytical) kernels include linear kernel,
radial basis function (RBF), polynomial kernels, etc. [15],[31]. Asymptotically the RF kernel converges to the Laplace kernel
[6]. Similar convergence results were obtained also for Mondrian forests and Bayesian additive regression trees (BART) [2, 22].
Supervised kernel methods as usually applied, fit linear models in non-linear feature spaces that are induced by the kernels.
Popular choices in this class of algorithms include support vector machines (SVMs) and kernel ridge regression [15],[31] or their
refinements e.g. generalized "kernel" elastic net [34]. Bayesian approach to the kernel methods is represented by the Gaussian
processes [8],[30].
Relevant to our work is also similarity/dissimilarity based learning [7],[28],[1] that was proposed for classification and
regression. In similarity/dissimilarity learning the kernel entries are explicitly interpreted as pairwise similarities/dissimilarities
between points (samples). RF proximity matrix or RF kernel fits readily into this paradigm.
The kernel interpretation of the RF was further explored and expounded theoretically to investigate its statistical properties
such as asymptotic convergence of RF and RF kernel estimates [32]. On the other hand, there has been also interest in the use of
algorithms based on the RF kernel [8] in practice. In the Ref [8] performance of RF kernels was found competitive for regression
tasks on various data sets from the UCI repository.
In our work we are building on the [8]. Our focus is investigation of the RF kernel based algorithms in regression, classification
and survival (time-to-event outcomes) and elucidation of their performance characteristics. The manuscript is organized as
follows: Section 2 introduces the theoretical framework of the RF kernel for targets of interest, Section 3 provides a motivational
example using the well known Fisher Iris data, Section 4 details a simulation study that systematically evaluates performance
of the RF kernel in various scenarios, Section 5 summarizes the results on real life data sets and Section 6 provides discussion,
conclusions and future research directions.
2 METHODOLOGY
2.1 Terminology
Following Breiman [6] and Refs. [17] and [32] we consider a supervised learning problem, where training set 퐷푛 =
{(푿ퟏ, 푌1), (푿ퟐ, 푌2),… , (푿ퟏ, 푌푛)} is provided. 푿풊 ∈ 푅푝 and 푌푖 can be continuous, binary or survival target. For continuous and
binary targets the 푌푖 ∈ 푅 and 푌푖 ∈ {0, 1}, respectively. The survival targets are assumed to be potentially right censored, i.e.
they comprise of a continuous target 푌푖 or lower bound 퐶푖 with the indicator of right censoring 퐼(퐶푖 < 푌푖) at 퐶푖. We define the
vector of targets as 풀 = (푌1, 푌2,… , 푌푛)푇 . The goal here is to learn a predictor from 퐷푛 to facilitate predictions of the 푌푖-s on an
independent test set, for which only 푿-s are provided.
2.2 Kernels for Regression, Classification and Survival
Kernel methods in the machine learning literature are a class of methods that are formulated in terms a similarity (Gram) matrix
푲 . The similarity matrix 퐾푖,푗 = 푘(푿ퟏ,푿ퟐ) represents the similarity between two points 푿ퟏ and 푿ퟐ. Kernel methods have been
well developed and there is a large body of references covering their different aspects [15],[31],[12]. In our work we used two
common kernel algorithms, namely kernel Ridge Regression (KRR) and Support Vector Machines (SVMs) for regression and
classification and survival, respectively. For the two class classification, we developed the KRR model with targets of -1 and 1
denoting the two classes. The predicted class label was obtained by thresholding around 0.
KRR is a kernelized version of the traditional linear ridge regression with the L2-norm penalty. Given the kernel matrix 푲
estimated from the training set, first the coefficients 휶 of the (linear) KRR predictor in the non-linear feature space induced by
the kernel 푘(., .) are obtained:
휶 = (푲 + 휆푰풏)−1풀 (1)
where 휆 is the regularization parameter.
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The KRR predictor ℎKRR(푿) is given as:
ℎ퐾푅푅(푿) =
푛∑
푖=1
훼푖풌(푿풊, 푿) = 풀 푻 (푲 + 휆푰풏)−1푲풊 (2)
where 푲풊 = (푘(푋1, 푋),… , 푘(푋푛, 푋)).
The survival regression (i.e. time-to-event target) is similar to that for continuous target with the additional challenge posed by
accommodation of potential right censoring of the outcomes. Hence, the survival outcome consists of the (continuous) survival
time to event 푌푖 and the indicator of (right) censoring 푌푠푢푟푣푖 = (푌푖, 1 − 훿푖). Where 훿푖 = 1 − 퐼(푌푖 > 퐶푖) is 0 for right censoredoutcomes 푌푖 censored at lower bound 퐶푖. To accommodate the right censoring we used the survival support vector machine
regression (SSVM) according to [36],[33]. The goal of the SSVM is to find a linear predictor ℎSSVM(푿) (also referred to as a
prognostic index in [36]) that is concordant with the survival:
ℎSSVM(푿) =
푛∑
푖=1
(훼푖 − 훿푖훼∗푖 )풌(푿풊, 푿) + 푏 (3)
The coefficients 훼푖 and 훼∗푖 are the Lagrange multipliers furnished by the solution of the SSVM dual (quadratic) optimizationproblem. As it is the case for the classification and regression, analytical kernels e.g. Laplace, radial basis function, etc. and
also the RF kernel can be considered. Note that for the non-censored targets the SSVM solution is equivalent to that of standard
SVM regression. The formulations of the primal and dual SSVM optimization problems are given in the online Appendix.
2.3 Random Forest (RF) and RF Kernel
Random Forest (RF) is defined as an ensemble of tree predictors grown on bootstrapped samples of a training set[6]. When
considering an ensemble of tree predictors {ℎ(.,Θ푚, 퐷푛), 푚 = 1, 2,… ,푀}, with {ℎ(.,Θ푚, 퐷푛) representing a single tree. The
Θ1,Θ2,…Θ푀 are iid random variables that encode the randomization necessary for the tree construction [32],[17].
The RF predictor is obtained as:
ℎRF(푿,Θ1,… ,Θ푚, 퐷푛) =
1
푀
푀∑
푚=1
ℎ(푿,Θ푚, 퐷푛) (4)
RF kernel ensuing from the RF is defined as a probability that 푿ퟏ and 푿ퟐ are in the same terminal node 푅푘(Θ푚) [6],[32].
푘푅퐹 (푿ퟏ,푿ퟐ) =
1
푀
푀∑
푚=1
푇∑
푘=1
퐼(푿ퟏ,푿ퟐ ∈ 푅푘(Θ푚)) (5)
2.4 RF Kernel Predictors for Regression, Classification and Survival
RF kernel predictor for regression was obtained by substituting for the RF kernel in Eq.2 as:
ℎRF-KRR(푿) =
푛∑
푖=1
훼푖풌푹푭 (푿풊, 푿) = 풀 푻 (푲푹푭 + 휆푰풏)−1푲푹푭풊 (6)
The RF kernel predictor for classification was also obtained as that for regression using Eq.6, by building a regression model
with target classes denoted as {−1, 1} and a class prediction threshold of 0. Similarly, the RF kernel predictor for survival is
given according to the Eq.3:
ℎRF-SSVM(푿) =
푛∑
푖=1
(훼푖 − 훿푖훼∗푖 )풌푹푭 (푿풊, 푿) + 푏 (7)
The code for the simulation and real life data analysis was developed in the R programming language [29]. For the continuous
and binary targets the ranger [39] implementation of RFwas used. The regularization parameter 휆was chosen at minimum value,
such that the matrix푲+휆푰풏 was invertible. To calculate the Laplace kernel for regression and classification, we used the package
kernlab [20]. For the survival target, the survival forest function cforest [16] was applied in conjunction with the survivalsvm
package [11]. The survivalsvm function was modified to handle a customized kernel, in this case the RF and Laplace kernel.
In the simulations, all algorithms were applied using their default parameters. In order to further elucidate the impact of tree
depth on the simulation results we carried out a sensitivity analysis, where we doubled the minimum size of the tree terminal
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node to generate more shallow trees. The doubled minimum tree node size equaled to 10 and 2 for regression and classification,
respectively. The minimum sum of weights in a terminal node was 14 for survival.
3 MOTIVATING EXAMPLE
As a motivating example we show kernel matrices obtained from the the Fisher’s Iris data. The Iris data consists of recordings
of three Iris subspecies: Setosa, Versicolor and Virginica (50 samples each recorded on 4 numerical features). We compare the
RF and Laplace kernels for this data set. The Laplace kernel is defined as 푘(푿ퟏ,푿ퟐ) = exp(−||푋1−푋2||1휎 ). In Figure 1, RF kernelis compared with the Laplace kernel for different values of the parameter 휎.
FIGURE 1: RF Kernel and the Laplace Kernel for the Fisher Iris data set. Corr denotes the matrix correlation given by the
Mantel statistic and sigma is the 휎 parameter of the Laplace kernel.
The similarity between RF kernel obtained as a proximity matrix and the Laplace kernel is assessed by the Mantel statistic,
i.e. matrix correlation in this case between two similarity matrices [21]. In the Figure 1, the RF kernel captures the underlying
structure of the data well and the three classes can be clearly distinguished. Similarly, the Laplace kernels also reflect (with
different success) the partitioning of the data in three classes. The Laplace kernel that has the highest Mantel statistics with
respect to the RF kernel appears to be the best in terms of the target alignment.
Furthermore, the RF kernel could characterize a more precise similarity function [1] leading to more accurate classification
results. When RF kernel is compared to the Laplace kernel, the observations from the same class are more similar (closer) to
each other than those from different classes. This is demonstrated by the histograms shown in Figure 2, with the RF kernel
histogram peaking at 1 and 0 for the observations from the same class and those from different classes, respectively.
The main goal of this manuscript is to investigate the utility of the RF kernel (proximity) matrix in building predictive models
for regression, classification and survival. Due to its asymptotic relationships to the RF kernel [6], [2], Laplace kernel (with
휎 = 1) was also examined to further elucidate the merits of the RF kernel.
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FIGURE 2: Distributions of values from RF Kernel and the Laplace Kernel with 휎 = 1 for the Fisher Iris data set.
4 SIMULATION
Simulation scenarios for performance evaluation of RF kernel for regression were set up according to previously reported simu-
lation benchmarks for continuous targets including Friedman [13], Meier 1, Meier 2 [24], van der Laan [37] and Checkerboard
[41]. These were also adapted for classification and survival.
4.1 Simulation Setup
For each simulation scenario, the predictors were simulated fromUniform (Friedman,Meier 1,Meier 2, van der Laan) or Normal
distributions (Checkerboard), respectively.
Continuous targets were generated as 푌푖 = 푓 (푿풊) + 휖푖. For the definitions of 푓 (푿풊) for each simulation case see below.
To generate a binary outcome 푌푖 the continuous outcome was first centered by the median푀 of its marginal distribution to
obtain a balanced two class problem. Then the binary target was generated as a Bernoulli variable with 푝푖 = 푝푟표푏(푌푖 = 1|푿풊),
where 푝푖 was calculated as follows:
푝푖 =
exp (푓 (푿풊) −푀)
1 + exp (푓 (푿풊) −푀)
where 푓 (푿풊) is obtained from the continuous models.
To characterize the intrinsic complexity of the classification problems, we also calculated the Bayes error rate from a large sam-
ple of the continuous outcomes (푛 = 107) and subsequently applied the formula ErrorBayes = 1 − 퐸
(
max
푗
푃푟(푌 = 푗|푿)) , 푗 ∈
{0, 1} according to [18]. The 푗 ∈ {0, 1} refer to the class indicators.
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We simulated time-to-event data using Cox proportional hazards model. The survival time 푇푖 for the 푖푡ℎ subject was generated
with a hazard function given by Eq. (8).
휆푖(푡) = 휆0(푡) exp (푓 (푿풊)) (8)
Furthermore, we generated censoring times 퐶푖 from an exponential distribution controlling the censoring rate. Due to censoring,
we observe 푌푖 = 푚푖푛(푇푖, 퐶푖) and censoring indicator 훿푖.
The five functional relationships 푓 (푿풊) between the predictors and target for different simulation settings are specified as
follows.
1. Friedman. The setup for Friedman was as described in Friedman [13].
푋푖푗 ∼ 푈푛푖푓표푟푚(0, 1), 푖 = 1,… , 푛; 푗 = 1,… , 푝
휖푖 ∼ 푁(0, 1)
푓 (푿풊) = 10 sin (휋푋푖1푋푖2) + 20(푋푖3 − 0.5)2 + 10푋푖4 + 5푋푖5 + 휖푖
Bayes error rate for the Friedman classification problem is 0.02. It is the least complex problem by this measure among those
investigated.
2. Checkerboard. In addition to Friedman, we simulated data from a Checkerboard-like model with strong correlation as in
Scenario 3 of Zhu et al. [41].
푿풊 ∼ 푁(0,Σ푝×푝), 푖 = 1,… , 푛
휖푖 ∼ 푁(0, 1)
푓 (푿풊) = 2푋푖5푋푖10 + 2푋푖15푋푖20 + 휖푖
The (푗, 푘) component of Σ is equal to 0.9|푗−푘|. Bayes error rate for the Checkerboard classification problem is 0.18.
3. van der Laan. The setup was studied in van der Laan et al. [37].
푋푖푗 ∼ 푈푛푖푓표푟푚(0, 1), 푖 = 1,… , 푛; 푗 = 1,… , 푝
휖푖 ∼ 푁(0, 0.5)
푓 (푿풊) = 푋̃푖1푋̃푖2 + 푋̃2푖3 + 푋̃푖8푋̃푖10 − 푋̃
2
푖6 + 휖푖
푋̃푖 = 2(푋푖 − 0.5) (9)
Bayes error rate for the van der Laan classification problem is 0.34, making it the most complex by this measure among those
investigated.
4. Meier 1. This setup was investigated in Meier et al. [24].
푋푖푗 ∼ 푈푛푖푓표푟푚(0, 1), 푖 = 1,… , 푛; 푗 = 1,… , 푝
휖푖 ∼ 푁(0, 0.5)
푓 (푿풊) = − sin(2푋̃푖1) + 푋̃2푖2 + 푋̃푖3 − exp(푋̃푖4) + 휖푖
푋̃푖 = 2(푋푖 − 0.5) (10)
Bayes error rate for the Meier 1 classification problem is 0.28.
5. Meier 2. This setup was investigated in Meier et al. [24] as well.
푋푖푗 ∼ 푈푛푖푓표푟푚(0, 1), 푖 = 1,… , 푛; 푗 = 1,… , 푝
휖푖 ∼ 푁(0, 0.5)
푓 (푿풊) = −푋̃푖1 + (2푋̃푖2 − 1)2 +
sin(2휋푋̃푖3)
2 − sin(2휋푋̃푖4)
+ 2 cos(2휋푋̃푖4) + 4 cos2(2휋푋̃푖4) + 휖푖
푋̃푖 = 2(푋푖 − 0.5) (11)
Bayes error rate for the Meier 2 classification problem is 0.19.
We used mean squared error (MSE), classification accuracy, and Harrell’s concordance index (C-index) [14] to measure
the prediction performance for continuous, binary, and survival data, respectively. For continuous, binary and survival data,
we prefer smaller MSE, higher accuracy and larger C-index, respectively. The C-index for survival data is is an estimate of
probability of concordance between predicted and observed survival and it is obtained as a ratio of concordant to comparable
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prognostic index-outcome pairs, respectively [36]. For the definition of the C-index see also the Supplementary information.
C-index ranges between 0.5 (random prediction) to 1 (perfectly concordant prognostic index - outcome pairs) [35].
For each functional relationship 푓 (푿풊) (Friedman, Checkerboard, Meier 1, Meier 2, and van der Laan) and each outcome
(continuous, binary, or survival), we simulated data from four scenarios with different samples sizes 푛 = 800 and 푛 = 1600 and
number of covariates 푝 = 20 and 푝 = 40. Within each scenario, we simulated 200 data sets and for each data set we randomly
chose 75% of samples as training data and remaining 25% as test data.
4.2 Simulation Results
The performance of the RF method, RF kernel and Laplace kernel method on test data for the Friedman generative model are
shown in Figure 3 (upper panel). To demonstrate the superiority of RF vs RF kernel, we showed also the box plots of difference
in performance measures between RF kernel and RF methods in Figure 3 (lower panel). A reference horizontal line with y-
axis value equal to zero was drawn in each plot. The further away the box plot to the reference line (downward for MSE and
upward for accuracy and C-index), the better the results of RF kernel compared to RF. The Figures showing the boxplots of the
performance metrics differences for Checkerboard, Meier 1, Meier 2, and van der Laan are provided in Supporting Information
(Figures 7,8,9 and 10). For completeness, the overall summary of the performance results across all setups for continuous, binary
and survival targets are provided in Tables 1, 2 and 3, respectively.
From the simulation results, the RF and RF kernel outperformed the Laplace kernel for most cases and scenarios. Exception
was the van der Laan case (Fig.10), where for survival the Laplace kernel performed better than RF and RF kernel (Fig.10(c)).
For the regression, the Laplace kernel was competitive for the lower dimensional case (푝 = 20, Fig.10(a)). In all other scenarios,
the Laplace kernel performance was either incrementally worse or comparable to that of RF and RF kernel.
With respect to the RF kernel vs. RF comparison, the RF kernel generally outperformed RF for regression and survival.
Furthermore, for regression and survival, it tended to be the case that with the same sample size (fixed 푛), the smaller the
signal-to-noise ratio (the larger the value of 푝), the larger the improvement of adopting RF kernel approach after using RF. In
addition, with a fixed number of covariates, the results from RF kernel was more accurate compared to the RF as the sample size
decreased. For classification, the performancewas impacted by the target dichotomization and generally it was found comparable.
Specifically, for the Friedman data the RF kernel was performing slightly better thanRF (Fig.3(b)), whereas forMeier 1 (Fig.8(b))
and Meier 2 (Fig.9(b)), the RF kernel was marginally worse. For the checkerboard (Fig.7(b)) and van der Laan data (Fig.10(b)),
the RF and RF kernel performances were about the same.
The results from the doubled minimum terminal node size are given in Supplementary information in Tables 4,5,6 for
regression, classification and survival, respectively. These results were in line with those from the primary analysis.
5 REAL DATA
5.1 Regression and Classification (Continuous and binary outcome)
To illustrate the performance of the RF kernel, we used a Kaggle California house price data set , with 푛 = 20640, 푝 = 9, to
predict the median house value [27]. The data set was obtained from the Kaggle repository Learning Repository https://www.
kaggle.com/camnugent/california-housing-prices. For the regression task we predicted the median house value as a continuous
target. For classification we first dichotomized the median house value around its median that rendered low and high house price
target as a two class classification problem. For regression, we randomly selected 2000 samples and split them into training and
test set, with 1500 and 500 samples, respectively. We repeated the analysis 200 times to evaluate the performance of RF and RF
kernel algorithms. Similarly for classification we randomly chose 2000 samples, 1000 for each class to evaluate the performance
of RF and RF kernel in a binary classification setting. Results from this real life problem mimic those obtained in simulation.
In regression as well as in classification setting, the RF kernel is competitive to that of RF as shown in Figures 4 and 5. For
regression, the mean (standard deviation) of the RF and RF kernel MSE across the 200 repeats were 3.64×109 (3.96×108) and
3.32×109 (4.0×108), respectively. The mean (standard deviation) of the MSE for the Laplace kernel was 4.2×1010 (1.9×109)
i.e. higher than those obtained by the RF and RF kernel. Similarly, for classification, the mean (standard deviation) of the RF
and RF kernel accuracy across the 200 repeats were 0.85 (0.02) and 0.86 (0.02), respectively. The mean (standard deviation) of
the accuracy for the Laplace kernel was 0.61 (0.02) and it was lower than those obtained by the RF and RF kernel for this data.
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(a) Continuous MSE (b) Binary Accuracy (c) Survival C-index
(d) Continuous Difference of MSE (e) Binary Difference of Accuracy (f) Survival Difference of C-index
FIGURE 3: Comparison of MSE, classification accuracy and C-index for continuous, binary and survival targets, respectively,
using RF, RF kernel and Laplace kernel for data simulated from Friedman setting
5.2 Survival: Time-to-event outcome
The data was about the survival of breat cancer patients from German Breast Cancer Study Group 2. In this data set, 푛 =
686, 푝 = 10. The details of this data set can be found at: https://www.rdocumentation.org/packages/TH.data/versions/1.0-10/
topics/GBSG2.
We randomly picked 500 samples as training data and the rest was used as test data. A RF model was fit using the training
data and then the C-index on the test data was calculated based on the original RF model and SVMmethod using the RF kernel,
respectively. The process was repeated 200 times and the differences of C-index between RF and RF kernel SVM method was
shown in Figure 6. The results from RF and RF kernel were comparable, where the mean and standard deviation of C-index
from the RF and RF kernel were equal attaining values of 0.68 (0.03). The C-index from the Laplace kernel tended to be lower
with mean equal to 0.57. The corresponding standard deviation increased to 0.05.
6 DISCUSSION AND CONCLUSIONS
It has been noticed in [23], that the RF kernel has been overlooked and underutilized in the statistical machine learning. RF
kernel matrix is akin to the variable importance [17], as is obtained across the different prediction targets in the same form, i.e.
as an 푛 × 푛 matrix whose entries range between 0 and 1 and represent the estimates of probability of two points being assigned
to the same terminal node. In our contribution we systematically evaluated the RF kernel prediction models in a comprehensive
simulation study that included regression, classification and survival targets. Elucidation of the properties of the survival target
attracted interest recently and it has been driven by real life applications [17]. Although the RF kernel is furnished by the RF,
the prediction model is built in a different way than that of RF. The difference in these two approaches, specifically the way
how they use the partitions of the data emanating from the recursive tree partitioning has been also noted in Ref. [2]. In [2]
the Mondrian forest and Mondrian kernel in Bayesian framework are contrasted. It has been pointed out that the predictor of
the Mondrian forest is obtained by averaging across the single trees, whereas the predictor for the Mondrian kernel is obtained
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FIGURE 4: Comparison of MSE for the California housing data.
jointly from the kernel by a linear learning method (model). In our case, as RF underlies both RF and RF kernel, where the
prediction model for the RF kernel is a linear model that capitalizes on the RF kernel. It is expected that RF and RF kernel will
be working in a similar fashion [2], nevertheless there still may be differences. In our simulations we showed that for cases with
larger number of noisy features the RF kernel approach may be superior to that of RF itself. This beneficial effect was found
particularly consistent for the continuous and time-to-event targets, i.e. regression and survival. The simple linear model that
follows the RF kernel construction (akin to the commonly used kernel methods) was found to be less prone to the noisy features
in the simulation scenarios investigated. For classification we used the kernel ridge regression with target classes denoted as
-1 and 1. Due to dichotomization of the continuous target [9], the results were less pronounced for classification that those for
the regression. There are other potential options for linear models that could have been used here. To this end, we also tried the
regularized kernel logistic regression as implemented in the package gelnet [34] with RF and RF kernel yielding comparable
performance to each other and with that of the kernel ridge regression.
The RF kernel (and RF) outperformed the Laplace kernel in our simulation study in most cases. There were scenarios still
where Laplace kernel was competitive e.g. for the van der Laan data for regression and survival, demonstrating that the Laplace
kernel is a valuable option to be considered in practice. There is no free lunch for statistical learning and consequently for a
universally optimal kernel [38], [8], [10]. The success of a particular kernel algorithm depends on how well it adapts to the data
geometry [26], i.e. how well it captures the inherent kernel function of a given problem [1]. The RF and accordingly the RF
kernel should be competitive in situations when the data generating mechanism is conducive to the recursive partitioning, e.g.
in the presence of feature interactions as frequently found in biomedical applications [5]. Another recent example, where the
RF kernel has shown promise is a study of the image classification in hyperspectral imaging [40]. Moreover, in a large bench-
marking study of general purpose classification algorithms [10], RFwas found superior to other competitors. Interestingly, kernel
methods that used the Gaussian kernel performed also well and were only slightly inferior to the RF. These results suggest that
across broader spectrum of real life problems RF classifier adapts well to the underlying data structure [26] and in many cases
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FIGURE 5: Comparison of classification accuracy for the California housing data.
performs better than the classifiers based on the conventional kernels such as the Gaussian kernel. It would be of interest to
conduct more research into how the results from [10] extend to regression and survival and what implications they have for RF
kernel and the traditionally used analytical kernels (including radial basis function, polynomial and neural network kernels [12]).
In addition to the simulations, we have also shown that in real life applications RF kernel is competitive to RF. However,
the usefulness of RF kernel lies not only in a potential improvement of performance in certain high-dimensional setups. Avail-
ability of the RF kernel for regression, classification and survival explicitly renders the similarity/dissimilarity of the points
(푿-s) induced by the supervised RF kernel. This can be then straightforwardly leveraged to define prototypical (archetypal)
points (observations) with insights into the geometry of a given problem. Usefulness of the prototypes has been shown for the
classification in [4], but the generality of the RF kernel extends it also to regression and survival. RF kernel can be also used
for prototypical or landmarking classification [28],[1],[19]. Using this approach the similarity/dissimilarity of the points to the
points in the reference/landmarking set provides for an embedding that can be used not only to achieve a competitive predic-
tion performance but also for an improved understanding of the intrinsic dimensionality of the problem. Further research in this
direction is germane to solving real world prediction problems in classification, regression and survival.
In our work we focused on the RF kernel in frequentist framework. RF kernels obtained from the the Bayesian random forests
(e.g. Mondrian forests [2]) or Bayesian boosting by BART [22] can be obtained for regression, classification and survival.
Therefore further understanding of the performance of the kernels from the Bayesian approaches is another interesting topic for
future research.
Besides point estimates, the RF kernel can be utilized in a Gaussian process to obtain prediction intervals to quantify the
uncertainly around prediction estimates, which can be harnessed in subsequent decision making.
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FIGURE 6: Comparison of C-index for real survival data.
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7 FIGURES OF THE BOXPLOTS OF THE DIFFERENCE OF THE PERFORMANCE
METRICS ACROSS THE SIMULATION SETUPS
(a) Continuous MSE (b) Binary Accuracy (c) Survival C-index
(d) Continuous Difference of MSE (e) Binary Difference of Accuracy (f) Survival Difference of C-index
FIGURE 7: Comparison of MSE, classification accuracy and C-index for continuous, binary and survival targets, respectively,
using RF, RF kernel and Laplace kernel for data simulated from Checkerboard setting
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(a) Continuous MSE (b) Binary Accuracy (c) Survival C-index
(d) Continuous Difference MSE (e) Binary Difference Accuracy (f) Survival Difference C-index
FIGURE 8: Comparison MSE, classification accuracy and C-index for continuous, binary and survival targets, respectively,
using RF, RF kernel and Laplace kernel for data simulated from Meier 1 setting
(a) Continuous MSE (b) Binary Accuracy (c) Survival C-index
(d) Continuous Difference MSE (e) Binary Difference Accuracy (f) Survival Difference C-index
FIGURE 9: Comparison of MSE, classification accuracy and C-index for continuous, binary and survival targets, respectively,
using RF, RF kernel and Laplace kernel for data simulated from Meier 2 setting
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(a) Continuous MSE (b) Binary Accuracy (c) Survival C-index
(d) Continuous Difference MSE (e) Binary Difference Accuracy (f) Survival Difference C-index
FIGURE 10:Comparison of MSE, classification accuracy and C-index for continuous, binary and survival targets, respectively,
using RF, RF kernel and Laplace kernel for data simulated from van Der Laan setting
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TABLE 1: Summary of simulation results of the mean squared error (MSE) for continuous target
Setup n p RF RF kernel L kernel Δ푅퐹
mean (sd) mean (sd) mean (sd) mean (sd)
1 Friedman 800 20 6.827 (0.668) 5.233 (0.597) 6.709 (0.793) -1.594 (0.34)
2 Friedman 800 40 8.931 (0.857) 6.558 (0.718) 10.465 (1.175) -2.373 (0.394)
3 Friedman 1600 20 5.548 (0.402) 4.303 (0.352) 5.266 (0.438) -1.245 (0.204)
4 Friedman 1600 40 7.419 (0.523) 5.45 (0.411) 8.353 (0.604) -1.969 (0.254)
5 checkerboard 800 20 3.805 (0.847) 3.24 (0.771) 8.992 (3.022) -0.565 (0.195)
6 checkerboard 800 40 4.033 (0.863) 3.491 (0.751) 15.52 (3.386) -0.543 (0.208)
7 checkerboard 1600 20 3.230 (0.498) 2.77 (0.444) 6.751 (1.795) -0.460 (0.117)
8 checkerboard 1600 40 3.481 (0.564) 2.973 (0.506) 13.945 (2.58) -0.508 (0.109)
9 Meier 1 800 20 0.500 (0.054) 0.403 (0.042) 0.421 (0.043) -0.097 (0.019)
10 Meier 1 800 40 0.621 (0.065) 0.466 (0.051) 0.587 (0.061) -0.156 (0.022)
11 Meier 1 1600 20 0.429 (0.032) 0.36 (0.027) 0.381 (0.027) -0.069 (0.01)
12 Meier 1 1600 40 0.529 (0.042) 0.409 (0.033) 0.469 (0.035) -0.120 (0.014)
13 Meier 2 800 20 1.567 (0.173) 1.092 (0.127) 2.42 (0.236) -0.475 (0.095)
14 Meier 2 800 40 2.140 (0.241) 1.335 (0.153) 3.572 (0.402) -0.806 (0.133)
15 Meier 2 1600 20 1.255 (0.099) 0.9 (0.071) 1.95 (0.147) -0.355 (0.055)
16 Meier 2 1600 40 1.732 (0.135) 1.108 (0.088) 2.89 (0.225) -0.624 (0.074)
17 van der Laan 800 20 0.617 (0.061) 0.571 (0.058) 0.567 (0.055) -0.046 (0.013)
18 van der Laan 800 40 0.658 (0.069) 0.623 (0.064) 0.729 (0.08) -0.035 (0.011)
19 van der Laan 1600 20 0.586 (0.043) 0.53 (0.039) 0.459 (0.035) -0.055 (0.009)
20 van der Laan 1600 40 0.628 (0.048) 0.588 (0.045) 0.674 (0.049) -0.04 (0.008)
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TABLE 2: Summary of simulation results of the classification accuracy for binary target
Setup n p RF RF kernel L kernel Δ푅퐹
mean (sd) mean (sd) mean (sd) mean (sd)
1 Friedman 800 20 0.864 (0.026) 0.871 (0.027) 0.756 (0.031) 0.006 (0.013)
2 Friedman 800 40 0.852 (0.028) 0.864 (0.027) 0.68 (0.052) 0.012 (0.015)
3 Friedman 1600 20 0.879 (0.016) 0.881 (0.016) 0.783 (0.02) 0.002 (0.009)
4 Friedman 1600 40 0.871 (0.018) 0.877 (0.017) 0.719 (0.043) 0.007 (0.01)
5 Checkerboard 800 20 0.731 (0.033) 0.729 (0.034) 0.735 (0.035) -0.001 (0.016)
6 Checkerboard 800 40 0.729 (0.033) 0.726 (0.033) 0.716 (0.033) -0.003 (0.016)
7 Checkerboard 1600 20 0.740 (0.023) 0.739 (0.023) 0.743 (0.022) -0.001 (0.011)
8 Checkerboard 1600 40 0.735 (0.021) 0.734 (0.02) 0.726 (0.021) -0.001 (0.011)
9 Meier 1 800 20 0.669 (0.033) 0.658 (0.034) 0.652 (0.031) -0.011 (0.019)
10 Meier 1 800 40 0.663 (0.033) 0.652 (0.034) 0.657 (0.034) -0.011 (0.018)
11 Meier 1 1600 20 0.677 (0.024) 0.664 (0.025) 0.663 (0.025) -0.013 (0.013)
12 Meier 1 1600 40 0.676 (0.024) 0.666 (0.024) 0.669 (0.024) -0.01 (0.015)
13 Meier 2 800 20 0.766 (0.034) 0.758 (0.033) 0.74 (0.033) -0.008 (0.016)
14 Meier 2 800 40 0.766 (0.029) 0.758 (0.029) 0.738 (0.032) -0.009 (0.017)
15 Meier 2 1600 20 0.776 (0.02) 0.771 (0.02) 0.749 (0.021) -0.005 (0.011)
16 Meier 2 1600 40 0.773 (0.021) 0.767 (0.023) 0.749 (0.022) -0.005 (0.011)
17 van der Laan 800 20 0.537 (0.037) 0.54 (0.035) 0.535 (0.036) 0.003 (0.021)
18 van der Laan 800 40 0.522 (0.033) 0.522 (0.034) 0.508 (0.034) 0.001 (0.022)
19 van der Laan 1600 20 0.551 (0.024) 0.551 (0.025) 0.554 (0.025) 0 (0.014)
20 van der Laan 1600 40 0.539 (0.023) 0.541 (0.026) 0.526 (0.023) 0.001 (0.016)
TABLE 3: Summary of simulation results of the C-index for survival target
Setup n p RF RF kernel L kernel Δ푅퐹
mean (sd) mean (sd) mean (sd) mean (sd)
1 Friedman 800 20 0.650 (0.025) 0.659 (0.023) 0.616 (0.026) 0.009 (0.011)
2 Friedman 800 40 0.630 (0.028) 0.646 (0.026) 0.591 (0.026) 0.016 (0.014)
3 Friedman 1600 20 0.661 (0.017) 0.668 (0.017) 0.630 (0.018) 0.007 (0.006)
4 Friedman 1600 40 0.644 (0.017) 0.657 (0.017) 0.609 (0.021) 0.012 (0.008)
5 Checkerboard 800 20 0.776 (0.020) 0.782 (0.02) 0.766 (0.017) 0.006 (0.01)
6 Checkerboard 800 40 0.751 (0.021) 0.771 (0.019) 0.751 (0.021) 0.02 (0.014)
7 Checkerboard 1600 20 0.788 (0.014) 0.792 (0.013) 0.767 (0.012) 0.004 (0.007)
8 Checkerboard 1600 40 0.769 (0.016) 0.782 (0.015) 0.754 (0.014) 0.013 (0.008)
9 Meier 1 800 20 0.694 (0.022) 0.7 (0.023) 0.696 (0.025) 0.006 (0.008)
10 Meier 1 800 40 0.68 (0.025) 0.695 (0.023) 0.695 (0.024) 0.015 (0.01)
11 Meier 1 1600 20 0.701 (0.015) 0.706 (0.015) 0.701 (0.017) 0.005 (0.005)
12 Meier 1 1600 40 0.689 (0.017) 0.701 (0.016) 0.700 (0.018) 0.012 (0.007)
13 Meier 2 800 20 0.766 (0.019) 0.790 (0.018) 0.814 (0.017) 0.024 (0.011)
14 Meier 2 800 40 0.737 (0.023) 0.770 (0.019) 0.806 (0.019) 0.033 (0.015)
15 Meier 2 1600 20 0.780 (0.015) 0.803 (0.014) 0.82 (0.012) 0.023 (0.007)
16 Meier 2 1600 40 0.754 (0.015) 0.783 (0.013) 0.814 (0.013) 0.03 (0.009)
17 van Der Laan 800 20 0.543 (0.028) 0.553 (0.03) 0.655 (0.027) 0.01 (0.017)
18 van Der Laan 800 40 0.521 (0.028) 0.523 (0.028) 0.649 (0.026) 0.002 (0.02)
19 van Der Laan 1600 20 0.559 (0.021) 0.572 (0.02) 0.652 (0.018) 0.013 (0.013)
20 van Der Laan 1600 40 0.527 (0.021) 0.536 (0.02) 0.652 (0.019) 0.009 (0.014)
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TABLE 4: Summary of simulation results of the mean squared error (MSE) for continuous target (doubled minimum node size)
Setup n p RF RF kernel Δ푅퐹
mean (sd) mean (sd) mean (sd)
1 Friedman 800 20 6.956 (0.684) 4.677 (0.549) -2.279 (0.363)
2 Friedman 800 40 9.031 (0.867) 5.899 (0.636) -3.133 (0.432)
3 Friedman 1600 20 5.644 (0.407) 3.81 (0.308) -1.834 (0.224)
4 Friedman 1600 40 7.49 (0.529) 4.875 (0.371) -2.615 (0.297)
5 Checkerboard 800 20 3.95 (0.898) 3.097 (0.708) -0.852 (0.3)
6 Checkerboard 800 40 4.129 (0.899) 3.328 (0.686) -0.801 (0.317)
7 Checkerboard 1600 20 3.314 (0.518) 2.632 (0.405) -0.682 (0.18)
8 Checkerboard 1600 40 3.547 (0.584) 2.807 (0.46) -0.740 (0.181)
9 Meier 1 800 20 0.507 (0.055) 0.389 (0.04) -0.118 (0.023)
10 Meier 1 800 40 0.627 (0.066) 0.445 (0.049) -0.182 (0.026)
11 Meier 1 1600 20 0.434 (0.033) 0.35 (0.026) -0.083 (0.012)
12 Meier 1 1600 40 0.533 (0.043) 0.393 (0.032) -0.140 (0.016)
13 Meier 2 800 20 1.607 (0.177) 0.999 (0.117) -0.608 (0.108)
14 Meier 2 800 40 2.183 (0.25) 1.229 (0.14) -0.954 (0.157)
15 Meier 2 1600 20 1.284 (0.104) 0.815 (0.063) -0.469 (0.064)
16 Meier 2 1600 40 1.759 (0.136) 1.004 (0.078) -0.754 (0.09)
17 van der Laan 800 20 0.62 (0.062) 0.562 (0.057) -0.058 (0.016)
18 van der Laan 800 40 0.659 (0.069) 0.618 (0.064) -0.041 (0.015)
19 van der Laan 1600 20 0.588 (0.043) 0.519 (0.039) -0.07 (0.012)
20 van der Laan 1600 40 0.628 (0.048) 0.58 (0.044) -0.048 (0.01)
8.1 Tables of Performance Results for Continuous, Binary and Survival Targets Across All
Setups for the Doubled Minimum Node Size
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TABLE 5: Summary of simulation results of the classification accuracy for binary target (doubled minimum node size)
Setup n p RF RF kernel Δ푅퐹
mean (sd) mean (sd) mean (sd)
1 Friedman 800 20 0.865 (0.027) 0.87 (0.026) 0.005 (0.014)
2 Friedman 800 40 0.852 (0.028) 0.863 (0.027) 0.011 (0.015)
3 Friedman 1600 20 0.879 (0.016) 0.882 (0.016) 0.003 (0.008)
4 Friedman 1600 40 0.871 (0.018) 0.877 (0.016) 0.006 (0.01)
5 Checkerboard 800 20 0.732 (0.033) 0.729 (0.033) -0.003 (0.016)
6 Checkerboard 800 40 0.729 (0.033) 0.726 (0.032) -0.003 (0.015)
7 Checkerboard 1600 20 0.741 (0.023) 0.739 (0.023) -0.002 (0.011)
8 Checkerboard 1600 40 0.737 (0.02) 0.735 (0.02) -0.001 (0.012)
9 Meier 1 800 20 0.669 (0.032) 0.658 (0.034) -0.012 (0.019)
10 Meier 1 800 40 0.662 (0.034) 0.649 (0.036) -0.013 (0.019)
11 Meier 1 1600 20 0.677 (0.023) 0.664 (0.023) -0.013 (0.013)
12 Meier 1 1600 40 0.676 (0.023) 0.667 (0.024) -0.01 (0.014)
13 Meier 2 800 20 0.767 (0.033) 0.758 (0.034) -0.008 (0.017)
14 Meier 2 800 40 0.766 (0.03) 0.757 (0.03) -0.01 (0.016)
15 Meier 2 1600 20 0.777 (0.02) 0.771 (0.02) -0.005 (0.011)
16 Meier 2 1600 40 0.773 (0.021) 0.768 (0.022) -0.005 (0.011)
17 van der Laan 800 20 0.536 (0.037) 0.539 (0.035) 0.003 (0.021)
18 van der Laan 800 40 0.52 (0.034) 0.523 (0.034) 0.002 (0.021)
19 van der Laan 1600 20 0.552 (0.025) 0.551 (0.024) -0.001 (0.015)
20 van der Laan 1600 40 0.54 (0.024) 0.539 (0.024) 0 (0.017)
TABLE 6: Summary of simulation results of the C-index for survival target (doubled minimum node size)
Setup n p RF RF kernel Δ푅퐹
mean (sd) mean (sd) mean (sd)
1 Friedman 800 20 0.65 (0.025) 0.658 (0.023) 0.008 (0.01)
2 Friedman 800 40 0.632 (0.023) 0.647 (0.023) 0.015 (0.013)
3 Friedman 1600 20 0.662 (0.017) 0.668 (0.017) 0.006 (0.006)
4 Friedman 1600 40 0.647 (0.017) 0.657 (0.017) 0.01 (0.007)
5 Checkerboard 800 20 0.768 (0.02) 0.772 (0.02) 0.004 (0.009)
6 Checkerboard 800 40 0.745 (0.023) 0.763 (0.02) 0.018 (0.014)
7 Checkerboard 1600 20 0.783 (0.015) 0.786 (0.013) 0.003 (0.007)
8 Checkerboard 1600 40 0.765 (0.018) 0.776 (0.016) 0.011 (0.009)
9 Meier 1 800 20 0.695 (0.023) 0.7 (0.024) 0.005 (0.008)
10 Meier 1 800 40 0.682 (0.024) 0.694 (0.023) 0.012 (0.011)
11 Meier 1 1600 20 0.702 (0.016) 0.706 (0.015) 0.004 (0.005)
12 Meier 1 1600 40 0.691 (0.017) 0.7 (0.016) 0.009 (0.007)
13 Meier 2 800 20 0.763 (0.02) 0.788 (0.019) 0.025 (0.01)
14 Meier 2 800 40 0.74 (0.022) 0.769 (0.02) 0.028 (0.014)
15 Meier 2 1600 20 0.777 (0.015) 0.801 (0.015) 0.024 (0.007)
16 Meier 2 1600 40 0.754 (0.015) 0.782 (0.013) 0.028 (0.009)
17 van Der Laan 800 20 0.54 (0.028) 0.548 (0.03) 0.009 (0.017)
18 van Der Laan 800 40 0.52 (0.029) 0.523 (0.029) 0.003 (0.016)
19 van Der Laan 1600 20 0.559 (0.02) 0.572 (0.021) 0.013 (0.012)
20 van Der Laan 1600 40 0.527 (0.021) 0.535 (0.021) 0.008 (0.013)
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APPENDIX
A PRIMAL AND DUAL SURVIVAL SVM REGRESSION PROBLEMS
The primal SSVM problem can be formulated as follows:
min
푤,푏,휉,휉∗
1
2
푤푇푤 + 퐶(
푛∑
푖=1
휉푖 +
푛∑
푖=1
휉∗푖 )
subject to
⎧⎪⎪⎨⎪⎪⎩
푤푇휙(푋푖) + 푏 ≤ 푌푖 − 휉푖 ∀푖 ∈ 1,… , 푛
−훿푖(푤푇휙(푋푖) + 푏) ≤ −훿푖푌푖 − 휉∗푖 ∀푖 ∈ 1,… , 푛
0 ≤ 휉푖 ∀푖 ∈ 1,… , 푛
0 ≤ 휉∗푖 ∀푖 ∈ 1,… , 푛
where
훿푖 = 1 − 퐼(푌푖 > 퐶푖)
and 휙(.) is a non-linear feature map. Furthermore, according to the Mercer’s Theorem [25], 풌(푿풊,푿풋) = 휙(푿풊)푇휙(푿풋), as
long as 풌(., .) is positive semi-definite. The 휉푖 and 휉∗푖 represent the slack variables.The dual SSVM problem is then obtained as follows:
min
훼,훼∗
1
2
푛∑
푖=1
푛∑
푘=1
(훼푖훼푘 + 훿푖훿푘훼∗푖 훼
∗
푘)푘(푋푖, 푋푘) −
푛∑
푖=1
푛∑
푘=1
훼∗푖 훿푖훼푖푘(푋푖, 푋푘) −
푛∑
푖=1
훼푖푌푖 +
푛∑
푖=1
훿푖훼
∗
푖 푌푖
subject to
{
0 ≤ 훼푖 ≤ 퐶 ∀푖 ∈ 1,… , 푛
0 ≤ 훼∗푖 ≤ 퐶 ∀푖 ∈ 1,… , 푛
Dual SSVM problem is expressed in terms of the kernel 풌(푿풊,푿풋), where 훼푖, 훼∗푖 are Lagrange multipliers. Consequently, thepredictor obtained in the implicit non-linear feature space induced by 푘(., .) follows:
ℎSSVM(푿) =
푛∑
푖=1
(훼푖 − 훿푖훼∗푖 )풌(푿풊, 푿) + 푏 (A1)
B CONCORDANCE C-INDEX FOR SURVIVAL
Consider the test set with survival outcomes 푌푠푢푟푣 = {(푌1, 훿1), (푌2, 훿2),… , (푌푛, 훿푛)} and estimated prognostic indices 퐻푠푢푟푣 =
{ℎ(푿ퟏ), ℎ(푿ퟐ),… , ℎ(푿풏)} obtained from the predictive survival model. Let the 푇푖 = (푌푖, 훿푖). Then the C-index is calculated as
follows [35]:
퐶 =
∑
푖≠푗 conc(푇푖, 푇푗 , ℎ(푿푖), ℎ(푿푗))∑
푖≠푗 comp(푇푖, 푇푗)
(B2)
and
comp(푇푖, 푇푗) =
{
1 ; if (푌푖 < 푌푗 and 훿푖 = 1) or (푌푗 < 푌푖 and 훿푗 = 1)
0 ; otherwise (B3)
conc(푇푖, 푇푗 , ℎ(푿푖), ℎ(푿푗)) = comp(푇푖, 푇푗)퐼[(ℎ(푿푗) − ℎ(푿푖))(푌푖 − 푌푗) > 0] (B4)
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