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Abstract
We investigate nonlinear dynamical models for self-
sustained oscillations in the ﬂow past a rectangu-
lar cavity. The models are based on the method
of Proper Orthogonal Decomposition (POD) and
Galerkin projection, and we introduce an inner prod-
uct and formulation of the equations of motion which
enables one to use vector-valued POD modes for
compressible ﬂows. We obtain models between 3 and
20 states, which accurately describe both the short-
time and long-time dynamics. This is a substantial
improvement over previous models based on scalar-
valued POD modes, which capture the dynamics for
short time, but deviate for long time.
1 Introduction
Self-sustained oscillations over open cavities have
been studied extensively since the 1950s,6,8, 10,13,17
but recently there has been renewed interest in
attenuating these oscillations by means of active
control. Many of the recent eﬀorts at control-
ling cavity oscillations have involved open-loop con-
trol16 (no feedback), or phase-locked loops, de-
signed to cancel ﬂow disturbances at a particular
frequency.2,3, 9, 14,18
None of the control strategies attempted so far
have used an explicit dynamical model for control
design, or analysis of performance or robustness. In
many cases, even a simple low-dimensional model
can capture important features of a system, and
both indicate eﬀective control strategies, and reveal
limitations of active control. The goal of the present
work is to formulate and evaluate dynamical models,
suitable for bifurcation analysis, that may ultimately
be used for control analysis and synthesis.
1.1 Previous linear models
Cavity oscillations are thought to arise from a nat-
urally occurring feedback loop: small ﬂow distur-
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bances are ampliﬁed by the free shear layer span-
ning the cavity, scattered into acoustic waves at the
cavity trailing edge, propagate upstream, and excite
further disturbances in the shear layer. The ﬁrst
description of this feedback process is credited to
Rossiter,10 who gave a semi-empirical formula for
the frequencies of oscillation:
Stn =
n− γ
M + 1/κ
, n = 1, 2, 3, . . . , (1)
where Stn = fnL/U is the Strouhal number corre-
sponding to frequency fn, L is the cavity length, U
is the freestream velocity, M is the freestream Mach
number, and κ and γ are empirical constants, re-
lated to the phase speed of shear layer disturbances,
and the phase shift of the acoustic scattering pro-
cess, respectively.
Many improvements to Rossiter’s original model
have been developed,1,6, 17 but most have been lin-
ear models, which can predict frequencies, but not
amplitudes, of oscillations. This is a fundamental
limitation of linear models, since the loop gain (am-
pliﬁcation once around the feedback loop) is inde-
pendent of amplitude. To capture saturation eﬀects,
and predict the correct behavior of ﬁnite-amplitude
oscillations, a nonlinear model is necessary.
1.2 Nonlinear models
A nonlinear tool for predicting amplitudes of cavity
oscillations was recently developed by Cain.1 It pre-
dicts the ﬁnal amplitude of oscillations, but it does
not predict the dynamics—the time evolution of ﬂow
disturbances. To perform any analysis of potential
controllers for cavity oscillations, one ﬁrst needs a
dynamical model. The focus of this paper is devel-
oping such dynamical models for cavity oscillations.
In a previous paper,11 we developed dynamical
models using the method of Proper Orthogonal De-
composition (POD) and Galerkin projection. This
POD/Galerkin method, discussed in detail in sec-
tion 2, is a standard method for obtaining low-
dimensional models, and has been applied exten-
sively to various incompressible ﬂows.7,15 In our
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previous paper, we applied these techniques to the
compressible cavity ﬂow, but the resulting models
had serious limitations: they were accurate for short
times (2 or 3 periods of oscillation), but deviated sig-
niﬁcantly for long time. Here, we propose a modiﬁed
procedure, using vector-valued POD modes instead
of scalar valued modes used earlier.
1.3 Scalar versus vector POD modes
In incompressible ﬂows, the standard POD/Galerkin
method uses vector-valued POD modes for the ve-
locity. The continuity equation requires that the ve-
locity be divergence free, and thus each POD mode
must also be divergence free. There is no need to use
POD modes for the pressure, as the equations may
be rewritten (using the same divergence-free condi-
tion) so that the pressure term appears only on the
boundaries.
In compressible ﬂow, the situation is diﬀerent: the
velocity is no longer divergence free, and the pres-
sure cannot be eliminated. The continuity equation
becomes a separate dynamical equation which must
be solved to determine a thermodynamic variable
(e.g., density, pressure, temperature, enthalpy). In
addition, the energy equation must also be solved,
although for isentropic ﬂow these two are redundant.
To overcome this diﬃculty, in our previous work
we used scalar-valued POD modes—separate POD
modes for each ﬂow quantity: the velocities u, v, and
the enthalpy h. This leads to separate (but coupled)
evolution equations for each ﬂow variable.
In this work, we describe a method for using
vector-valued POD modes, where a single set of POD
modes describes all the ﬂow variables. It is not
immediately obvious how to apply this, since the
method depends on the structure of an inner prod-
uct, and it is not obvious how to deﬁne such a struc-
ture, since one cannot add, say, a velocity and a
pressure. This procedure is the core of the paper.
1.4 Outline
In section 2, we develop the POD/Galerkin method
for an arbitrary inner product. We discuss applica-
tion of the method to compressible ﬂows in section 3,
deﬁning an inner product, and writing an approxi-
mate set of governing equations, valid for cold sub-
sonic ﬂows.
In section 4, we use data from some of our previous
Direct Numerical Simulations4 (DNS) to compute
POD modes, solve Galerkin models, and compare
with the full DNS results. We compare the results
of the models using vector-valued POD modes to our
previous models using scalar-valued POD modes,
and also discuss the eﬀect of computing POD modes
from snapshots taken while the ﬂow is developing.
2 Proper Orthogonal Decomposition
To apply the POD/Galerkin to compressible ﬂow,
with vector-valued POD modes, we ﬁrst need to de-
rive the POD in a more general setting, for an arbi-
trary inner product space.
2.1 POD for arbitrary inner products
Let H be a Hilbert space, with inner product 〈·, ·〉.
The goal is, given an ensemble of data u(t) ∈ H,
ﬁnd an “optimal” subspace S of ﬁxed (ﬁnite) di-
mension, such that the error E(‖u− PSu‖) is mini-
mized. Here, ‖ · ‖ is the induced norm on H, PS is
the projection onto the subspace, and E(·) denotes
an average over t. This average could be thought of
as a time average, or as an ensemble average over
many realizations of data, parameterized by t. All
we will assume is that this averaging procedure is
linear and continuous, and thus commutes with the
inner product.
Let n = dimS, and let {ϕj ∈ H | j = 1, . . . , n} be
an orthonormal basis for S. Then
PSu(t) =
n∑
j=1
〈u(t), ϕj〉ϕj (2)
and it is simple to show that minimizing the er-
ror in the projection, E(‖u − PSu‖), over S, is
equivalent to maximizing the “energy” captured,∑n
j=1 E
(| 〈u, ϕj〉 |2), over ϕj . We now have a con-
strained variational problem: ﬁnd orthogonal func-
tions ϕj which maximize this sum, subject to the
constraint ‖ϕj‖2 = 1. These functions ϕj are ex-
tremals of the functional
J [ϕ] = E
(| 〈u, ϕ〉 |2)− λ(‖ϕ‖2 − 1). (3)
(At this point, it is not obvious that the extremals
of J will be orthogonal, but we will see shortly that
they are.) Now, an important deﬁnition: for ϕ,ψ ∈
H, we denote by ϕ⊗ψ : H → H the linear operator
deﬁned by
(ϕ⊗ ψ)χ = 〈χ, ψ〉ϕ. (4)
(Note that ϕ ⊗ ψ depends on the inner product.)
Then, we may rewrite (3) as
J [ϕ] = 〈Rϕ,ϕ〉 − λ(‖ϕ‖2 − 1) (5)
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where
R = E(u⊗ u). (6)
It is simple to show that R is self-adjoint (that is,
〈Rϕ,ψ〉 = 〈ϕ,Rψ〉 for all ϕ,ψ ∈ H). Solving this
constrained variational problem leads to the result
Rϕ = λϕ, (7)
so each optimal basis function ϕ must be an eigen-
function of R. We call these eigenfunctions POD
modes. Note that since R is self-adjoint, its eigen-
values are real, and its eigenfunctions may be chosen
to be orthonormal.
Now, by taking an inner product with ϕ, we see
from (7) that
λ = E
(| 〈u, ϕ〉 |2). (8)
Thus, R is positive semi-deﬁnite (λ ≥ 0), and
the functions ϕj which maximize our original func-
tional
∑n
j=1 E
(| 〈u, ϕj〉 |2) are the eigenfunctions
corresponding to the largest n eigenvalues of R.
Furthermore, from (8) we see that the eigenval-
ues λj give the average “energy” captured by POD
mode ϕj , where the energy is in the sense of the
induced norm.
2.2 Computation: method of snapshots
Often, our data is speciﬁed as a collection of snap-
shots uj ∈ H where j = 1, . . . ,m. In this case, E(·)
is deﬁned as a weighted average over the snapshots:
E
(
f(u)
)
=
m∑
j=1
βjf(uj),
where the weights βj > 0 satisfy
∑
j βj = 1. Typi-
cally, βj = 1/m, for equal weighting.
It is easily shown that the POD modes ϕ are linear
combinations of snapshots, so we may write
ϕ =
m∑
k=1
ckuk (9)
for some coeﬃcients ck ∈ R. Inserting this expansion
into the original eigenvalue problem (7), we obtain
a ﬁnite-dimensional eigenvalue problem
Uc = λc, (10)
where c = (c1, . . . , cm) and U is an m ×m matrix
with
Uij = βi 〈uj , ui〉 . (11)
Note that U is self-adjoint under the inner product
〈a, b〉β =
∑
j ajbj/βj , so its eigenvectors c are or-
thogonal under the same inner product.
Typically the functions uj are discretized in
space—e.g., uj ∈ Rn, where n, the number of grid-
points, is usually large. In this case, the origi-
nal eigenvalue problem (7) has dimension n, while
the method of snapshots (10) has dimension m.
The method of snapshots is therefore more eﬃcient
whenever the number of snapshots is smaller than
the number of gridpoints.
2.3 Galerkin projection
Assume our system is governed by a partial diﬀer-
ential equation (PDE) of the form
u˙ = Dµ(u), (12)
where u(t) ∈ H, and Dµ is a nonlinear diﬀerential
operator that depends on some parameters µ. In our
case, (12) will be the Navier-Stokes equations or the
Euler equations, u(t) will be a vector-valued function
of space, containing the velocities and a thermody-
namic variable (either h, the enthalpy, or a, the local
sound speed), and µ will contain the parameters we
are interested in (e.g., µ = (M,L/θ,Re)).
We may compute approximate solutions to (12)
by projecting the equations onto a ﬁnite-dimensional
subspace (e.g., the optimal subspace determined in
section 2.1), and solving a simpler set of ordinary
diﬀerential equations (ODEs) on this subspace. To
do this, we expand u(t) in some predetermined basis
functions ϕj (typically POD modes):
u(t) =
n∑
j=1
aj(t)ϕj . (13)
Inserting this expansion into (12) and taking an in-
ner product with ϕk yields
a˙k = 〈Dµ(u), ϕk〉 , k = 1, . . . , n. (14)
Since u is written in terms of the time coeﬃcients
by (13), this gives a set of ODEs for ak.
Finally, note that for systems with symmetry
(e.g., cylindrical jets, homogeneous turbulent ﬂows)
it is important to take symmetries into consid-
eration, and that proper treatment of continu-
ous symmetry has been shown to lead to signif-
icant computational savings.12 See Sirovich15 or
Holmes et al.7 for more information about the
POD/Galerkin method.
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3 Application to compressible flow
3.1 Inner products for compressible ﬂow
Here we introduce an inner product useful for com-
pressible ﬂow problems. If the ﬂow variables are
q = (u, v, a), where u and v are the velocities in 2D
and a is the local sound speed, then we deﬁne the
inner product
〈q1, q2〉α =
∫
Ω
(
u1u2 + v1v2 +
2α
γ(γ − 1)a1a2
)
dx,
where α is a parameter, and γ is the ratio of speciﬁc
heats. If α = γ then the induced norm gives ‖q‖2 =
2h0, or twice the total enthalpy of the ﬂow. If α = 1,
then the induced norm gives twice the total energy
of the ﬂow.
In this paper, we take α = γ, and Ω to be the
subset of the computational domain with −D ≤ x ≤
L + D, and −D ≤ y ≤ 2D, where D is the cavity
depth, L is the cavity length, and the origin is at the
cavity leading edge.
3.2 Equations of motion
In our previous work,11 we proposed the following
approximate equations of motion, for compressible
ﬂow:
ut + uux + vuy + hx = ν(uxx + uyy)
vt + uvx + vvy + hy = ν(vxx + vyy)
ht + uhx + vhy + (γ−1)h(ux + vy) = 0.
(15)
Here, u and v are velocities, h is the enthalpy, γ
is the ratio of speciﬁc heats (1.4 for air), and ν is
the kinematic viscosity, assumed constant. In these
equations, we have neglected viscous dissipation and
heat transfer, but have included viscous diﬀusion
(assuming the density is constant only in the vis-
cous term). These equations are therefore valid for
low Mach numbers, where temperature gradients are
not too great.
To use the inner product described above, we
transform to the variables (u, v, a), where a is the lo-
cal sound speed. Using a2 = (γ−1)h, equations (15)
become
ut + uux + vuy + 2γ−1aax = ν(uxx + uyy)
vt + uvx + vvy + 2γ−1aay = ν(vxx + vyy)
at + uax + vay + γ−12 a(ux + vy) = 0.
(16)
We may also introduce parameters into the equa-
tions by rescaling the various ﬂow variables, as in
Rowley et al.11 If we nondimensionalize velocities by
the freestream velocity U , the local sound speed by
the ambient sound speed a∞, time by L/U , x by L,
and y by θ, the momentum thickness at the cavity
leading edge, we obtain
ut + uux + Lθ vuy +
1
M2
2
γ−1aax =
1
Reθ
( θLuxx +
L
θ uyy)
vt + uvx + Lθ vvy +
L
θ
1
M2
2
γ−1aay =
1
Reθ
( θLvxx +
L
θ vyy)
at + uax + Lθ vay +
γ−1
2 a(ux +
L
θ vy) = 0,
(17)
where Reθ = θU/ν. These are the equations of mo-
tion we use for Galerkin projection.
4 Results
The results are based on a large dataset of Direct Nu-
merical Simulations (DNS) we have performed. The
fully compressible 2D Navier-Stokes equations are
solved using 6th-order compact ﬁnite diﬀerences and
4th-order Runge-Kutta time advancement. Typical
grids for the 2D simulations have roughly 500,000
gridpoints, and the code has been validated by a
careful study of grid resolution and boundary place-
ment.4,5
All results here use data from a run with L/D = 2,
M = 0.6, L/θ = 58.4, Reθ = 68.5.
4.1 POD modes
We compute two diﬀerent sets of POD modes, using
the method of snapshots discussed in section 2.2.
For the ﬁrst set, we take snapshots while the ﬂow
is developing, using 201 snapshots between t = 0
and t = 38.7. For the second set, we take snapshots
after the ﬂow has settled down into oscillations, us-
ing 51 snapshots between t = 67.8 and t = 77.5. All
times are nondimensionalized by L/U .
Figure 1 shows the eigenvalues of the POD modes
for the two cases. As we expect, the energy decay is
much slower when we take snapshots from the devel-
oping region, as more modes are necessary to capture
the more complicated transient ﬂow structures.
Also note that, especially for the fully-developed
POD modes, the eigenvalues occur in pairs. This
occurs whenever one has oscillations at a single fre-
quency, and is made more clear by looking at the
POD modes themselves.
Figure 2 shows the ﬁrst six POD modes for the
fully-developed case. Because the modes are vec-
tor valued, we can compute any ﬂow quantity from
them, and here we plot the vorticity and dilata-
tion, which approximately separates convecting dis-
turbances from acoustic waves.
4
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Figure 1: Eigenvalues of POD modes, for snapshots
taken in transient regime (), and after ﬂow has fully
developed (◦).
Now it is more clear why the POD modes occur in
pairs: the oscillations are approximately sinusoidal,
at a few resonant frequencies, so the POD modes
occur in pairs as 90◦ phase-shifted versions of each
other, much like sine and cosine. The frequency of
the ﬁrst two POD modes corresponds to Rossiter
mode 2 (n = 2 in equation (1)), and it is clear there
are two wavelengths of oscillations in the shear layer,
consistent with Rossiter’s description.
Higher modes contain smaller and smaller scales,
at higher temporal frequencies, with correspondingly
smaller acoustic wavelengths.
The POD modes from the transient dataset look
similar, but do not occur in such neat pairs, as they
contain short-lived ﬂow structures which arise as the
ﬂow develops.
4.2 Galerkin models
Figure 3 shows the results of a simulation with
scalar-valued POD modes, presented in our previous
paper.11 Note that here, a “4 mode” model requires
4 modes for each ﬂow variable (u, v, h), resulting in
12 modes altogether, and 12 ODEs to be solved. The
initial condition is obtained by projecting a snapshot
from the DNS (the ﬁrst snapshot used for the POD
computation) onto the POD modes. We compare
the evolution of u-velocity mode 1 with the projec-
tion of the DNS onto this same mode.
All of the scalar-valued models are accurate for
short time, but deviate signiﬁcantly for longer time.
Furthermore, taking more modes does not always
help: for long times, the most accurate model is the
2-mode model! The 10-mode model actually blows
up, and the 20-mode model looks qualitatively very
(a) Mode 1 (47.15%) (b) Mode 2 (44.67%)
(c) Mode 3 (3.50%) (d) Mode 4 (3.42%)
(e) Mode 5 (0.45%) (f) Mode 6 (0.40%)
Figure 2: Vorticity (top) and dilatation (bottom)
for vector-valued POD modes (snapshots from fully
developed ﬂow), and percent energy captured. Neg-
ative contours are dashed.
5
American Institute of Aeronautics and Astronautics
Time
U
-
m
o
de
1
68 70 72 74
-0.2
0
0.2
Time
U
-
m
o
de
1
70 80 90 100
-0.2
0
0.2
D
N
S 
Am
pl
itu
de
D
N
S 
Am
pl
itu
de
Figure 3: Scalar POD modes: coeﬃcient of u-
velocity mode 1, for projection of DNS (◦), and
POD/Galerkin models with 2 modes ( ), 4
modes ( ), 10 modes ( ), and 20 modes
( ). The two plots are from the same simula-
tion, for diﬀerent time intervals.
diﬀerent for long time, with a complicated, chaotic-
looking waveform.
Figure 4 shows the results of the same simulation
using vector-valued POD modes. The same snap-
shots are used as in ﬁgure 3, and the same snapshot
is projected onto the modes for the initial condition.
Also, here since there is only one set of POD modes,
the number of ODEs to solve is fewer by a factor of
3 compared to the scalar-valued method.
The simulations are all very accurate for short
time, and also qualitatively accurate for long time.
The 4-mode case drifts to a larger amplitude for long
time, and the 6-mode and 11-mode cases are closer.
This is in sharp contrast to the scalar mode case,
where taking more modes made the dynamics worse
for long time. We explain possible reasons for this
in section 5.
We also note here that using the POD modes from
the developing region gave worse results than us-
ing the fully-developed POD modes: more modes
are required for qualitatively accurate results, and
furthermore, taking more modes tends to make the
models unstable, as with scalar modes shown in ﬁg-
ure 3. This is surprising, as one might think that the
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Figure 4: Vector POD modes: coeﬃcient of mode 1,
for projection of DNS (◦), and POD/Galerkin mod-
els with 4 modes ( ), 6 modes ( ), and 11
modes ( ). The two plots are from the same
simulation, for diﬀerent time intervals.
developing POD modes might make Galerkin projec-
tions more stable: since they contain more informa-
tion about the transients, they might be better able
to correct if the solution started to stray from its
steady-state conditions. It is likely that many more
modes are necessary, however, given the much slower
energy decay shown in ﬁgure 1. The highest num-
ber of modes we tried in our simulations with tran-
sient POD modes was 15, and though the ﬁrst 15
transient POD modes capture 98.57% of the energy
in the transient dataset, they presumably capture
much less energy for the fully developed oscillations.
4.3 Transient regime
We now compare the behavior of the Galerkin mod-
els, when they are started at an initial condition
far from their steady state. Figures 5 and 6 show
the behavior of the Galerkin models using fully-
developed POD modes, and transient POD modes,
respectively. The initial condition is the same ini-
tial condition that was used in the DNS: a Blasius
boundary layer spanning the cavity.
The fully-developed POD modes, shown in Fig-
ure 5, are not quantitatively accurate for short times,
but they do surprisingly well for long times. All
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eﬃcient of (vector-valued) mode 1, starting with ini-
tial condition at t = 0. The bottom plot is from the
same simulation, at a later time. Symbols are as in
Figure 4. Note that in the top plot, the dashed and
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Figure 6: Snapshots from developing region: Pro-
jection of DNS ( ), and POD/Galerkin models
with 3 modes ( ), and 6 modes ( ). Here,
diﬀerent POD modes were used for the projection,
taking snapshots from the developing region.
three simulations (4, 6, and 11 modes) capture the
right frequency and amplitude for long times, and
the qualitative behavior is correct: oscillations grow-
ing in amplitude, eventually saturating.
The transient POD modes do much better, as
shown in Figure 6. For the transient POD modes,
both modes 1 and 2 are shown. The 3-mode simu-
lation overshoots the amplitude, but eventually set-
tles back to the correct steady-state amplitude (after
about t = 110, well past what is shown in the ﬁg-
ure). The 6-mode simulation is quite accurate for
all times.
4.4 Parameter variation
Here we brieﬂy discuss the eﬀect of varying the Mach
number M in the Galerkin models. In particular, we
investigate how the frequency of oscillation varies as
the Mach number is changed.
We linearize the Galerkin equations obtained by
projecting (17) onto the fully-developed POD modes
(retaining the parameters in the projected equa-
tions). The eigenvalues of the linearized system are
shown in Figure 7, for Galerkin models with 4, 6,
11, and 20 POD modes. The 4- and 6-mode models
have one pair of unstable (right-half-plane) eigenval-
ues, at the frequency of Rossiter mode 2. The 10-
and 20-mode models have an additional pair of un-
stable eigenvalues, at the lower frequency of Rossiter
mode 1. This indicates that Rossiter mode 1 is still
present in the dataset, but at a much smaller energy
than Rossiter mode 2.
As the Mach number is varied, the eigenvalues
move, as shown in ﬁgure 7. When the Mach num-
ber is decreased, the eigenvalues become more sta-
ble, which is consistent with observations from the
simulations.
Figure 8 shows how the frequencies (imaginary
parts of the unstable eigenvalues) change as the
Mach number is varied. Also plotted are the fre-
quencies measured from the DNS at M = 0.6, and
the curves of the ﬁrst two frequencies predicted by
Rossiter’s formula (1), using Rossiter’s original val-
ues γ = 0.25, 1/κ = 1.75. The frequencies closely
match the frequency measured in the DNS, and cap-
ture the same trend with Mach number predicted by
Rossiter’s model. Note that we do not expect our
Galerkin model to be valid very far from the param-
eter range where the snapshots were taken, since for
diﬀerent parameter values, the ﬂow structures will
presumably be diﬀerent.
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Figure 7: Eigenvalues of 4-mode (), 6-mode (), 11-
mode (), and 20-mode (◦) linearized Galerkin mod-
els, at the nominal value M = 0.6; and of the
11-mode model with 0.3 < M < 0.6 ( ), and
0.6 < M < 0.9 ( ).
5 Conclusions
We have presented dynamical models for self-
sustained oscillations in the compressible ﬂow past
a rectangular cavity, based on the POD/Galerkin
method. We have introduced an inner product and
a formulation of the equations of motion which en-
ables one to use vector-valued POD modes for com-
pressible ﬂow. The vector-valued modes capture the
coherent structures in the shear layer that spans the
cavity, as well as the corresponding acoustic radia-
tion, and the resulting Galerkin projections capture
the cavity dynamics well, for both short and long
time. This is a substantial improvement over mod-
els obtained from scalar-valued POD modes, which
tended to deviate for long time. We have also looked
brieﬂy at how the frequencies of oscillation of our
models depend on Mach number, and we have found
a reasonable agreement with both direct numerical
simulations and Rossiter’s formula.
A plausible reason why the vector-valued modes
do better than scalar modes is the following: certain
terms in the equations, namely the dilatation ux+vy,
are sensitive, in that they involve a delicate cancel-
lation between two large numbers (even though ux
and vy are not small, the dilatation ux + vy always
remains small). If scalar-valued modes are used, u
and v may drift apart slightly after some time, so
that they no longer cancel each other, and the re-
sulting error in dilatation can drive the equations
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Figure 8: Frequencies predicted by Galerkin model
as Mach number is varied: Im(λ/2π) for unstable
eigenvalues λ of 11-mode Galerkin model ( );
frequencies measured from DNS (×); and frequen-
cies predicted by Rossiter equation ( ).
in a non-physical way. We have observed this eﬀect
directly in Galerkin simulations from scalar-valued
POD modes. When vector-valued modes are used,
the dilatation is computed much more accurately, as
it is eﬀectively computed for each POD mode, and
not from a sum of POD modes for diﬀerent variables
which may drift apart.
In order to use these models for control analysis
or synthesis, it is of course necessary to introduce
the eﬀects of actuation into the models. The pres-
ence of an actuator will presumably change the ﬂow
structures, so POD modes need to be taken in the
actuated ﬂow, perhaps stacking snapshots from dif-
ferent runs. Precisely how to do this remains an
open question, and is a topic for future research,
but the present results are promising: since the un-
actuated ﬂow can be accurately modeled by as few
as 3 POD modes, it is likely the actuated ﬂow may
also be described by a model of very low dimension.
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