The correct detection of the onset of muscular contraction is a diagnostic tool to neuromuscular diseases and an action trigger to control myoelectric devices. In this work, entropy and information content concepts were applied in algorithmic methods to automatic detection in surface electromyographic signals.
Introduction
The surface electromyographic signal (sEMG) is a common diagnostic tool to detect neuromuscular pathologies while it also finds applications in rehabilitation engineering, sports, ergonomy and research. Temporal and energy characteristics supply parameters to estimate force of contraction, so the accuracy in the detection of beginning and end allows the evaluation of posture and movement.
Differences of 20 ms in conduction velocity studies, or in alignment of movement-related potentials in the electroencephalogram (EEG) are significant to the diagnosis of several pathologies [1] [2] [3] [4] . In others applications, as prosthetic or assistive devices control, the correct detection of sEMG beginning is critical in applications where that event triggers an action, or in signal classification where the operator's intent is extracted in the first 300 ms of the muscular contraction [5] .
Subjective visual determination by a trained operator is the most common way to evaluate contraction detection algorithms and used as reference [6] [7] [8] . However, precision and repeatability are low requiring a large number of well characterized EMG's if any meaningful statistical analysis is wanted. Also, this method is restricted to offline applications. For this reason, an algorithmic method for efficient onset detection is required to reduce the operator's induced errors and allow online processing. Several research groups propose algorithms based in lowpass filters [9] , statistical considerations [10] , whitening filters [11] , energy operators [12] and others algorithms. A systematic comparison of the methods present in bibliography can be found in the work of Staude [13] or by Hodges and Bui [14] .
In this paper we introduce an approach based in probabilistic considerations and information content. The concepts of information content, entropy and algorithmic complexity theory have found application in biological signal analysis [15] [16] [17] , speech and audio recognition, and other fields.
Onset detection based in probabilistic models is a usual technique in the field of music analysis, where the onsets of significant events are perceived as surprising moments, based on the notion of observer's familiarity with the evolution of the signal. This observer generates a probability trace of the baseline and the occurrence of an event can be seen as an unexpected change in probability, building a temporal structure [18] . Thus, a dynamically evolving measure of surprise can be used as a detection function in the analysis of sEMG, since muscular contraction is a surprising event.
There is a close relation between information content and entropy. Complexity and information measures have been used in several applications in the field of biological signal processing, as speech recognition [19] and sEMG characterization using approximate entropy [20] , so the Shannon Entropy of the signal was analyzed in this context. Shannon's entropy describes the uncertainty or the degree of disorder of the data [21, 22] , that is, the information content of the signal.
In order to perform a statistical test of the method here proposed, a large amount of sEMG signals is required, with parameters such as start point, amplitude and signal to noise ratio (SNR) perfectly known. In this paper we use the same approach as the proposed by Staude et al [23] , who use simulated EMG data with the possibility of changing the parameters that affect the sensivity and improve the reproducibility. The surprise and entropy algorithms were compared with other detection methods, with simulated and real EMG signals and the performance was evaluated under different levels of SNR.
In what follows, we will present the database used to validate the algorithms, the two methods proposed and the results obtained.
Materials
Automatic event detection from sEMG signals requires a model containing abrupt changes in signal properties and variable parameters in the baseline. A zero mean steady stochastic process, of Gaussian distribution, band limited (10-500Hz) and contaminated with additive white noise appears as a good modeling choice [24, 25] . According to the model of Staude [23] an all-pole representation by an autoregressive (AR) filter provides an adequate bandwidth while the excitation k x results from two statistically independent noise sources, k m and k w , dynamical mean signal and system noise, respectively ( Fig. 1 ). The complete EMG digitized signal k y can be model as:
where k y ɶ denotes the output of the AR filter of order p with coefficients i a and static gain 0 b ,and k v is the measurement and other biological signals acting as interference . The onset of the contraction is flagged by an abrupt change in the profile of k m at the arbitrary time 1 t , modeled by a ramp between 2 1 t t − .
In the following, the onset time 1 t will be setting randomly among the interval of 3-5s. 
Real sEMG database.
To optimize onset detection algorithms, a sEMG real database was constructed with bipolar recordings made with Ag-AgCl electrodes (3M RedDot) fixed 2 cm apart in the biceps of 6 volunteers during right arm flexion. The signal was amplified, filtered (10 Hz/500 Hz for low/high frequencies cut-off, respectively), and digitized (fs=1KHz) on-line with BrainNet BNT36 technology (LYNX TECNOLOGIA ELETRÔNICA LTDA, SP, Brasil). Several acquisition conditions were tested using different noise sources and the analysis was performed off line.
Methods
Di Fabio's algorithm is most commonly used to detect onset time and it is also a common reference for a new technique [9] , [14] . The method uses a fixed threshold (Th ), calculated by adding a number of standard deviations above the mean value of the baseline of the EMG, in resting state. Besides, the signal must surpass the threshold during a whole period, to reduce false positive detections. Both conditions are selected empirically to obtain the best output.
Th emg SD = +
We use this technique to compare with our results.
Surprise Function
In order to measure the degree of unexpectedness ( ) s E of an event E , it is reasonable to assume the following conditions:
The logarithm satisfies these conditions, thus the surprise can be defined as in [18] :
Using the concept of a negative log-probability as a measure of the surprise or unexpectedness of the contraction in the sEMG signal, it is possible to determine the onset in terms of an implicit Where i v represents each of the n elements of the window elements. From (5) and (6) we obtain the measure of surprise, being c a constant. As can be seen, the surprise is closely related to the energy concept. For both distributions, the success of the onset detection implies the correct fitting of the statistical model.
Entropy and information content
Entropy as a thermodynamic state variable was introduced into physics as a measure of system disorganization. Afterward, entropy was promoted to a generic measure of information content and Shannon [21, 22] formalized the concept applied to signal processing: p is an estimate of the pdf for sample i , n represents the window size and m is the window number. A proposed relation between entropy and sEMG processing is based on the hypothesis that the measurement and environmental noise is supposed to have the highest entropy value while the contraction signal has significantly lower entropy, as a large amount of information (i.e. muscular force) is present in the signal. To detect the contraction onset a modified version of Shannon equation was applied, computing the empirical histogram of a signal segment and counting the number of repetitions of each value in this section.
The EMG activity beginning was setting when at least 3 consecutive windows met the following criterion,
That is, the window's entropy must be larger than the mean base line entropy.
For both algorithms, surprise function and Shannon's entropy, the window size was empirically set as a function of the sampling frequency recalling that the smaller the number of samples, the better the detection precision (meaning repeatability); however, if the window becomes too small, false detections are more likely to occur due to noise spikes. Keeping the aforementioned criteria led us to choose the window size n = 50 samples. A set of 1000 signals randomly created according to Section 2.1.1 was tested along a SNR range of 16 dB. To verify the algorithms, visual decision of an expert and Di Fabio's method were used as reference. Signal to noise ratio (SNR) in dB was computed as: Figure 3 illustrates the detection error at different levels of SNR. The Laplacian surprise function shows a slightly better performance at low SNR values and can be considered as an option to suitable onset detection. Shannon Entropy algorithm's presents a stepped behavior and needs to be improved, to be considered as a suitable choice. In real EMG signals the performance of the algorithms is similar; Laplacian surprise is closer to the onset detected by the expert than di Fabio's algorithm. A statistical analysis is not suitable because the expert decision is not an exact parameter. A typical signal is shown in Fig. 4 . 
Results

Discussion and Conclusions
This paper proposes the use of information theory based techniques to automated detection of the onset sEMG contraction, based on statistical considerations and Laplacian distribution. Other techniques as Gaussian distribution and even Shannon Entropy were discarded as noisier, less reliable and more costly from a computational point of view. The Gaussian surprise function is unable to detect the onset of contraction, because the statistical fitting supposes a change in distribution and both, baseline noise and sEMG, were simulated with a white Gaussian noise source. All detectors herein presented are related to signal energy estimation, which is consistent with an optimal detector under the assumption of Gaussian distribution for both signal to noise base.
On other hand, the Laplacian surprise detection error is in the order of the window's size, while a smaller window (i.e. 50 samples) yields to false detections. This algorithm shows better performance when high noise levels are expected, even better than Di Fabio threshold method. 
