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String Stable Integral Control of Vehicle Platoons with Actuator
Dynamics and Disturbances
Guilherme Fro´es Silva, Alejandro Donaire, Aaron McFadyen and Jason Ford
Abstract—This paper presents the design of an integral
controller for vehicle platoons with actuator dynamics. The
proposed controller ensures string stability with disturbances
and simultaneously compensates for constant disturbances
through integral action. Sufficient conditions for string stability
are satisfied by the use of a suitable state transformation. The
proposed controller guarantees disturbance string stability for
a prescribed time constant of the actuator dynamics, and we
show through simulation that platoons with faster dynamics
are also made disturbance string stable.
I. INTRODUCTION
Systems with multiple agents are advantageous for a wide
range of applications, such as general networked systems [1],
cooperative systems [2], and coordination of aerial vehicles
[3]. Naturally, controlling a networked system of multiple
agents is more challenging than controlling individual agents.
Stability, e.g. in a Lyapunov sense, is often established for
individual agents [4], whereas string stability is desirable
when agents are networked in one dimension [5], and mesh
[6] or swarm [3] stability is sought for in higher dimensions.
In transportation systems, the action of grouping vehicles
into platoons increases traffic throughput [7] and improves
fuel consumption efficiency [8]. Generally, the vehicles com-
municate with their neighbours (through local measurements)
and, optionally, receive reference information through com-
munication channels. In this paper, we show a controller
design for bidirectional platoons of heterogeneous vehicles
with actuator dynamics that guarantees disturbance string
stability whilst rejecting constant disturbances.
Research on vehicle platooning dates back to 1960 [9],
when Levine and Athans proposed an optimal centralised
controller for a string of moving vehicles. Later on, it was
observed that disturbances and initial condition perturbations
could lead to an effect which would amplify state errors down
the string. The property that prevents this effect from happen-
ing is called string stability [10]. That is, an interconnected
system is termed string stable if, and only if, disturbances
(and initial condition perturbations) are attenuated from one
agent to the other [5], [11]. There are, however, many defi-
nitions of string stability in the literature, which depend on
the system’s communication structure, formation (or spacing
policy), and node dynamics (or vehicle dynamics). For an
exhaustive review, check [12] and reference within.
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The communication structure of a platoon can be, for
instance, bidirectional [13], [14], [15], where data flows from
preceding and following vehicles, or predecessor following
[8], [16], where data flows from preceding vehicles only,
and possibly reference (leader) information [17], [18]. Bidi-
rectional strings can also take information from preceding
and following neighbours asymmetrically [15], [17]. The
platoon formation is dictated by the spacing policy, be it to
maintain constant distance or constant headway time between
agents [19]. It was shown that, under a constant spacing
policy, string stability cannot be achieved with a limited
communication range even when using integral action [20],
[21]. In [22], leader position broadcasting avoids disturbance
amplification, while using only local relative measurements
also leads to string instability for any linear controllers [23].
Finally, the node dynamics, or vehicle dynamics in pla-
tooning literature, can be a second order (double integrator)
model [24], [8], third order with actuator dynamics [25], [26],
[27], and nonlinear model [13], [28], [15], [17]. The actuator
dynamics captures the vehicles’ power-train time lag and its
impact in stability has been studied in [25]. Furthermore,
a platoon is termed homogeneous if vehicles have equal
dynamics and heterogeneous otherwise.
For heterogeneous platoons with nonlinear dynamics and
constant spacing policy, a port-Hamiltonian description with
integral action addition was proposed to guarantee a weaker
form of string stability, coined “weak L2 string stability”
[13]. However, their approach required communication be-
tween vehicles, which was later relaxed [14]. Although still
in the “weak L2 string stability” setting, it was shown that
asymmetry in coupling improves platoon performance [15].
Recently, a definition of disturbance string stability was
proposed in [11], and sufficient conditions for this properties
were given in [17]. These sufficient conditions allow for
control design of car platoons. Integral action addition was
proposed to incorporate constant disturbance rejection [28].
The contribution of this paper is the design of a string
stable integral controller capable of rejecting disturbances for
heterogeneous platoons of vehicles using a third-order model
with actuator dynamics, following a constant spacing policy.
We show that the controller designed using the sufficient
conditions from [17] and integral action addition [28] allows
string stable control of platoons subject to actuator dynamics.
This paper is organised as follows. In Section II, we
present the vehicle platoon dynamics and the control objec-
tives. In Section III, we show the control design procedure.
Numerical results and simulation studies are presented in
Section IV. Finally, conclusions are drawn in Section V.
II. VEHICLE PLATOONS
A platoon with N ≥ 1 vehicles can be described by the
following set of equations [26],
q˙i = vi
v˙i = m
−1
i fi +m
−1
i d¯i
f˙i = −τ
−1
i fi + τ
−1
i u¯i,
(1)
for all i = {1, . . . , N}, where qi ∈ R, vi ∈ R, mi ∈ R and
fi ∈ R are the position, velocity, mass, and actuator force of
the ith vehicle, respectively. The acceleration of the vehicles
is directly affected by the disturbance d¯i ∈ R, which can be
decomposed into time-varying wi(t) ∈ R and constant w¯i ∈
R disturbances, such that d¯i = wi(t)+w¯i. The time constant
τi ∈ R accounts for the power-train time lag of vehicle i.
Finally, the control input is u¯i ∈ R. This model captures the
main dynamics for vehicle platoons and is widely used in
the literature (see e.g. [15], [26], [25], [29]). We define the
state vector xi = [qi vi fi]
T ∈ R3 and also define x0 as the
virtual agent (or reference) to be followed. The dynamics (1)
can be written in compact form
x˙i = φi(xi) + ui + di (2)
where φi(xi) = [vi (m
−1
i fi) (−τ
−1
i fi)]
T , ui =
[0 0 τ−1i u¯i]
T , and di = [0 m
−1d¯i 0]
T .
Interconnected systems of this kind may suffer from an
effect called string instability, in which disturbances are am-
plified along the string. To overcome this effect, we require
that the closed-loop system is string stable and the vehicles
assume a desired configuration x⋆i = [q0 − δi,0 v0 0]
T ,
where δi,0 =
∑i−1
j=0 δj+1,j is the distance of vehicle i to
the reference position q0, and δj+1,j is the desired distance
between vehicles. The desired configuration verifies x˙⋆i =
φi(x
⋆
i ) and it is a solution of the system in the absence of
disturbances.
A. String Stability
We define string stability according to [11], where the
disturbance string stability (DSS) definition was proposed.
Definition 1 (Disturbance String Stability): The system
(2) is said to be disturbance string stable if there exists
a KL function γ and a K function β such that, for any
disturbance di and initial conditions, we verify, for all t > 0,
sup
i
|xi(t)− x
⋆
i (t)|2 ≤ γ
(
sup
i
|xi(0)− x
⋆
i (0)|2 , t
)
+ β
(
sup
i
‖di(t)‖∞
)
.
(3)
This definition is equivalent to well-known string stability
definition by Swaroop and Hedrick [5], which is expressed
in ǫ − δ form. However, the Definition 1 also accounts for
external disturbances acting on the vehicles.
B. Problem Formulation
Sufficient conditions for DSS of a general class of systems
in closed-loop with static controllers were presented in [17].
As discussed in [28], these conditions can also be used to
ensure DSS of vehicle platoons in closed-loop with dynamic
controllers that have the form
u¯i = hi,i−1(xi, xi−1) + εihi,i+1(xi, xi+1)
+ h0i (xi, x0) + kζi,
(4)
ζ˙i = gi,i−1(xi, xi−1) + εigi,i+1(xi, xi+1)
+ g0i (xi, x0),
(5)
where the functions h(·) ∈ R and g(·) ∈ R represent smooth
couplings between neighbour vehicles. The integral gain k ∈
R along with the state ζi ∈ R, with dynamics (5), add integral
action to the controller [28].
The problem is to find the controller functions h(·) and
g(·) that satisfy the sufficient conditions and make the closed-
loop system DSS.
III. CONTROLLER DESIGN
We consider the system (2) in closed-loop with the con-
troller (4)-(5). In order to reject constant disturbances, we
augment the system with the integral state ζi ∈ R,
z˙i = Φizi + ρi + di, (6)
where zi = [x
T
i ζi]
T is the augmented state vector. The
control input is ρi = [0 0 (τ
−1
i u¯i) uζ,i]
T , where uζ,i =
gi,i−1(·) + εigi,i+1(·) + g
0
i (·) . The dynamics matrix of the
augmented system is
Φi =


0 1 0 0
0 0 m−1i 0
0 0 −τ−1i 0
0 0 0 0

 . (7)
Similar to the approach in [28], we use the coordinate
change ξi = k
−1ζi + w¯i to incorporate the constant distur-
bance w¯i into the state vector, which results in the modified
augmented system below,
y˙i = Φiyi + ρi + ηi, (8)
where yi = [x
T
i ξi]
T , with desired configuration y⋆i , and
ηi = [0 wi 0 0]
T contains only the time-varying disturbance
wi. It is useful to write ρi = Hi,i−1+ εiHi,i+1+H
0
i where
Hi,i−1 = [0 0 hi,i−1 gi,i−1]
T , Hi,i+1 = [0 0 hi,i+1 gi,i+1]
T ,
and H0i = [0 0 (h
0
i +kζi) g
0
i ]
T . Note that we suppressed the
state dependency for simplicity.
The direct application of the sufficient conditions of DSS
in [17] is generally difficult as the linear matrix inequalities
(LMIs) obtained from the sufficient conditions cannot be
easily solved due to a lack of structure in the matrices. To
overcome this difficulty, we propose a state transformation
for the augmented system (8) as follow
y˜i = T yi (9)
with
T =


1 α1 0 0
0 1 α2 α3
0 0 1 α4
0 0 0 1

 , (10)
where α1, α2, α3 and α4 are coupling constants that are
fundamental for structuring the LMIs, and facilitate finding
a solution that verifies the condition of Theorem 1 using
optimisation tools. Applying the transformation T and using
the new states y˜i, we can write the dynamics (8) in the form
˙˜yi = TΦiT
−1y˜i + ρ˜i + η˜i, (11)
where ρ˜i = Tρi, and η˜i = Tηi, and the transformed desired
configuration is y˜⋆i = Ty
⋆
i .
Lemma 1: First consider the system (2) in closed-loop
with controller (4), without integral action, that is k = 0.
In that case, provided the sufficient conditions in [17] are
satisfied, the system is DSS and the following estimate is
true,
sup
i
|xi(t)− x
⋆
i (t)|2 ≤ e
−c¯2t sup
i
|xi(0)− x
⋆
i (0)|2
+
1− e−c¯
2t
c¯2
sup
i
‖di(t)‖∞ ,
(12)
where c¯2 = c2 − b(1 + maxi εi).
Proof: See [17].
We now present some modified sufficient conditions for
DSS as a tool to find controllers that turn the closed-loop
system DSS.
Theorem 1 (Sufficient Conditions for DSS): Consider the
system (8) with controller (4)-(5). If the controller functions
h(·) and g(·) are such that the following conditions are
satisfied,
C1 Hi,i−1(y
⋆
i , y
⋆
i−1) = 0, Hi,i+1(y
⋆
i , y
⋆
i+1) = 0, and
H0i (t, y
⋆
i , x0) = 0;
C2 for some c 6= 0 and b > 0
µ2 (Ji,i) ≤ −c
2,
max
{
‖Ji,i−1‖2 , ‖Ji,i+1‖2
}
≤ b,
for all yi, yi−1, yi+1 ∈ R
3;
(13)
C3 εi <
c2
b
− 1,
where µ2(A) = maxi (λi[A]s), [A]s is the symmetric part
of A, and the elements Ji,i ∈ R
3×3 and Ji,i±1 ∈ R
3×3 of
the Jacobian J ∈ R3N×3N are
Ji,i = TΦiT
−1 + T
∂ρi
∂yi
T−1, (14)
Ji,i±1 = T
∂Hi±1
∂yi±1
T−1. (15)
Then,
(i) The system (8) is DSS with,
sup
i
|yi(t)− y
⋆
i (t)|2 ≤ Ke
−c¯2t sup
i
|yi(0)− y
⋆
i (0)|2
+K
1− e−c¯
2t
c¯2
sup
i
‖wi(t)‖∞ .
(16)
(ii) The system (2) is also DSS with,
sup
i
|xi(t)− x
⋆
i (t)|2 ≤ Ke
−c¯2t sup
i
|xi(0)− x
⋆
i (0)|2
+Ke−c¯
2t sup
i
∣∣ζi(0) + k−1w¯i∣∣2
+K
1− e−c¯
2t
c¯2
sup
i
‖wi(t)‖∞
(17)
where c¯2 = c2− b(1+maxi εi), K =
maxi(σmax(T ))
mini(σmin(T ))
, and
σmin(A) and σmax(A) denote the minimum and maximum
singular value of A.
Proof: As shown in the previous section, the dynamics
of the system (6) in closed-loop with the controller (4)-(5)
can be equivalently written, using the transformation (9), as
the dynamics (11).
The application of the sufficient conditions in [17] to the
system (11) can be written as (13). These conditions are
obtained by computing the Jacobian matrices Ji,i and Ji,i±1
from (11) and writing them in terms of yi. As the conditions
C1, C2, and C3 are satisfied then the system (11) is DSS,
which ensures that the following inequality holds true,
sup
i
|y˜i(t)− y˜
⋆
i (t)|2 ≤ e
−c¯2t sup
i
|y˜i(0)− y˜
⋆
i (0)|2
+
1− e−c¯
2t
c¯2
sup
i
‖η˜i(t)‖∞ .
(18)
To prove (i), we define Λi , T
TT and define λ(Λ) =
σ(T )2, where λ(Λ) is the vector of eigenvalues of Λ, then use
that to obtain the following bounds based on the quadratic
form yTi Λyi,
σ sup
i
|yi(t)− y
⋆
i (t)|2 ≤ sup
i
|y˜i(t)− y˜
⋆
i (t)|2 ,
sup
i
|y˜i(0)− y˜
⋆
i (0)|2 ≤ σ¯ sup
i
|yi(0)− y
⋆
i (0)|2 ,
sup
i
‖η˜i(t)‖∞ ≤ σ¯ ‖ηi(t)‖∞ ,
(19)
where σ¯ = maxi{σmax(T )} and σ = mini{σmin(T )}. Using
(19) in (18), and as supi‖ηi(t)‖∞ = supi‖wi(t)‖∞, we
obtain the result (16).
To prove (ii), that is, that system (2) is DSS with estimate
(17), we first note that since yi = [x
T
i ξi]
T , then we can
write
sup
i
|xi(t)− x
⋆
i (t)|2 ≤ sup
i
|yi(t)− y
⋆
i (t)|2 . (20)
Then, using (16) in (20), we obtain
sup
i
|xi(t)− x
⋆
i (t)|2 ≤ sup
i
|yi(t)− y
⋆
i (t)|2
≤ Ke−c¯
2t sup
i
|yi(0)− y
⋆
i (0)|2
+K
1− e−c¯
2t
c¯2
sup
i
‖wi(t)‖∞ .
(21)
Also, the triangle inequality allows us to write
sup
i
|yi(0)− y
⋆
i (0)|2 ≤ sup
i
|xi(0)− x
⋆
i (0)|2
+ sup
i
|ξi(0)|2 ,
(22)
which can be used in (21) together with ξ(0) = ζi(0)+k
−1w¯i
to finally obtain (17), which completes the proof.
It is important to note that to use Theorem 1 we need
only to compute the matrices Ji,i, Ji,i±1, and T , and find
functions h(·) and g(·) that satisfy the sufficient conditions
C1, C2, and C3. Then, the system (2) in closed-loop with
the controller (4)-(5) is DSS and also rejects constant distur-
bances.
IV. SIMULATION STUDIES
We consider the system (2) in closed-loop with the con-
troller (4)-(5), with
hi,i−1 = h
p
i (qi−1 − qi − δi,i−1) +K
v
i (q˙i−1 − q˙i),
hi,i+1 = h
p
i (qi+1 − qi + δi+1,i) +K
v
i (q˙i+1 − q˙i),
h0i = K
p0
i (q0 − qi − δi,0) +K
v0
i (q˙0 − q˙i),
(23)
and
gi,i−1 = g
p
i (qi−1 − qi − δi,i−1) +G
v
i (q˙i−1 − q˙i),
gi,i+1 = g
p
i (qi+1 − qi + δi+1,i) +G
v
i (q˙i+1 − q˙i),
g0i = G
q0
i (q0 − qi − δi,0) +G
v0
i (q˙0 − q˙i).
(24)
The structure of the controller requires absolute position
and velocity, relative position and velocity, and reference
information to compute the control input for each agent.
If the nonlinear functions h
p
i (·) and g
p
i (·) have lower and
upper bounds, so does the Jacobian as it depends linearly
on their partial derivatives [17]. The Jacobian J upper and
lower bounds are JL and JU respectively, leaving us with
the following LMIs, from C2 and C3,
[Ji,i,L]s ≤ −c
2I4, [Ji,i,U ]s ≤ −c
2I4,[
bI4 Ji,i−1,L
JTi,i−1,L bI4
]
≥ 0,
[
bI4 Ji,i−1,U
JTi,i−1,U bI4
]
≥ 0,
[
bI4 Ji,i+1,L
JTi,i+1,L bI4
]
≥ 0,
[
bI4 Ji,i+1,U
JTi,i+1,U bI4
]
≥ 0.
where I4 is the 4-by-4 identity matrix and [Ji,i,L]s ≤ −c
2I4
is equivalent to µ2(J) ≤ c
2 [17].
It is guaranteed, through Theorem 1, that the system (2)
will be DSS under the nonlinear controller (4)-(5) with
control gains that satisfy the LMIs above.
We used CVX, a package for specifying and solving
convex programs [30], to find a controller by posing an
optimisation problem minimising −c¯2, with the LMIs above
as constraints. To solve the LMIs, we set εi = 1, τi = 1 s,
mi = 1 for all i = {1, . . . , N}, and the coupling constants
α1 = 0.8, α2 = 1, α3 = 0.7, and α4 = −0.5. We found a set
of controller gains that satisfy the conditions C1, C2 and C3,
where K
p
i1 = K
p
i2 = 0.001, K
v
i = 0.001, K
p0
i = 0.4631,
Kv0i = 0.7, k = 0.1436, G
p
i1 = G
p
i2 = 0.001, G
v
i = 0.001,
G
p0
i = 0.1430, and G
v0
i = 0.3082.
With the system (2) in closed-loop with controller (4)-(5),
we ran an exhaustive number of simulation studies for the
controller proposed in this paper and the controller obtained
using [17, Corollary 1], denoted C1 and C2, respectively.
We ran the simulations for platoons with lengths N =
[50, 150, . . . , 500], with initial conditions xi(0) = [(q0(0)−
δi,0 + Γi) (q˙0(0) + Γi) 0]
T , inter-vehicle spacing δi,i−1 =
δi,i+1 = 10 m and reference speed q˙0 = 20 m/s.
The disturbance is decomposed into time-variant wi(t) =
Γi sin exp(−0.1t) m/s
2 and constant w¯i = (1 + Γi) m/s
2
disturbances, where Γi is uniformly randomly generated in
the interval [0, 1].
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Fig. 1. Supreme L2-norm state error for platoon with N = 500 vehicles
and τi = 1, for both controllers C1 (—) and C2 (– –), and their respective
bounds (17) (· −) and (12) (· · ·).
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Fig. 2. Supreme infinity-norm state error of platoons of different lengths
N under controller C1.
A. Actuator dynamics as designed
Let us consider the case where all vehicles’ actuator
dynamics have time constants equal to the time constant for
which the controller C1 was designed, that is τi = 1 for all
i = {1, . . . , N}.
Fig. 1 shows the bounds generated by Theorem 1, that
is bound (17), the bounds obtained with [17, Corollary 1],
that is bound (12), and the state errors obtained with their
respective controllers, C1 and C2, for a platoon with N =
500 vehicles. We note that the state error of the platoon
under C1 converges to zero, showing that the closed-loop is
DSS whilst constant disturbances are rejected. Also, Fig. 2
shows that the supreme state error norm of all platoons is
not affected by the string length and the closed-loop system
is always DSS.
To facilitate visualisation, we show the states time histories
of vehicles i = 2, 100, 250, 400, 500 of the platoon of 500
vehicles. Fig. 3 shows the displacement between the vehicle
i = 1 and the reference vehicle x0, that is ei,i−1 = qi−1−qi−
δi,i−1, for both controllers C1 and C2, where we notice that
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Fig. 3. Displacement of vehicle i = 1 to the reference x0 for both
controllers C1 (blue, continuous line) and C2 (red, dashed line), for the
platoon with N = 500 vehicles.
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(–) to their predecessors, for controller C1 (top) and C2 (bottom), for the
platoon with N = 500 vehicles.
only controller C1 compensates for the constant disturbances
whilst reducing oscillations caused by the actuator dynamics.
Fig. 4 shows the displacement of all other vehicles and their
predecessor neighbours where it is again possible to see the
constant disturbances being rejected by controller C1. In Fig.
5, we show that, with controller C1, good performance is
achieved for both velocity and actuator force states, with
reasonable force values. The integral states and control inputs
are shown in Fig. 6, where we see the integral state converge
to a value proportional to the constant disturbance with the
control input sustaining reasonable values.
B. Actuator dynamics different than designed
In this section, we simulate platoon systems with actuators
dynamics’ time constants different than the one for which
the controller was designed. Exhaustive simulation studies
indicate that when all vehicles’ dynamics have time constants
less than or equal to the time constant for which the control
was designed, the condition C2 is satisfied and the closed-
loop system is DSS. However, the analytical proof of that is
pending.
In Fig. 7 we show the state errors and bounds for a platoon
of length N = 500 and τi = 0.5(1.1−Γi). In this study, we
observe that both controllers make the closed-loop DSS, but
C1 is also able to compensate for the constant disturbance.
Finally, Fig. 8 shows the state errors and bounds for the
platoon with N = 500 vehicles and τi = 1.5(1.1 − Γi), a
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Fig. 5. Velocities and actuator forces of vehicles 2 (–), 100 (–), 250 (–),
400 (–), and 500 (–) for the platoon with N = 500 under controller C1.
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Fig. 6. Integral state and control input of vehicles 2 (–), 100 (–), 250 (–),
400 (–), and 500 (–) for the platoon with N = 500 under controller C1.
time constant bigger than the one for which the controller
was designed. We observe the condition C2 is not satisfied
and the system is unstable.
V. CONCLUSIONS
In this paper we designed a string stable integral controller
capable of rejecting disturbances in bidirectional platoons
of heterogeneous vehicles with distinct actuator dynamics.
During control design, we prescribed the actuator dynamics
time constant so the controller guarantees disturbance string
stability of the platoon, regardless of its length. The con-
troller gains can be computed via offline optimisation before
the implementation. Simulation studies show satisfactory
performance of the control system and indicates that dis-
turbance string stability is ensured provided that the actuator
dynamics have time constants less than the prescribed value.
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