Abstract. In this paper, we show that the analytic and geometric multiplicities of an eigenvalue of a class of singular linear Hamiltonian systems are equal, where both endpoints are in the limit circle cases. The proof is fundamental and is given for both continuous and discrete Hamiltonian systems. The method used in this paper also works for both endpoints are regular, or one endpoint is regular and the other is in the limit circle case.
Introduction
Consider the following singular continuous linear Hamiltonian system: Jy ′ (t) = (P (t) + λW (t))y(t), t ∈ (a, b), (1.1) where both endpoints a and b are in the limit circle cases, W (t) and P (t) are 2m × 2m Hermitian matrices for any t ∈ (a, b), W, P ∈ L loc (a, b), W ≥ 0 on (a, b), and
Throughout this paper, for the singular continuous linear Hamiltonian system, we assume that (A) For each subinterval (a ′ , b ′ ) ⊂ (a, b), if y satisfies Jy ′ − P y = Wf and W y = 0 on (a ′ , b ′ ) for somef ∈L 2 W (a ′ , b ′ ), then y = 0 on (a ′ , b ′ ), whereL 2 W (a ′ , b ′ ) is defined in (2.1). If (A) holds, then, for all λ ∈ C and for all nontrivial solutions y of system (1.1), the following definiteness condition can be verified [2] :
* (s)W (s)y(s)ds > 0, (1.2) where y * is the complex conjugate transpose of y.
Consider the following singular discrete linear Hamiltonian system: J∆y(n) = (P (n) + λW (n))R(y)(n), n ∈ Z, (1. 3) where Z is the set of integers, ±∞ are in the limit circle cases, ∆y(n) = y(n + 1) − y(n) is the forward difference operator, R(y)(n) = (u T (n + 1), v T (n)) T is the partial right shift operator with y(n) = (u T (n), v T (n)) T and u(n), v(n) ∈ C m , W (n) = diag{W 1 (n), W 2 (n)} with W i (n) ≥ 0, i = 1, 2, and P (n) = −C(n) A * (n) A(n) B(n)
are 2m × 2m Hermitian matrices with m × m matrices A(n), B(n) and C(n).
To ensure the existence and uniqueness of the solution of the initial value problem for (1.3), in this paper we assume that (B 1 ) I m − A(n) is invertible for any n ∈ Z.
In the discrete case, the analogous condition to (A) does not always hold [12] . So we just assume the definiteness condition, which is similar to (1.2), but requires conditions on both half lines to adjust the self-adjoint extension as in [13] :
(B 2 ) There exist two finite sequences {n} such that t l 0 ≤ 0, s r 0 ≥ 1 and for any λ ∈ C, every non-trivial solution y of (1.3) satisfies
The spectrum of the singular Hamiltonian system (1.1) (or (1.3)) with a self-adjoint boundary condition consists of discrete eigenvalues. These eigenvalues can be regarded as zeros of a specified entire function, and the analytic multiplicity of an eigenvalue is referred to its order as a zero of the function. It renders lots of information in studying eigenvalue problems. However, people may pay more attention to geometric multiplicity of the eigenvalue in application because it provides the number of eigenfunctions corresponding to the eigenvalue. So, it is nature to ask which of the two multiplicities is larger.
In the literature, relationship of analytic and geometric multiplicities of an eigenvalue of the boundary value problem has been studied by many researchers. Eastham et al. showed equivalence of the multiplicities of an eigenvalue of continuous Sturm-Liouville problems (briefly, SLPs) with coupled boundary conditions [4] , while Kong et al. showed the same result for separated boundary conditions [9] . For the singular case, Kong et al. proved this equivalence for continuous SLPs with limit circle endpoints [10] . Wang and Wu gave an alternative proof depending on the geometric structure of the space of self-adjoint boundary conditions [19] . We proved the same relationship for continuous high-dimensional SLPs [5] . For higher-order ordinary differential equations, we refer the readers to [11, 14] . For discrete SLPs, we proved the equivalence of the multiplicities of an eigenvalue in [20] . For continuous linear Hamiltonian systems or SLPs, the equivalence of multiplicities of an eigenvalue can also be deduced by using Hill-type formula [6, 7, 8] . In this paper, motivated by [5, 11] , we provide a fundamental way to show that the two multiplicities of an eigenvalue are equal for both singular continuous and discrete linear Hamiltonian systems with limit circle endpoints. Though our framework is based on both endpoints in the limit circle cases, the method used in this paper also works for both endpoints are regular, or one endpoint is regular and the other is in the limit circle case.
The rest of this paper is organized as follows. Self-adjoint boundary conditions and basic properties of eigenvalues are given in Section 2. Equalities of analytic and geometric multiplicities of an eigenvalue of the singular linear Hamiltonian system in continuous and discrete cases are proved in Sections 3 and 4, respectively. 2. Self-adjoint boundary conditions and multiplicity of eigenvalues 2.1. Continuous case. Define the spacê
with the semi-inner product f ,ĝ c = b aĝ * (t)W (t)f (t)dt and
The maximal, pre-minimal and minimal operators corresponding to (1.1) are defined as follows:
W (a, b) and for anyf ∈ f }, Hy =f, D(H 00 ) ={y ∈ D(H) : there existsŷ ∈ y such thatŷ has a compact support in (a, b) and
where AC loc (a, b) is the set of functions which are locally absolutely continuous on (a, b), and L(ŷ)(t) = Jŷ ′ (t) − P (t)ŷ(t). We know by (A) that H and H 00 are well-defined and for any y ∈ D(H), there exists a uniqueŷ ∈ y such that L(ŷ)(t) = W (t)f (t) for t ∈ (a, b). So we briefly identify y andŷ below when y ∈ D(H). Thus
is well-defined for f, g ∈ D(H). It follows from [18] that
) c (t) exist and are finite for any f, g ∈ D(H). Let (1.1) be in the limit circle cases at both endpoints a and b. The definition of limit circle endpoint depends on defect indices of the left and right minimal operators, and we refer to Definition 3.1 in [15] . Then we know again from [15] that (1.1) has 2m linearly independent solutions inL 2
, be the linearly independent solutions of (1.1) satisfying the initial condition:
is an entire function of λ. Then the self-adjoint extension of H 0 is stated as follows. 
For the proof of Lemma 2.1, we refer the readers to Theorem 5.6 in [18] . The self-adjoint extension of H 0 with the domain D is denoted by
Combining (1.1) and the boundary condition in D, the following result is straightforward. Lemma 2.2. Assume that (1.1) is in the limit circle cases at both endpoints a and b. Then the spectrum of H D consists of isolated eigenvalues. Moreover, λ ∈ C is an eigenvalue of H D if and only of it is a zero of Γ c .
Let λ be an eigenvalue of H D . The order of λ as a zero of Γ c is called its analytic multiplicity. The number of linearly independent eigenfunctions for λ is called its geometric multiplicity.
2.2. Discrete case. In this case, the maximal operator is not single-valued in general. To proceed it, we use the theory of linear relations and briefly introduce some related results. Let X be a Hilbert space with inner product ·, · , and T be a self-adjoint linear relation in X 2 , which means [3] ) and σ(T ) = σ(T s ) (see Theorem 2.1 in [17] ). We define the product of two linear relations as
If N (T − λI) = 0, then λ is called an eigenvalue of T . We define dim N (T − λI) to be the geometric multiplicity of λ, ∪ k≥1 N ((T − λI) k ) to be the generalized eigenspace, and dim ∪ k≥1 N ((T − λI) k ) to be the algebraic multiplicity of λ. Then we give their relationship: Lemma 2.3. Let T be a self-adjoint linear relation in X 2 and λ be an eigenvalue of T . Then
Consequently, the algebraic and geometric multiplicities of λ are equal.
Proof. We give the proof by induction. By Theorem 2.2 in [17] ,
. So there exists g ∈ X such that (f, g) ∈ T − λI and (g, 0) ∈ (T − λI) k . This gives g ∈ N ((T − λI) k ) = N ((T s − λI) k ) and (f, g + λf ) ∈ T . Thus, (g, 0) ∈ (T s − λI) k , which, in particular, yields g ∈ T (0) ⊥ . We get by the decomposition of T that (f, g + λf ) = (f, g + λf − h) + (0, h), where (f, g + λf − h) ∈ T s and (0, h) ∈ T ∞ . So f, g + λf − h ∈ T (0) ⊥ , which along with g ∈ T (0) ⊥ , gives h ∈ T (0) ⊥ . Noting that h ∈ T (0), we obtain h = 0. Hence, (f, g + λf ) ∈ T s and (f, g)
This completes the proof.
Define the spacê
The maximal, pre-minimal and minimal linear relations corresponding to (1.3) are defined as follows:
T 00 ={(y, g) ∈ T : there existŷ ∈ y and two integers s ≤ k such thatŷ(n) = 0 for n ≤ s and n ≥ k + 1, and l(ŷ)(n) = W (n)R(ĝ)(n), n ∈ Z for anyĝ ∈ g},
where l(ŷ)(n) = J∆ŷ(n)−P (n)R(ŷ)(n). We remark here that T , T 00 and T 0 are not necessarily single-valued (see [12, 13] ). It was shown in [12] that for any (y, g) ∈ T , there exists a uniquê y ∈ y such that l(ŷ)(n) = W (n)R(ĝ)(n) for n ∈ Z by using (B 1 ) and (B 2 ). Thus we identifŷ y and y when y ∈ D(T ). Moreover,
is well-defined for any x, y ∈ D(T ), and
exists and are finite. Let (1.3) be in the limit circle cases at both endpoints ±∞. Limit circle endpoint in discrete case is defined by defect indices of the left and right minimal linear relations, see Definition 5.1 in [16] or Definition 3.1 in [13] . Then we follow from Theorem 5.1 in [12] that for all λ ∈ C, (1.3) has 2m linearly independent solutions inl 2
We define θ i = θ i,0 , 1 ≤ i ≤ 2m, and
For a fixed n ∈ Z ∪ {±∞} and any 1 ≤ i, j ≤ 2m, (θ i,λ , θ j ) d (n) is an entire function of λ. Next, the self-adjoint boundary conditions are given in the following lemma:
Lemma 2.4. Assume that (1.3) is in the limit circle cases at ±∞. Then a linear relation T D ⊂ (l 2 W (Z)) 2 is a self-adjoint linear relation extension of T 0 if and only if there exist two 2m × 2m matrices M and N such that rank(M, N ) = 2m, M JM * = N JN * , and
. . .
We refer to Theorem 5.6 in [13] for the proof of Lemma 2.4.
Then the spectrum of T D can be characterized as follows.
Lemma 2.5. Assume that (1.3) is in the limit circle cases at ±∞. Then the spectrum of T D consists of isolated eigenvalues. Moreover, λ ∈ C is an eigenvalue of T D if and only of it is a zero of Γ d .
The analytic multiplicity of an eigenvalue in discrete case is its order as a zero of Γ d .
Continuous Hamiltonian system: equality of multiplicities of eigenvalues
In this section, we give the relationship of analytic and geometric multiplicities of an eigenvalue of the singular continuous linear Hamiltonian equation (1.1) with boundary condition in (2.2). Theorem 3.1. Assume that (1.1) is in the limit circle cases at both endpoints a and b. Let λ 0 be an eigenvalue of H D . Then its analytic and geometric multiplicities are equal.
Proof. Denote the analytic and geometric multiplicities of λ 0 by τ 1 and τ 2 , respectively. Let ϕ i , 1 ≤ i ≤ τ 2 , be the linearly independent eigenfunctions for λ 0 , and ϕ i , τ 2 + 1 ≤ i ≤ 2m, be the solutions of (1.1) with λ = λ 0 such that ϕ i , 1 ≤ i ≤ 2m, are linearly independent. Let y i,λ be the solutions of (1.1) with λ ∈ C such that y i,λ (c 0 ) = ϕ i (c 0 ), 1 ≤ i ≤ 2m. Then y i,λ 0 = ϕ i , 1 ≤ i ≤ 2m. For a fixed t ∈ [a, b] and any 1 ≤ i, j, k ≤ 2m, recall that (φ k,λ , φ j ) c (t) is an entire function of λ, and thus we have the Taylor expansion (
Noting that
we infer that the first i-th column of M Ψ λ (a) − N Ψ λ (b) contains the factor λ − λ 0 . Thus Γ c can be written as Γ c (λ) = (λ − λ 0 ) τ 2Γ c (λ), λ ∈ C, whereΓ c is an entire function of λ. Then we claim thatΓ c (λ 0 ) = 0. This gives τ 1 = τ 2 and thus completes the proof. It remains to prove thatΓ c (λ 0 ) = 0. Let
Suppose thatΓ c (λ 0 ) = 0. Then there exist c i ∈ C, 1 ≤ i ≤ 2m, such that they are not all zeros and φ 1 ) c (a) . . .
is an eigenfunction for λ 0 . On the other hand, there existc i ∈ C, 1 ≤ i ≤ τ 2 , such that they are not all zeros and ψ = 2m
If c i , 1 ≤ i ≤ τ 2 , are not all vanished, then for any λ ∈ C,
is nontrivial for any fixed λ ∈ C. Furthermore, z(·, λ 0 ) satisfies the boundary condition in (2.2). Differentiating (3.1) by λ, we have
This yields that ∂ λ z(·, λ 0 ) is nontrivial, since otherwise, W (t)z(t, λ 0 ) = 0 on (a, b), which contradicts z(·, λ 0 ) is a nontrivial solution of (1.1) with λ = λ 0 by (A). Moreover, we have
where C is a generic constant, γ ρ is a circle centred at λ 0 with radius ρ > 0, Z 2m = (
2 for a matrix Z with entries z ij , and (φ 1,λ , · · · , φ 2m,λ ) = (φ 1,λ 0 , · · · , φ 2m,λ 0 )· Z(·, λ). We refer the readers to the proof of Theorem 9.11.2 in [2] for the last inequality above. This implies
Hence, ∂ λ z(·, λ 0 ) is a generalized eigenfunction for λ 0 , which contradicts that H D is selfadjoint. This completes the proof.
Discrete Hamiltonian system: equality of multiplicities of eigenvalues
In this section, we obtain the relationship of multiplicities of an eigenvalue of the singular discrete linear Hamiltonian equation (1.3) with boundary condition in (2.3).
Theorem 4.1. Assume that (1.3) is in the limit circle cases at ±∞. Let λ * be an eigenvalue of T D . Then its analytic and geometric multiplicities are equal.
Proof. Denote the analytic and geometric multiplicities of λ * by µ 1 and µ 2 , respectively. Let ζ i , 1 ≤ i ≤ µ 2 , be the linearly independent eigenfunctions for λ * , and ζ i , µ 2 + 1 ≤ i ≤ 2m, be the solutions of (1.3) with λ = λ * such that ζ i , 1 ≤ i ≤ 2m, are linearly independent. Set χ i,λ be the solutions of (1.3) with λ ∈ C such that χ i,λ (0) = ζ i (0), 1 ≤ i ≤ 2m, and then χ i,λ * = ζ i .
For a fixed n ∈ Z∪{±∞} and any 1 ≤ i, j ≤ 2m, we have (
By the definition of Γ d , we obtain 
Thusψ ∈l 2 W (Z) is an eigenfunction for λ * and there existd i ∈ C, 1 ≤ i ≤ µ 2 , such that they are not all zeros andψ = 2m
, are not all zeros, then for any λ ∈ C, J∆x(n, λ) = (P (n) + λW (n))R(x)(n, λ), n ∈ Z, (4.1) where x(·, λ) =
W (Z) is nontrivial for any fixed λ ∈ C. In addition, x satisfies the boundary condition in (2.3). We get by (4.1) that J∆ (∂ λ x) (n, ·) − P (n)R(∂ λ x)(n, ·) = W (n)R(λ∂ λ x + x)(n, ·), n ∈ Z.
Then ∂ λ x(·, λ * ) is nontrivial, since otherwise, W (n)R(x)(n, λ * ) ≡ 0 on Z, which contradicts x(·, λ * ) is nontrivial according to (4.1) and (B 2 ). Direct computation gives where γ ρ is a circle centred at λ * with radius ρ, and (θ 1,λ , · · · , θ 2m,λ ) = (θ 1,λ * , · · · , θ 2m,λ * )· X(·, λ). The last inequality is due to the proof of Theorem 5.5 in [16] . This gives ∂ λ x(·, λ * ) ∈ l 2 W (Z). Since (∂ λ x(·, λ * ), 
