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Let (Σ,φ) denote an open book decomposition of a closed oriented 3-manifold where
Σ is the ﬁber surface with connected boundary and φ the monodromy map. In the
present paper we investigate the Alexander polynomial of (Σ,φ). We focus on algebraic
intersection numbers of some essential arcs on Σ with their images under φ. We
then give a description of the Alexander polynomial with a matrix of the intersection
numbers. Moreover we will see that each coeﬃcient of the Alexander–Conway polynomial
of the open book decomposition can be expressed by Pfaﬃans of some matrices of the
intersection numbers.
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1. Introduction
Let M be a closed oriented 3-manifold and (Σ,φ) denote an open book decomposition of M with the ﬁber surface Σ
and the monodromy map φ, i.e., Σ is an oriented surface with non-empty boundary embedded in M , φ is an automorphism
of Σ ﬁxing the boundary pointwise and M admits a decomposition M = Σφ ∪gl (∂Σ × D2), where Σφ denotes the mapping
torus Σ × [0,1]/(φ(x),1) ∼ (x,0) and the gluing map gl : ∂Σφ → ∂Σ × ∂D2 sends the meridians of ∂Σφ to the meridians
of ∂Σ × ∂D2. Let g be the genus of Σ and suppose that Σ has a connected boundary throughout this article. (Any closed
oriented 3-manifold admits such an open book decomposition [4].)
The Alexander polynomial of the mapping torus Σφ is deﬁned from an inﬁnite cyclic covering of Σφ which is constructed
from tr(Σ × [0,1]) (r ∈ Z), disjoint copies of Σ × [0,1], by identifying tr−1(Σ ×{1}) to tr(Σ ×{0}) for all r ∈ Z (cf. [5]). We
may regard it as an invariant of the open book decomposition, so that we will call it the Alexander polynomial of (Σ,φ)
and denote by (Σ,φ)(t). We may calculate (Σ,φ)(t) from the monodromy matrix of the open book decomposition. The
monodromy matrix A of (Σ,φ) is a matrix representation of the map φ∗ : H1(Σ) → H1(Σ) with respect to a chosen basis
of H1(Σ), where φ∗ is the isomorphism induced from the monodromy map φ. The Alexander polynomial is obtained by
(Σ,φ)(t)
.= det(A − t I),
where I is the identity matrix of 2g × 2g and .= denotes equality in Z[t±1] up to multiplication of units.
The aim of this article is to give another form of Alexander polynomials of the open book decompositions by focusing
on essential arcs on the ﬁber surface and their images under the monodromy map. We say that an arc in the ﬁber surface
is essential if the arc is embedded properly in the surface and not parallel to the boundary of the surface.
We choose a set of disjoint oriented essential arcs A = {x1, y1, . . . , xg, yg} on Σ so that they are representatives of
a symplectic basis of the relative ﬁrst homology group H1(Σ, ∂Σ;Z). We will call such a set of essential arcs A an arc
system of Σ (see Section 3 for a precise deﬁnition). The union of the essential arcs in A and their images under φ on Σ
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map φ up to conjugate from the set of these arcs on Σ , since Σ \⋃α∈A α is a disk. We call the union of arcs A∪φ(A) on Σ
a monodromy diagram of (Σ,φ) with respect to the arc system A, and denote it by D(φ,A). Assembling the all algebraic
intersection numbers of the arcs in A with their images under φ, we obtain a 2g × 2g matrix N , called intersection number
matrix of the monodromy diagram D(φ,A) (see Section 3 for precise deﬁnition). Let Ω be a 2g × 2g block diagonal matrix
which all the diagonal blocks are
[ 0 1
−1 0
]
. The Alexander polynomial of an open book decomposition is described with the
intersection number matrix as follows:
Theorem 1. The Alexander polynomial (Σ,φ)(t) of an open book decomposition (Σ,φ) is obtained from the intersection number
matrix N of D(φ,A) as
(Σ,φ)(t)
.= det(N + (1− t)Ω).
We may also obtain a description of the Alexander–Conway polynomial of (Σ,φ) with entries of N by deforming the
determinant in Theorem 1.
We deﬁne that a polynomial
∑g
k=0 a2kz
2k ∈ Z[z2] is the Alexander–Conway polynomial of the open book decomposi-
tion (Σ,φ) and denote it by ∇(Σ,φ)(z) if it holds ∇(Σ,φ)(t 12 − t− 12 ) .= (Σ,φ)(t) (cf. [2]). We denote by N˜ the skew-symmetric
matrix N − NT , where NT denotes the transpose of N . Let s = {n1,n2, . . . ,nk} be a k-tuple of natural numbers without du-
plication in {1,2, . . . , g} (0 k g) and let N˜s denotes the skew-symmetric 2(g − k)× 2(g − k) matrix obtained from N˜ by
removing the (2ni − 1)st and the 2nith rows and columns for i = 1,2, . . . ,k. (We set N˜∅ = N˜ .)
Theorem 2.We may describe the Alexander–Conway polynomial of (Σ,φ) as
∇(Σ,φ)(z) = Pf
(
z2Ω − N˜),
where Pf(·) denotes the Pfaﬃan of skew-symmetric matrix.
Moreover, each coeﬃcient of ∇(Σ,φ)(z) is described as
a2k = (−1)g−k
∑
s∈Sk
Pf
(
N˜s
)
,
where Sk is a set of all k-tuples of natural numbers in {1,2, . . . , g} with no duplications for k = 0,1, . . . , g.
This article is organized as follows: In the next section we will recall and prepare some terminologies, and in Section 3
we will give a precise deﬁnition of the intersection number matrix of the monodromy diagram and prove the theorems
above.
2. Preliminaries
Put H = H1(Σ, ∂Σ) for short. We denote by Σ the closed surface obtained from Σ by capping a disk along ∂Σ . By
taking the union of an essential arc α on Σ and a simple arc γ on the capping disk which is connecting the endpoints
of α, we have the isomorphism from H to H1(Σ). An isomorphism between H1(Σ) and H1(Σ) is obtained by the inclusion
map from Σ into Σ . Connecting these isomorphisms we may identify H and H1(Σ).
The intersection form I on H1(Σ) is the skew-symmetric bilinear form which sends a pair (x¯, y¯) ∈ H1(Σ) × H1(Σ) to
the algebraic intersection number of representatives of x¯ and y¯. We can deﬁne the intersection form on H by pulling back
the form I onto H through the isomorphism between H and H1(Σ). We will use the same symbol I for the intersection
form on H .
For actual evaluation of the intersection form on H with a monodromy diagram of the open book decomposition, we will
use the notions, the algebraic intersection number of essential arcs and the boundary intersection number of them, following
N. Goodman [1]. We remark that we will consider only pairs of essential arcs sharing either the both endpoints or no
endpoints, since all the pairs of arcs in the monodromy diagram have this property. Let x, y be oriented essential arcs in
the ﬁber surface Σ of an open book decomposition (Σ,φ) satisfying either ∂x = ∂ y or ∂x ∩ ∂ y = ∅. We assume that x
and y intersect transversely. At each point p of x∩ y deﬁne a sign sgnx∩y(p) as the intersection of x with y to be +1 if the
oriented tangent to x at p followed by the oriented tangent to y at p is consistent with an oriented basis for Σ , otherwise
we set sgnx∩y(p) = −1. The algebraic intersection number ia(x, y) of x with y is the number
ia(x, y) :=
∑
p∈Int(x)∩y
sgnx∩y(p),
where Int(x) denotes the interior of x. The boundary intersection number i∂ (x, y) of x with y is the number
i∂ (x, y) := 1
2
∑
sgnx∩y(p).p∈∂x∩y
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Lemma 3. For x,y ∈ H,
I(x,y) = ia(x, y) + i∂ (x, y),
where x and y are essential arcs on Σ which are representatives of x and y respectively, intersect transversely and satisfy ∂x = ∂ y.
Proof. Let D be the capping disk to obtain Σ from Σ and E the closure of a small neighborhood of D in Σ such that
E contains no intersection points of x and y except the endpoints of the arcs. Collapse D to a point, say p, keeping the
exterior of E ﬁxed. Then the arcs x and y become simple closed curves on Σ , say x¯ and y¯ respectively. Put x¯0 = x¯ ∩ E ,
x¯1 = x¯∩ (Σ \ E) and y¯0 = y¯ ∩ E , y¯1 = y¯ ∩ (Σ \ E).
From the deﬁnition of the intersection form I on H we have that I(x,y) = I(x¯, y¯) = ia(x¯1, y¯1) + ia(x¯0, y¯0), where x¯
(y¯ respectively) is the homology class of x¯ ( y¯ respectively) in H1(Σ).
It is obvious that ia(x¯1, y¯1) = ia(x, y). In the case where i∂ (x, y) = ±1, x¯0 and y¯0 intersect transversely at the point p.
We can see that ia(x¯0, y¯0) = sgnx¯0∩ y¯0 (p) = i∂ (x, y). In the case where i∂ (x, y) = 0, x¯0 tangents to y¯0 at p. Therefore we can
isotope x¯0 so that ia(x¯0, y¯0) = 0 = i∂ (x, y). 
Let A = {m1, l1, . . . ,mg, lg} be a meridian-longitude system of Σ . From the basis {[m1], [l1], . . . , [mg], [lg]} of H1(Σ)
associated with A, we obtain a basis S = {x1,y1, . . . ,xg,yg} of H through the identiﬁcation of H1(Σ) and H . The arc
system A = {x1, y1, . . . , xg , yg} mentioned in Section 1 is a set of representatives of homology classes in S such that they
are mutually disjoint arcs. Note that S is a symplectic basis with respect to the intersection form I i.e., the basis satisﬁes
that
I(xi,y j) =
{
1 (i = j),
0 (i 
= j), I(xi,x j) = I(yi,y j) = 0,
for 1 i  j  g . In other words, the matrix representation for I with respect to the symplectic basis S is the block diagonal
2g × 2g matrix Ω mentioned in Section 1, i.e., by taking the identiﬁcation ι : H → Z2g which sends xi (yi respectively) to
the (2i − 1)st (2ith respectively) element in the canonical free basis of Z2g , we have that I(α,β) = ι(α)TΩι(β).
Remark 4. The matrix Ω is skew-symmetric and has properties Ω T = Ω−1, Ω2 = −I , and det(Ω) = Pf(Ω) = 1, where Pf(·)
denotes the Pfaﬃan of a skew-symmetric matrix we will recall in the following.
Let A = [ai, j] be a skew-symmetric 2g × 2g matrix. Let Ng denotes the set of natural numbers from 1 to 2g , which is
the set of index numbers of the entries of A, and Γ (Ng) the set of all partitions of Ng into pairs without regard to order.
There are (2g − 1)!! such partitions. An element α ∈ Γ (Ng) can be written as
α = {(i1, j1), (i2, j2), . . . , (i g, jg)}
with ik < jk (1  k  g) and i1 < i2 < · · · < i g . The signature of α, sgn(α) is the signature of corresponding permutation[ 1 2 3 4 ··· 2g−1 2g
i1 j1 i2 j2 ··· ig jg
]
in the symmetric group S2g . Given a partition α as above deﬁne
α(A) = sgn(α)
∏
(i, j)∈α
ai, j.
The Pfaﬃan of A is then given by
Pf(A) =
∑
α∈Γ (Ng )
α(A).
For example, the set of the partitions of N1 = {1,2} is Γ (N1) = {{(1,2)}} and a skew-symmetric 2 × 2 matrix A has
the Pfaﬃan Pf(A) = a1,2. The set N2 = {1,2,3,4} has Γ (N2) = {{(1,2), (3,4)}, {(1,3), (2,4)}, {(1,4), (2,3)}} and for a skew-
symmetric 4× 4 matrix A, Pf(A) = a1,2a3,4 − a1,3a2,4 + a1,4a2,3. The Pfaﬃan of a skew-symmetric n × n matrix for n odd is
deﬁned to be zero.
Remark 5. For a skew-symmetric 2g × 2g matrix A and an arbitrary 2g × 2g matrix B , it is known (for example
see [3, Chapter XIV, Section 10]) that
(1) det(A) = Pf(A)2,
(2) Pf(BT AB) = det(B)Pf(A), especially Pf(BTΩB) = det(B),
(3) Pf(λA) = λg Pf(A) for a scalar λ.
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a “reduced” matrix obtained from A and present a lemma we need in the proof of Theorem 2.
Let s = {n1,n2, . . . ,nk} ⊂ {1,2, . . . , g} be a k-tuple of natural numbers with n1 < n2 < · · · < nk (1 k g − 1). We denote
by As the 2(g−k)×2(g−k) matrix obtained from A by removing the (2ni −1)st and 2ni th rows and columns for 1 i  k.
(We set A∅ = A.) Let Ng s = {m1,m2, . . . ,m2(g−k)} with m1 <m2 < · · · <m2(g−k) be the index set of the entries of As , i.e.,
Ng s = Ng \ {2n1 − 1,2n1, . . . ,2nk − 1,2nk, }. A partition α in Γ (Ng s) is written as
α = {(mi1 ,mj1), (mi2 ,mj2), . . . , (mig−k ,mjg−k )}
and has a correspondence to the partition α˜ = {(i1, j1), (i2, j2), . . . , (i g−r, jg−r)} in Γ (Ng−r). We set sgn(α) = sgn(α˜). By
using the notation
α
(
As
)= sgn(α) ∏
(mir ,mjr )∈α
amir ,mjr
we deﬁne the Pfaﬃan of As as
Pf
(
As
)= ∑
α∈Γ (Ng s)
α
(
As
)
.
In the case where s = {1,2, . . . , g} we set As = [0] and Pf(As) = 1.
Lemma 6. For a skew-symmetric 2g × 2g matrix A and a k-tuple s = {n1, . . . ,nk} ⊂ {1,2, . . . , g} we have
∂ Pf(A)
∂a2n1−1,2n1 · · · ∂a2nk−1,2nk
= Pf(As).
Proof. Let Ps ⊂ Γ (Ng) be the set of partitions in Γ (Ng) which includes pairs {(2nr − 1,2nr)}r=1,2,...,k . There is a natural
projection from Ps onto Γ (Ng s) which sends α ∈ Ps to the partition α \ {(2nr − 1,2nr)}r=1,2,...,k ∈ Γ (Ng s) and this is
obviously bijective. Thus we have
Pf(A) =
∑
α∈Ps
α(A) +
∑
α∈Γ (Ng )\Ps
α(A)
=
(
k∏
i=1
a2ni−1,2ni
) ∑
α∈Γ (Ng s)
α
(
As
)+ ∑
α∈Γ (Ng )\Ps
α(A)
=
(
k∏
i=1
a2ni−1,2ni
)
Pf
(
As
)+ ∑
α∈Γ (Ng )\Ps
α(A).
This completes the proof of the lemma. 
3. Intersection number matrix of monodromy diagram
In this section we will deﬁne a matrix, called an intersection number matrix, which is constructed from the monodromy
diagram for an open book decomposition (Σ,φ). We then study how this matrix gives the Alexander polynomial of (Σ,φ).
3.1. Monodromy diagram and its intersection number matrix
We say that the set of essential arcs A = {a1,a2, . . . ,a2g} on Σ is an arc system on Σ if a1,a2, . . . ,a2g are mutually
disjoint and satisfy that Σ \⋃α∈A α is a disk. Note that the homology classes of the arcs of an arc system A generate the
relative homology group H . As mentioned in Section 1 we call the union of arcs A ∪ φ(A) on Σ a monodromy diagram
of (Σ,φ) with respect to the arc system A and denote it by D(φ,A).
We extract information from the monodromy diagram. Focus on algebraic intersection numbers of the arcs in the di-
agram. We will orient the arcs in φ(A) with the same orientation of the original arcs. We call the 2g × 2g matrix
N(φ,A) = [ia(ai, φ(a j))]1i, j2g the intersection number matrix of D(φ,A).
3.2. Two bilinear forms on H and intersection number matrix
For the use of the proof of theorems we will introduce two bilinear forms on H and see a relation between one of their
matrix representations and the intersection number matrix of the monodromy diagram for an open book decomposition.
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Φ(x,y) = I(x, φ#(y))
for x,y ∈ H , where φ# is the automorphism of H induced from φ. Considering the variation map φ# − id we have another
bilinear form Ψ on H deﬁned as
Ψ (x,y) = I(x, (φ# − id)(y)),
for x,y ∈ H . By taking a basis, say B, of H , we have the matrix representation of Φ and Ψ with respect to B. We denote
them by MB and NB respectively.
Let A = {a1, . . . ,a2g} be an arc system on Σ . If we choose the basis B of H which is associated to A, we have the
following lemma.
Lemma 7. NB = N(φ,A).
Proof. Let bk be the homology class of ak for 1 k 2g . Each entry of NB is
Ψ (bi,b j) = I
(
bi, (φ# − id)(b j)
)= I(bi, φ#(b j))− I(bi,b j)
for 1 i, j  2g . Applying Lemma 3 we have
I
(
bi, φ#(b j)
)= ia(ai, φ(a˜ j))+ i∂(ai, φ(a˜ j))
and
I(bi,b j) = ia(ai, a˜ j) + i∂ (ai, a˜ j),
where a˜ j is another representative of b j which differs from a j only in a small neighborhood of ∂Σ in Σ and satisﬁes
∂a˜ j = ∂ai .
It is easy to see that ia(ai, φ(a˜ j)) = ia(ai, φ(a j)) and ia(ai, a˜ j) = 0. Since we may consider that φ ﬁxes a small neighbor-
hood of ∂Σ in Σ , we have that i∂ (ai, φ(a˜ j)) = i∂ (ai, a˜ j). Thus we ﬁnally obtain that
Ψ (bi,b j) = ia
(
ai, φ(a j)
)
. 
By the lemma above, NB can be constructed directly from the monodromy diagram D(φ,A). Therefore NB is practically
more convenient than MB .
3.3. Proof of Theorem 1
We choose an arc system A on Σ which corresponds to a symplectic basis S for H . The given matrix N is the intersec-
tion number matrix N(φ,A) of the monodromy diagram D(φ,A) and, by Lemma 7, we know that N = NS .
Let A be the matrix representation of the automorphism φ# of H with respect to S . Through the isomorphism
between H1(Σ) and H recalled in Section 2, we may regard that A is the matrix representation of the automor-
phism φ∗ of H1(Σ) and the Alexander polynomial (Σ,φ)(t) of the open book decomposition is obtained from A as
(Σ,φ)(t)
.= det(A − t I).
With respect to the basis S , the intersection form I is represented by the matrix Ω and the variation map φ# − id by
A − I . Thus we have that
N = NS = Ω(A − I). (1)
(Note that MS = Ω A.) It immediately follows from this equation and properties of Ω (see Remark 4) that
det(A − t I) = det(Ω−1N + I − t I)= det(N + (1− t)Ω).
3.4. Proof of Theorem 2
The matrix A in the proof of Theorem 1 is a symplectic matrix, i.e., ATΩ A = Ω . Applying Eq. (1) we have
Ω = ATΩ A = {Ω−1(N + Ω)}TΩ{Ω−1(N + Ω)}
= (NT + Ω T )Ω(N + Ω)
= NTΩN − NT + N + Ω.
Thus the matrix N satisﬁes
NTΩN + N˜ = O , (2)
where N˜ = N − NT .
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det
(
N + (1− t)Ω)= Pf((N + (1− t)Ω)TΩ(N + (1− t)Ω)).
The matrix in the right-hand is simpliﬁed as follows with Eq. (2):(
N + (1− t)Ω)TΩ(N + (1− t)Ω)= NTΩN − (1− t)NT + (1− t)N + (1− t)2Ω
= −N˜ + (1− t)N˜ + (1− t)2Ω
= (1− t)2Ω − t N˜
= t{(t 12 − t− 12 )2Ω − N˜}.
With Remark 5(3) we have
det
(
N + (1− t)Ω)= t g Pf((t 12 − t− 12 )2Ω − N˜),
and this implies that the polynomial Pf(z2Ω − N˜) is the Alexander–Conway polynomial of (Σ,φ).
We now consider the expansion of
Pf
(
z2Ω − N˜)= ∑
α∈Γ (Ng )
α
(
z2Ω − N˜).
Put Pf(z2Ω − N˜) =∑gk=0 a2kz2k and z2Ω − N˜ = [ci, j]1i, j2g . Remark that ci, j includes z2 if i = 2n− 1 and j = 2n for some
n = 1,2, . . . , g . Therefore we can observe that the expansion of α(z2Ω − N˜) has a z2k-term (1  k  g) if the partition α
includes at least k pairs of type (2n − 1,2n). Let s = {n1,n2, . . . ,nk} ⊂ {1,2, . . . , g} be a k-tuple of natural numbers with
n1 < n2 < · · · < nk , and Ps the set of partitions in Γ (Ng) including the pairs (2n1 −1,2n1), (2n2 −1,2n2), . . . , (2nk −1,2nk).
By Lemma 6 we have
∂ Pf(z2Ω − N˜)
∂c2n1−1,2n1 · · · ∂c2nk−1,2nk
= Pf((z2Ω − N˜)s),
and we can see that the constant term of Pf((z2Ω − N˜)s) is equal to Pf((−N˜)s). Thus the coeﬃcient a2k is the sum∑
s∈Sk
Pf
(
(−N˜)s)= (−1)g−k ∑
s∈Sk
Pf
(
N˜s
)
,
where Sk is a set of all k-tuples of natural numbers in {1,2, . . . , g} with no duplication.
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