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Abstract—Reliable weather forecasting is one of the chal-
lenging tasks that deals with a large number of observations
and features. In this paper, a data-driven modeling technique
is proposed for temperature prediction. To investigate local
learning, Soft Kernel Spectral Clustering (SKSC) is used to find
similar samples to the test point to be used for training. Due to the
high dimensionality, Elastic net is employed as a feature selection
approach. Features are selected in each cluster independently and
then, Least Squares Support Vector Machines (LS-SVM) regres-
sion is used to learn the data. Finally, the predicted values by
LS-SVMs are averaged based on the membership of the test point
to each cluster. In the experimental results, the performance of
the proposed method and “Weather underground” are compared
and it is shown that the data-driven technique is competitive with
the existing weather temperature prediction sites. For the case
study, the prediction of the temperature in Brussels is considered.
I. INTRODUCTION
Accurate weather forecasting is one of the challenges in
climate informatics. It involves reliable predictions for weather
elements like temperature, humidity, and precipitation. State-
of-the-art methods use Numerical Weather Prediction which
is a computationally intense method [1]. Recently, data-driven
models have been utilized for accurate weather prediction and
understanding the underlying process. Different types of data-
driven methods have been used for weather forecasting both
in linear and nonlinear frameworks and among them Artificial
Neural Networks (ANN) and Least Squares Support Vector
Machines (LS-SVM) are two of the most popular ones. In [2],
it is claimed that LS-SVM generally outperforms artificial
neural networks. Besides, in our previous works [3], [4], it is
shown that LS-SVM performs well for temperature prediction.
Weather forecasting can be considered as a time-series
problem which means in order to have an accurate prediction
for one particular day, weather variables of some previous days
should be taken into account in the prediction model [4]. In
this paper, for finding the proper number of previous days
that has to be included in the model, Schwarz’ Bayesian
Information Criterion (BIC) is utilized [5].
Having various weather elements available for several days
and locations leads to a large feature vector size and hence,
feature selection is essential to decrease the complexity of the
model. In our previous work [4], a combination of k-Nearest
Neighbor and Elastic net is used to reduce the number of
features. In this paper, Elastic net, which is a combination
of L1-norm and L2-norm, is used as the feature selection
method. Elastic net establishes a balance between LASSO [6]
and ridge regression [7]. Note that if L2-norm is ignored,
Elastic net represents LASSO and if the L1-norm is disre-
garded, it corresponds to ridge regression. In this study, Least
Squares Support Vector Machines (LS-SVM) [8] are used for
modeling. In comparison with SVM, it involves a set of linear
equations, instead of convex quadratic programming, to solve
the optimization problem.
Mostly, learning methods use all of the data points to train
the model. However, local algorithms only use the samples
in the area of the test point for model fitting [9]. In this
study, the influence of local learning is investigated by finding
the similar samples in the training set to the test point prior
to the feature selection and learning steps. In order to find
a proper sample set for training the model, Soft Kernel
Spectral Clustering (SKSC) is used as a clustering approach.
SKSC is a fuzzy clustering method based on Kernel Spectral
clustering (KSC) [10], but instead of hard clustering, it allows
soft membership to the clusters. It uses Average Membership
Strength (AMS) criterion for tuning the number of clusters and
kernel parameters. Experiments show that SKSC outperforms
KSC when the clusters are not well separated.
In this study, the proposed method is used to predict the
minimum and maximum temperature in Brussels for 1 to 6
days ahead. Instead of simulated data, the real measurement
values of weather elements is used for weather forecasting. In
order to avoid missing values, a consistent feature set including
real measurements for weather variables such as minimum and
maximum temperature, humidity and wind speed is taken into
consideration. These features are collected from the weather
underground website1 for 11 stations in the neighborhood of
Brussels and cover a time period from the beginning of 2007
until mid 2014.
The remainder of the paper is organized as follows: in the
first section, the main components of the proposed method
are described. Then, in the second one, these elements are
assembled together and the proposed method is explained
and finally experimental results are compared with one of
1www.weatherunderground.com
the high quality forecasting companies (weather underground)
predictions.
II. BACKGROUND
A. ARMA model and BIC measure
AutoRegressive Moving Average (ARMA) models are
widely used in time series problems to estimate a variable
based on the linear combination of the previous values. An
ARMA model includes two parts [11]: the AR part which
shows the number of previous values of the target variable
included in the model and MA which shows the previous
exogenous variables taken into consideration for function
estimation.
Given y = [y1, y2, . . . , yN ]T and X = [x1, x2, . . . , xN ] ∈
Rd×N where xi and yi are a vector including d features and
the response value at observation i and c as a constant, the
ARMA model can be written as follows
yˆt =
∑p
j=1 ζjyt−j +
∑q
h=1 νhxt−h + xt + c. (1)
Note that the values of p and q are the lag parameters and need
to be tuned. Schwarz’ Bayesian Information Criterion is one
of the popular model selection method which is proposed “for
the case of independent, identically distributed observations
and linear models” [5]. In this paper, BIC is used to tune the
lag (p, q) variable in time series. Hence, it is expressed in the
framework of ARMA modeling [12].
Assuming the input distribution belongs to the exponential
family, the BIC criterion can be expressed as follows
BIC = −2ln(L) +M × ln(N), (2)
where L is the maximized likelihood for the estimated model,
N is the number of observations and M is the number of
parameters to be estimated. A smaller BIC indicates a better
model.
B. Soft Kernel Spectral Clustering
In order to evaluate the performance of using local learn-
ing algorithm in weather forecasting application, Soft Kernel
Spectral Clustering is utilized to find the similar samples in the
training set to the test point. Then, the selected set is used as
an input for feature selection and learning modules. SKSC is
a fuzzy clustering method with the same core model of Kernel
Spectral clustering (KSC) [10], but instead of hard clustering,
it allows soft membership to the clusters. It is shown that
SKSC outperforms KSC when the clusters are overlapped.
Let k be the number of clusters and X = [x1, x2, . . . , xN ] ∈
Rd×N where xi is a vector including d features. Also, consider
l is the number of score variables needed to encode the k clus-
ters, e(l) = [e(l)1 , ..., e
(l)
N ]
T are the projections of the training
data in the feature space and γl ∈ R+ is the regularization
parameter. Φ = [ϕ(x1)T , ..., ϕ(xN )T ] is a N × dh matrix
where ϕ(·) : Rd → Rh represents mapping function to a high
or infinite dimensional space. Ω is the kernel matrix where
Ωij = K(xi, xj) = ϕ(xi)
Tϕ(xj). Also, D−1Ω ∈ RN×N is the
inverse of the degree matrix associated to the Ω. The primal
formulation of KSC is as follows [10]:
min
w(l),bl,e(l)
1
2
∑k−1
l=1 w
(l)Tw(l)− 12N
∑k−1
l=1 γle
(l)TD−1Ω e
(l)
subject to e(l) = Φw(l) + bl1N , l = 1, ..., k − 1.
(3)
Then, for a given point xi, the clustering models is as follows
e
(l)
i = w
(l)Tϕ(xi) + bl, l = 1, ..., k − 1 (4)
where bl is the bias term. The dual problem is formulated as
follows
D−1Ω MDΩα
(l) = λlα
(l) (5)
where α(l) is the vector of dual variables, λl = Nγl , DΩ is a
graph degree diagonal matrix where dΩi =
∑
j Ωij and MD =
IN − (1/1TND−1Ω 1N )(1N1TND−1Ω ) is a centering matrix. For a
given data point xi the dual clustering models is as follow
e
(l)
i =
∑N
j=1 α
(l)
j K(xj , xi) + bl,
l = 1, ..., k − 1, j = 1, ..., N. (6)
Generally in KSC, there are two types of parameters that have
to be tuned: k number of clusters and kernel parameters. In
case of Radial Basis Kernel (RBF) (7) the kernel parameter is
the bandwidth σ
K(xi, xj) = exp(−||xi − xj ||22/σ2). (7)
Several methods have been proposed for tuning these param-
eters such as BLF, AMS and modularity [13]. The tuning
procedure is based on the grid search and the trained model is
evaluated on a separate validation set previously samples from
the data. Finally, the combination that yields the maximum
criterion is selected. In this study, Balanced Line Fit (BLF)
and Average Membership Strength (AMS) are used for model
selection.
In the Balanced Line Fit method, the collinearity in the
space of the projections between the validation and the training
samples that are in the same cluster is computed. The maxi-
mum value for BLF criterion is 1 and is achieved when the
clusters are well separated. Note that the higher BLF indicates
better clustering.
BLF (DV , k) = µ linefit(DV , k) + (1−µ) balance(DV , k).
(8)
In (8) DV is the sampled validation set and k is the number of
clusters. µ ∈ [0, 1] is a parameter giving weights to the linefit
and balance. The linefit index is 0 when the distribution of
the score variable is spherical and equals to 1 when the score
variables are collinear. On the other hand, the balance index
tends to be 1 when the clusters have equal number of samples
and is 0 when they don’t have the same number of points. One
of the drawbacks of this method is that there is no specific way
to select µ value. Moreover, when the clusters are overlapped,
the assumption of having linear structure in projection space
can not be hold any more.
SKSC leverages KSC in the initialization which means in
the first step, SKSC uses KSC to identify the first clusters in
the data and then improves the clusters by re-calculating the
prototypes in the score variable space. Finally, each sample is
assigned to a cluster based on its distance with the prototype.
To avoid the drawbacks of BLF, SKSC utilizes Average
Membership Strength for model selection. In AMS, the mean
membership value for the validation points to each cluster
is calculated. Note that the membership degree shows the
certainty with which a sample belongs to the clusters. To find
the membership value for each sample, the cosine similarities
between the data point and the prototypes of the clusters are
computed. For a given data point xi, the membership value to
the cluster m is as follows [14]
cm
(m)
i =
∏
j 6=m d
cos
ij∑k
h=1
∏
j 6=h d
cos
ij
,
k∑
h=1
cm
(m)
i = 1, (9)
where k is the number of cluster and dcosij is the cosine
similarity between sample ith and the prototype of the cluster
j in score variables space.
AMS =
1
k
k∑
j=1
1
Nj
Nj∑
i=1
cm
(j)
i (10)
where Nj is the number of samples in cluster j.
C. Elastic net
To deal with the high dimensionality of the dataset, the
feature selection becomes an essential step for obtaining the
relevant features. Two of the most popular methods for reduc-
ing the number of features are Elastic net [15] and LASSO [6].
Considering x as the feature vector and x(i) be the ith feature,
the linear regression model is expressed as follows
yˆ = βˆ0 + βˆ1x(1) + . . .+ βˆdx(d) . (11)
Several methods have been proposed for estimation of βˆ
values. One of the popular ones is LASSO which is a
regularization method that penalizes least squares imposing
an L1-penalty on the regression coefficients. In addition to
continuous shrinkage, LASSO attempts to produce sparse
model and is being used as a feature selection method. In
comparison with Ordinary Least Squares (OLS), the sparse
model can provide a better interpretation for the embedded
system. Furthermore, it may improve the prediction accuracy
by increasing the bias and reducing the variance of the
predicted values. Nevertheless, it has its own limitations. For
example, in the case of highly correlated features, LASSO
chooses only one of them, no matter which one. Moreover, if
the number of samples is smaller than number of features,
LASSO cannot select more features than the number of
observations. In order to avoid these limitations, Elastic net
is employed. Elastic net is another optimization method for
model fitting which benefits from the LASSO advantages and
also has the ability to reveal the grouping information.
Assume that there is a dataset with N observations
and d variables. Let y = [y1, y2, . . . , yN ]T and X =
[x1, x2, . . . , xN ] ∈ Rd×N where xi and yi are vectors in-
cluding d features and the response value at observation i
respectively. Elastic net solves
βˆ = arg min
β
J(β, λ1, λ2), (12)
where
J(β, λ1, λ2) = ||y −XTβ||2 + λ1||β||1 + λ2||β||2, (13)
with
||β||2 = ∑pj=1 β2j , ||β||1 = ∑pj=1 |βj |. (14)
In equation (13), λ1 and λ2 are penalty parameters. Let ν =
λ2/(λ2+λ1) then the Elastic net minimization is an equivalent
form of
βˆ = arg min
β
||y −XTβ||2, (15)
subject to (1− ν)||β||1 + ν||β||2 ≤ η; for some η.
The term (1 − ν)||β||1 + ν||β||2 is the Elastic net penalty
and is a convex combination of L1-norm and L2-norm.
Considering ν = 1, the optimization formula becomes ridge
regression [7], while for ν = 0, it represents LASSO. In this
paper, it is assumed that ν ∈ [0, 1).
Experiments on real world datasets show if the number of
features is much larger than the number of samples, Elastic
net usually outperforms LASSO in terms of accuracy.
D. Least Squares Support Vector Machines
In this paper, Least Squares Support Vector Machines (LS-
SVMs), proposed in [16] [8], are used to learn the data. In
comparison with quadratic programming in Support Vector
Machines, LS-SVM results in solving a set of linear equations.
Let x ∈ Rd, y ∈ R and ϕ : Rd → Rh where ϕ(·) is a mapping
function to a high or infinite dimensional space (feature map).
The model in primal space is formulated as:
y(x) = wTϕ(x) + b (16)
where b ∈ R and the dimension of w depends on the feature
map and is equal to h. The optimization problem in primal
space is written as follows [8]
min
w,b,e
1
2w
Tw + γ2
N∑
j=1
e2j
subject to yj = w
Tϕ(xj) + b+ ej , j = 1, ..., N,
(17)
where {xj , yj}Nj=1 is the training set, γ is regularization
parameter and ej = yj − yˆj is the error between the actual
and predicted output for sample j.
Assuming αj ∈ R as the Lagrange multipliers, from
the Lagrangian L(w, b, e;α) = 12wTw + γ2
∑N
j=1 e
2
j −
∑N
j=1 αj(w
Tϕ(xj) + b + ej − yj), the optimality conditions
are expressed as follows
∂L
∂w = 0→ w =
∑N
j=1 αjϕ(xj)
∂L
∂b = 0→
∑N
j=1 αj = 0
∂L
∂ej
= 0→ αj = γej , j = 1, ..., N
∂L
∂αj
= 0→ yj = wTϕ(xj) + b+ ej , j = 1, ..., N.
(18)
After eliminating w and e, the dual problem is obtained as
follows (
0 1TN
1N Ω +
1
γ IN
)(
b
α
)
=
(
0
y
)
(19)
where Ω is the kernel matrix and Mercer’s theorem [17] is
applied as follows:
Ωjl = ϕ(xj)
Tϕ(xl) = K(xj , xl) j, l = 1, 2, . . . , N. (20)
Note that there is no need for explicitly defining the mapping
function ϕ(·). This can be done implicitly by positive definite
kernel function K(·, ·). There are different type of functions
which can generate kernel matrix. In this paper, the Radial
Basis Function (RBF) is used as a kernel function which is
formulated in (7). In this case, the regularization parameter γ
and the kernel parameter σ are tuning parameters.
Finally, having αj and b as the solution for the linear system,
the LS-SVM model as a function estimator is obtained as
follows
yˆ(x) =
N∑
j=1
αjK(x, xj) + b. (21)
III. CLUSTERING BASED FEATURE SELECTION
A. Data gathering
In this study, data are collected from the weather under-
ground website which is one of the popular ones in weather
forecasting. The data include real measurements for weather
elements such as minimum and maximum temperature, pre-
cipitation, humidity and pressure from the beginning of 2007
until mid 2014 and for 11 cities including Brussels, Liege,
Antwerp, Amsterdam, Eindhoven, Dortmund, London, Frank-
furt, Groningen, Dublin and Paris.
Moreover, since this paper aims at forecasting the minimum
and maximum temperature form 1 up to 6 days ahead, weather
underground predictions of these two variables for these steps
ahead in the test period are also collected from the website. In
the experiments part, the performance of the proposed method
is also compared with accuracy of the weather underground
company in temperature prediction. The number of samples
is equal to the number of days from the beginning of 2007
until the last day for each the real measurement for weather
elements is available. Also, there are 18 measured weather
variables for each day in each location.
B. Proposed method
In this section, the methods explained in the background are
merged together to form a data-driven modeling for weather
temperature prediction. With the aim of predicting the future
minimum and maximum temperature, these values can be
forecasted based on past weather variables included in the
dataset. It is obvious that the previous values of the minimum
and maximum temperature of the target city are included in
the feature vector. The model can be written as follows
yˆt+s = f(yt, yt−1, . . . , yt−p,
xt, xt−1, . . . , xt−q)
(22)
where yt and xt are the output and input of the system at time
t and s is positive integer denoting the number of steps ahead
in the future to predict, respectively. The value q and p are
the lag parameters, indicating the number of past observations
and system output in the time-series that are considered for
the prediction task. Consequently, the feature vector includes
all of the collected features from all of the stations for a
particular day. Thus, dataset is generated by concatenating the
time-series of the locations for the considered time period and
is shown in Fig. 1 by block D(t), where t is the last day
included in the dataset. Note that the output of the system yt
is the temperature variable in Brussels and is included in the
feature vector.
It is obvious that D(t − lag) is a D(t) block with
lag steps delay. As it is shown, a “lag” number of D(t)
blocks are integrated to form a larger dataset Xnew =
[xnew1 , x
new
2 , . . . , x
new
N ] ∈ Rd
′×N which is used as the input
of the feature selection method. The total number of features
d′ in this case equals to lag× (number of stations)× (number
of features in each station). Note that the output of the system
can be written as
yˆt+s = f(x
new
t ). (23)
In the proposed method, Elastic net is used as a feature
selection. As previously mentioned, Elastic net fulfills feature
selection task by fitting a linear model. This is the motivation
to look into the f(·) function in (22) as a linear model. The
linear formulation can be expressed as follows
yˆt+s =
∑p
j=1 ζjyt−j +
∑q
r=1 νrxt−r + c, (24)
where c is a constant value. In this paper, for the simplicity
p is considered to be equal to q. As it can be noticed, the
general structure of the model is similar to ARMA model (1);
thus, BIC is employed for tuning q in similar strategy that is
used for ARMA.
Mostly, learning methods looks globally into the data which
means they use all of the samples for model fitting. Seasonal
behavior of the temperature is an intuitive reason to investigate
local learning algorithms. In local learning, instead of using
all of the samples for training the model, only those who are
in the region of the test point are used for model fitting. In
this study, the main steps are similar to [9]: First, for each
test point, similar training samples using SKSC are selected.
Then, these samples are used as an input for feature selection
module.
Fig. 1: General scheme of the proposed method.
Since soft clustering is used for sampling, for each test
sample there is a membership value assigned to each cluster.
This may give the opportunity to use all of the data points
to have a good prediction. Assume that training samples have
different effects on the prediction task based on their similarity
to the test sample. Therefore, different weights are given to
each cluster based on the test membership values. For the
samples in each cluster, the feature selection procedure is done
independently and then different LS-SVM models are trained.
Afterwards, the prediction for the test point is done by all of
the LS-SVM models, and finally based on the corresponding
membership values to the clusters, the weighted average of
the prediction is computed as follows
yˆt+s =
∑k
m=1 yˆ
(m)
t+s × cm(m)t , (25)
where
yˆ
(m)
t+s = f(x
new(m)
t ). (26)
In (26), xnew(m)t ∈ Rd
′
m where d′m is the number of selected
features in cluster m. Note that, cm(m)t is the membership
value of the test point xnewt to the corresponding clusters
which can be found by equation (10), and the function f(·) is
estimated by LS-SVM.
IV. EXPERIMENTS
In this section, the performance of the proposed method for
minimum and maximum temperature forecasting is compared
with weather underground predictions for Brussels. Same as
our previous work [4], in order to evaluate the performance
of the data-driven methods in different time periods, two
independent test sets are defined: one from mid-November
2013 until mid-December 2013 (test set Nov/Dec) and the
other one from mid-April 2014 to mid-May 2014 (test set
Apr/May).
There are some parameters that have to be tuned: in Elastic
net the variables ν, which balanced between L1-norm and L2-
norm, and η, in the constrain condition, are tuned by cross-
validation. In addition, the LS-SVM parameters which include
the kernel bandwidth σ and the regularization parameter γ
are also tuned by 10-fold cross-validation using “tunelssvm”’
function in LS-SVMlab1.8 toolbox.
To exploit all of the available data, after each day, the
training set is updated and as a result the trained model should
be updated as well. In order to have a better performance,
all of the parameters should be tuned again. Due to the time
complexity, in this paper, the updating is done on a weekly
basis.
A. Evaluation
Same as our previous work [4], due to less sensitivity to the
outliers, Mean Absolute Error (MAE) is used for the evalua-
tion of the performance. Note that the values of temperatures
are in Celsius, MAE denotes the average difference between
predictions and real values in terms of Celsius degree in the
test period. MAE is defined by the following formula
MAE =
1
Ntest
Ntest∑
t=1
|yˆt − yt| (27)
where Ntest is the number of samples (days) in the test set
and yˆt and yt are predicted and actual values of temperature
at time t respectively.
The comparison between the performance of KSC and
SKSC is based on the Silhouette criterion which compares the
similarity of each data point to other samples in its own cluster
with the similarity to the samples in other clusters. Considering
dsamei to be the average distance of the given sample xi to the
samples in its own cluster and ddiffi be the average distance
of xi to samples in other clusters, the Silhouette value can be
calculated as follows
Si =
dsamei − ddiffi
max(dsamei − ddiffi )
. (28)
For the Silhouette criterion, the higher value shows better
clustering solution.
B. Results
In Tables I and II, the MAE of four methods are compared
in both test sets. As it is shown, the performance of weather
underground (WU) predictions for the minimum and maxi-
mum temperature in Brussels is compared with the following
scenarios: first, “LS-SVM” is used to learning the data with all
of the features, then “ENet + LS-SVM” where Elastic net is
used as a feature selection method in a global learning scenario
and then LS-SVM is used for learning, and finally “Clu + ENet
+ LS-SVM” which is the proposed method.
It can be concluded that for the minimum temperature,
the data-driven approaches mostly outperform weather un-
derground company. In the case of maximum temperature,
the performance is not as good as the minimum temperature
prediction, but it is still competitive with the one of weather
underground. In particular, the influence of localizing the data
can be seen by comparing the results for two last columns. For
both minimum and maximum temperature prediction, among
the data-driven methods, the best performance is mostly ob-
served for the proposed method case. This means that with
the help of the clustering, better features can be selected.
Step
ahead
Temp. WU LS-
SVM
ENet+LS-
SVM
Clu + ENet +
LSSVM
1 Min 1.57 1.57 1.43 1.26Max 0.96 1.35 1.29 1.19
2 Min 1.57 1.57 1.69 1.69Max 1.15 1.46 1.57 1.46
3 Min 1.76 1.61 1.81 1.88Max 1.26 1.65 1.69 1.73
4 Min 1.23 1.84 1.79 1.84Max 1.38 2.07 1.88 1.92
5 Min 1.76 1.92 1.76 1.88Max 1.65 1.88 1.69 1.46
6 Min 2.42 2.34 2.18 2.21Max 2.26 1.88 1.76 1.61
TABLE I: MAE of the predictions in Weather
Underground(WU), LS-SVM, Elasticnet+LS-SVM and
SKSC+Elasticnet+LS-SVM in test set Nov/Dec.
Step
ahead
Temp. WU LS-
SVM
ENet+LS-
SVM
Clu + ENet +
LSSVM
1 Min 2.59 1.46 1.51 1.36Max 1.07 2.22 2.18 2.07
2 Min 2.37 2.15 1.92 1.76Max 0.88 2.29 2.29 2.18
3 Min 2.40 2.03 2.03 1.88Max 1.51 2.37 2.57 2.37
4 Min 1.92 1.96 2.07 1.92Max 2.22 2.40 2.36 2.18
5 Min 1.48 2.18 2.29 2.03Max 2.07 2.51 2.57 2.14
6 Min 2.08 2.33 2.18 2.03Max 2.22 2.40 2.49 2.11
TABLE II: MAE of the predictions in Weather
Underground(WU), LS-SVM, Elasticnet+LS-SVM and
SKSC+Elasticnet+LS-SVM in test set Apr/May.
(a) BIC for 1 day ahead prediction
(b) BIC for 6 day ahead prediction
Fig. 2: BIC for identically different optimal lag values for 1
and 6 days ahead prediction.
In Fig. 2 the BIC values for different lag values for 1 and 6
days ahead are shown. Obviously, for long term prediction the
larger lag value gives better performance. Moreover, it seems
that the different values of this parameter are good candidates
to be chosen. Hence, the performance of the proposed method
is evaluated for different lag values. Defining the lag value in
the range of 7 to 20 seems to be a reasonable.
Fig. 3 shows the AMS values for different number of
clusters when SKSC is applied. Evidently, smaller number
of clusters provides better clustering. In all of the cases, the
maximum AMS is achieved when the number of clusters is
2. In this case, as it is shown in Fig. 4, the clusters can be
remarked as summer and winter ones.
Fig. 3: AMS value for different number of clusters.
(a) Clustering using KSC
(b) Clustering using SKSC
Fig. 4: Comparison between KSC and SKSC.
Step Ahead 1 2 3 4 5 6
Silhouette KSC 0.12 0.9 0.11 0.10 0.12 0.8
Silhouette SKSC 0.36 0.29 0.31 0.29 0.28 0.33
TABLE III: Comparison for Silhouette values for 1 to 6 days
ahead predictions.
(a) The percentage of selected features using all of the samples
(b) The percentage of selected features per city in winter cluster
(c) The percentage of selected features per city in summer
cluster
Fig. 5: Comparison between the percentage of the number of
selected features per city in global (a) and localization with
clustering (b,c) scenarios.
In Fig. 4, the maximum temperature of the samples based
on their clusters using KSC and SKSC is depicted. KSC
identifies three embedded clusters, while SKSC finds two
which are winter and summer clusters. In Table III, the
Silhouette criterion of the clustering results using KSC and
SKSC for different step ahead prediction is shown. In all of
the cases SKSC outperforms KSC. Thus, it can be concluded
that the models selection based on AMS is more efficient that
BLF.
Fig. 6: Average number of lags in final model for both global
and localized scenarios
Fig. 5 is an example for LASSO case and shows the
percentage of the number of selected features in each city
with respect to the total number of selected features. It can be
seen that looking into the data in the seasonal (clustered) way
can cause different features to be selected. As is depicted, the
possible different impacts of the cities on Brussels in different
time periods are considered in the seasonal scenario and this
phenomena can improve the forecasting performance.
In Fig. 6, the average number of lags from which features
are selected for the maximum temperature prediction is shown.
It is obvious that both in global or localized scenarios, for
long-term prediction, a larger lag is required for accurate fore-
casting. The pattern is the same for the minimum temperature
prediction.
V. CONCLUSION
In this paper, a data-driven modeling technique is proposed
for temperature prediction. To exploit the advantages of the
local learning, Soft Kernel Spectral Clustering (SKSC) is
utilized to find similar samples to the test point to be used
as the training set. Experiments show that SKSC gives better
performance than KSC and partitions the data in two clusters
corresponding to the winter and summer seasons. Feature
selection and learning the data are done independently in each
cluster and the results are combined based on the membership
value of the test point to the corresponding clusters. For the
case study, the prediction of the minimum and maximum
temperature in Brussels is considered. Experiments show that
the performance of the proposed method is comparative with
the predictions of weather underground company.
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