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a b s t r a c t
We propose a new monotone algorithm for unconstrained optimization in the frame of
Barzilai and Borwein (BB) method and analyze the convergence properties of this new
descent method. Motivated by the fact that BB method does not guarantee descent in the
objective function at each iteration, but performs better than the steepest descent method,
we therefore attempt to find stepsize formulawhich enables us to approximate theHessian
based on the Quasi-Cauchy equation and possess monotone property in each iteration.
Practical insights on the effectiveness of the proposed techniques are given by a numerical
comparison with the BB method.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let f : Rn −→ R be a continuously differentiable function. The steepest descent (SD) method, which is perhaps the
simplest gradient method for multidimensional unconstrained minimization:
min f (x) , x ∈ Rn. (1)
This method has the following form:
xk+1 = xk + αk (−gk) (2)
where gk = ∇f (xk) is the gradient of f at xk, and αk > 0 is the stepsize.
The stepsize αk can be obtained by an exact line search:
αSDk = argmin {f (xk + α (−gk))} . (3)
In practice, however, the SD method performs poorly, and is badly effected by ill-condition (see [1]). In 1988, Barzilai
and Borwein (BB) [2] presented a nonmonotone steplength associated with the gradient method. The main idea of the BB’s
approach is to use information in the previous iteration to decide the stepsize in the current iteration. The iteration (2) is
viewed as
xk+1 = xk − Ukgk (4)
where Uk = αkI . They regard the matrix Uk as an approximation of the inverse Hessian
(∇2f (xk))−1 and impose a quasi-
Newton property on Uk:
min ‖sk−1 − Ukyk−1‖2 (5)
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where sk−1 = xk − xk−1 and yk−1 = gk − gk−1. With these, Barzilai and Borwein [2] suggested that
αk = y
T
k−1sk−1
yTk−1yk−1
. (6)
For two-dimensional convex quadratic, in [2] showed that BB method is R-superlinearly convergent for almost all the
starting point.
For higher-dimensional case, Raydan [3] was able to prove the global convergence of the BB method in the convex
quadratic case. Dai and Liao [4] established the R-linear convergence of the BBmethod for any-dimensional strongly convex
quadratics. Due to their simplicity, efficiency, and low memory requirements, BB like methods have been used in many
applications, for example see [5–8]. However the BB method is not monotone, and it is not easy to generalize the method to
general nonlinear functions. Therefore we try to purpose a new BB like method which enables fast convergence for general
nonlinear convex function, possesses the monotone property and requires no function evaluation.
This paper is organized as follows: In the next section, a new gradient method is proposed and a monotone gradient
algorithm is described. In Section 3, under some mild assumptions on the objective function, the global and R-linear
convergence of the given algorithm will be established. Numerical results will also be given in Section 4.
2. Gradient method via Quasi-Cauchy relation
For the analysis of this section, we consider the problem of minimizing a strictly convex quadratic
f (x) = 1
2
xTAx− bTx (7)
where A ∈ Rn×n is symmetric and positive definite, and b, x ∈ Rn.
By the invariance property of the gradient direction under any orthogonal transformation without the loss of generality,
we can assume A is in the form of
A = diag (λ1, λ2, . . . , λn) (8)
where 0 < λ1 < λ2 < · · · < λn are the eigenvalues of A and g(i)1 6= 0 for all i = 1, 2, . . . , n. Since if g(i)1 = 0, it can be shown
thatg(i)k = 0 for all k, hence this component could be neglected (see [9,10]).
Consider the sequence {xk} which is generated by (2) from an initial point x0. By using (7) and updating scheme (2) we
obtain gk+1 = gk − Aαkgk. Since A = diag (λi)we have
g(i)k+1 = (1− λiαk) g(i)k (9)
where g(i)k and g
(i)
k+1 denote the ith component of gk and gk+1, respectively. Thus we obtain the following relation:∣∣∣g(i)k+1∣∣∣ ≤ |1− αkλi| ∣∣∣g(i)k ∣∣∣ . (10)
The best choice of stepsize is such that |1− αkλi| is minimized. It is clear that the optimal stepsize of (10) is
α = 1
λi
, i = 1, 2, . . . , n. (11)
Since A has n distinct eigenvalues, wewill need n different scalars as stepsize along each component of the negative gradient
direction. Hence, by denoting x =
(
x(1)k , x
(2)
k , . . . , x
(n)
k
)T
, we are considering our new updating scheme:
x(i)k+1 = x(i)k − α(i)k g(i)k . (12)
It means that we try to update a new iterate by
xk+1 = xk − Ukgk (13)
where Uk = diag
(
α
(1)
k , α
(2)
k , . . . , α
(n)
k
)
.
As was mentioned in (11) the optimal choice of α(i)k = 1/λi but λi, i = 1, 2, . . . , n are normally unknown to user.
Therefore, it is reasonable to consider only the approximation of A−1.
Any approximation of A−1 should satisfy in the quasi-Newton equation A−1yk = sk where sk = xk+1 − xk and
yk = gk+1 − gk.
Since A is diagonal and so do its approximation Uk+1, it is fine to let Uk+1 to satisfy the quasi-Cauchy equation:
yTkUk+1yk = yTksk. (14)
In short, our aim is as follows: Consider that Uk is a positive definite diagonal matrix and Uk+1 is the updated version of
Uk which is also diagonal. We try to update Uk+1 such that it approximates A−1 correctly, therefore Uk+1 must satisfy the
quasi-Cauchy equation and that derivation between Uk and Uk+1 is minimized under some variational principles. Wewould
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like the latter to preserve the positive definite in a natural way. Aswasmentioned before, a diagonalmatrix simply needs the
same computer storage as a vector so an algorithm with storage O (n)will be maintained. We give the following theorem:
Theorem 1. Consider the minimization problem:
min ‖Uk+1 − Uk‖F (15)
s.t. yTkUk+1yk = yTksk
where yk 6= 0 and Uk > 0.Then the optimal solution of (15) is given by
u(i)k+1 = u(i)k +
(
sTkyk − yTkUkyk
) (
y(i)k
)2
tr
(
G2
) , i = 1, 2, . . . , n (16)
where u(i)k+1 and u
(i)
k are the ith diagonal component of Uk+1 and Uk, respectively, y
(i)
k is the ith component of yk, G =
diag
((
y(1)k
)2
,
(
y(2)k
)2
, . . . ,
(
y(n)k
)2)
and tr denotes the trace operator.
Proof. Let Uk+1 = Uk + Γ , then the minimization problem (15) can be stated as
min ‖Γ ‖F (17)
s.t yTkΓ yk = yTksk − yTkUkyk.
In (15) the objective function is strictly convex and the feasible set is also convex. Therefore there exists a unique solution
to (15). Its Lagrangian function is
L (Γ , µ) = 1
2
tr
(
Γ 2
)+ µ (yTkΓ yk − yTksk + yTkUkyk) (18)
where µ is the Lagrange multiplier associated with the constraint. Differentiate with respect to Γ ,setting the result to zero
and invoke the constraint yTkΓ yk = yTksk − yTkUkyk yields
Γ =
(
yTksk − yTkUkyk
)
G
tr
(
G2
) (19)
or in its component from:
Γ (i) =
(
sTkyk − yTkUkyk
) (
y(i)k
)2
tr
(
G2
) , i = 1, 2, . . . , n
and hence our diagonal updating.
For algorithmic purposes,a safeguard is needed to ensure Uk+1 > 0.This can be easily done by checking the condition
u(i)k+1 > 0. 
But there is no guarantee that the new gradient method with updating scheme (13) is always monotone. Therefore it is
essential to incorporate amonotone strategy into themethod. Let umk and u
M
k be the smallest and largest diagonal element of
Uk, respectively and umk+1 be the smallest diagonal element of Uk+1. Now we state the MONOCAUCHY algorithm as follows:
MONOCAUCHY Algorithm
Step 0: Choose an initial point x0, and an initial positive matrix U0 = I . Set k = 0.
Step 1: Compute gk. If ‖gk‖ ≤ , stop.
Step 2: If k = 0, set x1 = x0 − g0‖g0‖ and go to step 4.
Else let xk+1 = xk − Ukgk and update Uk+1 = diag
(
u(1)k+1, u
(2)
k+1, . . . , u
(n)
k+1
)
where u(i)k+1, i = 1, 2, ..n is given by (16).
Step 3: If umk − (u
m
k+1)−1(uMk )2
2 < 0 or Uk+1 < 0, set Uk+1 = αkI where
αk =
(
yTksk
yTkyk
)
if
yTksk
yTkyk
< 2(umk )
3 or αk = 2(umk )3 if
yTksk
yTkyk
≥ 2(umk )3.
Else retains Uk+1.
Step 4: Set k:= k+ 1, go to Step 1.
The Oren-Luenberger scaling [11]
(
yTksk
yTkyk
)
in step 3 is used to scale the identity matrix in BFGS method, the same idea is
used in here. The details of our monotone strategy as stated in Step 3 will be discussed in next section.
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3. Convergence analysis
In this section, we study the convergence behavior of MONOCAUCHY algorithm for a convex quadratic function.
Theorem 2. Suppose that f is a convex quadratic function. Then the sequence {xk} generated by Algorithm MONOCAUCHY
converges to x∗, and the convergence rate is R-linear, that is, there exists a constant 0 ≤ h < 1 such that fk+1− f ∗ ≤ h(fk− f ∗).
Proof. Let umk , u
M
k , u
m
k+1and u
M
k+1 be the smallest and largest diagonal element of Uk and Uk+1, respectively. Consider the
Taylor expansion of f at xk+1:
f (xk − Ukgk) = f (xk)− gTkUkgk +
1
2
gTkUkAUkgk. (20)
Since Ask = yk, it follows that
sTkAsk = sTkU−1k+1sk = gTkUkU−1k+1Ukgk.
The positive-definiteness of Uk also implies that
umk ‖gk‖2 ≤ gTkUkgk ≤ uMk ‖gk‖2 .
Let c = umk − (u
m
k+1)−1(uMk )2
2 , then (20) becomes
f (xk+1) ≤ f (xk)− c ‖gk‖2 .
If c > 0 and ‖gk‖ 6= 0 then f (xk+1) ≤ f (xk).
Else if c < 0 or Uk+1 < 0, then we let Uk+1 = αI , for which α = y
T
ksk
yTkyk
when α < 2(umk )
3 or α = 2(umk )3 when α ≥ 2(umk )3.
This implies that sTkAsk = gTkUkUkgk. Hence (20) becomes
f (xk+1) ≤ f (xk)−
(
umk −
α(uMk )
2
2
)
‖gk‖2
with umk − α(u
M
k )
2
2 > 0.
Either case, if α ≥ 2(umk )3 then Uk+1 = 2(umk )3I , it means that in both case, f (xk+1) ≤ f (xk) for all k and since f is
bounded below, it follows
lim
k→∞ f (xk+1)− f (xk) = 0.
As f (xk+1) − f (xk) → 0, then limk→0 ‖gk‖ = 0, i.e. {xk} converges to x∗. Moreover since {f (xk)} is a nonincreasing
sequence, therefore f (xk) converges to f (x∗).
Furthermore, as a consequence of convexity of f involved, we can bound f (x∗):
f (x)− 1
2M1
‖g (x)‖2 ≤ f (x∗) ≤ f (x)− 1
2M2
‖g (x)‖2 ,
we can show that
‖gk‖2 ≥ 2M1
(
f (xk)− f
(
x∗
))
.
Thus, we will have
f (xk+1)− f
(
x∗
) ≤ h (f (xk)− f (x∗)) ,
where h = 1− cM1. Note that as cM1 > 0 and f (xk+1) ≤ f (xk), we must have 0 ≤ h < 1 for all k. Therefore MONOCAUCHY
Algorithm is R-linearly convergent. 
Note that convergence of BBmethod is effected by the condition number of A, but MONOCAUCHYmethod’s convergence
doesn’t depend on the condition number of A.
4. Numerical results
Wenow compare the performance ofMONOCAUCHYmethod and BBmethod forminimization of some convex functions.
Our source code is written in Matlab 7.0 and all of the test were run by Core Duo CPU. Test functions are the standard
unconstrained optimization problems that are available in [12].
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Table 1
BB and MONOCAUCHY.
Test Function (Dimension) Initial point x0 BB algorithm MONOCAUCHY algorithm
IT TIME ‖g‖2 IT TIME ‖g‖2
Diagonal2 (10)
(
1, 12 , . . . ,
1
n
)
18 2.3500e−001 4.3864e−005 15 1.8800e−001 9.0528e−005
Diagonal2 (70)
(
1, 12 , . . . ,
1
n
)
47 5.9400e−001 6.7595e−005 41 3.4300e−001 5.3558e−005
Diagonal2 (500)
(
1, 12 , . . . ,
1
n
)
– – – 343 1.0859e+001 9.2283e−005
Raydan2 (10) (1, 1, . . . , 1) 6 6.2000e−002 5.7488e−005 6 4.7000e−002 5.7488e−005
Raydan2 (100) (1, 1, . . . , 1) 7 3.2000e−002 1.4273e−007 7 6.2000e−002 1.4273e−007
Raydan2 (1000) (1, 1, . . . , 1) 7 1.6000e−002 4.5135e−007 7 8.1200e−001 4.5135e−007
Raydan2 (10000) (1, 1, . . . , 1) 7 6.3000e−002 1.4273e−006 7 5.36e−72e+001 1.4273e−006
Raydan1 (30) (1, 1, . . . , 1) – – – 37 1.0900e−001 3.1904e−005
Raydan1 (100) (1, 1, . . . , 1) – – – 125 4.0700e−001 9.9904e−005
Raydan1 (500) (1, 1, . . . , 1) – – – 625 1.6594e+001 2.3669e−005
Extended Himmelblau (10) (0.4, 0.4, . . . , 0.4) 26 3.9100e−001 1.2250e−006 17 2.0300e−001 6.2140e−005
Extended Himmelblau (100) (0.4, 0.4, . . . , 0.4) 26 2.3400e−001 3.8737e−006 18 1.5600e−001 1.8766e−005
Extended Himmelblau (1000) (0.4, 0.4, . . . , 0.4) 26 2.8100e−001 1.2250e−005 18 1.5780e+000 5.9342e−005
Extended Himmelblau (10000) (0.4, 0.4, . . . , 0.4) 26 2.8100e−001 3.8738e−005 19 1.3833e+002 6.9317e−005
Extended White and Holst (10) (−1.2,−1.2, . . . ,−1.2) – – – 148 9.2100e−001 1.5441e−005
Extended White and Holst (100) (−1.2,−1.2, . . . ,−1.2) – – – 175 7.1900e−001 5.3033e−005
Extended White and Holst (500) (−1.2,−1.2, . . . ,−1.2) – – – 144 4.9680e+000 9.0121e−007
Generalized Tridiagonal1 (20) (2, 2, . . . , 2) 40 7.8000e−002 1.9595e−005 33 1.8700e−001 9.4636e−005
Generalized Tridiagonal1 (1000) (2, 2, . . . , 2) 42 1.8700e−001 8.3591e−005 36 4.6250e+000 8.6345e−005
Generalized Tridiagonal1 (5000) (2, 2, . . . , 2) 47 4.5400e−001 4.9323e−005 39 9.3703e+001 3.6154e−005
Generalized Tridiagonal1 (10000) (2, 2, . . . , 2) 53 6.8700e−001 4.7169e−005 44 4.2305e+002 2.6036e−005
Broyden Tridiagonal (100) (−1,−1, . . . ,−1) 45 2.5000e−001 3.5601e−005 40 3.7500e−001 8.4913e−005
Broyden Tridiagonal (1000) (−1,−1, . . . ,−1) 50 5.9400e−001 9.7084e−005 41 4.8910e+000 9.5510e−005
Broyden Tridiagonal (5000) (−1,−1, . . . ,−1) 57 7.8100e−001 4.1863e−005 43 9.6860e+001 7.4490e−005
Broyden Tridiagonal (10000) (−1,−1, . . . ,−1) 57 8.7500e−001 5.0402e−005 44 3.7492e+002 6.6341e−005
Diagonal5 (10) (1.1, 1.1, . . . , 1.1) 5 1.4100e−002 3.1738e−007 5 9.4000e−002 3.1738e−007
Diagonal5 (100) (1.1, 1.1, . . . , 1.1) 5 1.5000e−002 1.0036e−006 5 6.3000e−002 1.0036e−006
Diagonal5 (1000) (1.1, 1.1, . . . , 1.1) 5 4.7000e−002 3.1738e−006 5 5.6300e−001 3.1738e−006
Diagonal5 (10000) (1.1, 1.1, . . . , 1.1) 5 4.7000e−001 1.0036e−005 5 3.5750e+001 1.0036e−005
Extended Three Exponential terms (10) (0.1, 0.1, . . . , 0.1) 14 4.7000e−002 1.0238e−005 12 6.3000e−002 2.1948e−006
Extended Three Exponential terms (100) (0.1, 0.1, . . . , 0.1) 14 6.3000e−002 3.2376e−005 12 1.2500e−001 6.9404e−006
Extended Three Exponential terms (1000) (0.1, 0.1, . . . , 0.1) 15 9.4000e−002 8.4185e−007 12 1.6250e+000 2.1984e−005
Extended Three Exponential terms
(10000)
(0.1, 0.1, . . . , 0.1) 15 2.1900e−001 2.6621e−006 15 9.6766e+001 6.9404e−005
Extended Block diagonal BD1 (10) (0.1, 0.1, . . . , 0.1) 15 4.7000e−002 4.1208e−006 12 6.2000e−002 5.3089e−005
Extended Block diagonal BD1 (100) (0.1, 0.1, . . . , 0.1) 15 1.6000e−002 1.3031e−005 13 1.0900e−001 5.8389e−005
Extended Block diagonal BD1 (1000) (0.1, 0.1, . . . , 0.1) 15 9.3000e−002 4.1208e−005 14 1.7500e+000 1.0338e−006
Extended Block diagonal BD1 (10000) (0.1, 0.1, . . . , 0.1) 17 1.5700e−001 3.7679e−011 14 1.2795e+002 3.2691e−006
Diagonal6 (10)
(
1, 12 , . . . ,
1
n
)
– – – 27 2.1900e−001 7.9352e−005
Diagonal6 (100)
(
1, 12 , . . . ,
1
n
)
18 1.5700e−001 7.1807e−005 12 7.9000e−002 5.9773e−005
Diagonal6 (10000)
(
1, 12 , . . . ,
1
n
)
23 2.3500e−001 2.3830e−005 21 1.4769e+002 2.4149e−005
EG2 (10) (1, 1, . . . , 1) 49 1.0900e−001 6.5339e−005 22 1.7100e−001 1.9280e−005
EG2 (1000) (1, 1, . . . , 1) – – – 626 6.1765e+001 9.6549e−005
Extended PSC1 (10) (3, 0.1, . . . , 3, 0.1) 19 2.9700e−001 1.4740e−006 18 2.3400e−001 9.0625e−006
Extended PSC1 (100) (3, 0.1, . . . , 3, 0.1) 19 2.8200e−001 4.661e−006 18 1.7100e−001 2.8658e−005
Extended PSC1 (1000) (3, 0.1, . . . , 3, 0.1) 19 3.1300e−001 1.4740e−005 18 2.4530e+000 9.0625e−005
Extended PSC1 (10000) (3, 0.1, . . . , 3, 0.1) 19 3.1300e−001 4.6611e−005 19 1.8828e+002 2.3657e−010
Generalized PSC1 (10) (3, 0.1, . . . , 3, 0.1) 33 6.2000e−002 5.1058e−005 33 1.7200e−001 5.7589e−005
Generalized PSC1 (1000) (3, 0.1, . . . , 3, 0.1) 34 2.1900e−001 6.0480e−005 34 4.3440e+000 9.7805e−005
Hager (20) (1, 1, . . . , 1) 17 1.4100e−001 1.3442e−005 15 9.3000e−002 8.3118e005
Hager (100) (1, 1, . . . , 1) 32 1.6780e−001 1.4498e−005 32 3.5900e−001 4.5542e−005
Hager (1000) (1, 1, . . . , 1) – – – 107 1.1250e+001 8.9602e−005
Quadratic Diagonal Perturbed (100) (0.5, 0.5, . . . , 0.5) 21 6.2000e−002 3.2726e−005 15 1.2500e−001 8.5749e−005
Quadratic Diagonal Perturbed (500) (0.5, 0.5, . . . , 0.5) 50 1.2500e−001 6.7598e−005 41 1.9210e+000 6.7251e−005
Extended Trigonometric (10) (0.2, 0.2, . . . , 0.2) 8 4.7000e−002 4.2691e−005 8 9.4000e−001 4.2691e−005
Extended Trigonometric (100) (0.2, 0.2, . . . , 0.2) 44 8.1300e−001 5.7648e−005 39 2.8100e−001 7.4618e−005
Extended Trigonometric (1000) (0.2, 0.2, . . . , 0.2) 62 1.5630e+000 7.5954e−005 46 6.5320e+000 2.4689e−005
Extended Trigonometric (5000) (0.2, 0.2, . . . , 0.2) 65 4.7340e+000 9.3546e−005 52 1.4134e+002 8.9876e−005
For each test problems, the termination condition is
‖gk‖ ≤ 10−4.
In Table 1, the symbols IT, TIME and ‖g‖2mean the number of iteration, the CPU time in seconds and the norm of gradient
in last iteration, respectively. The symbol ‘‘−’’in the table indicates that the method fails to converge within 1000 iterations.
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The result show that the MONOCAUCHY method is more efficient than the BB method, which requires less iteration,
can apply for any type of function and converges for all functions and compared with BB method, MONOCAUCHY method
requires reasonable time to solve a large scale problems. However, BBmethod is very sensitive to the condition of problems.
It performs quite good for well-conditioned problems but it tends to fail when the problem is ill-conditioned. Note that
MONOCAUCHYmethod is monotone in the sense that it guarantees descent in each iterationwhich the BBmethod does not.
5. Conclusion
In this paper we suggested amonotone gradient technique. A gradient algorithm combiningwithmonotone strategy and
diagonal updating is proposed. Based on our numerical results, we conclude that the MONOCAUCHY method is preferable
over BB method, in general. It is different from other monotone gradient methods for example [4,5] in which function
evaluations are not required. MONOCAUCHY method is encouraging because of simplicity in implementation, low storage
requirement, not depending on the condition of the problem, no line search condition, no one-dimensional minimization
and is globally convergence.
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