Aim Variation in species richness has been related to (1) environmental conditions (water, energy and habitat characteristics) and (2) regional differences (contingent historical events and regional particularities that result in differences between regional faunas acting at broad extents). Whereas climatic factors have been widely studied, the effects of regional differences are less often quantified. This work aims to characterize global trends in the species richness of mammal assemblages with respect to both current and historical influences.
INTRODUCT ION
Geographic gradients in species richness can be related statistically to many variables (Rahbek & Graves, 2001) . Among them, the characteristics of the sites where the species occur, including the environment (climate and habitat) and its physical characteristics (area and topographic and landscape heterogeneity), are frequently mentioned as the primary drivers of species richness (Kerr & Packer, 1997; Francis & Currie, 1998 , 2003 Waide et al., 1999; Jetz & Rahbek, 2001; Kerr et al., 2001; Rahbek & Graves, 2001; Currie et al., 2004; Tognelli & Kelt, 2004; Evans & Gaston, 2005; Evans et al., 2005; Field et al., 2005; Scheiner & Willig, 2005) . Communities are not, however, affected only by the characteristics of the site where they occur; they are also the result of the assembling of species from those available in the regional pool (Ricklefs, 2004) , which includes the characteristics and evolutionary history of the species present in the regional pool Rodríguez et al., 2006 ; J. Hortal, J. Rodríguez, D. Nogués-Bravo, M. B. Araú jo & C. Rahbek, unpublished) , the geomorphological and environmental characteristics of the region (Jetz & Rahbek, 2001; Rahbek & Graves, 2001) , and region-specific historical variation in climate and habitat (see, for example, Hawkins & Porter, 2003; Hawkins et al., 2005; Svenning & Skov, 2005 , 2007 Montoya et al., 2007) . Therefore, some differences in the species richness of similar assemblages in different regions are to be expected (Ricklefs, 1987 (Ricklefs, , 2004 Ricklefs & Schluter, 1993; Ricklefs et al., 1999; Hawkins et al., 2003a,b; Willig et al., 2003; Wiens & Donoghue, 2004) . Regional effects are often unmeasured, however, in spite of their widely appreciated potential importance in shaping biodiversity patterns at broad extents.
In this paper, we study the effects of environmental and regional factors on the species richness of non-volant mammal assemblages at the global extent. To do this, we use species inventories from a large set of localities of variable size distributed worldwide, and a set of predictors to account for broad-extent environmental gradients. Species-richness estimates come from exhaustive checklists. Our approach differs from that of most large-scale studies, in which richness is estimated as the sum of species range maps overlapping in grid cells (grid cell richness; see Kerr et al., 2001; Whittaker et al., 2001; Qian & Ricklefs, 2004; Grenyer et al., 2006) . Here we use high-quality checklists instead of gridded richness because they provide the most reliable information of the species that actually co-occur as assemblages in spatially defined areas. However, these localities vary substantially in area, and the relative importance of correlates of richness are known to be sensitive to the grain size used to measure species richness (Whittaker & Field, 2000; Whittaker et al., 2001; Hawkins et al., 2003b; Evans et al., 2005; Hurlbert & White, 2005; Rahbek, 2005; Hurlbert & Jetz, 2007) . To assess this, we chose checklists for sites ranging in area from 100 to 10,000 km 2 . We also investigate the effects of area and habitat heterogeneity in our analyses. Furthermore, we split the data into two groups according to the area sampled (100-1000 and 1000-10,000 km 2 ) to examine possible effects of grain size. We examine four factors that have been widely related to species richness: three environmental factors, namely (1) energy, i.e. temperature and productive energy (following Hawkins et al., 2003b ; see also Mittelbach et al., 2001; Evans et al., 2005) , (2) water, i.e. precipitation and water balance, and (3) habitat type, i.e. the kind of biome (sensu lato) where the mammal assemblages occur; and a proxy for long-standing historical differences between locations, namely (4) biogeographic region (see, for example, Huston, 1999; Ricklefs, 2004; Hawkins et al., 2005) . Since these factors are collinear (e.g. Hawkins et al., 2003b) , we used variation partitioning (see Legendre & Legendre, 1998; to separate their joint and independent effects.
DATA AND METHODS

Data
A data base of checklists of continental non-volant mammal species (i.e. all orders except Chiroptera, Cetacea, and Pinnipedia) was used to calculate species richness in 311 localities distributed worldwide (see the data base description in ; and examples of its application in Rodríguez et al., 2006) . For this analysis we selected the 224 sites ranging from 100 to 10,000 km 2 in area.
These sites were further divided into two groups: 119 sites ranging from 100 km 2 to 1000 km 2 , and 105 sites ranging from 1000 km 2 to 10,000 km 2 ( Fig. 1 ; Appendix S1 in the Supplementary Material). Analyses were conducted in all sites combined, and for small and large sites separately. Although the geographic coverage of the localities has gaps (see Fig. 1 ), most of the world's environmental and species-richness gradients are included within these data. Area (Ar), spatial location (central latitude and longitude), and the shape of each site were obtained from the original sources or digitized from information available on the internet. We used four variables to account for topographic and landscape heterogeneity within each site: altitude range (Altrng), mean slope (Slopemed), aspect variability (the standard deviation of the aspects; AspectSD), and land-cover diversity (i.e. the number of different land-cover categories; GLC_DIV). Topographic variables were calculated from a global Digital Elevation Model at 1-km 2 resolution (Clark Labs, 2000) , and the number of land-cover categories was obtained using the Global Land Cover 2000 data base at 1-km 2 resolution (European Commission, 2003) . Environmental factors (Env) were obtained from available worldwide coverage sources, re-sampled at 0.5°grain in a GIS (Idrisi 32; Clark Labs, 2001) . Climatic variables were obtained from the United Nations Environmental Programme GRID data set (Deichmann & Eklundh, 1991 ; GRID data base available at http://www.grid.unep.ch/).
Five annual variables were used to measure energy (Eg): actual evapotranspiration (AET) and potential evapotranspi-ration (PET) [both calculated in millimetres through a combination of the Priestley-Taylor and Thornwaite methods (Ahn & Tateishi, 1994) ], and mean, maximum and minimum monthly temperatures (TMEAN, TMAX and TMIN) (from Leemans & Cramer, 1991) . AET is equivalent to energy when precipitation exceeds PET, and equivalent to precipitation when PET exceeds precipitation. It can therefore be considered either as an indirect measure of water balance or as a surrogate for net primary production. Hence, for animals AET can be regarded as a measure of available energy, in the sense of the general availability of plant food. Therefore, although AET does not represent the thermal energy regime, we have included it within the energy components instead of within the water measures because it can represent one component of the energy regime for mammals (see discussion in O'Brien, 1998 O'Brien, , 2006 Andrews & O'Brien, 2000; Whittaker & Field, 2000) .
Water (Wt) was measured using six variables accounting for precipitation and water balance: monthly precipitation (Leemans & Cramer, 1991) was transformed into five variables, namely mean annual precipitation (PMEAN), and winter, spring, summer and autumn precipitation (PWTR, PSPR, PSUM and PFALL, respectively); and water balance (WBL), a measure of the deficit or surplus of available water derived from AET, precipitation and soil water-holding capacity, was obtained from the GRID data set (Ahn & Tateishi, 1994) .
Habitat type (Hb) (i.e. the general biome type within which the localities are placed; see Bailey, 1989 Bailey, /1993 was measured using Bailey Divisions (BECDIV, a multinomial qualitative variable), extracted from the World Ecoregions map (Bailey Ecoregions of the Continents, available at http://www. ngdc.noaa.gov/; see Bailey, 1989 Bailey, /1993 .
Finally, to account for regional effects (Rg), we used the biogeographical realm in which each site is located (BgReg) ( Fig. 1 ; realm limits as in Cox, 2001) . As biogeographical realms/regions were designed to account for major divisions in mammal faunas, all species present in each realm are assumed to constitute the region's species pool, which, to some extent, is common to all localities of the region.
Statistical analyses
Mammal species richness (S) was analysed with respect to the environmental and regional variables. All predictors were modelled separately using generalized linear models (GLMs), in which the variability explained by the model is estimated from the change in deviance from a null model and statistical significance measured by an F-ratio test (McCullagh & Nelder, 1989) . A Poisson distribution was assumed for richness (see Dobson, 1999) , and was related to the explanatory variables by a logarithmic link function. The cubic, quadratic or linear function of each continuous variable was selected in order to account for curvilinear relationships. Since the autocorrelation in the data might affect this selection, we used a restrictive approach to the inclusion of these high-order terms, using a mixed forward-backward stepwise analysis, in which the term was selected if it produced a significant change in deviance from the former model (calculated as above) and if the parameters of the resulting model were significant (stable) according to the Wald statistic (StatSoft Inc., 2003) .
Variation partitioning
Partial regression analyses (Borcard et al., 1992; Legendre, 1993; Legendre & Legendre, 1998; were used to identify the relative statistical effect on local species richness of the regional factors and the environmental factors identified by the GLMs. Here, each predictor is regressed against other predictors, and the residuals of these regressions are used to Figure 1 The geographical location of the 224 sites used for the analyses. Circles represent small sites (areas ranging from 100 to 1000 km 2 )
and squares represent large sites (from 1000 to 10,000 km 2 ); the size of the symbol indicates the site richness. The biogeographical regions used in the analyses have been adapted from the mammal zoogeographic regions proposed by Cox (2001) .
produce 'residual models' (see Appendix S3). Environmental and geographic variables are often mutually non-independent and usually show the same autocorrelated pattern (Miller, 2004) , making it difficult to discriminate their isolated influence. The estimation of these residual models helps to elaborate hypotheses on the independent influences of each factor. Positive values in the shared variability of factors indicate collinear variation, whereas negative values indicate probable synergistic effects (i.e. a function of the two factors together is able to explain more than the sum of the separate functions of these two factors; see Legendre & Legendre, 1998) . Although using partial regression (i.e. using the residuals of regressing predictors against some of the other explanatory variables as new predictors) could lead to biased parameter estimates, it allows estimation of the magnitude of the independent effects of factors (see Freckleton, 2002) . Two partial regression analyses were performed. First, the magnitude of the effects of all environmental factors and the effect of region were examined. Here, variation in species richness is partitioned into four fractions: two account for the independent effects of environment and region, one accounts for the collinear variation of both sets of factors, and a fourth is for the unexplained variation (see, for example, Hawkins et al., 2003a; . In the second analysis, region, water and energy were analysed in concert to partition their effects. Here, variation in species richness is broken down into eight components: three account for the pure effects of each predictor variable, four quantify their shared variation, both by pairs and by all three combined, and the eighth accounts for unexplained variation (see and Appendix S3).
Additional analyses
Model predictions and residuals of environmental and regional factors are shown on a global scale using interpolated maps (generated with the simple-mean mobile techniques in Idrisi 32). The maps are used only as spatial representations of the geographical richness patterns in local mammal communities.
Spatial autocorrelation
To evaluate the ability of our statistical models to account for the spatial structure of species richness, we followed DinizFilho et al. (2003) . First, we generated correlograms of the residuals of the environmental and regional models, as well as of the residuals obtained after adding region to the environmental model. The correlograms identified region-dependent spatially structured effects by identifying the spatial structure remaining unexplained in each model (i.e. the autocorrelation remaining in the residuals). These analyses were undertaken using sam (Rangel et al., 2006) .
RES ULTS
Region had a significant effect on richness across all localities. The Palaeotropical and Oriental regions had the richest localities (60.5 and 47 median richness, respectively), Nearctic, Neotropical and Palaearctic sites were similar in richness (41, 38 and 34.5 median species, respectively), and Australian localities were much less rich (28 median species) (Fig. 2) .
Area accounted for small, although significant, amounts of the variance, especially in larger sites ( Fig. 3 ; Appendix S2). However, its effect was independent from the rest of the factors (not shown), so we did not include it in the partial regressions. The heterogeneity models also had very low explanatory power (usually non-significant; see Fig. 3 and Appendix S2), so they too were excluded from further analyses.
In contrast, water, energy, habitat type and region explained significant amounts of variation in species richness ( Fig. 3 and Appendix S2). In general, the variation explained by single factors was greater in large sites, although the general pattern was consistent across scales; the three environmental factors and region were of similar importance when studied separately (between 20% and 30% of total variability except for larger sites, where the variation by these factors was always higher than 30%). The three environmental factors together explained more variation in richness, from 41% in the subset of small sites, to 59% in the subset of large sites, although the addition of regional effects to the environmental functions increased the explained deviance in all three data sets (Fig. 3) . In spite of the generally better fit for the large-sites subset, the strongest model was that for the small sites (76% of explained variability), probably as a result of the increased importance of habitat type and its overlap with region at this grain size (see below). The inclusion of area or heterogeneity in these models did not significantly increase explained variability (not shown).
The structure of the partial regressions varied depending on the size of the areas ( Fig. 4 ; Appendix S3). Across all sites, the region-independent environmental factors represented the greatest fraction of explained variation, whereas region and the overlap between region and environment explained 
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Journal of Biogeography 35, 1202-1214 substantially less variation (Fig. 4) . The model of the large sites was very similar. However, in small sites the overlap between region and environment was much stronger, with a smaller independent effect of environment. Interestingly, the independent effect of region was very similar in all analyses (Fig. 4 ).
The residual model based only on environmental variables underpredicted the richness of the Palaeotropical realm, as well as that of some areas of tropical South America and Malaysia, although the level of underprediction was less in the large-sites data set (Fig. 5) . This model overpredicted richness in Australia, and to a lesser extent that in some parts of the Mediterranean basin and southern South America. The residual model based on region (independent from the environment) showed within-region differences in richness (Fig. 5) . Richness was underpredicted in sub-Saharan Africa, in tropical America, in the Rocky Mountains, and in south-eastern Asia (including central China). Underpredictions also appeared in northern Africa and in Australia, especially when all sites were considered together (Fig. 5) .
The environmental models removed almost all significant spatial autocorrelation in the all-sites and small-sites data sets, although some residual autocorrelation remained in the smallsites data at both short and long distances (Fig. 6 ). The inclusion of region in the models eliminated all remaining residual spatial structure in all three data sets. Interestingly, the spatial structure of the residuals from the regional models was quite similar to the structure of the models of environment and region (although with higher Moran's I coefficients in some distance lags), and significantly smaller than the structure remaining in the residuals of the environmental models in all three data sets (not shown).
The importance of water, energy and region in the partial regressions also varied with the size of the areas considered (Fig. 7) . The variability in species richness explained by water and energy variables was greater in large sites, or when all the areas were considered. In these cases, energy explained the largest independent fraction of the variation (c. 20%). Region explained a similar amount of richness variance to previous 20  24  28  31  35  39  43  46  50  54  58  61  65  69  73  76  80   20  24  28  31  35  39  43  46  50  54  58  61  65  69  73  76  80   <20  24  28  31  35  39  43  46  50  54  58  61  65  69  73  76  80+   <20  24  27  31  35  39  42  46  50  54  58  61  65  69  73  76  80+   <20  24  28  31  35  39  43  46  50  54  57  61  65  69  72  76  80+   20  24  28  31  35  39  43  46  50  54  58  61  65  69  73 76 80 Figure 5 Spatial representation of the results of Environmental and Regional models for three sets of sites: all areas (upper row), small areas (central row) and large areas (lower row). The left column (Observed) shows maps of the observed richness of non-volant mammal richness interpolated from the original data (see Appendix S1). Maps in the central column (Pr Environment) show the richness predicted by the independent effect of Environmental factors (raw Env; see Fig. 4 and Appendix S3). The right column (Pr Region) shows maps of the environment-independent relationship between richness and region (raw Rg; see Fig. 4 and Appendix S3). All maps were spatially interpolated from the results of the original data points for representation purposes, using a mobile mean procedure (Clark Labs, 2001) . Richness values (the number of species per locality) are grouped in equal intervals that vary from blue (fewer species) to red (more species); all maps have the same richness scaling to allow direct comparison.
Journal of Biogeography 35, 1202-1214 models, this amount of variance being also similar in the three data sets. However, the overlaps between region and waterenergy variables varied with the scale of analysis in an opposite direction to the overlaps in the region versus environment analyses; their overlaps were greater in large sites, where both kinds of variables account for 25% of total variability (Fig. 7) . The variability explained by the overlap between region and environment in the small-sites data set varied widely between the two partition analyses; whereas this overlap explained more than a third of the variation in the general analysis (Fig. 4) , the sum of the overlaps of region with water and energy was much smaller (Fig. 7) . Because of this, the overlap between regional and all environmental effects could be attributed almost exclusively to habitat type (the only factor not included in the Figure 8
Spatial representation of the results of water and energy models, and of their overlap with region. The maps in the left column (Pr Water-Energy) show the relationships between species richness and the region-independent fractions of energy and water variables (see Fig. 6 and Appendix S3); colour scaling is similar to that used in Fig. 5 . The central column (Rs Water-Energy) shows the residuals of models of the region-independent fractions of water and energy variables (raw Eg plus raw Wt; see Fig. 6 and Appendix S3); colours identify areas where the number of species is overpredicted (blue) or underpredicted (red) (i.e. blue areas are where there are fewer species than expected by water-energy effects, and red areas are where there are more species than expected). Maps in the right-hand column (Int Wt-Eg/Region) show the richness predicted solely by the overlap between energy and water, and region (Eg+Rg, Wt+Rg, and Eg+Wt+Rg; see Fig. 7 and Appendix S3); positive (purple) and negative (green) are, respectively, where the increase or decrease in the predicted number of species is attributable to the overlap between water-energy and region (i.e. purple areas are located where regional differences in water-energy predict more species than expected by the global trend, whereas green areas identify areas where these regional differences result in fewer species than expected). These values were calculated by subtracting the predictions of the Eg and Wt predictors independent from Rg, and the predictions of Rg independent from Eg and Wt, from the predictions of a model of the three factors altogether. All maps were interpolated using the same technique as for those presented in Fig. 5 .
Journal of Biogeography 35, 1202-1214 water-energy analyses), as the amount of variation nonoverlapping with region was similar when either all environmental variables (Fig. 4) or only water and energy correlates (Fig. 7) were included in the analyses (c. 26%). Shared effects of habitat type and region on species richness at small sites appeared to be synergistic, as their shared variance was greater than the single effect of habitat type (36 vs. 24%; see Fig. 4 and Table S2 .2 in Appendix S2). Water-energy models for the three data sets predicted high species richness in tropical areas, especially towards the south, and low richness in the Holarctic, southern South America, the Transvaal region at South Africa, and some parts of central and southern Australia (Fig. 8) . These predicted gradients were weaker in the small sites than in the large sites or in all sites combined. When the residual models of water and energy (which depict the relationships with these variables that are independent from the region) were considered, they underpredicted richness in most tropical areas, overpredicting especially in the north, east and west of Australia, although less so in the small-sites data set (Fig. 8) . When the overlap between water-energy and region (which identifies differences between regions in the water-energy relationship with richness) was mapped, it showed a positive effect (increasing richness) in the Palaeotropics, and a negative effect in Australia and the western coast of Northern Africa (Fig. 8 , right column). Whereas these shared effects increase the richness of small localities in South America, they also decrease the modelled number of species in larger localities.
DISCUSSION
We found that more than 60% of the variation in non-volant mammal species richness of a large set of globally scattered localities was accounted for by environment (including water, energy and habitat) and region. Thus, mammal richness patterns, even when derived from actual presence data gathered from checklists of natural areas, show strong deterministic structure, although the nature of this structure varies across scales.
Environmental effects and scale dependence
The environmental factors affecting biodiversity patterns are presumed to be essentially climatic gradients (Currie, 1991); species richness is usually related to the availability of both water and energy (water-energy dynamics; see O 'Brien, 1998 'Brien, , 2006 Andrews & O'Brien, 2000; Whittaker & Field, 2000; Hawkins et al., 2003b; Whittaker et al., 2007) . Since the geographic patterns of these factors are often collinear, separating the specific effects of energy and water on richness is difficult (see, for example, H-Acevedo & Currie, 2003). Here, we use an analytical approach that partitions the variability explained by these correlates into the independent parts and their overlaps. Although it is impossible to separate the effects of water and energy, since life requires that both are suitable, it is possible to identify partially independent effects within the general framework of waterenergy dynamics. We argue that (1) the independent effect of energy is the result of both productivity and ambient temperature (i.e. the effect of physiological restrictions to life; see Brown et al., 2004) in places where water is not limiting, (2) the independent effect of water is the result of water availability in places where temperature is not limiting (i.e. the constraints imposed by the physical properties of the water to organisms, see O'Brien, 2006) , and (3) the overlap of energy and water operates in places where neither of these factors is the main constraint.
The relationship between mammal richness and the various environmental factors varied according to the size of the localities analysed, both in strength and relative importance. This is consistent with the widely recognized realization that the strength of species richness correlates is contingent on the type and scale of the data (Whittaker et al., 2001; van Rensburg et al., 2002; Willis & Whittaker, 2002; Hurlbert & White, 2005; Hurlbert & Jetz, 2007) , and that climate does not account for many local/landscape patterns of diversity (Whittaker & Field, 2000) . By splitting the data into two grains we obtain a crude representation of the perspectives of diversity discussed by O'Brien (2006): large sites represent geographic richness (i.e. the result of the current aggregation of the distributional ranges of species in the geographic space); and small sites represent ecological richness/diversity (i.e. the outcome of biotic dynamics in ecological time). Our results suggest that climatic gradients (energy and water) are stronger predictors of geographic richness (i.e. in large areas), whereas other interactions partly related to the overlap of habitat type and region become more important for the ecological richness of mammal assemblages in small areas. We hypothesize that: (1) regional effects correspond to the general limitations of the evolutionary solutions (species) available, and therefore remain more or less constant regardless of the scale, although they also interact with the environmental variables most relevant at each scale (see below); (2) the frequently reported correlation between climate and species richness occurs mainly at the large scale, probably owing to the effect of climatic gradients on species ranges (see Rahbek et al., 2007) ; and (3) habitat selection, between-species interactions and other ecological factors become increasingly important at finer scales, so the importance of water and energy as drivers of biodiversity patterns becomes less evident.
Regional differences in global determinants of species richness
Although biological relativity to water-energy dynamics (sensu O'Brien, 2006) clearly influences species-richness patterns at broad scales (at least for woody plants), the climate patterns driving these dynamics are not the only effects shaping diversity gradients. Strong relationships between energy, water and species richness have been extensively reported (e.g. Currie, 1991; Kerr & Packer, 1997; Francis & Currie, 1998; O'Brien, 1998; Hawkins et al., 2003b; Field et al., 2005; Whittaker et al., 2007) . Based on this evidence, environmental factors have been claimed as the main determinants of biodiversity pattern (Francis & Currie, 1998 , 2003 . However, regional effects were not appropriately tested in many analyses (Qian & Ricklefs, 2004) , as either: (1) their scope was reduced to a single biogeographical region (e.g. Nearctic: Currie, 1991; Neotropical: Tognelli & Kelt, 2004) ; or (2) species-richness estimates were standardized by the size of the regional pool (e.g. Olff et al., 2002) .
In our analyses, region was always a significant correlate of richness, accounting for 25-33% of the spatial structure of richness, both overlapping with environmental correlates and independently. The exact nature of the relationship between biodiversity and the environment can vary from region to region (Ricklefs et al., 1999; Hawkins et al., 2003b Hawkins et al., , 2007a Qian & Ricklefs, 2004 ; our results). We also found that covariation between regional and environmental effects varies with scale (see above): at the larger grains region overlaps mainly with water-energy factors, whereas at the smaller grains it overlaps with habitat. However, regional effects appear not only as regional differences in the relationship between richness and environment. The independent effect of region explained a significant proportion of richness in all data sets. More importantly, the proportion of the variance was almost scale-invariant.
Regions are a crude proxy for historical processes (Hawkins et al., 2003a) . However, environmentally independent regional differences are not a black box for all unknown historical processes (Harrison & Cornell, 2007) . Rather, regional differences arise from evolutionary differences, the effects of climate change through time, and current differences in climate, topography, and the distribution of biomes (Jetz & Rahbek, 2001; Ricklefs, 2004 Ricklefs, , 2007 Hawkins et al., 2005 Hawkins et al., , 2007a . Owing to the correlation between current and past climate, most of the historical signal in the diversity gradient is masked by current climate (see Hawkins et al., 2007a , and references therein), making it difficult to disentangle their effects (Whittaker & Field, 2000) . Our results show that, although a portion of the differences among regions cannot be separated from environmental effects, other portions are independent from these factors. We hypothesize that: (1) the overlap between region and environment is caused by the interactions between the characteristics of the species available in the regional pool and current and past climate and habitat conditions, which shape the richnessenvironment relationships within each region (see, for example, Hawkins et al., 2003a) ; and (2) the independent effects of region are a consequence of the constraints of the regional species pool (i.e. the functional characteristics of clades), which limit the partitioning of ecological space within each region (see discussion in Ricklefs, 2007) . Although an integration of effects operating in both ecological and evolutionary time certainly provides more powerful explanations for current richness gradients (Ricklefs, 2004; Hawkins et al., 2007a) , some macroevolutionary processes operating at regional scales have a distinct effect on the richness of mammal communities.
In sum, although environmental variables are the most important correlates of mammal richness at the global scale, the inclusion of region increases the explanatory power of the models. The overlap between regional and environmental variables (Hawkins et al., 2003a ; our results) and the correlation between current and past climate (see, for example, Hawkins et al., 2005 Hawkins et al., , 2007a demonstrate that geographic differences in species richness and community structure are linked not only to present-day environmental conditions but also to historical processes acting at evolutionary and ecological time-scales (see Hawkins et al., 2005; Svenning & Skov, 2005; Rodríguez et al., 2006) . Although our results are restricted to terrestrial non-volant mammal assemblages, it is likely that they can be extrapolated to many other groups. The evolutionary history and bauplan of each group within each region imposes several constraints, which determine their regional responses (see Hawkins et al., 2003b; Ricklefs, 2004; . Variable relationships between richness and environment also appear when different groups are studied within the same region (see, for example, Hawkins et al., 2007b) , so different global patterns for groups with different environmental requirements and/or dispersal dynamics should also be expected (see Svenning & Skov, 2005; Whittaker et al., 2007) . As Ricklefs (2004 Ricklefs ( , 2007 points out, the species present in a given locality are the outcome of the interactions of species distributions within the region as a whole, not only of local environmental effects. Any explanation of global diversity patterns that ignores the influence of the species pool leaves untested one determinant affecting local communities. 
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Editor: Bradford Hawkins
Two different partition analyses were performed to separate the independent and shared contributions (i.e., overlaps) of, respectively, two and three different factors (i.e., environmental and regional factors, and water, energy and region). To do this, partial regressions are used to obtain variables accounting for the variation in each factor that is independent from the others; i.e., to regress each predictor (or set of predictors one by one) against the other factors involved in the analysis, and keep the residuals as a new variable (or a set of new variables) independent of these factors.
For the partition of two factors (see Fig. 4 in the text, Hawkins et al., 2003 , each predictor is regressed against the variables pertaining to the other factor, and the residuals are kept as a new predictor. In our case, all environmental variables are regressed against a model of all regional variables (in this case, only one variable) one by one, and all variables in Rg are regressed against a model of all variables in Env (in this case, all entering in the model for environmental factors, see Appendix S2). These new explanatory variables provide the independent effects of environment and region, and the difference between the variation explained by a model using all original variables (both environmental and regional) and these two models is attributable to their shared contribution or overlap (see Tables S3.1, S3 .2 and S3.3). For the partition of three factors, total variation is broken down into eight different components (see Venn diagram and Fig. 7 in the text):
(i) three accounting for the pure effects on the dependent variable of each factor considered;
(ii) four quantifying their shared variation, both by pairs and all together; and (iii) a final component quantifying the variation unexplained by the factors used.
To do this, five consecutive steps are needed:
Step 1) Independent models for each factor (in our case, Eg, Wt and Rg) were developed using all the statistically significant functions of their variables in a backwardstepwise selection procedure. These models are a measure of all the variability explained by each factor (the three circles in the Venn diagram).
Step 2) These models were put together to obtain the percentage of variability explained by each pair of factors (i.e., Eg+Wt, Eg+Rg and Wt+Rg), and of the three factors altogether (i.e., Eg+Wt+Rg).
Step 3) Similarly to the two-factor analysis, each independent variable was regressed against a function of all the significant predictors included in the models of the other two factors. The residuals of such regressions constitute the variability of such a variable that is independent from the predictors included in the other factors (Borcard et al., 1992) .
Step 4) These residuals are used as predictors to determine the independent effect of each factor. Here, the variability explained by the models obtained in step 1 is recalculated using the residual variables obtained in step 3. Such a score is the variability in the dependent variable explained by the factor that is independent from the effect of the other two factors.
Step 5) The variability explained by the remaining fractions (i.e., the shared components, that is, the overlapping sections in the Venn diagram) is calculated by solving two sets of equations (see an example in ): And the two sets of equations are solved from these results (see also Fig. 5 ):
Step The same is made for the other two sets of sites (Tables S3.5 and S3.6): 
