Abstract. We study a variant of the Falconer distance problem for perturbations of the Euclidean and related metrics. We prove that Mattila's criterion, expressed in terms of circular averages, which would imply the Falconer conjecture, holds on average. We also use a technique involving diophantine approximation to prove that the well-distributed case of the Erdös Distance Conjecture holds for almost every appropriate perturbation of the Euclidean metric.
The initial result in this direction was proved by Falconer ([Falconer86] ) who showed that ∆(E) has positive Lebesgue measure if the Hausdorff dimension of E exceeds d+1 2 . This result was later improved in all dimensions by Bourgain ([Bourgain94] ). The best known result in the plane is due to Tom Wolff, who proved that ∆(E) has positive Lebesgue measure provided that the Hausdorff dimension of E is greater than 3 . An example due to Sjölin ([Sjolin93] ) shows that Bourgain's estimate is best possible, so one cannot go below 4 3 by restricting one's attention to S 1 | µ(tω)| 2 dω. However, it is still possible that one can establish (0.1) in the case when the Hausdorff dimension of E is greater than 1 by exploiting the averaging in the t variable in a non-trivial way. In this paper we shall prove that (0.1) and its variants hold on average (see the proof of Theorem 0.1 below), with respect to a system of dilations and rotations.
Our analysis relies on averaging in the t variable and cannot be carried out simply by obtaining average estimates for the square function S 1 | µ(tω)| 2 dω. The Falconer distance conjecture is a continuous variant of the Erdös distance conjecture, which says that if S is a finite set in the plane, then #∆(S) ≥ C(#S) 1− for any > 0. The best known result in this direction is due to Katz and Tardos ([KatzTardos03] ) who proved that #∆(S) ≥ C(#S) ≈.86 .
While an explicit link, on the level of exponents, between the Erdös distance problem and the Falconer distance problem is not available, in this paper we prove an explicit connection (see Corollary 0.2 below) between the Falconer distance conjecture and the following asymptotic version of the Erdös distance problem. Let A be an infinite subset of the plane, separated in the sense that |a − a | ≥ c > 0 for any a = a ∈ A, and well-distributed in the sense that every square of sidelength C > 0 contains at least one point of A. Then we ask for the estimate of the
If the Erdös distance conjecture is true, then β = 2 − for every > 0. A more precise description of this problem is given below. We shall see that any non-trivial result for the Falconer distance problem results in a corresponding estimate for this version of the Erdös distance problem to which we shall refer as the Asymptotic Erdös distance problem.
In this paper we shall also prove that the conclusion of the Falconer distance conjecture and the Asymptotic Erdös Distance Conjecture holds for almost every linear perturbation of the Euclidean and similar metrics. More precisely, let
where K is a symmetric bounded convex set in R 2 and || · || K is the distance induced by K. Our main results are the following.
2 be a set of Hausdorff dimension greater than 1. Let K a,φ denote the ellipse centered at the origin with eccentricities a 1 , a 2 , 1 ≤ a j ≤ 2, rotated by the angle φ, and let ∆ a,φ (E) denote the corresponding distance set. Then 
The connection between (0.3) and the second part of Theorem 0.1 is established by using Theorem 1.1 and Theorem 1.2 below.
Theorem 0.1 can be easily generalized to distances coming from convex symmetric planar sets K with smooth well-curved boundaries. This amounts to modifying the estimate (2.10) using the fact that a smooth convex curve with non-vanishing curvature has second-order contact with its tangent lines. Detailed estimates of this and related types will appear in [Arutyunyants04] . We choose not to focus on this issue, since the main point of Theorem 0.1 is to prove an average version of the estimate (0.1) for the Euclidean metric for the purpose of shedding some light on the geometry of this inequality.
The sharpness of the second part of Theorem 0.1 is demonstrated by a modification of a construction due to Falconer ([Falconer86] ). Let 0 < s ≤ 2. Let q 1 , q 2 , . . . , q i . . . be a sequence of positive integers such that
for some integers p j , j = 1, 2}. It is not hard to see (see e.g. [Wolff02] ) that the Hausdorff dimension of
2 . By translation invariance it follows that
Observe that in the above example it is not necessary for the p i 's to be integers. It is quite sufficient for P i to be sufficiently dense, and separated in the sense that there exists c > 0 such that 
Using the above counter-example used to establish sharpness of Theorem 0.1 we can prove the following random variant of the asymptotic version of the Erdös Distance Conjecture. See [IoLa2003] for a systematic application of this mechanism to non-Euclidean distances in R d .
Corollary 0.2. Let A be as in the statement of the asymptotic version of the Erdös
Distance Conjecture. Then for any > 0, there exists C > 0 such that
We prove Corollary 0.2 using what we call a diophantine conversion mechanism. Let E i , E, and {q i } be defined as in the counter-example above with
Suppose that #∆ a,φ (P i ) ≤ Cq < 1 if δ is sufficiently small. This is a contradiction because Theorem 0.1 implies that ∆ a,φ (E) has positive Lebesgue measure for almost every (a, φ).
Remark 1. It has been pointed out to us that the second part of Theorem 0.1 can be proved using the Marstrand projection theorem (see, for example, [Wolff02] . By the Marstrand projection theorem, almost every such projection has positive Lebesgue measure, from which one can conclude that the second part of Theorem 0.1 holds without the need to consider rotations.
In the case of dilations and rotations of convex sets with smooth boundaries and non-vanishing curvature, an alternate approach is to use a modification of generalized projection theorems proved in [Solomyak98] and [PeresSchlag00] . However, we choose to give a direct argument, which also proves an average version of (0.1).
Remark 2. Another way of stating Theorem 0.1 is to say that if E ⊂ [0, 1]
2 is a set of Hausdorff dimension greater than 1, then for almost every linear transformation T of the form rotation followed by an anisotropic dilation, ∆(T E) has positive Lebesgue measure.
Remark 3. In principle, an appropriate variant of Theorem 0.1 should hold in the context of two-dimensional Riemannian manifolds. We shall address this issue in a subsequent paper.
Remark 4. It is worth noting that large classes of two-dimensional sets of Hausdorff dimension α > 1 for which the Falconer conjecture holds can be constructed using more complicated probabilistic schemes. For example, let A be a compact subset of the real line of Hausdorff dimension 
Then ∆(E) has positive Lebesgue measure. (Here and throughout ∆(E) = ∆ K (E) with K a unit disk.)
In fact, the argument used to prove Theorem 0.1 combined with a standard stationary phase argument (see e.g. Lemma 1.3 below) yields the following slightly more general result. 
where dω K denotes the Lebesgue measure on ∂K, the boundary of K.
We shall give a proof of Theorem 1.2 at the end of this paper for the sake of completeness.
As we noted above, in view of Theorem 1.1 and Theorem 1.2, the second part of Theorem 0.1 follows from (0.3).
The result due to Wolff mentioned above was proved by showing that under the assumptions of Theorem 0.1, 
is the cone consisting of all vectors ξ normal to S at some point x in a fixed relatively compact neighborhood of support of dµ. Then
and
where the finite sum is taken over the points x j ∈ N having ξ as a normal and (a 1 x 1 , a 2 x 2 ) . Let µ be a probability measure on E such that µ({x ∈ E : |x − y| ≤ r}) ≤ Cr α , r > 0, where α is the Hausdorff dimension of E. For the existence of such a measure, see, for example, Proposition 8.2 in [Wolff02] . Define
and dσ denotes a C ∞ 0 measure on the sphere. Using a partition of unity we see that it is enough to consider this situation.
Integrating in ω and ω first, we get
where σ is a smooth cut-off function times the arc-length measure on S 1 as above, and x a = (a 1 (x 1 cos(φ) − x 2 sin(φ)), a 2 (x 1 sin(φ) + x 2 cos(φ))).
Case 1: 2 n |x − y| 1 and 2 n |x − y | 1. Then for any > 0, (1.3) is bounded by
as desired if is sufficiently small.
Case 2: 2 n |x − y| >> 1 and 2 n |x − y | >> 1. Observe that the symbol of order 0 resulting from pulling (t|x − y|)
2 from the symbol a j given by Theorem 1.4 can be incorporated into the smooth cut-off β without affecting the size or the support of β or its derivatives. We shall suppress (harmless) dependence of β on x, y, x , y , a, φ in what follows. Using this observation and (1.7) above, we see that (2.3) can be written as a sum of terms of the form (2.5)
We must also consider the term where 2πit(|x − y| a,φ + |x − y | a,φ ) is the phase function, but this case is very easy. Let η be a small parameter to be determined where, without loss of generality, A ≥ B, so that j − j ≥ 1 unless j = j . We also take A, B, φ to be small and positive. (The other cases follow by the same argument.) It follows that if j = j , which is bounded by the same argument.
