The sensitivity of free-tropospheric relative humidity to cloud microphysics and dynamics is explored using a simple 2-D humidity model and various configurations of the NCAR CAM3 Atmospheric General Circulation Model (AGCM). In one configuration the imposed surface temperatures and radiative perturbations effectively eliminated the Hadley and Walker circulations and the main westerly jet, creating instead a homogeneous "boiling kettle" world in lowand mid-latitudes. A similarly homogeneous state was created in the 2-D model by rapid horizontal mixing.
Introduction
Water vapor is Earth's strongest greenhouse gas. Researchers have long expected actual water vapor amounts to change in proportion to those at equilibrium over liquid or ice (in effect conserving relative humidity), which is born out in modern numerical climate models and, at least roughly, in observations (Colman 2004; Hall and Manabe 1999; Held and Soden 2000; Ingram 2002; Rind et al. 1991; Soden and Held Submitted 2005; Soden et al. 2002 Soden et al. , 2005 .
This behavior significantly increases climate sensitivity. That it should occur is not obvious, however, since much of today's atmosphere is quite far from equilibrium. While the low relative humidities themselves can be explained quite well on the basis of simple dynamical processes (see Sherwood et al. Submitted 2005 , hereafter SKR, and references therein), it is hard to rule out the possibility of relative humidity changing at least somewhat as climate changes, leaving uncertain the strength of this important feedback.
The agreement among numerical climate models has not fully resolved the question because climate-dependent microphysical effects might not be reflected in any current GCM.
For example, it is conceivable that increases in the precipitation efficiency due to a warmer and wetter boundary layer might inhibit the delivery of water to upper levels, and prevent humidity there from rising (e.g., Lau and Wu 2003; Lindzen et al. 2001) . The behavior of upper-level water vapor is important since about half of the water-vapor feedback comes from water vapor above 400 hPa and most from the Tropics and subtropics (Colman 2001; Held and Soden 2000) where convective microphysics also have the greatest chance of exerting influence, and where current conditions are farthest from equilibrium. To date, we know of no GCM studies attempting to represent the temperature-or moisture-dependence of precipitation efficiency.
To represent something like this in a model with parameterized microphysics, one would have to allow parameters in the convection and/or cloud schemes to be climate-dependent, or else substitute more sophisticated cloud schemes in which the assumed constants were more fundamental and their climate-invariance more credible. Even then, given the poor state of current knowledge and complexity of cloud physics, it is not clear how well the results could be trusted.
It is tempting to try out models that are simpler in construction than a GCM and, in consequence, can affordably be equipped with detailed microphysics and/or finer vertical resolution. Some such models have found relative humidity to be sensitive to microphysical assumptions or to climate change (e.g. Larson and Hartmann 2003; Rennó et al. 1994; Sinha and Allen 1994; Tompkins and Emanuel 2000) . It is unclear, however, whether this sensitivity is trustworthy given their lack of large-scale dynamics (Held and Soden 2000) . Published global simulations have not found relative humidity to be strongly sensitive to microphysical model parameters (Clement and Soden 2005; Grabowski 2000) , and a growing number of studies suggest that microphysics takes a back seat to dynamics in determining water vapor amounts (e.g., Iwasa et al. 2004, SKR) .
There is also uncertainty as to the possible importance of dynamical changes in modifying the statistics of relative humidity in a changed climate. A simple calculation predicts that greenhouse trapping of water vapor should be rather sensitive to modest changes in the circulation, at least in principle (SKR). But El Niño does not significantly affect relative humidity statistics (Bates et al. 2001; Soden 1997 Soden , 2000 , even though it entails a fairly dramatic rearrangement of the circulation, which counts against the likelihood of a significant alteration of the water vapor feedback by large-scale dynamical sensitivities.
Here we assess the importance of microphysics through a hierarchy of models. We extend previous work by developing first a two-dimensional, steady model of tropospheric moisture maintenance and then by considering a full atmospheric general circulation model (AGCM).
We show that the simpler models in this hierarchy-which are powerful in being able to explain observed data-are also able to explain the sensitivity behavior of the more complex models. This path is similar to that of Iwasa et al. (2004) , though we strive for a simpler model so as to reinforce the generality of the results. Further, we will draw a strong link between model dynamics and microphysical sensitivity.
The 2-D, one-cell model
This simple model is based on water vapor conservation in a steady overturning diabatic circulation with horizontally uniform, constant temperature. As such, it is characteristic of the Tropics. However, SKR show that an idealized parcel calculation based on a similar circulation concept reproduces the statistical distribution of relative humidity not only in the Tropics, but also at mid-latitudes. The vertical variation of relative humidity in the tropics was also well explained, and is not much different in mid-latitudes. Thus, insight from this model may well apply to some degree globally, although we expect greatest relevance in the Tropics.
a. Basic model structure and diabatic circulation
The model grid contains N = 5-20 horizontal and 140 vertical locations, equally spaced in distance and pressure respectively, with the vertical grid ranging from 850 to 150 hPa. The domain is closed with periodic boundary conditions. A horizontally uniform temperature profile is specified from tropical observations. An idealized, tropical clear-sky cooling profile is also specified, equal to −1.25 K/day up to 300 hPa, then linearly decreasing with pressure to zero at 150 hPa. The shape of this closely approximates the profile obtained by a radiative transfer calculation using a mean sounding (Fig. 1) , although the cooling rate is reduced to allow for the effects of clouds (the solution to the equations will be invariant to a vertically uniform rescaling of this cooling rate, provided that other adjustable rate parameters given below are rescaled by a similar factor). Winds are imposed as described below. Two variables are predicted for each grid cell: water vapor mixing ratio q within the cell, and precipitation flux P out the bottom of the cell. We run the model to equilibrium by a standard time-stepping procedure.
Deep convection and its associated heating and precipitation are assumed to occur at the first N c horizontal grid locations only. We denote the fraction of the domain occupied by such convection as σ; for our standard setup N = 20, N c = 2, and σ = 0.1. Subsidence ω(p) ≡ Dp/Dt is horizontally uniform. An upward convective mass flux, concentrated into a negligible horizontal area within the first N c columns, is assumed to take up all subsiding air.
Given ω these constraints fully determine the resolved circulation, which flows away from convection aloft and (implicitly) returns below the model bottom.
Subsidence ω(p) is diagnosed to balance the clear-sky energy budget away from convection (Sarachik 1978 , see also Folkins et al. 2002 :
Since the upward convective mass flux equals the downward mass flux throughout the domain, the net mass detrainment D M from storms must equal the vertical derivative of this, or
where Q R is the radiative heating rate, T temperature, and θ potential temperature.
b. Water transport
We recognize three fundamental pathways for transporting water vapor in the free troposphere (see Fig. 2 ): advection by the diabatic circulation, advection by other eddy motions, and net evaporation of advected condensate. Each of these pathways applies to both horizontal and vertical transport, which are treated separately.
1) PATHWAY #1: DIABATIC TRANSPORT OF VAPOR
This includes water vapor transport required by the time-averaged, diabatic circulation explicitly resolved in our model. We calculate the vertical and horizontal advection using upstream differencing, which is not highly diffusive when the circulation is steady.
The N c convective columns require special treatment. The resolved flow does not obey continuity in these columns, but this divergence is balanced exactly by detrainment D M .
The detrained air is assumed saturated at the grid-cell temperature, unless D M < 0 in which case entrained air is assumed to have the average moisture content of the grid cell. The total tendency of water vapor in any cell from Pathway #1 is thus
where the sum is over the two upstream grid cells i, M i is the incoming mass per unit time and q i its moisture, M and q the mass and moisture of the cell itself, and q s the saturation water vapor mixing ratio in the cell.
2) PATHWAY #2: OTHER TRANSPORT OF VAPOR
This includes vapor transport not required by the diabatic circulation but occurring anyway due to other winds. These transports can be horizontal (by barotropic mean and eddy circulations on a variety of scales from planetary to mesoscale) and vertical (by updrafts and downdrafts in convective regions). While many of these transports are explicitly resolved by a reasonable GCM, all must be parameterized in our idealized model.
For the horizontal component we tested three different forms: advective, where an additional, positive horizontal velocity is added; diffusive, where horizontal diffusion is added; or dissipative, where q is relaxed toward the horizontal mean (this would represent random horizontal mixing). In each formulation the mixing rate is characterized by a single, height-invariant parameter κ having units of inverse time (for advective mixing, 1/κ is the transit time of the domain; for diffusive mixing, it is the ratio of the diffusion constant to the square of the domain size). Results are sensitive to κ but turn out to be relatively insensitive to the formulation.
For the vertical component we simply adopted vertical diffusion in the convective columns, with a coefficient that decreases linearly in pressure from κ v at the base of the free troposphere to zero at the tropopause. This decrease acknowledges the likely importance of a wide range of length scales in clouds all rooted in the sub-cloud layer near the surface but reaching to various heights. Even with this height dependence, diffusion turns out to have greater effect in the upper troposphere than the lower, owing to the rapid increase of d ln(q)/dp with height.
3) PATHWAY #3: EVAPORATION OF CONDENSATE
Condensed water may also be carried by the above motions, or fall as precipitation. Any net evaporation of such water will constitute a third source of vapor. On the basis of SKR and other studies cited therein, we neglected the horizontal component of this transport. The vertical component arises from re-evaporation of model precipitation, P .
Detrained air supplies not only water vapor D V but also condensed water D C :
where q B is the total water content of updrafts, assumed equal to the boundary layer total water mixing ratio (clearly an upper limit!). This detrained condensate is added to the precipitation P of the grid cell (which is zero at the top of the model). Precipitation evaporates in the cell according to
where α is a height-independent, tunable constant representing the propensity of falling hydrometeors to re-evaporate. Evaporation is subtracted from P and added to local q.
It is not clear how vertical transports by Pathways #2 and #3 compare in reality. Following our strategy with horizontal mixing, we included one or the other in isolation. The resulting models are denoted MIX and EVAP respectively.
The above equations were solved by a time-stepping procedure that converges to steady state. EVAP never reaches saturation since the evaporative source vanishes as saturation is approached and there is no large-scale lifting. Thus EVAP does not need "large-scale condensation." In MIX, however, convective columns became saturated for large κ V .
Supersaturated water was removed at each time step after vertical diffusion was applied.
c. Results for different configurations
The distributions of relative humidity R calculated and observed by satellite are shown in Fig. 3 (c-h). The EVAP model with diffusive horizontal mixing is taken as a "control" calculation; also shown are MIX results and those with advective mixing, dissipative mixing, no horizontal mixing, and no vertical mixing. Both the observed and simulated R are plotted in descending order at each level, so that the abscissa is equivalent to percentile (since model solutions are nearly monotonic in x, the plots would look similar if plotted in x).
The model solutions all show similarity to each other and to the observations, at least in gross respects. All simulations reproduce an observed minimum in R near 400 hPa, and a steep rise above this. The simulations differ somewhat in the degree of dryness simulated, though less than might be expected. In any case, that aspect was already well simulated by an even simpler, Lagrangian implementation of the basic model (SKR). The 2-D model predicts slightly less moisture above the boundary layer than observed, which is probably due to absence of shallow convective mixing other than that in convective columns; including this in the model somehow would be unlikely to affect the location of the R minimum as it is rather high in the troposphere. Finally, as discussed by SKR, too much moisture is predicted near the tropopause because in the real atmosphere temperature variability and high R begin to cause significant in-situ dehydration.
The rise in humidity from 11-14 km was already explained by Folkins et al. (2002) The above results were almost completely insensitive to changes in N and N c in the same ratio (keeping σ constant). Changing the vertical distribution of vertical diffusivity in MIX had little impact. Changing σ with other parameters fixed did affect R (see Section 2e) but did not alter the basic moisture pattern or shift the location of the minimum near 350 hPa. Decreases in σ could be almost completely counteracted by increases to α or κ V .
As shown by SKR, the vertical profile of moisture is determined mainly by that of the subsidence drying rate. This tends to increase with height because d ln(q s )/dT increases, reaching 0.18 K −1 near the tropical tropopause (about three times its near-surface value). Lapse rate changes enhance this tendency in the upper troposphere. On the other hand, radiative cooling (hence subsidence) begins to decrease rapidly above 300 hPa. These competing trends produce a maximum in drying rate near 300 hPa; subsidence then shifts the R minimum downward by a distance comparable to the water vapor scale height, putting it near 400 hPa.
Tests (Fig. 4) confirm that vertical shifts in radiative cooling profile produce similar shifts in R. Since the former is in turn affected by the latter-and by clouds, whose formation is moisture sensitive-there are clear feedback possibilities that deserve further study.
d. Parameter space
Here we investigate the sensitivity of the model to its two parameters: κ and α (for EVAP) or κ and κ v (for MIX). We consider only the diffusive parameterization for horizontal mixing (results are very insensitive to this), and reduce to N = 5 columns (with σ = 0.2) for reasons discussed in Section 2e. Fig. 5 shows how two diagnostics, the horizontal mean R and the range ∆R between the 10th and 90th percentile relative humidity values at 500 hPa (the driest and moistest columns respectively), depend jointly on these parameters. The range behaves predictably, increasing with more mixing and decreasing when R approaches 100%. A solid dot marks observed values of these diagnostics for the Tropics.
Two key characteristics of R emerge. First, large changes in either parameter are necessary to alter it, especially for EVAP: to increase R by 5% from the observed value requires either a 60% increase in κ or roughly a tripling of α. Second, R becomes sensitive to microphysics only when ∆R is unrealistically low, and is sensitive to mixing only as long as α is large. The current observed state implies mixing that is too weak to cause much α sensitivity, but α high enough to cause some dynamical sensitivity.
This second characteristic is important and bears further discussion. In nature, R is highly variable and highly correlated with precipitation (Bretherton et al. 2004; Sherwood 1996) . Most hydrometeors therefore fall through high-R environments. But if this variability were absent-either from excessive horizontal mixing or, in the extreme case, by constructing a 1-D model with only a single value of R at each level-hydrometeors would fall through the much drier, "average" air. The ratio of E to q is a rate that varies as
where R C denotes R where the precipitation is and τ is a time constant governed by other factors. This rate increases by almost an order of magnitude when R C falls from 80-90%, a realistic value, to the overall mean R of roughly 40%. Thus, the impact of microphysical changes can be grossly exaggerated in any model that fails to allow for the very broad R distribution in Earth's atmosphere.
The behavior of the MIX version is qualitatively similar except that, in the regime of parameter space yielding reasonable solutions, it shows about twice as much sensitivity to κ v as EVAP did to α. This follows from a key qualitative difference in the two parameterizations:
evaporative moistening vanishes as saturation is approached, limiting its ability to affect solutions when convective columns become moist, but diffusive moistening does not. When
or so, the convective columns began to saturate and large-scale condensation switched on. The solution then lost any sensitivity to further increases in κ v .
This abrupt change in behavior must be exaggerated since, in reality, temperature variability would produce a gradual rather than a sudden onset in large-scale saturation events; smoothing out the behavior yields a sensitivity closer to that of EVAP. For the remainder of the paper we will therefore retain EVAP as more indicative of the likely sensitivity, but will adopt the factor-of-two difference between the two as a crude measure of the uncertainty.
e. The role of "convective area" σ
In light of (7) and its discussion, one might expect the 2-D model to become more sensitive to α as σ increases. Indeed R at 500 hPa, which is about 15% for α = 0, can (at very large α) attain 26% with σ = 0.1 but 41% with σ = 0.2 (with κ = 0.2 in each case).
Thus it is important to constrain σ observationally. Figures in the 10% ballpark have long been indicated (e.g. Riehl and Malkus 1958) , but tend to produce R values in the convective columns somewhat closer to saturation than the 80-90% suggested by observations (Sherwood 1996) . This is the reason for showing σ = 0.2 above, although we consider 0.1 and 0.2 as bracketing values for later comparison with the AGCM.
A somewhat related issue is climate-dependence of σ. Could expansion or contraction of the coverage of deep convection in a warmer climate alter the strength of the water vapor feedback?
The key to clarity here is careful consideration of the definition of σ and the region it represents. As treated in the 2-D model, this region's area is known but not its humidity.
If we were to define this region instead as, say, anywhere R exceeded some threshold (say, 95%), then its humidity would be known but not its area. Thus uncertainty in the region's size and in its humidity are not physically distinct, but simply two alternative expressions of the same uncertainty. We assert that σ cannot be sensibly regarded as a variable unless it is defined by the moisture field, and that σ-dependence in that framework is equivalent to the α-or κ V -sensitivity explored in our framework with fixed σ. A necessary caveat relates to cloud cover, whose area of coverage is a variable distinct from σ. Cloud cover interacts with radiation, affecting the circulation (and therefore R) in ways not addressed by our model.
In summary, we find fairly small sensitivity of relative humidity to either microphysics or changes in the "area of convection" (if this is defined as a moist area). Such a conclusion could also be anticipated from the results of SKR, whose model of the moisture field did not even acknowledge a finite σ. Our next step is to test the 2-D sensitivity predictions in a more elaborate model. In particular, a parameter analogous to α exists in the NCAR (National Center for Atmospheric Research) Community Atmosphere Model version 3.0 (CAM3).
General Circulation Model Experiments
In addition to a model atmosphere, CAM3 includes the Community Land Model (CLM), a thermodynamic sea-ice model, and the choice of a data or slab ocean model (Collins et al.
Submitted manuscript). Our runs use the Eulerian spectral dynamical core at a T42 spectral truncation (Cartesian grid spacing of 2.81
• latitude by 2.81
• longitude) with the standard vertical resolution of 26 levels.
CAM3 includes a broad suite of physical parameterizations, of which those directly relevant here are the ones for prognostic cloud-water (Zhang et al. 2003) , deep convection (Zhang and McFarlane 1995) , and re-evaporation of convective precipitation (Sundqvist 1988) .
Except as noted below, aerosol concentrations were included as per Collins et al. (2001) and Rasch et al. (2001) , and greenhouse gas concentrations were specified at 1990 levels.
a. Three surface configurations
Our simulations employed three different surface boundary conditions. In the "E"
(Earthlike) configuration, the usual land-ocean distribution was used, with observed monthly mid-point mean values of SST and ice concentration specified according to the climatology of Shea et al. (1992) .
To explore the role of the Hadley and Walker cells, we wanted an alternative surface temperature distribution T (x, y) that would not give rise to these circulations. Such a distribution must clearly be zonally symmetric and, to avoid a Hadley circulation, its latitudinal variation should also meet several requirements:
• dT /dy must vanish rapidly near the equator, where the atmosphere becomes unable to balance height gradients.
• ∇ 2 T should increase as T decreases, so that losses in convective instability (CAPE) associated with lower T are compensated by increases in the tendency of heat lows to drive low-level convergence (cf. Lindzen and Nigam 1987 ).
• T must decrease continuously to cold values at high latitudes.
The default "aquaplanet" (land-free) SST distribution provided with CAM3,
fails the first two criteria, as it rapidly develops significant gradients within a few degrees of the equator, and its Laplacian peaks (though broadly) on the equator colocated with its temperature peak. Therefore we considered the distribution
= 0 (|y| > 60 • ), which seems the simplest one to meet our requirements. While (8) corresponds also to the "control" aquaplanet advocated by Neale and Hoskins (2000) , (9) is flatter than any promoted previously. The numerical coefficients in (9) were selected to attain roughly the same tropical mean temperature and reach the same value at 60
• as in (8). This distribution possesses a first-order discontinuity at 60
• off the equator, but the atmosphere should be able to balance fairly deep heat lows at such high latitudes. Both also ensure nonnegative Celsius temperatures everywhere which prevents CAM3's sea ice parameterization from activating.
Thus we have three different configurations: "E" for the usual configuration, "AP0" for the default aquaplanet SST distribution (8), and "AP1" for the modified distribution (9). Their surface temperature distributions are shown in Fig. 6 . All runs were six months in length with September through February insolation (and, for "E", SST), with the last four months used for analysis so as to avoid transients at the beginning of each simulation (which took about 60 days to fully disappear in the troposphere).
The AP1 configuration included two additional model changes designed to reduce the amplitude of coherent zonal asymmetries, which still persisted despite the zonally symmetric forcing. First, since cloud radiative heating tends to reinforce baroclinic circulations by heating their rising branches (see Sherwood et al. 1994) , we dictated that clouds be ignored by the radiation code in AP1. This substantially reduced the remaining zonal structure in monthly-mean fields, but also decreased the average temperature by up to 1 K in the Tropical upper troposphere. Since this additional convective instability might have affected the qualitative behavior of the convection scheme, we compensated by increasing the model's tropospheric soot concentrations 1 . This returned temperatures throughout the troposphere to within a few tenths of a K of what they had been with only the SST changed.
1 In the Tropics 0.13 g m −2 were added at and below 150 hPa, distributed vertically in
b. Sensitivity tests
Each configuration above was run once as a control simulation as described, then repeated with changes (singly and in combination) to the microphysics and/or climate forcing. We perturbed the microphysics by doubling or halving the parameter K E governing the rate at which raindrops evaporate in a subsaturated environment, a process predicted by the Sundqvist (1988) scheme as
where E k is the evaporation rate in s −1 , R k is the relative humidity at level k, and P k is the total rainwater flux at level k. The initial value of K E was 3.0 × 10
We perturbed the climate forcing by considering a doubled-CO 2 state (from 355 to 710 ppmv), in which SSTs were also increased by a latitude-dependent increment. This increment was determined by differencing the last 10 years' SST from the respective 200-year equilibrium runs of the fully coupled CCSM performed by NCAR for the IPCC 2 . This increment (see Fig. 6 ) was then added onto the SSTs from our three control runs to complete our warm-planet configuration. Though we refer to these runs as "doubled-CO 2 " runs, it was the prescribed surface warming rather than the CO 2 per se that was mainly responsible for the AGCM response. The surface temperature changes in the E run did not exactly equal those imposed on SST, since land temperatures are predicted internally by the model in each case.
GCM Results

a. The general circulation in the E, AP0 and AP1 configurations
Our three surface configurations exhibited dramatically different general circulations. We conclude that both the Hadley and Walker circulations have effectively disappeared from AP1, and that any remaining coherent variability (including the strangely persistent blob noted above) is weak compared to the usual Walker circulation. This leaves a "boiling kettle"
world where convection is disorganized and occurs everywhere with similar frequency, and tropical behavior extends nearly to 60
• N/S. By contrast, convection in the AP0 world was tightly organized into a narrow ITCZ.
b. Sensitivity tests
We now compare the control run moisture with that in the perturbed runs. Vertical profiles of mean relative humidity (averaged globally and in the Tropics) are shown in Fig. 10 for five variations of each configuration: control, doubled K E , halved K E , doubled CO 2 , and doubled
All runs show a profile of R that qualitatively resembles that observed. The tropics are dry (though not as dry as observed) from about 700-400 hPa, then rapidly grow moist from 400 to 200 hPa or so. Though not identical, the tropical profiles are remarkably similar among the three surface configurations despite their drastic differences in circulation. They also changed negligibly with doubled CO 2 .
In all runs, at nearly all altitudes, relative humidity increased monotonically with K E .
The response to doubling K E was about the same in the 1990 and doubled-CO 2 climates, indicating little nonlinear interaction between these perturbations, so we focus here on the 1990
runs. The R increase varied substantially among the AP0, E, and AP1 configurations: their respective mid-tropospheric R increased by 2-3%, about 4%, and 10-15% per K E doubling.
The figures for E and AP1 are very close to those obtained from the 2-D model for realistic κ and high-κ, respectively (see Section 4d).
In all configurations, R was more sensitive equatorward of 30 • (the "Tropics") than outside. In fact, the global means were only about half as sensitive as the "Tropics" for AP0 and E, indicating that no change occurred outside 30
• S-30 • N. This was not the case in AP1, where R did change outside 30
• S-30
• N, but that is not unexpected because in AP1 the atmosphere remained tropical to much higher latitudes than this. Thus it appears that the cloud re-evaporation parameter affects water vapor significantly only through tropical deep convective clouds, not those associated with mid-latitude weather systems, at least in CAM3.
It is not surprising then that the AP0 run, which had both the strongest Hadley cell and the narrowest "Tropics," showed the least sensitivity to K E .
c. Comparison of the 2-D model and AGCM
In Fig. 11 we compare CAM3's sensitivity to K E with the 2-D model's sensitivity to α, for realistic (E) conditions. The two models are quite consistent, with the 2-D sensitivities at σ = 0.1 and 0.2 bracketing the GCM results through most of the troposphere, and the two models sharing a decline of sensitivity toward the tropopause. This decline begins sooner in the GCM, probably because of the extreme assumption in the 2-D model that all hydrometeors are lofted to the detrainment level before they begin falling.
The figure also shows the sensitivity of moisture to temperature at constant Raccording to the Clausius-Clapeyron equation. One degree of such warming would produce about the same moisture increase as a doubling of either K E or α did in the models, except in the upper troposphere, where microphysical sensitivity declines and temperature sensitivity increases.
Assuming that two thirds the feedback comes from the Tropical free troposphere, and that half of this comes from above 400 hPa, we find that a tropospheric warming of 1 K at constant R increases the global greenhouse effect of water vapor by about as much as quadrupling either microphysical parameter.
Since radiative forcing of water vapor varies logarithmically with R (as discussed by SKR), linear averages of R will not properly characterize the radiative impact of water vapor if not all parts of the range change by the same proportion. Fortunately the advection-condensation model of water vapor tested by SKR predicts that all parts will indeed change in the same proportion for changes initiated in the convective region; this also occurred in the 2-D model as α changed. Unfortunately this cannot be tested in CAM3, because full output would be needed for every time step. We did examine clear-sky radiative forcing (OLR) in the hope of testing the above inferences, but were stymied by the fact that lapse-rate and other impacts on this were comparable to those of R due to the smallness of changes in the latter.
Conclusions
The results presented here indicate that relative humidity R in Earth's present-day atmosphere should be surprisingly robust to cloud microphysical changes. This conclusion does not rest on the theoretical treatment of convective effects per se, but on the finding that such effects-however they are represented-do not have much leverage on global humidity.
Both our 2-D and general circulation models predict that R in a realistic climate, with baroclinic circulations and wet and arid regions, is only about one-third as sensitive to microphysical behavior as it would be in an atmosphere without them. The latter situation was artificially created in the 2-D model by instituting rapid horizontal mixing, and in the CAM3
GCM by manipulating its surface temperature and radiation. Baroclinic circulations limit the impact of microphysics by concentrating precipitation processes into environments that are already near saturation (Bretherton et al. 2004; Sherwood 1996) . Models that lack these circulations should significantly overestimate sensitivity to cloud microphysical parameters.
The impact of microphysics in CAM3 furthermore appears confined to the Tropics, which makes global R about half as sensitive to microphysics as Tropical R. We speculate that baroclinic eddies play a role in the extra-tropics similar to that played by the Hadley and Walker circulations in the Tropics and subtropics, and that the predominance of large-scale lifting over penetrative convection further assures that hydrometeors fall primarily in environments that are either already near water saturation or about to become so.
In both of our models it takes roughly a quadrupling of α (with uncertainty at perhaps the factor-of-two level) to produce the same radiatively-weighted change in water vapor as is caused by a uniform warming of 1 K at constant R. Such weak sensitivity to microphysics could be anticipated on the basis of the success of simple advection-condensation models (with no representation of microphysical processes at all) in predicting observed R distributions (Sherwood et al. Submitted 2005, SKR) . We claim that the moisture impact of changes in the "area covered by convection" considered by some authors is essentially the same thing as the impact of α noted here, but with respect to a different way of describing the atmosphere. Thus our conclusions apply equally to cloud-scale uncertainties couched in that language.
To quantify impacts on the water vapor feedback, we still need an estimate of dα/dT .
Clearly this sensitivity is unknown, but we propose that it is very unlikely to exceed that of the adiabatic cloud water content, or about 6% per K. This would place an upper limit of 3-4% on the relative change to the water vapor feedback. Thus, we argue that deviations of more than ∼5% in the feedback due to changes in cloud-scale water transport and microphysics are implausible. This bound does not apply to changes in large-scale dynamics, including those modulated by changes in clouds. Cloud-resolving models can and should be used to put better bounds on dα/dT , as well as to investigate the possibility of moisture changing due to cloud radiative effects.
Our conclusions will likely be criticized on the basis that they were obtained from simplified climate models. It will never be possible to fully overcome this objection, since models will never include all complexities of the real world. However, we emphasize that our conclusions rest not upon an AGCM alone but a hierarchy of reasoning and models, including key components that have been tested observationally. In particular, the simple statistical model of SKR and eq. (7) were able to explain the behavior of the 2-D model, which in turn was able to explain the sensitivity structure of the full GCM. The SKR and 2-D models are both observationally tested and perform well relative to their low levels of complexity.
The 2-D model represents convective processes generically with only one parameter, yet its dependence on this parameter matches that of a full AGCM. This hierarchical approach to the problem is, arguably, the best hope for achieving heuristic, testable explanations (Held 2005) .
In contrast to the microphysical situation, it appears that the frequent occurrence of R ≪ 100% makes the radiative impacts of water vapor potentially sensitive to dynamics, at least in principle (see SKR). We note here, however, that three radically different CAM3 surface configurations and resulting circulations produced atmospheres of fairly similar overall relative humidity. This (along with the similar failure of ENSO to produce remarkable changes) suggests that circulation changes may not be able to significantly effect R statistics either.
Two caveats must be noted. First, even with no microphysical or cloud effects, there is uncertainty as to how tropical overturning and upper tropospheric water vapor will be affected by climate change. Our 2-D model reproduces the result of Minschwaner and Dessler (2004) , who calculated that-contrary to the CAM3 result-R should decrease significantly near the tropopause as climate warms, due to higher detrainment from convection. They reported observations of ENSO that supported this result. It remains to be seen whether it is the GCMs, or the simple model and ENSO observations, that fail to predict the correct climate-change behavior. This adds another source of dynamical uncertainty in the water vapor feedback.
The other caveat is that microphysical changes in convective systems, even if they are unable to directly affect relative humidity in subsiding regions to a significant extent, could do so indirectly by altering cloud properties and their consequent radiative impacts on the circulation. This possibility, and the reasons for the apparent inability of dynamical changes to affect relative humidity in models, should be two foci for further study. 
