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the area target quantities and the assessment of the prediction error. The style of the paper is 
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problems investigated and describing the proposed solutions, but without dwelling on 
theoretical details, which can be found in the original articles. I am hoping that this paper will 
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1. PREFACE 
     In 2002 I published a review paper in the International Statistical Review with a similar 
title. At that year small area estimation (SAE) was flourishing both in research and 
applications, but my own feeling in those days was that the topic has been more or less 
exhausted in terms of research and that it will just turn into a routine application in sample 
survey practice. As the past 7 years show, I was completely wrong and not only that research 
in this area is accelerating, it now involves some of the best known statisticians, who 
otherwise are not involved in survey sampling theory or applications. The diversity of new 
problems investigated is overwhelming, and the solutions proposed are not only elegant and 
innovative, but also very practical.  
          Rao (2003) published a comprehensive book on SAE that covers all the main 
developments in this topic until that time. Since SAE is so broadly applied, I thought that the 
time is ripe for a new critical review that focuses on some of the main developments in the 
last 7 years or so that I became aware of. The style of the paper is similar to the style of my 
previous review, explaining the new problems investigated and describing the proposed 
solutions, but without dwelling on theoretical details, which can be found in the original 
articles. For further clarity and to make this paper self contained, I provide a short 
background and overview some of the ‘older’ developments. I am hoping that this paper will 
be useful both to researchers who like to learn more on the research carried out in SAE and to 
practitioners who might be interested in applying the new methods.  
 
2. SOME BACKGROUND 
     The problem of SAE is how to produce reliable estimates of characteristics of interest 
such as means, counts, quantiles, etc., for small areas or domains for which only small 
samples or no samples are available. The latter case of no samples requires the use of 
statistical models that define how to borrow information from neighboring areas or over time. 
Although the point estimators are usually of first priority, a related problem is how to assess 
the estimation (prediction) error. The great importance of SAE stems from the fact that many 
new policies such as fund allocation for needed areas, new educational or health programmes 
and environmental planning rely heavily on these estimates. Small area estimation techniques 
are also used in many countries to test and adjust the counts obtained from censuses that use 
administrative records.   3
     The use of the term ‘SAE’ is a bit confusing, since it is the size of the sample in the area 
that creates the problem and not the size of the area. Also, the term ‘areas’ does not 
necessarily refer to geographical districts and may define another grouping, such as socio-
demographic groups or types of industry, in which case they are often referred to as domains. 
Closely related terms in common use are ‘poverty mapping’ or ‘disease mapping’, which 
amount to SAE of poverty measures or disease incidence and then presenting the results on a 
map, with different colors defining different levels (categories) of the estimators. What is 
common to most small area estimation problems is that the point estimators and their error 
measures are required for every area separately, and not just as an average over all the areas 
under consideration.  
     SAE methods can be divided broadly into ‘design-based’ methods and ‘model- based’ 
methods. The latter methods use either the frequentist approach or a full Bayesian 
methodology, and in some cases combine the two, which is known in the SAE literature as 
‘empirical Bayes’. Design-based methods often use a model for the construction of the 
estimators (known as ‘model assisted’), but the bias, variance and other properties of the 
estimators are evaluated under the randomization (design-based) distribution. The 
randomization distribution of an estimator is the distribution over all the samples that can 
possibly be selected from the target population of interest under the sampling design used to 
select the sample, with the population measurements considered as fixed values. Model-based 
methods on the other hand usually condition on the selected sample and the inference is with 
respect to the underlying model.  
     The  common  feature  to  design-based  and model-based SAE is the use of covariate 
(auxiliary) information, as obtained from surveys and/or administrative records, such as 
censuses or registers. Some estimators only require knowledge of the covariates for the 
sampled units, and the true area means of these covariates. Other estimators require 
knowledge of the covariates for every unit in the population. The use of auxiliary information 
for SAE is vital because with the small sample sizes often encountered in practice, even the 
most elaborated model can be of little help if it does not involve a set of covariates that 
provide ample information on the small area quantities of interest. 
 
3. NOTATION 
     Consider  a  population  U  of size N , divided into M exclusive and exhaustive areas 
1 ... M UU ∪∪  with   i N  units in area i,  1,..., iM = , such that 
1
M
i i NN
= = ∑ . We assume the   4
availability of samples for mM ≤  of the areas. Let  1 ... m ss s = ∪∪  define the sample, where 
i s  of size  i n  defines the sample observed for area i, 
1
m
i i nn
= = ∑ . Notice that  i n  is random 
unless a planned sample of a fixed size is taken in that area. Let  y  define the characteristic of 
interest and denote by  ij y  the response value for unit j belonging to area i, 
1,..., ; 1... i iM j N == , with sample means 
1 /
i n
ii j i j y yn
= =∑ . When information is available 
for  p  covariates, we denote by  1 x ( ,..., ) ij ij pij xx ′ =  the covariates associated with unit (, ) ij 
and by 
1 xx /
i n
ii j i j n
= =∑  the sample means. The corresponding true means are 
1x/
i N
ii j i j X N
= =∑ . The small area target quantity is denoted by  i θ ; for example, 
1 /
i N
ii i ji j Yy N θ
= == ∑ , the true area mean. The common case of estimating a proportion is a 
special case where  ij y  is binary. In other applications  i θ  may represent a count or a quantile.  
 
4. DESIGN-BASED METHODS 
4.1  Design-Based Estimators in Common Use 
     A recent comprehensive review of design-based methods in SAE is provided by Lehtonen 
and Veijanen (2009). Here we only overview some of the basic ideas. Suppose that the 
sample is selected by simple random sampling without replacement (SRSWOR) and that the 
target quantities of interest are the area means,  i Y . Estimation of a mean contains as special 
cases the estimation of a proportion, in which case  ij y  is binary, and the estimation of the 
distribution  () /
i ii j i jU Ft v N
∈ =∑ , in which case  ( ) ij ij vI yt = ≤ , where  () I A  is the indicator 
function. Estimators of the percentiles of the distribution are commonly obtained from the 
estimated distribution.  
     If no covariates are available, the direct design-unbiased estimator of the area mean and its 
conditional design variance over the randomization distribution are given by, 
(4.1)                       
1 /
i n
ii j i j y yn
= =∑   ;  
2 [|]( /) [ 1 (/ ) ] D ii i i i i Vyn S n nN =− ,                                   
 where 
2 () ( 1 )
i N 2
ii j i i j=1 S= y- Y /N- ∑ . The term ‘direct’ is used to signify an estimator that 
only uses the data for the relevant area at the specific time of interest. The variance  [|] D ii Vyn 
is (1/ ) i On  and for small  i n  it is large, unless 
2
i S  is sufficiently small.    5
     Next suppose that covariates  xij  are also observed with  1 1 ij x ≡ . An estimator in common 
use that utilizes the covariates is the synthetic regression estimator, 
(4.2)                                       , 1
1 ˆ ˆˆ ()
i N syn
reg i i ij j
i
YX B x B
N
= ′ ′ == ∑ ,                                               
where 
1
11 11
ˆ []
ii mn mn
ij ij ij ij ij ij B xx xy
−
== == ′ = ∑∑ ∑∑  is the ordinary least square (OLS) estimator. 
Notice that under SRSWOR,  ˆ B  is approximately design-unbiased for the vector B  of 
regression coefficients computed from all the population values, irrespective of whether a 
linear relationship between  y  and x exists in the population. The term “synthetic” refers to 
the fact that an (approximately) design-unbiased estimator computed from all the areas ( ˆ B  in 
the present case) is used for every area separately, assuming that the areas are ‘homogeneous’ 
with respect to the quantity that is estimated. Thus, synthetic estimators borrow information 
from other ‘similar areas’ and they are therefore indirect estimators.  
     The obvious advantage of the synthetic estimator over the simple sample mean or any 
other direct estimator such as the regression estimator  ,
ˆ ˆ () reg i i i i i Yy X x B ′ =+ − , where  ˆ
i B  is 
computed only from the data observed for area i, is that  ,
ˆ ()( 1 / )
syn
Dr e g i Var Y O n = , and 
1
m
i i nn
= =∑  is usually large. The use of the synthetic estimator is motivated (“assisted”) by a 
linear regression model of   y  on x in the population with a common vector of coefficients. 
However, for  1 x1 ij ≡ ,  ,
ˆ () ( - )
syn
Dr e g i i ii EY Y XBB ′ −≅ − , where  i B  is the OLS computed from all 
the population values in area i. Thus, if in fact different regression coefficients  i B  operate in 
different areas, the synthetic estimator may have a large bias. When the sample is selected 
with unequal probabilities, the OLS estimator  ˆ B  in (4.2) is commonly replaced by the 
probability weighted estimator 
1
11 11
ˆ []
ii mn mn
pw ij ij ij ij ij ij ij ij B wxx wxy
−
== == ′ = ∑∑ ∑∑ , where 
{1 / P r [ ( , ) ] } ij wi j s =∈  are the base sampling weights. 
     In order to deal with the possible large bias of the synthetic estimator, it is common to 
estimate the bias and then subtract it from the synthetic estimator. The resulting generalized 
regression estimator (GREG) takes the form, 
(4.3)             ,, 1
1 ˆˆ ˆ ˆˆ ˆ ()( )
i n GREG
i i pw ij ij ij pw i H T i i H T pw j
i
YX B w y x B YX X B
N
−− = ′ ′′ =+ −= + − ∑ ,                     6
where  ,,
ˆˆ (, ) iH T iH T YX −−  are the Horvitz-Thompson estimators of (, ) ii YX . The GREG is 
approximately design-unbiased and performs well when the covariates have good predictive 
power, but the variance is back to order  (1/ ) i On . The variance is often reduced by 
multiplying the bias correction, 
1
ˆ () /
i n
ij ij ij pw i j wy x B N
= ′ − ∑ , by 
1
ˆ //
i n
ii i i j j NN N w
= = ∑ .   
     A compromise between the possibly large bias of the synthetic estimator and the possibly 
large variance of the GREG is achieved by a linear combination of the two. The resulting 
combined (composite) estimator is defined as,         
(4.4)                                          ,
ˆˆ ˆ (1 )
COM GREG syn
ii i i r e g i YY Y δδ =+ − ,    0 1 i δ ≤ ≤ .                                      
Ideally, the coefficient  i δ  should be chosen such that it minimizes the mean square error 
(MSE) of  ˆ COM
i Y , but assessing sufficiently accurately the bias of the synthetic estimator for 
any given area is basically impossible. Consequently, it is common to let  i δ  depend on the 
achieved sample size,  i n , in the area, such that the larger  i n , the larger is  i δ . See Rao (2003) 
for review of methods of specifying  i δ .  
 
4.2  Some New Developments in Design-Based Small Area Estimation 
      A  general  class  of  estimators  is  obtained by calibrating the base sampling weights   
1/Pr[(, ) ] ij wi j s =∈ . Suppose that the population can be partitioned into C calibration 
groups,  (1) ( ) ... C UU U =∪ ∪ with known totals  cx t  of auxiliary variables x in the groups, such 
that each area  i U  belongs to one of the calibration groups. Let  (1) ( ) ... C ss s = ∪∪  define the 
corresponding partitioning of the sample. In a special case  1 C =  and  (1) UU = . The 
calibrated estimator of the area mean  i Y  is computed as,  
(4.5)                                   
1
ˆ /
i n cal c
ii j i j i j Yw y N
= =∑  ;  
() x x
c
c
ij ij c js wt
∈ = ∑ .                                      
The calibration weights {}
c
ij w  are chosen in such a way that they minimize an appropriate 
distance from the base weights { } ij w , subject to satisfying the constraints 
() x x
c
c
ij ij c js wt
∈ = ∑ . 
For example, when using the distance 
()
22 () /
c
c
ij ij ij js ww w χ
∈ =− ∑  and  1 1 ij x ≡ , the calibrated 
weights are,   
(4.6)                   
c
ij ij ij ww g = ;   
()
1
xx , H - T , ˆ {1 ( ) [ x x ] x }
c ij c c ij ij ij ij ijS gt t w
−
∈ ′′ =+ − ∑ ,                                7
where  x,H-T ˆ
c t  is the H-T estimator of the total and  , ˆ
cp w B  is the probability weighted estimator 
of the regression coefficients in the group. When  ci UU =  (the calibration group is the 
domain),  ˆ cal
i Y  is the direct GREG in the domain. 
     Calibration of the sampling weights is in broad use in sample survey practice not only for 
SAE. See Kott (2009) for a recent comprehensive review and discussion. The basic idea 
behind the use of calibrated estimators in SAE is that if  y  is approximately a linear 
combination of x in the domains belonging to  c U , then  ii c YX B ′ ≅  for domain  c iU ∈ , and 
since 
() x x
c
c
ij ij c js wt
∈ = ∑ ,   ˆ /
i
cal c
ii k i k i ks Yw y N
∈ =∑  will be a good estimator of  i Y . Indeed, the 
advantage of the use of (4.5) over (4.3) is that it is assisted by a model that only assumes 
common regression coefficients within the groups  c U , and not for all the domains, as 
implicitly assumed by the use of (4.3). The estimator (4.5) is approximately design-unbiased 
irrespective of any model, but  ˆ (| )
cal
D ii Var Y n  (1/ ) i On = , which may still be large.  
     Another way of calibrating the weights is by use of instrumental variables (Estevao and 
Särndal, 2004, 2006). Denote the vector of instrument values for unit (, ) ij by  ij h . The 
calibrated weights are defined as,  
(4.7)                      (1 )
ins
ij ij c ij wwg h ′ =+  ; 
()
1
xx , H - T , ˆ () [ x ]
c cc c i j i j i j ijS gtt w h
−
∈ ′ ′′ =− ∑ .     
Notice that the instrument values need only be known for the sampled units in  () c s  and that 
() x x
c
ins
ij ij c js wt
∈ = ∑ , thus satisfying the same constraints on the auxiliary variables as before. 
The calibrated estimator of  i Y  is now  , 1
ˆ /
i n cal ins
ih i j i j i j Yw y N
= =∑ . The instruments may include 
some of the variables in x. When h=x, 
ins c
ij ij ww = .  
     The synthetic estimator (4.2), the GREG (4.3) and the various calibration-based estimators 
considered above are all assisted by models that assume a linear relationship between y and 
x. These estimators only require knowledge of the covariates for the sampled units, and the 
area (or group) totals of these covariates. Lehtonen et al. (2003, 2005) consider the use of 
generalized linear models (GLM) and even generalized linear mixed models (GLMM) as the 
assisting models, which requires knowledge of the covariates for every element in the 
population. Suppose that  ( ) (x ; ) Mi j i j Ey f ψ ≅  for some nonlinear function  () f ⋅  with an 
unknown vector parameter ψ . A simple important example is where  (x ; ) ij f ψ  is the logistic   8
function. Estimating ψ  by the pseudo-likelihood approach yields the estimator  ˆ pl ψ  and the 
predicted values  ˆ ˆ {( x ; ) } ij ij pl yfψ = . The pseudo-likelihood approach consists of estimating 
the likelihood equations that would be obtained in the case of a census by the corresponding 
H-T estimators (or alternatively weighting each sample observation by its sampling weight), 
and then maximizing the resulting estimated equations. The synthetic and the GREG 
estimators are computed as, 
(4.8)            , 1
1 ˆ ˆ (x ; )
i N syn
GLM i ij pl j
i
Yf
N
ψ
= = ∑ ;   ,, 1
1 ˆˆ ˆ [( x ; ) ]
i n GREG syn
GLM i GLM i ij ij ij pl j
i
YY w y f
N
ψ
= =+ − ∑ .              
     A further extension consists of adding random area effects to the assisting model, that is, 
assuming  ( | x, ) ( x, ; * ) Mi j i j i i j i Ey u f u ψ ≅ , with  ( ) 0 Mi Eu= , 
2 () M iu Var u σ = . Estimation of the 
model parameters 
2 *, u ψ σ  is now under the model, ignoring the sampling weights. The 
synthetic and GREG estimators are defined similarly to (4.8) but with  ˆ (x ; ) ij pl f ψ  replaced by 
ˆ ˆ (x , ; *) ij i fu ψ . For a sufficiently large sample size within the area, the extended GREG is 
approximately design unbiased for the true area mean but it is not clear how to estimate the 
design (randomization) variance in this case in a way that accounts for the prediction of the 
random effects (see Section 6). Torabi and Rao (2008) compare the MSE of model-based 
predictors and a GREG assisted by a GLMM. 
     Jiang and Lahiri (2006a) propose the use of model-dependent estimators that are design 
consistent under the randomization distribution as the area sample sizes increase. The basic 
idea is to model the direct estimators 
11
ˆ /
ii nn
iw ij ij ij jj Yw y w
== =∑∑  instead of the individual 
observations  ij y , and then obtain the empirical best predictor of the true mean in each area 
under the model. The authors consider the general two-level model  ˆ [| ] iw i i EY u ξ =  
ˆ (, ;) ii w uX ξ ψ = , where the  i u s are independent random effects with zero mean and variance 
2
u σ , and  () ξ ⋅  is some known function governed by the unknown vector parameter ψ . The 
empirical best predictor is the best predictor under the model but with the unknown 
parameters replaced by model consistent estimators;  ˆˆ ˆ (| ;)
EBP
iM i i w YEY ξ ψ = . The estimator is 
shown to be model-consistent under the correct model and design-consistent for large  i n  
even if the model is misspecified, thus robustifying the estimation. Note, however, that the 
problem of SAE is the small sample sizes in some or all of the areas, such that design 
consistency for large sample size within the area is not a very appealing property in this case.   9
The authors develop estimators of the prediction mean squared error (PMSE) for bounded 
sample sizes, with bias of desired order  (1/ ) om , where m is the number of sampled areas. 
The PMSE is computed with respect to the model holding for the individual observations and 
over the randomization distribution. 
     Chandra and Chambers (2009) propose the use of model-design based estimators, which 
they call model-based direct estimators (MBDE). The idea here is to fit a model holding for 
the population values, obtain the EBLUP weights for predicting the population total and then 
apply the same weights in each small area using classical design-based direct estimators. The 
model fitted in this study is the general linear model, 
(4.9)                              ;()0 ,( )
sss r
UU U U U U
rs rr
YX E E βε ε ε ε
Σ Σ ⎡ ⎤
′ =+ = = Σ = ⎢ ⎥ Σ Σ ⎣ ⎦
,                                         
where the index U  signifies that this is a population level model, s signifies the sample of 
size  n and r  signifies the sample complement of size ( ) Nn − . (N is the population size). 
Notice that the small area models defined by (5.1) and (5.3) are special cases of (4.9). For 
known model parameters, the BLUP of the population total 
1
N
y k k ty
= =∑  under this model is, 
(4.10)                            
1 ˆˆ ˆ 11 [ ( ) ]
BLUP BLUP
yn s N n r G L S r s s s s s G L S i i is ty X y X w y ββ
−
− ∈ ′′ =+ + Σ Σ− = ∑ .             
The EBLUP predictor is ˆEBLUP EBLUP
yi i is tw y
∈ =∑ , where the EBLUP weights are the same as 
in (4.10) but with estimated parameters. The MBDE of the true mean in area i is, 
(4.11)                                        
11
ˆ /
ii nn MBD EBLUP EBLUP
ij i j jj Yw y w
== =∑∑ .                                      
The authors derive estimators for the bias and variance of the small area estimators and 
illustrate the robustness of the proposed estimators to certain model misspecifications. 
     All the estimators considered so far assume a given sampling design with random sample 
sizes within the areas. When the areas of interest are known in advance, considerable gains in 
efficiency can be achieved by changing the sampling design and in particular, by controlling 
the sample sizes within the areas. Ideally, the preferred sampling scheme in such a case 
would be stratified sampling with the strata defined by the areas. In practice, however, this 
sampling scheme may not be feasible when estimates are required for different non-nested 
partitions of the population into small areas since it requires the use of cross-classified strata 
and there may be too many of them for a given overall sample size. In a recent article, Falrosi 
and Righi (2008) propose a general sampling strategy for multivariate multi-domain 
estimation that guarantees that the sampling errors of the domain estimators are lower than   10
pre-specified thresholds. The strategy combines the use of a balanced sampling technique and 
GREG estimation, but extensions to the use of synthetic estimators and model-based 
estimation are also considered. A successful application of this strategy requires good 
predictions of weighted sums of residuals featuring in the variance expressions, and it may 
happen that the resulting overall sample size is far too large, but this is a promising avenue 
that should be studied further. The article contains several empirical illustrations.  
  
4.3  Pros and Cons of Design-Based Small Area Estimation 
     The apparent advantage of design-based methods is that the estimation is less dependent 
on an assumed model, although models are used (assisted) for the construction of the 
estimators. The estimators are aimed to be approximately design unbiased and consistent 
under the randomization distribution for large sample sizes within the areas, which are 
desirable properties that add some protection against possible model misspecification. 
However, as noted above, in practical applications the area sample sizes are often very small, 
such that these properties should be judged with caution.  
     Against this advantage stand many disadvantages. Direct estimators generally have large 
variance due to the small sample sizes. GREG type estimators are approximately unbiased 
but may likewise be too variable with small sample sizes. Synthetic estimators are generally 
biased, with limited possibilities to assess the bias. Composite estimators have a smaller bias 
than the corresponding synthetic estimator but larger variance, and it is not obvious how to 
best choose the weights attached to the synthetic estimator and the GREG (or other direct 
estimators). Computation of randomization-based confidence intervals generally requires 
large sample normality assumptions, but the sample sizes in at least some of the areas may be 
very small.  
     Another limitation of design-based inference (not restricted to SAE) is that it does not lend 
itself to conditional inference, for example, conditioning on the sampled values of the 
covariates or the sampled clusters in a two-stage sampling design. This again inflates the 
variance of the estimators. Conditional inference is in the heart of classical statistical 
inference under both the frequentist and the Bayesian approaches. Last, but not the least 
important limitation of design-based SAE is that there is no founded theory for estimation in 
areas with no samples. The use of the randomization distribution does not extend to 
prediction problems, such as the prediction of the dependent variable for given covariates 
under a regression model, or the prediction of small area means for areas with no samples. 
Design-based theory is restricted to estimation of population quantities from a sample taken   11
from this population. As stated in the introduction, it is often the case that samples are 
available for only a minority of the areas but estimators and MSE estimators are required for 
each of the areas, whether sampled or not.  
 
5. MODEL-BASED METHODS 
5.1  General Formulation 
     Model-based  methods  assume  a  model  for the sample data and use the optimal, or 
approximately optimal predictor of the area characteristic of interest under the model. The 
MSE of the prediction error is likewise defined and estimated under the model. Note that I 
now use the term ‘prediction’ rather than estimation because the target characteristics are 
generally random under the model. The use of models overcomes the problems underlying 
the use of design-based methods discussed in Section 4.3, but it is important to emphasize 
again that even the most elaborate model cannot produce predictors with acceptable precision 
when the area sample sizes are too small and no covariates with good predictive power are 
available. The use of models raises the question of the robustness of the inference to possible 
model misspecification, and I later review various studies that deal with this problem.  
     Denote by  i θ  the quantity of interest in area i (mean, proportion, quantile,…). Let  i y  
define the observed responses for area i (when the area is sampled) and xi  define the 
corresponding values of the covariates (when available). As becomes evident below,  i y  is 
either a scalar, in which case xi  is a vector, or  i y  is a vector, in which case xi is usually a 
matrix. A typical small area model consists of two parts: The first part models the distribution 
(moments) of  (1) |; ii y θ ψ . The second part models the distribution (moments) of  (2) |x; ii θ ψ , 
linking the  i θ ’s to known covariates and to each other. This is achieved by including in the 
model random effects that account for the variability of the  i θ ’s not explained by the 
covariates. The hyper-parameters  (1) (2) (, ) ψ ψψ =  are typically unknown and are estimated 
either under the frequentist approach or under the Bayesian approach, after setting 
appropriate prior distributions. In some applications the index i may define time, in which 
case the model for  2 |x; ii θ ψ  is a time series model. 
   12
5.2  Models in Common Use 
In this section I review briefly three models in common use, as most of the recent 
developments in SAE relate to these models or extensions of them. For more details see 
Pfeffermann (2002), Rao (2003) and Datta (2009), and the references therein. 
 
5.2.1 Area level model 
    This model is in broad use when the covariate information is only at the area level, so that 
xi  is a vector of known area characteristics. The model, studied originally for SAE by Fay 
and Herriot (1979) is defined as, 
(5.1)                                          ; x ii i ii i y eu θ θβ ′ =+ = +  ,                                                     
where  i y   denotes the direct sample estimator of  i θ  (for example, the sample mean  i y ) and  i e  
represents the sampling error, assumed to have zero mean and known design (randomization) 
variance, 
2 () D iD i Var e σ = . The random effects  i u  are assumed to be independent with zero 
mean and common variance 
2
u σ . For known 
2
u σ , the best linear unbiased predictor (BLUP) of 
i θ  under this model is,  
(5.2)                      ˆˆ ˆ ˆ (1 )x x ( x ) i ii i iG L S iG L S i i iG L S yy θγ γ β β γ β ′′ ′ =+ − = + −  ,                                          
where  ˆ
GLS β  is the generalized least square (GLS) estimator of β  under the model. The BLUP 
ˆ
i θ  is in the form of a composite estimate (Eq. 4.4) but with a tuning (shrinkage) coefficient 
/( )
22 2
iuuD i γ =σσ +σ , which depends optimally on the ratio 
22 / uD i σ σ  of the variances of the 
prediction errors of xiβ ′  and  i y   respectively. Under normality of the error terms and a diffuse 
uniform prior for β ,  ˆ
i θ  is also the Bayesian predictor (posterior mean) of  i θ . For a 
nonsampled area k  (but known xk ), the BLUP is now obtained optimally as  ˆ xkG L S β ′ . In 
practice, the variance 
2
u σ  is seldom known and it is replaced in  i γ  and  ˆ
GLS β  by a sample 
estimate, yielding what is known as the empirical BLUP (EBLUP) under the frequentist 
approach, or the empirical Bayes (EB) predictor. Alternatively, one may assume a prior 
distribution for 
2
u σ  and compute the posterior distribution of  i θ  given the available data, 
which is then used for the computation of the point predictor and credibility intervals.  
Remark 1. The synthetic estimator  ˆ xiG L S β ′  in (5.2), and hence also the BLUP  ˆ
i θ  are unbiased 
under the joint distribution of  i y  and  i θ , but are biased predictors of  i θ  when conditioning on   13
i u , similarly to what we had under the randomization distribution. Conditioning on  i u  
amounts to assuming different fixed intercepts in different areas. The unbiasedness of  ˆ
i θ  
under the model is achieved by viewing the intercepts as random. The same applies for the 
BLUP (5.4) below. 
 
5.2.2 Nested error unit level model 
     This  model  uses  individual  observations  ij y  such that  i y  is now a vector and xi  is 
generally a matrix. As with design-based methods, the use of this model for SAE requires 
that the area means, 
1 X=  x /
i N
ii j i j N
= ∑  are known. The model, first proposed for SAE by 
Battese et al. (1988) has the form, 
(5.3)                                                       x ij ij i ij y= + u + ε β ′ ,                                                           
where the  i u ’s ( random effects) and the  ij ε s (residual terms) are mutually independent with 
zero means and variances 
2
u σ  and 
2
ε σ  respectively. Under the model, the true small area 
means are  ii i i YX u β ε ′ =+ + , but since 
1 /0
i N
ii j i j N εε
= = ≅ ∑  for large  i N , the target means are 
often defined as  (|) ii i i i X uE Y u θβ ′ =+ = . For known variances  
22 (,) u ε σ σ , the BLUP of  i θ  is, 
(5.4)                                       ˆˆ ˆ [( x ) ] ( 1) ii i ii iG L S ii G L S yX X θ γβ γ β ′′ =+ − + − ,                                      
where  ˆ
GLS β  is the GLS of β  computed from all the observations, 
1 xx /
i n
ii j i j n
= =∑  and 
()
22 2
iu uε i γ =σ / σ +σ /n . For area k  with no sample (but known  k X ), the BLUP is  ˆˆ =X kk G L S θ β ′ . 
See Rao (2003) for the BLUP of the means  i Y  in sampled areas. 
     As with the area level model, the BLUP (5.4) is also the Bayesian predictor (posterior 
mean) under normality of the error terms and a diffuse uniform prior for β . Replacing the 
unknown variances 
2
u σ  and 
2
ε σ  in  i γ  and  ˆ
GLS β  by sample estimates yields the corresponding 
EBLUP or EB predictors. Hierarchical Bayes (HB) predictors are obtained by specifying 
prior distributions for β  and the two variances and computing the posterior distribution of  i θ  
(or  i Y ) given all the observations in all the areas.   
5.2.3 Mixed logistic model  
     The previous two models assume continuous response values. Suppose now that  ij y  is 
binary taking the values 1 and 0, in which case the small area quantities of interest are usually 
proportions or counts (say, the proportion or total of unemployed persons in the area). The   14
following generalized linear mixed model (GLMM) considered originally by MacGibbon and 
Tomberlin (1989) for SAE is in broad use for this kind of problems:  
(5.5)               Pr( 1 ) ; ( ) x ; ( )
2
ij ij ij ij ij i i u y = | p = p logit p = β+u u ~ N 0,σ ′ .                                
The responses  ij y  are assumed to be conditionally independent given the random effects  i u , 
and likewise for the random effects. The purpose is to predict the true area proportions 
/
i N
ii j i j=1 p =y N ∑ . Let 
2 (, ) u ψ βσ =  denote the model parameters. For this model there is no 
explicit expression for the best predictor (BP),  ( | ,x ; ) ii i Ep y ψ , but as shown in Jiang and 
Lahiri (2006b), for known ψ  the BP can be computed (approximated) numerically as the 
ratio of two one-dimensional integrals. The authors review methods of estimating ψ , 
yielding the empirical BP (EBP)  ˆ ˆ (|, x ; )
EBP
ii i i pE p y ψ = . Alternatively, the predictors  ˆi p  can 
be obtained by application of the EB approach (setting   ˆ ψ ψ = ), as in MacGibbon and 
Tomberlin (1989), or by application of the full HB approach, as in Malec et al. (1997). The 
application of the HB approach consists of the following basic steps: 
1. Specify prior distributions for 
2
u σ  and β ; 
2. Compute the posterior distributions of β  and  1,..., m uu  by say, MCMC simulations and 
draw a large number of realizations 
() () ˆ ˆ ( ,{ }), 1,..., , 1,...,
rr
i ur R i m β == , and hence 
realizations, 
() ()
() ()
() ()
exp( )
~
1 exp( )
rr
rr ik i
ik ik rr
ik i
xu
yp
x u
β
β
′ +
=
′ ++
 for  i ks ∉ ; 
3. Predict:  ˆˆ () /
ii ii j i k i js ks p yy N
∈∉ =+ ∑∑ ; 
()
1 ˆ /,
R r
ik ik i r y yR k s
= = ∉ ∑ .  
Writing 
()
1
1 ˆˆ () /
ii
R r
ii j i k i rj s k s p yy N
R
=∈ ∉ =+ ∑∑ ∑
()
1
1 ˆ
R r
i r p
R
= = ∑ , the posterior variance is 
approximated as, 
() 2
1
1 ˆ ˆˆ ˆ () ( )
(1 )
R r
post i i i r Vp p p
RR
= =−
− ∑ . 
 
      
6. NEW DEVELOPMENTS IN MODEL-BASED SAE 
6.1 Estimation of Prediction MSE  
     As  stated  in  the  introduction,  an  important aspect of SAE is the assessment of the 
prediction accuracy of the predictors. This problem is solved ‘automatically’ under the full 
Bayesian paradigm, which produces realizations of the posterior distribution of the target 
quantities around their predictors (the posterior means). However, estimation of the   15
prediction MSE (PMSE) and the computation of confidence intervals (C.I.) under the 
frequentist approach is complicated because of the added variability induced by the 
estimation of the model hyper-parameters. Prasad and Rao (1990) develop PMSE estimators 
with bias of order  (1/ ) om , (m is the number of sampled areas), under the linear mixed 
models 5.1.1 and 5.1.2 for the case where the random errors have a normal distribution and 
the model variances are estimated by the ANOVA type method of  moments estimators. 
Lahiri and Rao (1995) show that the PMSE estimator in the case of the model 5.1.1 is robust 
to departures from normality of the random area effects. Datta and Lahiri (2000) extend the 
estimation of Prasad and Rao to general linear mixed models of the form, 
(6.1)                                      ii i i i y=Xβ+Zu +e ,  i=1...m ,                                                         
where  i Z  is a fixed matrix of order  i nd × , and  i u  and  i e  are independent normally 
distributed random effects and residual terms of orders  1 d ×  and  1 i n ×  respectively;   
(0 ) idi u~N , Q , (0 )
i ini e~N , R . The authors develop MSE estimators with bias of order 
(1/ ) om  for the EBLUP obtained when estimating  i Q  and  i R  by MLE or REML. Datta et al. 
(2005) show that for the area level model (5.1), if 
2
u σ  is estimated by the method proposed by 
Fay and Herriot (1979), then it is required to add an extra term to the PMSE estimator to 
achieve the desired order of bias of  (1/ ) om . See Datta (2009) for review of methods for 
estimating the PMSE of the EBLUP and EB under mixed linear models. 
     Estimation  of  the  PMSE  under  GLMM  is more involved and following we review 
resampling procedures that can be used in such cases. For convenience, we consider the 
mixed logistic model (5.5) but the procedures are applicable to other models belonging to this 
class. The first procedure, proposed by Jiang et. al (2002) uses the Jackknife method. Let 
2 ˆ ()
EBP
ii i Ep p λ =−  denote the PMSE, where  /
i N
ii j i j=1 p =y N ∑  is the true proportion and   
ˆ ˆ (|, x ; )
EBP
ii i i pE p y ψ =  is the empirical best predictor. The following decomposition holds,  
(6.2)                   
() 2 ( ) () 2
12 ˆˆ ˆ () ( )
BP EBP BP
iii i i i i Ep p Ep p M M λ =− + − = + ,                                   
where  1i M  is the PMSE of the BP (assumes known parameter values) and  2i M  is the 
contribution to the PMSE from estimating the model parameters. Denote by  ˆ ˆ ()
BP
i λ ψ  the 
‘naive’ estimator of  1i M , obtained by setting  ˆ ψ ψ = . Let  ˆ ˆ ()
BP
il λ ψ −  denote the naive estimator 
when estimating ψ  from all the areas except for area l, and  ˆ ˆ ()
EBP
il p ψ −  denote the 
corresponding EBP. The Jackknife estimator is:    16
(6.3)                     
1
1
12
2
2
1
1 ˆˆ ˆ ˆ ˆˆ ˆ () [ ( ) () ]
ˆ ˆˆ ;
1 ˆ ˆˆ ˆˆ [( ) ( ) ]
m
BP BP BP
ii i l i
l JK
ii i m
EBP EBP
ii l i
l
m
M
m
MM
m
Mp p
m
λ ψλ ψ λ ψ
λ
ψψ
−
=
−
=
−
=− −
=+
−
=−
∑
∑
.                  
Under some regularity conditions  ˆ () ( 1 / )
JK
ii Eo m λλ −= , as desired. 
     The jackknife estimator estimates the unconditional PMSE over the joint distribution of 
the random effects and the responses. Lohr and Rao (2009) proposed a modification of the 
jackknife estimator that is computationally simpler and estimates the conditional PMSE, 
() 2 ˆ [( ) | ]
EBP
ii i Ep p y − . Denoting  ( , ) ( | ; ) ii i i qy V a ry ψ θψ = , the modification consists of 
replacing  1 ˆ
i M  in (6.3) by  1, ˆ ˆˆ ˆ (, ) [( , ) (, ) ]
m
ic i i i l i i i
li
M qy q y qy ψψ ψ −
≠
=− − ∑ . The modified 
jackknife estimator,  ,1 , 2 ˆ ˆˆ JK
ic ic i M M λ =+ , is shown to have bias of order  (1/ ) p om  in estimating 
the conditional PMSE and a bias of order  (1/ ) om  in estimating the unconditional PMSE.  
     Hall and Maiti (2006) propose estimating the PMSE based on double-bootstrap. For the 
model (5.5) the procedure consists of the following steps: 
1. Generate a new population from the model (5.5) with parameters  ˆ ψ  and compute the ‘true’ 
area proportions for this population. Compute the EBPs based on new sample data and newly 
estimated parameters. The new population and sample use the same covariates as the original 
population and sample. Repeat the same process independently  1 B  times, with  1 B  sufficiently 
large. Denote by 
1 , ˆ () ib p ψ  and 
11
()
, ˆ ˆ ()
EBP
ib b p ψ  the ‘true’ proportions and corresponding EBPs for 
population and sample  1 b ,  11 1,..., bB = . Compute the first-step bootstrap MSE estimator,  
(6.4)                                    
1
11 1 1
() 2
,1 , , 1
1
1 ˆ ˆˆ ˆ [( )( ) ]
B BS EBP
ii b b i b b pp
B
λψ ψ
= =− ∑ .                                         
2. For each sample drawn in Step 1, repeat the computations of Step 1  2 B  times with  2 B  
sufficiently large, yielding new ‘true’ proportions 
21 , ˆ () ib b p ψ  and EBPs 
22
()
, ˆ ˆ ()
EBP
ib b p ψ , 
22 1,..., bB = . Compute the second-step bootstrap MSE estimator,  
(6.5)                                        
12
22 2 1 12
() 2
,2 , , 1
12
11 ˆ ˆˆ ˆ [( )( ) ]
BB BS EBP
ii b b i b b bb pp
BB
λψ ψ
= =− ∑∑ .                          
The double-bootstrap MSE estimator is obtained by computing one of the classical bias 
corrected estimators. For example,    17
(6.6)                           
,1 ,1 ,2 ,1 ,2
,1 ,1 ,2 ,2 ,1 ,2
ˆˆ ˆ ˆ ˆ () , i f ˆ
ˆˆ ˆ ˆ ˆ ˆ exp[( )/ ], if
BS BS BS BS BS
ii i i i DB S
i BS BS BS BS BS BS
ii i i i i
λ λλ λλ
λ
λλ λ λ λ λ
− ⎧ +− ≥ ⎪ = ⎨
−< ⎪ ⎩
.                               
The estimator has bias of order  (1/ ) om  under some regularity conditions. 
Remark 2. All the above procedures although being resampling methods are actually 
parametric methods that rely on the underlying model.  
 
6.2  Construction of Confidence Intervals 
     As in other statistical applications, very often analysts are interested in prediction intervals 
for the unknown area characteristics, which can be used also for comparing between the areas 
by appropriate hypothesis testing. Construction of prediction intervals under the full Bayesian 
approach, known as credibility intervals is straightforward via the posterior distribution of the 
predictor. A natural prediction interval under the EB and the frequentist approaches with 
desired coverage rate (1 ) α −  is 
() () 1 /2
/2 ˆˆ ˆ [( ) ] ii i zV a r α θθ θ
⋅⋅ ±− , where 
() ˆ
i θ
⋅  is the EB, EBP or 
EBLUP predictor and 
() ˆ ˆ () ii Var θ θ
⋅ −  is an appropriate estimate of the prediction error 
variance. However, even under asymptotic normality of the prediction error, the use of this 
prediction interval has coverage error of order  (1/ ) On , which is not accurate enough for 
many small area applications. Recent work on small area prediction intervals focuses, 
therefore, on reducing the coverage error via parametric bootstrap.  
          Hall and Maiti (2006) consider the following general model: For a suitable smooth 
function ( ) i f β  of the covariates  1 ( ,..., )
i ii i n X XX =  in area i and a vector parameter β , 
random variables  ( ) ; ( ) 0 ii i i fu E u β Θ= + =  are drawn from a distribution  { ( ), } i Qfβ ξ . The 
observations  ij Y  are drawn independently from the distribution  { ( ), } ii R ψ η Θ , where  () ψ ⋅  is a 
known link function and  i η  is either known or is the same for every area i. For given 
covariates  0 i X  and sample size  0 i n  and known parameters, a α -level prediction interval for 
the corresponding realization  0 i Θ  is, 
(6.7)                                      (1 )/2 (1 )/2 (,) [ (,) , (,) ] Iq q ααα β ξβ ξ β ξ −+ = ,                                
where ( , ) qα β ξ defines the α -level quantile of the distribution  { ( ), } i Qfβ ξ . Notice that this 
interval does not make use of the area-specific direct estimator. For the case of unknown 
parameters a naive prediction interval is  ˆˆ ˆ (,) Iα βξ , but this interval has coverage error of 
(1/ ) Om . To reduce the error,  ˆˆ ˆ (,) Iα β ξ  is calibrated on α . This is implemented by generating   18
parametric bootstrap samples and re-estimating β  and ξ , similarly to the first step of the 
double-bootstrap procedure for PMSE estimation described above. Denote by 
** * ˆˆ ˆ (,) II αα β ξ =  
the bootstrap interval and let  ˆ α  denote the solution of the equation 
**
ˆ ˆ Pr( ) i Iα θ α ∈= , where  
* ˆˆ ~{() , } ii Qf θ βξ. The bootstrap-calibrated prediction interval is  ˆ ˆˆ ˆ (,) Iα β ξ  and it has coverage 
error of 
2 () Om
− . By applying a double-bootstrap procedure, the coverage error is 
3 () Om
− . 
     Chatterjee et al. (2008) consider the general linear mixed model YX Z u e β = ++ , where 
Y  (of dimension n) signifies all the observations in all the areas, np X ×  and  nq Z ×  are known 
matrices and u  and e are independent normal variates of random effects and residual terms 
with dispersion matrices  () D ψ  and  () R ψ  of dimensions q and n respectively, which 
depend on a vector parameter ψ  of dimension k . Notice that this model and the model 
considered by Hall and Maiti (2006) include as special cases the mixed linear models defined 
by (5.1) and (5.3). The present model cannot handle nonlinear mixed effects (for example, the 
GLMM 5.5), which the Hall and Maiti model can, but it does not require independence of the 
observations as under the Hall and Maiti model. The (parametric bootstrap) prediction 
interval of Chatterjee et al. (2008) for a univariate linear combination  () tc X Z u β ′ =+  is 
obtained by the following steps. (Prediction intervals for vectors T  can be obtained following 
similar steps). First compute the conditional mean,  t μ  and variance 
2
t σ  of   | ; , tYβ ψ . Next 
generate new observations 
** * ˆ YXZ u e β =++ , where 
** ˆˆ ~( 0 ,( ) ) , ~( 0 , ( ) ) uND eNR ψ ψ . 
From 
* Y  estimate 
* ˆ β  and 
* ˆ ψ  using the same method as for  ˆ β  and  ˆ ψ , and compute 
* ˆt μ  and 
* ˆt σ  (the counterparts of  t μ  and  t σ  with estimated parameters 
* ˆ β  and 
* ˆ ψ ). Denote by 
*
n L  the 
bootstrap distribution of 
1* * * ˆˆ () tt t σ μ
− −  and let  ( ) dq k = +  be the dimension of the parameter 
space. Then, if 
2 /0 dn →  and under some regularity conditions, if  12 , qq satisfy 
**
21 () ()1 nn Lq Lq α −= − ,  
(6.8)                                  
33 / 2
12 ˆˆ ˆˆ Pr( ) 1 ( ) tt tt qt q O d n μσ μσ α
− +≤ ≤ + = − + .                              
Notice that this theory allows the parameter dimension, d , to grow with the total sample size, 
n, which is often the case in small area models, and that the coverage error is defined in 
terms of n, rather than m , the number of sampled areas, as under the Hall and Maiti (2006) 
theory. The total sample size increases also as the sample sizes within the areas increase, and 
not just by increasing m .                          
   19
6.3  Choice of Matching Priors for Bayesian Applications 
     For the area level model (5.1), Ganesh and Lahiri (2008) develop a class of priors 
2 () u p σ , 
which for a given set of weights { } i ω  satisfy, 
(6.9)                            
2
1
ˆ ˆ {( | ) P M S E [ ( ) ] }( 1 / )
m
ii i u i EV a r y o m ωθ θ σ
= −= ∑ ,                             
where ( | ) i Var y θ  is the posterior variance under the desired prior, 
2 ˆ ˆ () iu θ σ  is the EBLUP of 
i θ  obtained by substituting 
2 ˆu σ  for 
2
u σ  in (5.2) and the expectation and PMSE are computed 
under the joint distribution of θ  and  y . The prior 
2 () u p σ  satisfying (6.9) is shown to be, 
(6.10)                    
22 2 222 2
11 () 1 / ( ) / [ / ( ) ]
mm 2
u D iu i D i D iu ii P σ σσ ω σσσ
== ∝+ + ∑∑ .                         
     The motivation for using the prior (6.10) is to warrant some “frequency validity” to the 
Bayesian inference by guaranteeing that the weighted average of the expected difference 
between the posterior variance and the PMSE of the EBLUP is sufficiently close. Having 
satisfied (6.9), the analyst may then take advantage of the flexibility of Bayesian inference 
resulting from the ability to draw observations from the posterior distribution. By appropriate 
choice of the weights { } i ω , the prior (6.10) contains as special cases the flat prior 
2 () ( 0 , ) u pU σ =∞ , the prior developed by Datta et al. (2005) for a given area, satisfying 
[( | ) ] i EV a r y θ  
2 ˆ ˆ [( ) ] ( 1 /) iu PMSE o m θσ =+  (different prior for different areas), and the average 
moment matching prior (obtained by setting  1 i ω ≡ ).  
 
6.4  Benchmarking 
     Model-based SAE depends on models that can be hard to validate and if the model is 
misspecified, the resulting predictors may perform poorly. Benchmarking is another way of 
trying to robustify the inference by forcing the model-based predictors to agree with the 
design-based estimator for an aggregation of the areas for which it can be trusted. Assuming 
for convenience that this aggregation contains all the areas, the benchmarking equation takes 
the general form, 
(6.11)                                               ,, 11
ˆˆ
mm
i i model i i design ii bb θθ
== = ∑∑ .                                                  
The coefficients { } i b  are fixed weights, assumed without loss of generality to sum to 1 (e.g., 
relative area sizes). The modification (6.11) has the further advantage of guaranteeing 
consistency of publication between the model-based small area predictors and the design-
based estimator for the aggregated area, which is often required by statistical bureaus. For   20
example, the model-based predictors of total unemployment in counties should add up to the 
design-based estimate of total unemployment in the country, which is deemed accurate. 
     A  benchmarking  procedure  in  common  use, often referred to as ratio or pro-rata 
adjustment is defined as,  
(6.12)                                ,, , 11
ˆˆ ˆ ˆ (/)
mm bench
i i id e s i g n i im o d e l im o d e l ii bb θθ θ θ
== =× ∑∑ .                             
The use of this procedure, however, applies the same ratio correction for all the areas, 
irrespective of the relative precision of the model-based predictors before benchmarking. In 
addition, estimation of the PMSE of the prorated predictors is not straightforward. 
Consequently, other procedures have been proposed in the literature. 
     Wang et al. (2008) derive a benchmarked BLUP (BBLUP) under the area level model 
(5.1) as the predictor minimizing 
2
1
ˆ ()
m bench
ii i i E ϕθθ
= − ∑  subject to (6.11), where the  i ϕ s are 
chosen positive weights. The BBLUP is, 
(6.13)                , 1
ˆˆ ˆ ()
m bench BLUP BLUP
i,BLUP i,model i j j design j,model j= θ =θ +δ b- θ θ ∑ ; 
1- 1 1
1 ()
m 2
ij j i i j= =b b δϕ ϕ
−− ∑ .             
When the variance 
2
u σ  is unknown, it is replaced by its estimator everywhere in (6.13), 
yielding the empirical BBLUP. The PMSE of the latter predictor can be estimated by a 
method developed by Isaki et al. (2000), or by one of the resampling procedures described in 
Section 6.1. You & Rao (2002) achieve “automatic benchmarking” for the unit level model 
(5.3) by changing the estimator of β . Wang et al. (2008) consider a similar procedure for the 
area level model. The approach is further extended by augmenting the covariates xi to 
2 x[ x , ] ii i D i bσ ′′ =  . (The variances 
2
Di σ  are considered known under the area level model.) The 
use of the augmented model yields a BLUP that likewise satisfies the benchmark constraint 
(6.11) and is more robust to model misspecification. 
     Pfeffermann & Tiller (2006) add monthly benchmark constraints of the form (6.11) to the 
measurement (observation) equation of a time series state-space model fitted jointly to the 
direct estimates in several areas. Adding benchmark constraints to time series models used 
for the production of model-dependent small area predictors is particularly important since 
time series models are slow to adapt to abrupt changes. By adding the constraints to the 
model, the use of this approach permits estimating the variance of the benchmarked 
estimators as part of the model fitting. The variance accounts for the variances of the model 
error terms, the variances and autocovariances of the sampling errors of the direct estimators   21
and of the benchmark,  , 1
ˆ
m
ii d i r e c t i bθ
= ∑ , and the cross-covariances and autocovariances between 
the sampling errors of the direct estimators and the benchmark. 
     Datta et al. (2010) develop Bayesian benchmarking by minimizing, 
(6.14)             
2
1
ˆˆ [( ) | ]
m bench
ii i d e s i g n i E ϕθ θ θ
= − ∑  s.t.   , 11
ˆˆ mm bench
ii ii d e s i g n ii bb θθ
== = ∑ ∑ ,                            
where  1, , ˆˆ ˆ ( ,..., ) design design m design θθ θ ′ = . The solution of this minimization problem is the same as 
(6.13), but with  ˆBLUP
k,model θ  replaced everywhere by the posterior mean  , ˆ
kB a y e s θ . Denote the 
resulting predictors by 
,1
, ˆbench
iB a y e s θ . The use of these predictors has the drawback of ‘over 
shrinkage’ in the sense that 
,1 ,1 2
,, 1
ˆˆ ()
m bench bench
i i Bayes b Bayes i b θθ
= − ∑
2
1
ˆ [( ) | ]
m
ii bd e s i g n i bE θθ θ
= <− ∑ , where 
,1 ,1
,, 1
ˆˆ
m bench bench
b Bayes i i Bayes i b θθ
= =∑  and 
1
m
bi i i b θ θ
= =∑ . To deal with this problem, Datta et al. (2010) 
propose to consider instead the predictors 
,2
, ˆbench
iB a y e s θ  satisfying,  
(6.15)           
,2
,, 11
ˆˆ mm bench
i i Bayes i i design ii bb θθ
== = ∑∑  ; 
,2 2
,, 11
ˆˆ ()
mm bench
i i Bayes i i design ii bb H θθ
== − = ∑ ∑ ,                    
where 
2
1
ˆ () | ]
m
ii b d e s i g n i Hb E θθ θ
= =− ∑ . The desired predictors have now the form, 
(6.16)       
,2
,, , 1
ˆˆ ˆ ˆ ()
m bench
i Bayes i i design CB i Bayes Bayes i bA θθ θ θ
= =+ − ∑ ; 
22
, 1
ˆˆ /( )
m
CB i i Bayes Bayes i AH b θθ
= =− ∑ .   
Notice that the development of the Bayesian benchmarked predictors by Datta et al. (2010) is 
general and not restricted to any particular model. 
 
6.5  Accounting for Measurement Errors in the Covariates 
     Ybarra and Lohr (2008) consider the case where some or all of the true covariates xi  in 
the area level model (5.1) are unknown and one uses instead an estimator  ˆ xi , with 
ˆ (x ) ii MSE C = , in the expression for the BLUP  ˆ
i θ  defined by (5.2). (For known covariates 
xki, 0 ki C = .) Estimates for the missing covariates may be obtained from another survey. 
Denoting the resulting predictor by  ˆErr
i θ , it follows that, 
(6.17)                         
2 ˆˆ () ( ) ( 1)
Err
ii i i PMSE PMSE C θ θγ β β ′ =+ −,                                           
where  ˆ () i PMSE θ  is the PMSE when using the true xi . Thus, reporting  ˆ () i PMSE θ  as the 
PMSE in this case results in under-reporting of the true PMSE. Moreover, if 
22
iu D i C β βσ σ ′ >+, 
2 ˆ ()
Err
iD i MSE θ σ > , the variance of the direct estimator  i y  . The authors 
propose therefore using instead the predictor,   22
(6.18)                 ˆ ˆ (1 )x
Me
ii i i i y θ γγ β ′ =+ −   ;  
22 2 () / ( ) iu i D i u i β C ββ C β γσ σσ ′′ =+ + +  .                     
The predictor  ˆMe
i θ  minimizes the MSE of linear combinations of  i y   and  ˆ xiβ ′ . 
ˆ ˆ () ( 1 ) [ ( x ) x ]
Me
ii i i i EE θ θγ β ′ −= − −  , implying that the bias vanishes when  ˆ xi  is unbiased for 
xi , and 
22 2 ˆ ()
Me
ii i D i D i E θ θγ σ σ −= ≤  . The authors develop estimators for the unknown 
parameters 
2
u σ  and β , which are then substituted in (6.18) to obtain the corresponding 
empirical predictor. The PMSE of the empirical predictor is estimated using the jackknife 
procedure of Jiang et al. (2002) described in Section 6.1. 
     Torabi et al. (2009) consider the unit level model (5.3) but where in truth  01 xij i x β ββ ′ =+ , 
a single covariate common to all the units in the same area. It is assumed that  ij i ij xx η =+; 
2 ~(,) ix x xN μ σ , and that ( , , ) ii ji j u ε η  are mutually independent normally distributed random 
errors with zero means and variances 
22 , u ε σ σ  and 
2
η σ  respectively. The sample observations 
consist of { , ; 1,..., , 1,..., } ij ij i y xi mj n == . An example giving rise to such a model is where  i x  
defines the true level of air pollution in the area and the  ij x s represent pollution measures at 
different sites in the area, with the response values,  ij y , measuring a certain health indicator 
at the same sites. The authors follow the EB approach and show that when all the model 
parameters are known, the posterior distribution of the unobserved y-values in a given area i 
is multivariate normal, which yields the following predictor for  i Y :  
(6.19)                        ,0 1 i 1
ˆ (1 ) ( ) ( ) i B a y e s ii i ii x iix i x Y fA y fA fA X ββ μ γ β μ =− + + + − ,                     
where 1 ( / ) ii i f nN =−  is the finite population correction in the area, 
22 2 1 () x i ix ix nn η γσ σ σ
− =+  
and 
222 2 2 12
1 [( ) ] iix i u i i An n v v ηε ε β σσ σ σ σ
− =+ +  with 
22 () ii x vn η σ σ =+ . For large  i N  and small 
(/ ) ii nN, the PMSE of   ,
ˆ
iB a y e s Y  is 
22 2 2 2 4 1
,1 1
ˆ [( ) |{ , }] [ ] iB a y e s i i j i j i x u i x i E YY y x A n v βσ σ βσ
− −= + − . The 
unknown model parameters, 
222
01 ( , ,,,,) xxuε ψ ββμσσσ =  are estimated by a method of 
moments. Replacing the unknown model parameters by their estimates yields the 
corresponding EB estimate, which is shown to be asymptotically optimal as the number of 
sampled areas increases. The PMSE of the EB predictor is estimated by use of a weighted 
jackknife procedure proposed by Chen and Lahiri (2002).    23
Remark 3. In an earlier study, Ghosh et al. (2006) used the same model and inference 
procedure as Torabi et al. (2009), but they only used the observed  y -values (and not the 
observed covariates) for estimating the area means under the model. 
 
6.6  Treatment of Outliers 
     Bell and Huang (2006) consider the area level model (5.1) from a Bayesian perspective, 
but assume that the random effect or the sampling error (but not both) have a Student’s   () k t  
distribution. The t distribution is often used in statistical modeling to account for possible 
outliers because of its long tails. One of the models considered by the authors is,  
(6.20)             
2 ~( 0 , ) iD i eNσ , 
22 1 | , ~ ( 0 , ) ; ~ [ /2 ,( 2 )/2 ] iiu i u i u N Gamma k k δσ δ σ δ
− − ,               
which implies  ( ) 1 i E δ =  and 
22
() |~( 0 , (2 ) / ) iu k u ut k k σσ −  with 
22 (| ) iu u Var u σ σ = . The 
coefficient  i δ  can thus be viewed as a multiplicative random effect distributed around 1, 
which inflates or deflates the variance of  x iii u θ β ′ = − . A large value  i δ  signals the existence 
of an outlying area mean  i θ . The degrees of freedom parameter, k, is taken as known. Setting 
k =∞ is equivalent to assuming the model (5.1). The authors consider several possible 
(small) values for k in their application, but the choice of an appropriate value is largely the 
result of data exploration. Alternatively, the authors assume the model (6.20) for the sampling 
error  i e , (with 
2
u σ  replaced by 
2
Di σ ), in which case 
2 ~( 0 ,) iu uNσ . The effect of assuming the 
model for the random effects is to push the small area predictor (the posterior mean) towards 
the direct estimator, whereas the effect of assuming the model for the sampling errors is to 
push the predictor towards the synthetic part. The use of either model is shown empirically to 
perform well in identifying outlying areas but at present it is not clear how to choose between 
the two models. Huang and Bell (2006) extend the approach to a bivariate area level model 
where two direct estimates are available for every area, with uncorrelated sampling errors but 
correlated random effects. This model handles a situation where estimates are obtained from 
two different surveys.  
     Ghosh et al. (2008) likewise consider the model (5.1) and follow the EB approach. The 
starting point in this study is that an outlying direct estimate may arise either from a large 
sampling error or from an outlying random effect. The authors propose therefore to replace 
the EB predictor (5.2) by the robust EB predictor, 
(6.21)               
1
ˆ ˆˆ ˆˆ ˆ (1 ) [( x ) ]
Rob
ii i i G i ii GLS y Vy V θγ β
− ′ =− − Ψ −   ; 
2 ˆ ˆ ˆ (x ) ii i G L S VV a r y β ′ =−  ,                        24
where  ˆ ˆ
GLS β  is the empirical GLS estimator of β  under the model with estimated variance 
2 ˆu σ , and  G Ψ  is the Huber influence function  ( ) ( )min( ,| |) G ts i g n t G t Ψ = , for some given 
value  0 G > . Thus, for large positive standardized residuals 
1
ˆ ˆ ˆ (x ) ii i GLS y V β
− ′ −  , the EB 
1 ˆˆ ˆˆ ˆ (1 ) ( -x ) ii i i i i G L S i yV y V θγ β
− ′ =− −  under the model is replaced by  ˆ ˆ ˆ (1 )
Rob
ii i i yV G θγ =− −  , and 
similarly for large negative standardized residuals, whereas in other cases the EB predictor is 
unchanged. The value G may actually change from one area to the other and chosen 
adaptively in such a way that the excess Bayes risk under the model from using the predictor 
(6.21) is bounded by some percentage point. Alternatively, G may be set to some constant 
0 12 G ≤≤  as often found in the robustness literature. The authors derive the PMSE of  ˆRob
i θ  
under the model with bias of order  (1/ ) om  for the case where 
2
u σ  is estimated by MLE, and 
develop an estimator for the PMSE that is correct up to the order of  (1/ ) p Om . 
     Under the approach of Ghosh et al. (2008), the EB small area predictor (5.2) is replaced 
by the robust predictor (6.21) but the estimators of the unknown model parameters remain 
intact. Sinha and Rao (2009) propose to robustify also the estimation of the model 
parameters. The authors consider the general mixed linear model (6.1), which when written 
compactly for all the observations  1 ( ,..., ) m y yy ′ ′′ =  has the form,  
(6.22)              y XZ u e β =+ + , () 0 Eu = , ( ) Eu u Q ′ = ;   ( ) 0 Ee= ,   ( ) Ee e R ′ = ,                        
where  1m [x ,...,x ] X ′ = , u  is the vector of random effects  and e is the vector of residuals (or 
sampling errors). The matrices Q and R  are block diagonal with elements that are functions 
of a vector parameter  1 ( ,..., ) L ζ ζζ =  of variance components, such that,   
() () Vy V Z Q Z R Vζ ′ == += . The model contains as special cases the models defined by 
(5.1) and (5.3). The target is to predict the linear combination  lh u τ β ′ ′ = +  by  ˆ ˆˆ lh u τβ ′′ =+.  
     The  MLE  of  β  and ζ  are obtained by solving the normal equations, 
11 1 1 ( ) 0 ; ( ) ( ) ( ) 0, 1,...,
ll
VV
X Vy X y XV Vy X t r V l L ββ β
ζζ
−− − − ∂∂ ′′ −= − −− = =
∂∂
. In order to 
deal with possible outliers, the authors propose solving instead, 
(6.23)  
1 1/2 1/2 1 1 1/2 1 ( ) 0; ( ) ( ) ( ) 0, 1,..., GG G n
ll
VV
X VU r r UV VU r t r V c l L
ζζ
−− − − ∂ ∂ ′′ Ψ= Ψ Ψ− Ι ==
∂∂
,   
where 
1/2() rU yX β
− =− , [ ] UD i a g V = ,  12 ( ) [ ( ), ( ),...] GG G rr r ′ Ψ =Ψ Ψ  with  ( ) Gk r Ψ  defining 
the Huber influence function,  n Ι  is the identity matrix of order n (the total sample size) and    25
2 [( ) ] Gk cE r =Ψ  (~( 0 , 1 ) k rN ). Notice that since Q and R  are block diagonal, the normal 
equations and the robust estimating equations can be written as sums over the m areas. 
Denote by  ˆ
Rob β , ˆ
Rob ζ  the solutions of (6.21). The random effects are predicted by solving, 
(6.24)                      
1/2 1/2 1/2 1/2 ˆˆ ˆ ˆˆ () ] ( ) 0 GR o b G ZR R y X Z u Q Q u β
−− −− ′ Ψ[ − − − Ψ = ,                    
where  ˆ ˆ () Rob RR ζ = , ˆˆ () Rob QQ ζ = . Sinha and Rao (2009) estimate the PMSE of the robust 
predictors by application of the first step of the double-bootstrap procedure of Hall and Maiti 
(2006) described in Section 6.1 (Equation 6.4). All the parameter estimates and predictors of 
the random effects needed for the application of this procedure are computed by the robust 
estimating equations defined by (6.23) and (6.24). 
 
6.7  M-quantile Estimation 
     Classical  SAE  methods  under  the  frequentist approach model the expectations 
i (| x , u ) ii Ey  and  ( ) i Eu . Tzavidis and Chambers (2005) and Chambers and Tzavidis (2006) 
propose modelling instead the quantiles of the conditional distribution  ( | x ) ii fy , where for 
now  i y  is a scalar and xi  is a vector of covariates. Assuming a linear model for the quantiles, 
this leads to a family of models indexed by the coefficient q ∈ (0,1);  Pr[ x ] ii q qy β ′ =≤. In 
quantile regression the vector  q β  is estimated by the vector  q β   minimizing, 
(6.25)                  
1{| x |[(1 ) ( x 0) ( x 0)]}
n
ii q ii q ii q i yq y q y βββ
= ′′′ −− Ι − ≤ + Ι − > ∑  ,                   
where () Ι⋅ is the indicator function. M-quantile regression uses influence functions for the 
estimation of  q β  by solving the estimating equations, 
(6.26)   
1 () x 0
n
qi q i i r
= Ψ= ∑ ; ( x ) iq i i q ryβ ′ =− ,
1 ()2( ) [ ( 1 ) ( 0 ) ( 0 ) ] qi q i q i q i q rs r q r q r
− Ψ= Ψ − Ι ≤ + Ι > ,    
where  s is a robust estimate of scale, and Ψ  is an appropriate influence function. The 
solution of (6.26) is obtained by an iterative reweighted least square algorithm (assuming a 
continuous monotone influence function). Denote by  ˆ
q β  the (unique) estimate solving (6.26). 
Notice that each sample value ( ,x ) ii y lies on one and only one of the M-quantiles 
(x ) x qi i q m β ′ =  (follows from the fact that the quantiles are continuous in q).  
     How is the M-quantile theory used for SAE? Suppose that the sample consists of unit level 
observations { ,x ; 1,..., , 1,..., } ij ij i y im jn == . Define for unit (, ) ij the value  ij q  such that   26
ˆ x
ij ij q ij y β ′ = . A small area predictor of the mean  i θ  is obtained by averaging the quantiles 
ij q over the sampled units  i j s ∈ , and then computing, 
(6.27)                  
1
1
ˆˆ (x ) ; /
i
i ii
n M
i i ij ik q i ij i js ks j Ny q q n θβ
−
∈∉ = ′ =+ = ∑∑ ∑ .                                        
Alternatively, one can average the vector coefficients 
ij q β and replace the vector  ˆ
i q β in (6.27) 
by the mean 
1
ˆˆ /
i
ij
n
iq i j n ββ
= =∑ . The vectors  ˆ
i q β  or  ˆ
i β  account for differences between the 
areas, similarly to the random effects under the unit level model (5.3). 
     The use of this approach is not restricted to the estimation of means although it does 
assume continuous y-values. Thus, the distribution function in Area ican be estimated as, 
(6.28)                        
1 ˆ ˆ () [ ( ) ( x ) ]
ii ii i j i k i js ks Ft N y t t β
−
∈∉ ′ =Ι ≤ + Ι ≤ ∑∑ .                                          
     The M-quantile approach does not assume a parametric model although in the current 
applications it assumes that the quantiles are linear in the covariates. Clearly, if the unit level 
model (5.3) holds the use of the model for SAE is more efficient, but the authors illustrate 
that the use of the M-quantiles can be more robust to model misspecification. Notice in this 
regard that the approach is not restricted to any specific definition of the small areas. It 
accounts also for possible outliers by choosing an appropriate influence function in the 
estimating equation (6.26). On the other hand, there seems to be no obvious way of how to 
predict the means or other target quantities for nonsampled areas. A possible simple solution 
would be to set  0.5 q =  for such areas, or weight the q-values of neighboring sampled areas, 
but it raises the question of how to estimate the corresponding PMSE, unless under a model.  
 
6.8  SAE Using Penalized Spline Regression  
     Another way of robustifying the general mixed linear regression model defined by (6.22) 
or other parametric models is by use of penalized spline (P-spline) regression. The idea is not 
to assume apriori a functional form for the expectation of the response variable. Suppose that 
there is a single covariate x. The simple P-spline model assumes that  0() ym xε =+ , 
2 () 0 , () EV a r ε ε εσ == . The mean  0() mx  is taken as unknown and is approximated by,  
(6.29)    01 1 ( ; , ) ... ( )
K pp
pk k k mx x x x βγ β β β γ + = =+ + + + − ∑ K ; ( ) max[0,( ) ]
pp
kk xx + −= − KK ,    
where  p  is the degree of the spline and  K
K K
1
<... <
 are fixed knots. For large K  and a good 
spread of the knots over the range of x, the spline function approximates well most smooth   27
functions. The spline (6.29) uses the basis  1 [1, ,..., ,( ) ,...,( ) ]
pp p
K xx x x + + −− KK  to approximate 
the mean  0() mx , but other bases can be used, particularly when there are more covariates. 
     Opsomer et al. (2008) use P-spline regression for SAE by treating the γ -coefficients in 
(6.29) as additional random effects. Suppose as under the unit level model that the data 
consist of the n observations { ,x ; 1,..., , 1,..., } ij ij i yi m j n = = . For unit  j  in area i, the model 
considered is, 
(6.30)                     01 1 ... ( )
K pp
ij ij p ij k ij k i ij k yx x xu ββ β γ ε + = = ++ + + −+ + ∑ K ,                                 
where the  i u ’s are the usual area random effects and the  ij ε ’s are the residuals. Let 
1 ( ,..., ) m uu u ′ =  and   1 ( ,..., ) K γ γγ ′ = . Defining  1(0) ij d =  if unit  j  is (is not) in area i and 
denoting  1 ( ,..., ) jj m j dd d ′ = ,  1 [ ,..., ] n Dd d ′ = , the model for the vector  y  of all the sample 
response values can be written compactly as,  
(6.31)                yX Z D u β γε =+ + + ; 
2 ~( 0 , ) k γ γσ Ι , 
2 ~( 0 , ) um u σ Ι ,  
2 ~( 0 , ) n ε εσ Ι ,                 
where 
() ()
1 [ ,..., ]
pp
n Xx x ′ =  with 
() (1, ,..., )
pp
ll l x xx ′ = , and  1 [ ,..., ] n Z zz ′ =  with 
1 [( ) ,...,( ) )]
pp
ll l K zx x ++ ′ =− − KK . Written this way the model (6.29) looks similar to the model 
(6.22), but notice that under (6.31) the responses  ij y  are not independent between the areas 
because of the common random effects γ . Nonetheless, the BLUP and EBLUP predictors of 
(,,) u β γ  are obtained using standard results. See the paper for the appropriate expressions. 
The small area predictors are then,  
(6.32)               
P- ( )
, ˆˆ ˆ ˆ
spline p
i EBLUP i i i X Zu θβ γ ′′ = ++ ; 
() ()/, /
ii
pp
il i i l i lU lU X xN Z z N
∈∈ == ∑ ∑ .                
     The use of this approach requires that the covariates are known for every element in the 
population. Opsomer et al. (2008) derive the PMSE of the EBLUP (6.32), correct to the 
second order, when estimating the unknown variances by restricted MLE, and an estimator of 
the PMSE with bias that is also correct to the second order. The authors propose also a 
nonparametric bootstrap algorithm for estimating the PMSE and for testing the hypotheses 
2 0 u σ = , 
2 0 γ σ = . Rao et al. (2009) use a similar model to (6.31), but rather than using the 
EBLUP predictors under the model, the authors propose estimators that are robust to outliers, 
similarly (but not the same) to the methodology developed by Sinha and Rao (2009) for the 
mixed linear model (6.22) described in Section 6.5. Jiang et al. (2010) show how to select an 
appropriate spline model by use of the fence method. See Section 6.9 below. 
   28
6.9. Mixed Model Selection 
     Model selection is one of the major problems in SAE because the models usually involve 
unobserved random effects with limited or no information on their distribution. Classical 
model selection criteria such as the AIC and BIC don’t apply straightforwardly in the case of 
mixed models because they require the use of the likelihood, which in turn requires 
specification of the distribution of the random effects, and because of difficulties in 
determining the effective sample size. Also, for generalized linear mixed models (GLMM), 
the likelihood involves high dimensional integrals which makes the use of the AIC and BIC 
criterions unattractive.  
     In order to deal with this problem, Jiang et al. (2008) propose a class of strategies for 
mixed model selection called fence methods, which apply to linear and generalized linear 
mixed models. The strategies involve a procedure to isolate a subgroup of correct models, 
and then select the optimal model from this subgroup according to some specified criterion. 
Let ( , ) MM M QQ y ψ =  define a measure of ‘lack of fit’ of a candidate model M  with 
parameters  M ψ , such that  ( ) M EQ is minimized when M  is the true model. Examples for  M Q  
are the negative of the loglikelihood and the residual sum of squares. Define, 
ˆ ˆ (, ) i n f (, )
MM MM M M M QQ y Q y ψ ψψ ∈Ψ == , where  M Ψ  is the parameter space under M , and let 
M ∈Μ   be such that  ˆ minM M M QQ ∈Μ =  , where Μ  represents the set of candidate models. 
The authors prove that under certain conditions M  is a correct model with probability tending 
to one.  
     In practice, there can be more than one correct model and a second step of the proposed 
procedure is to select the optimal model among the models that are within a fence around 
M Q  . Examples of optimality criteria are minimal dimension of the model or minimum 
PMSE. The fence is defined as  ,
ˆˆ ˆ Mn M MM QQc σ ≤+  , where  , ˆ
M M σ   is an estimate of the 
standard deviation of  ˆˆ
M M QQ −   and  n c  is a tuning coefficient that increases with the total 
sample size, n. Jiang et al. (2008) discuss alternative possibilities of computing  , ˆ
M M σ   and 
propose an adaptive procedure for choosing the tuning coefficient  n c . The procedure consists 
of parametric bootstrapping new samples from the ‘full’ model, computing for every 
candidate model M  the empirical proportion 
*(,) n p Mc  that it is selected by the fence   29
method with a given  n c , computing 
** ()m a x (,) nM n p cp M c ∈Μ =  and then choosing  n c  that 
maximizes 
*() n p c . 
     Jiang  et al. (2008) illustrate the application of the fence method for selecting the 
covariates in the area level model (5.1), and in the unit level model (5.2) with correlated 
observations. Jiang et al. (2010) apply the fence method for selecting nonparametric P-spline 
models of the form (6.31). Selecting a correct model in this case requires selecting the degree 
of the spline,  p , the number of knots, K , and a smoothing parameter, λ , used for the 
estimation of the model parameters. 
 
6.10 Prediction of Ordered Area Means 
     Malinovsky and Rinott (2010) consider the following (hard) problem: predict the ordered 
area means  (1) (2) ( ) ( ... ) m θ θθ ≤≤ ≤  under the area level model  ii i i i y ue e μ θ = ++=+   (special 
case of 5.1), with 
2 ~( 0 ,)
iid
iu uHσ , 
2 ~( 0 , )
iid
ie eGσ .  H and G are general distributions with zero 
means and variances 
2
u σ  and 
2
e σ . In order to illustrate the difference between the prediction 
of the unordered means and the ordered means, consider the prediction of  () max{ ) mi θ θ = . If 
ˆ (|) ii i E θ θθ = , then  () ˆ (max |{ }) ij m i E θ θθ >  so that the largest estimator among the estimators 
of the area means overestimates the true largest mean. On the other hand, the Bayesian 
predictors 
* ˆ [| {} ] ii j E θ θθ =  satisfy, 
*
() max{ } ( ) im i E θθ < , an underestimation in expectation.  
     Wright,  Stern  and  Cressie (2003) considered the prediction of ordered means from a 
Bayesian perspective but their approach requires heavy numerical calculations and is 
sensitive to the choice of priors. Malinovsky and Rinott (2010) compare three simple 
predictors of the ordered means under the frequentist approach, using the loss function 
2
() () ( ) ( ) 1 (,) ( )
m
ii i L θθ θ θ
= =− ∑   and the Bayes risk  () () [( , ) ] ELθ θ  . Let  ˆ
i θ  define the direct 
estimator of  i θ  ( i y   in the notation of Section 5.2) and  () ˆ
i θ  the i-th ordered estimator 
(statistic). The predictors compared are:  
(6.33) 
(1)
() () ˆ
ii θ θ =  ; 
(2)
() () 1
ˆˆ ˆ ˆ () ( 1 ), /
m
ii i i m θδδ θ δ θ θ θ
= =+ − = ∑  ; 
(3)
() () 1 ˆˆ ˆ ˆ ( | ), ( ,..., ) ii m E θ θθθθ θ ′ ==  .   
The mean μ  is taken as unknown and estimated by  ˆ θ . 
     Denote  by 
[] k θ   the predictor of the ordered true means when using the predictors 
()
(); 1,..., , 1,2,3
k
i im k θ ==  , and let 
22 2 1 () uu e γσ σ σ
− =+  be the optimal shrinkage coefficient   30
under the model for predicting the unordered means (Eq. 5.2). The authors derive several 
theoretical comparisons for the case of known variances 
2
u σ  and 
2
e σ . For example, 
(6.34)     If 
22 (1 ) / (1 ) mm γ ≤− + then 
[2] [1]
() () () () [( () , ) ] [( , ) ] EL EL θ δθ θ θ ≤   for all  1 γ δ ≤≤ .         
Noting that 
22 lim[( 1) / ( 1) ] 1
m mm
→∞ −+ = , it follows that (6.34) holds asymptotically for all γ , 
and the inequality  1 γ δ ≤≤  implies less shrinkage of the direct estimators towards the mean. 
In particular, the optimal choice 
opt δ  of δ  for 
[2]() θ δ   satisfies, 
1/2 lim
opt
m δ γ →∞ = .   
     The results so far assume general distributions H and G of the random effects and the 
residual terms. When these distributions are normal, then for  2 m = , 
[3]
() () [( , ) ] ELθ θ   
[2]
() () [( () , ) ] ELθ δθ ≤   for all δ . A conjecture supported by simulations is that this relationship 
holds also for  2 m >  and the optimal choice 
opt δ . However, the simulations suggest that for 
sufficiently large m  (e.g.,  25 m ≥ ), 
[3] θ   is efficiently replaced by 
[2] 1/2 () θ γ  . The last two 
conclusions are shown empirically to hold also in the case where the variances 
2
u σ  and 
2
e σ  
are unknown and replaced by method of moments variance estimators. 
Remark 4. The problem of predicting the ordered means is different from ranking them, one 
of the famous triple-goal estimation objectives in SAE put forward by Shen and Louis 
(1998). The triple-goal estimation consists of producing ‘good’ area specific estimates, 
‘good’ estimates of the histogram (distribution) and ‘good’ estimates of the ranks. See also 
Rao (2003). Judkins and Liu (2000) considered another related problem of estimating the 
range of the area means. The authors show theoretically and by simulations that the range of 
the direct estimators overestimates the true range, whereas the range of the empirical Bayes 
estimators underestimates the true range, in line with what is stated at the beginning of this 
section. The bias is much reduced by the use of a constrained empirical Bayes estimator. For 
the model considered by Malinovsky and Rinott (2010), the constrained estimator is obtained 
by replacing the shrinkage factor 
22 2 1 () uu e γσ σ σ
− =+  in (5.2) by 
-1/2 γ γ ≅  , which again 
shrinkages less the direct estimator. 
 
7. DEVELOPMENTS FOR SPECIFIC APPLICATIONS 
     Below I review briefly a few other important developments for specific applications. 
  
1. Small area estimation with varying boundaries: Moura et al. (2005) investigate the use of 
hierarchical models for SAE with varying area boundaries. The paper shows how area 
estimates and corresponding PMSE estimates can be obtained at a variety of nested and   31
intersecting boundary systems by fitting the model at the lowest possible level. See also 
Section 6.7 on M-quantile estimation. 
 
2. Accounting for Spatial correlations between the area means: The models considered in this 
article assume that the area random effects are independent between the areas. Noting that the 
random effects account for the unexplained variation by the existing covariates, it is often 
reasonable to assume that the random effects in neighbouring areas are correlated. See Pratesi 
and Salvati (2008) for the spatial EBLUP predictors and estimation of their PMSE when the 
spatial relationships are modelled by a simultaneously autoregressive process with a known 
weight matrix and an unknown autoregression parameter. Souza et al. (2009) account for 
spatial relationships when fitting hierarchical exponential growth models, which are used for 
small area population predictions by application of the Bayesian methodology. 
3. SAE estimation under informative sampling: All the studies reviewed in this paper assume 
implicitly that the selection of the sampled areas is noninformative, and similarly for the 
sampling within the selected areas, implying that the population model applies to the 
observed sample data with no selection bias. This, however, may not be the case and ignoring 
the effects of informative sampling may bias the inference very severely. This problem is 
considered by Malec et al. (1999) under the Bayesian approach and by Pfeffermann and 
Sverchkov (2007) under the frequentist approach. 
 
4. The use of a two-part model for SAE:  It is sometimes the case that the outcome value is 
either zero or an observation from a continuous distribution. A typical example is the 
assessment of literacy with the possible response being either zero, indicating illiteracy, or a 
positive score measuring the level of literacy. Another example is the consumption of illicit 
drugs. Pfeffermann et al. (2008) consider the estimation of the average response and the 
proportion of positive responses in small areas for this kind of problem by joint modelling the 
probability of a positive response and the distribution of the positive responses and applying 
the Bayesian methodology.  
 
8. CONCLUDING REMARKS 
     In this article I reviewed some of the main important developments in SAE in recent 
years. Looking at these developments gives a clear indication that analysts involved in SAE 
problems have now much richer and versatile tools for their analysis, notably in terms of the 
robustness of the inference to possible model misspecifications, measurement errors and 
outliers. Research on SAE continues all over the world, both in terms of new theories and in   32
applications to new intriguing problems, and it will not take long before another book or 
review paper will come out discussing this new research, not covered in the present paper. 
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