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Abstract:  This paper introduces an improved evolutionary algorithm based on the Imperialist Com-
petitive Algorithm (ICA), called Quad Countries Algorithm (QCA) and with a little change 
called Chaotic Quad Countries Algorithm (CQCA). The Imperialist Competitive Algorithm 
is inspired by socio-political process of imperialistic competition in the real world and has 
shown its reliable performance in optimization problems. This algorithm converges quickly, 
but is easily stuck into a local optimum while solving high-dimensional optimization prob-
lems. In the ICA, the countries are classified into two groups: Imperialists and Colonies 
which Imperialists absorb Colonies, while in the proposed algorithm two other kinds of 
countries, namely Independent and Seeking Independence countries, are added to the coun-
tries collection which helps to more exploration. In the suggested algorithm, Seeking Inde-
pendence  countries  move  in  a  contrary  direction  to  the  Imperialists  and  Independent 
countries move arbitrarily that in this paper two different movements are considered for 
this group; random movement (QCA) and Chaotic movement (CQCA). On the other hand, 
in the ICA the Imperialists’ positions are fixed, while in the proposed algorithm, Imperial-
ists will move if they can reach a better position compared to the previous position. The 
proposed algorithm was tested by famous benchmarks and the compared results of the QCA 
and  CQCA  with  results  of  ICA,  Genetic  Algorithm  (GA),  Particle  Swarm  Optimization 
(PSO), Particle Swarm inspired Evolutionary Algorithm (PS-EA) and Artificial Bee Colony 
(ABC) show that the QCA has better performance than all mentioned algorithms. Between 
all cases, the QCA, ABC and PSO have better performance respectively about 50%, 41.66% 
and 8.33% of cases.  
Keywords:  Optimization, Imperialist Competitive Algorithm (ICA), Independent country, Seeking Inde-
pendent country, Quad Countries Algorithm (QCA) and Chaotic Quad Countries Algorithm 
(CQCA). 
 
1. Introduction 
Evolutionary algorithms (EA) [1, 2] are algorithms that are inspired by nature and have 
many applications to solving NP problems in various fields of science. Some of the famous 
Evolutionary Algorithms proposed for optimization problems are: the Genetic Algorithm 
(GA) [2, 3, 4], at first proposed by Holland, in 1962 [3], Particle Swarm Optimization algo-
rithm (PSO) [5] first proposed by Kennedy and Eberhart [5], in 1995. In 2007, Atashpaz and 
Lucas proposed an algorithm known as Imperialist Competitive Algorithm (ICA) [6,7], that 
was inspired by a socio-human phenomenon. Since 2007 attempts were performed to in-4  M. A. Soltani-Sarvestani, Shahriar Lotfi 
crease the efficiency of the ICA. Zhang, Wang and Peng proposed the approach based on 
the concept of small probability perturbation to enhance the movement of colonies to impe-
rialist, in 2009 [8]. Faez, Bahrami and Abdechiri, in 2010, proposed a new method using the 
chaos theory to adjust the angle of colonies movement toward the Imperialist’s positions 
(CICA: Imperialist Competitive Algorithm using Chaos Theory for Optimization) [9], and in 
another paper in the same year, they proposed another algorithm that applies the probability 
density function to adapt the angle of colonies movement towards imperialist’s position 
dynamically, during iterations (AICA: Adaptive Imperialist Competitive Algorithm) [10].   
In the Imperialist Competitive Algorithm (ICA), there are only two different types of 
countries, Imperialists and Colonies that Imperialists absorb. While, in the real world, there 
are some Independent Countries which are neither Imperialists nor Colonies. Some of the 
Independent Countries are at peace with Imperialists and the others have challenge with 
Imperialists to stable their independence. In the ICA, only the Colonies’ movements toward 
Imperialists are considered while in the real world each Imperialist moves in order to pro-
mote its political and cultural position. In the Quad Countries Algorithm (QCA) and Chaotic 
Quad Countries Algorithm (CQCA), countries are divided into four categories: Imperialist, 
Colony, Seeking Independent and Independent as each category has its special movement 
compared to the others. In the QCA and CQCA, as in the real world, an Imperialist will 
move if it brings advancement to a better position than its current position. 
The rest of this paper is arranged as follows. Section two explains about related works. 
Section three presents a brief description of Imperialist Competitive Algorithm. Section four 
will explain the proposed algorithm. In section five, the result will be analyzed and the per-
formance of algorithms will be evaluated. In the section six, a conclusion will be presented. 
2. Related Works 
In 2009 Zhang, Wang and Peng [8] mentioned that the original approach in the Imperial-
ist Competitive Algorithm has difficulty in practical implementation with the increase of the 
dimension of the search spaces, as the ambiguous definition of the “random angle” in the 
process of optimization. Compared to the original algorithm, their approach based on the 
concept of small probability perturbation has more simplicity to be implemented, especially 
in solving high-dimensional optimization problems. Furthermore, their algorithm has been 
extended to constrained optimization problem, using a classical penalty technique to handle 
constraints. 
In 2010, Faez, Bahrami and Abdechiri [9] introduced a new Imperialist Competitive Al-
gorithm using chaotic maps (CICA). In their algorithm, the chaotic maps were used to adapt 
the angle of colonies movement towards imperialist’s position to enhance the escaping ca-
pability from a local optima trap. 
In the same year Faez, Bahrami and Abdechiri [10] introduced an algorithm that the Ab-
sorption Policy changed dynamically to adapt the angle of colonies movement towards im-
perialist’s position. They mentioned that The ICA is easily stuck into a local optimum when 
solving high-dimensional multi-model numerical optimization problems. To overcome this 
shortcoming, they used probabilistic model that utilize the information of colonies positions 
to balance the exploration and exploitation abilities of the imperialistic competitive algo-
rithm. Using this mechanism, ICA exploration capability enhanced. QCA & CQCA: Quad Countries Algorithm and Chaotic Quad Countries Algorithm  5 
3. The Imperialist Competitive Algorithm (ICA) 
Imperialist Competitive Algorithm (ICA) was proposed for the first time by Atashpaz 
and Lucas in 2007 [6]. ICA is a new evolutionary algorithm in the Evolutionary Computa-
tion (EC) field based on the human socio-political evolution. The algorithm starts with an 
initial random population called countries, then some of the best countries in the population 
are selected to be the imperialists and the rest of them form the colonies of these imperial-
ists.  The  colonies  are  divided  between  them  according  to  imperial  power.  In  an  Nvar-
dimensional optimization problem, a country is a 1×Nvar array. This array defined as below: 
  var 1 2 [ , ,..., ] N country p p p = .
 
(1) 
The  cost  of  a  country  is  found  by  evaluating  the  cost  function  f  at  the  variables 
var 1 2 ( , ,..., ) N p p p . Then 
  var 1 2 ( ) ( , ,..., ) i i N f f country p p p c = = .
 
(2)
 
The algorithm starts with Npop initial countries and the Nimp of the most powerful coun-
tries is chosen as imperialists. The remaining countries are colonies belong into imperialists 
in convenience with their powers. To distribute the colonies among imperialist proportional-
ly, the normalized cost of an imperialist is defined as follow  
  { } max n i i n C c c = − ,  (3) 
where, cn is the cost of n
th imperialist and Cn is its normalized cost. Each imperialist with 
more cost value will have less normalized cost value. Having the normalized cost, the nor-
malized power of each imperialist is calculated as below and based on this, the colonies are 
distributed among the imperialist countries: 
 
C n Pn N imp
C i
i i
=
∑
=
,  (4) 
where Pn is the normalized power of an imperialist. On the other hand, the normalized pow-
er of an imperialist is assessed by its colonies. Then, the initial number of colonies of an 
empire will be  
  ( ) { } . n col n rand p NC N = ,  (5) 
where NCn is initial number of colonies of n
th empire and Ncol is the number of all colonies. 
To distribute the colonies among imperialist, NCn of the colonies is selected randomly and 
assigned to their imperialist. The imperialist countries absorb the colonies towards them-
selves using the absorption policy. The absorption policy makes the main core of this algo-
rithm and causes the countries move towards their minimum optima; this policy is shown in 
Fig.1. In the absorption policy, the colony moves towards the imperialist by x unit. The di-
rection of movement is the vector from colony to imperialist, as shown in Fig.1. In this fig-
ure,  the  distance  between  the  imperialist  and  colony  is  shown  by  d  and  x  is  a  random 
variable with uniform distribution: 
  ( ) d U x × ≈ β , 0 ,  (6) 6  M. A. Soltani-Sarvestani, Shahriar Lotfi 
where β is greater than 1 and is near to 2. So, in [6] is mentioned that a proper choice can be 
β=2. In ICA algorithm, to search different points around the imperialist, a random amount of 
deviation is added to the direction of colony movement towards the imperialist. In Fig.1, 
this deflection angle is shown as Ө, which is chosen randomly and with a uniform distribu-
tion:  
  ( ) , U θ γ γ ≈ − .  (7) 
While moving toward the imperialist countries, a colony may reach a better position, so 
the colony position changes according to the position of the imperialist. 
x  
Ө 
d 
 
Figure 1. Moving colonies toward their imperialist [6] 
The imperialists absorb these colonies towards themselves with respect to their power 
that is described in (8). The total power of each imperialist is determined by the power of its 
both parts, the empire power plus the percent of its average colonies’ power: 
  ( ) ( ) { } n n n cost mean cost colonies of imperialist empire TC ξ = + ⋅ ,  (8) 
where TCn is the total cost of the n
th empire and ξ is a positive number which is considered 
to be less than one. In the ICA, the imperialistic competition has an important role. During 
the imperialistic competition, the weak empire will lose their power and their colonies. To 
model this competition, first the probability of possessing all the colonies is calculated for 
each empire, considering the total cost of such an empire: 
  { } TC TC NTC n i i n − = max ,  (9) 
where TCn is the total cost of n
th empire and NTCn is the normalized total cost of n
th empire. 
Having the normalized total cost, the possession probability of each empire is calculated as 
below: 
  1
NTC n p p N n imp
NTC i
i
=
∑
=
.  (10) 
After a while all the empires except the most powerful one will collapse and all the colo-
nies will be under the control of this unique empire.  QCA & CQCA: Quad Countries Algorithm and Chaotic Quad Countries Algorithm  7 
4. Quad Countries Algorithm (QCA) 
In this paper, a new Imperialist Competitive Algorithm is proposed which is called Quad 
Countries Algorithm where two new categories of countries are added to the collection of 
countries; Independent and Seeking Independence countries. In addition, in the new algo-
rithm Imperialists can also move like the other countries. In the main ICA, there are only 
two categories of countries, Imperialist and Colony, and the only movement that exists there 
is the Colonies’ movement towards Imperialists, while in the proposed algorithm, there are 
four categories of countries with different movements. Therefore, the primary ICA may fall 
into local minimum trap during the search process and it is possible to get far from the glob-
al optimum. With changes that were performed in ICA a new algorithm called QCA was 
made whose power of exploration in the search space will substantially increase and prevent 
it from sticking in the local traps. 
4.1. Independent Country 
In the real world, permanently there are countries which have been neither Colonies, nor 
Imperialist. These Countries may perform any movements in order to take their advantage 
and try to improve their current situation. In the proposed algorithm, some countries are 
defined as Independent countries which explore search space randomly. As an illustration in 
Fig. 2, if during the search process an Independent country reaches a better position com-
pared to an Imperialist, they definitely exchange their positions. The Independent country 
changes to a new Imperialist and will be the owner of old Imperialist’s Colonies, and the 
Imperialist changes to an Independent Country and will start to explore the search space like 
these kinds of countries.  
As mentioned, the Independent countries can perform any movements in the algorithm 
and their movements are arbitrary. In this paper, two different kinds of movements are con-
sidered for the Independent countries. One is a completely random movement. With this 
kind of movement, the Independent countries move completely randomly in different direc-
tions, and also independently from each other, which is named QCA. In the second kind of 
movement, these countries move based on Chaos Theory which is named CQCA which is 
explained in the next part. 
4.1.1. Definition of Chaotic movement for Independent Countries (CQCA) 
In this approach, the Independent countries move according to Chaos Theory. In this 
kind of movement, the angle of movement is changed in a Chaotic way during the search 
process.  
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Figure 2. Replacing an Empire with an Independent 
This Chaotic action in the Independent countries’ movements in the CQCA makes the 
proper condition for the algorithm to more exploration and escape from local peaks and we 
introduce this approach as Chaotic Quad countries algorithm (CQCA). Chaos variables are 
usually generated by the some well-known Chaotic maps [11, 12]. Table 1 shows some of 
the Chaotic maps for adjusting Ө parameter (Angle of Independent countries movement). 
Table 1. Chaotic maps 
Chaotic maps   
1 (1 ) n n n θ αθ θ + = −   CM1 
2
1 sin( ) n n n θ αθ πθ + =   CM2 
1 ( )sin(2 )mod(1) 2 n n n b α θ θ πθ π + = + −   CM3 
 
In Table 1, α is a control parameter and Ө is a chaotic variable in k
th iteration which be-
longs to interval (0, 1). During the search process, no value of Ө is repeated. 
Independent 
Imperialists 
Colonies 
 
  One step of movement 
Replacing an Empire 
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4.2.   Seeking Independence Countries 
Seeking Independence Countries are countries which have challenges with the Imperial-
ists and try to be away from them. In the main ICA, the only movement is the Colonies’ 
movements toward Imperialists and in fact, there is only Absorption policy. While by defin-
ing the Seeking Independence Countries in proposed algorithm, there is also Repulsion poli-
cy versus Absorption policy. Fig.3 illustrates the Repulsion Policy.  
 
  Empire1  
Empire2   
Empire3   
Colony1   
Colony2   
Colony3   
Independent   
a) Absorption policy   
   
b) Absorption and Repulsion policy   
Figure 3. Different movement policy 
As can be seen in Fig.3.a, there is only Absorption policy that matches with the ICA. As 
it shows, the only use of applying Absorption policy causes that countries’ positions to get 
closer to each other and their surrounded space to decrease gradually, and the global optima 
might be lost. In Fig.3.a the algorithm is converging to a local optimum. Fig.3.b illustrates 
the process of the proposed algorithm. The black squares represent the Seeking Independ-
ence Countries, and as can be seen, these countries can steer the search process to a direc-
tion which the other countries don’t cover. It shows that using Absorption and Repulsion 
policies together leads to a better coverage of search space. 
To apply the Repulsion policy in the QCA, first the sum of differences between the 
Seeking Independent Countries and the Imperialists positions is calculated as a vector like 
(11) named Center, that is a 1×N vector.  
  1 ( ) , 1,2,...,
Nimp
i i ji j Center a p i N
= = − = ∑ ,  (11) 
where Centeri is sum of i
th component of all Imperialists, pji  is i
th component of j
th Imperial-
ist, ai  is i
th component of Seeking Independence Country  and N indicates the problem di-
mensions. Then the Seeking Independence Countries will move in the direction of obtained 
vector as (12). 
  , (0,1) D Center δ δ = × ∈ ,  (12) 
Global Optimum 
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where δ is relocation factor and D is relocation vector that its components sum peer to peer 
with the Seeking Independence Country’s components and obtain new position of the Seek-
ing Independence Country. 
4.3.   Imperialists Movement 
In the real world, all countries including Imperialists perform ongoing efforts to improve 
their current situation. While in the main ICA, Imperialists never move and this fixed situa-
tion sometimes leads to the loss of global optima or prevents to reach  up better solutions. 
Fig.4 illustrates this problem clearly. Fig.4 could be a final state of running the ICA, when 
only one Imperialist has remained. Since in the ICA Imperialists have no motion, solution 1 
is the answer that the ICA returns. In the proposed approach, a random movement is as-
sumed for Imperialists in each iteration and the cost of this hypothetical position will be 
calculated. If the cost of the new position is less than the cost of the previous one, the Impe-
rialist will move to the new position, otherwise the Imperialist will not move. As can be 
seen in Fig.4, using this method leads to solution 2 which is a better solution than solution 1. 
Figure 4. A final state of ICA and QCA 
 
To applying this policy in the QCA, first of all, equals to the number of problem dimen-
sions, the random values are generated like (13). 
  i Rand I α = × ,  (13) 
where I is an arbitrary value that is dependent on the problem size. Then the new position of 
Imperialist is obtained like (14). 
 
var var var
var var var
var var
1 1 1
1 1 1
1 1
( ,..., ) ( ,..., )
( ,..., ) ( ,..., )
( ,..., ) ( ,..., )
N N N
N N N
N N
P P P P
if f P P f P P
P P P P Otherwise
α α
α α
 = + +
  + + < 

=  
,  (14) 
where the αi are numbers which were obtained in Equation (13) and Pi shows the value of i
th 
dimension of a country. In fact, equation (14) states that if the new position of Imperialist is 
better than its current position, the Imperialists will be transferred to the new position, oth-
erwise, they remain in their current position.  
According to the explained part about countries Seeking Independence and Independent 
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tions, a new algorithm is generated, called Quad Countries Algorithm (QCA), and through 
defining  Chaotic  movement  for  Independent  Countries  another  algorithm  is  generated, 
which is named Chaotic Quad Countries Algorithm (CQCA), both of which have better per-
formance compared to ICA. 
5. Evaluation and Experimental Results 
In  this  paper,  two  new  algorithms  based  on  the  Imperialist  Competitive  Algorithm 
(ICA), called Quad Countries Algorithm (QCA) and Chaotic Quad Countries Algorithm 
(CQCA)  are introduced and were applied to some well-known benchmarks in order to veri-
fy their performance and compare to ICA. These benchmark functions are presented in Ta-
ble 2. 
The simulation was made to evaluate the rate of convergence and the quality of the pro-
posed algorithm optima results, in comparison to ICA with all the benchmarks tested for 
minimization. Both algorithms are applied in identical conditions in 2, 10, 30, 50 dimen-
sions. The number of countries in both algorithms were 125, including 10 Imperialists and 
115 Colonies in the ICA, and 10 Imperialists, 80 Colonies, 18 countries Seeking Independ-
ence and 17 Independent countries in the QCA and CQCA. Both algorithms are run 100 
times and 1000 generations in each iteration and average of these iterations are recorded in 
Table 3. 
Table 2. Benchmarks for simulation 
Benchmark    Mathematical Representation    Range  
Ackley    e
D
i i x
n
D
i xi
n
x f − + ∑
=
− ∑
=
− − = 




 





20
1
2 cos
1
exp
1
2 1
2 . 0 exp 20 ) ( π  
[-32.768,  
32.768]  
Griewank    1
1
cos 2
4000
1
) (
1
+
=
− ∑ × = ∏ 







=
D
i i
xi
xi x f
D
i    [-600,600]   
Rastrigin    ( ) ( )
2
( )
1 10 2 10 cos i
D
f x
i x D x i
π ∑ =
= − × +    [-15,15]   
Sphere   ( ) ∑
=
=
D
i
x f i x
1
) (
2    [-600,600]   
Rosenbrock    ( ) ( ) ( ) ∑
−
=
= − + − × −
1
1
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2 2 2
1 1 100
D
i
x f i i i x x x    [-15,15]   
Symmetric 
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1
1
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1
) (
1
+
=
− ∑ × − = ∏ 







=
D
i i
xi
xi x f
D
i    [-600,600]   
Symmetric 
Rastrigin    ( ) ( ) ∑
=
− = + × −
D
i
x f i x x i 1
) ( 10 2 10 cos
2 π    [-600,600]   
Symmetric 
Sphere   ( ) ∑
=
− =
D
i
x f i x
1
) (
2    [-600,600]   
   
Experiments  started  with  Griewank  Inverse  function.  Griewank  Inverse  is  a  hill-like 
function and its global optima are located in the corner of search space. Both algorithms 
were applied 100 times in identical conditions and the entrances are selected randomly. 
Fig.5 averagely, illustrates the graph of the results of 100 iterations in different dimensions 
with 1000 generations in each iteration of Griewank Inverse. 12  M. A. Soltani-Sarvestani, Shahriar Lotfi 
In Figures 5.a, 6.a, 7.a and 8.a the horizontal axis indicates the number of iterations. 
These graphs show the obtained results in each iteration for each algorithm. And in Figures 
5.b, 6.b, 7.b and 8.b the horizontal axis indicates the number of generation. These graphs 
illustrate the convergence of algorithms. As mentioned, two different kinds of motions are 
defined for Independent countries: Chaotic and random motions which are named CQCA 
and QCA respectively. So there are three curves in all graphs in these Figures, ICA, QCA 
and CQCA.  
 Figure 5.a illustrates the results of 100 iterations of applying algorithms on Griewank 
Inverse with two dimensions. In 100 iterations, 79 times the QCA and CQCA achieve better 
results than ICA.  As can be seen in Figures 6.a, 7.a and 8.a by increasing the function’s 
dimensions respectively to 10, 30 and 50, the QCA and CQCA achieve better results com-
pared to the ICA in every 100 iterations. Figures 5.b, 6.b, 7.b and 8.b illustrate the average 
of the convergence of both algorithms and as can be seen, in addition to the quality of the 
results the convergences of the QCA and CQCA are also faster than the ICA. By increasing 
the  problem’s  dimensions,  the  performance  of  ICA  will  decrease,  while  the  QCA  and 
CQCA still maintain their performances. It is worth consideration that the results of apply-
ing two kinds of Independent countries’ movement are so close to each other that their 
curves are the same.  
The observed results of applying the algorithms on the rest of the benchmarks in Table 2 
were approximately similar to Griewank Inverse and the results are shown in Table 3. The 
Table 3 includes 14 columns; from left to right: the 1
st column indicates the benchmark’s 
name, the 2
nd one is the range of the function’s parameters, the 3
rd indicates the function’s 
dimensions and the 4
th column indicates the optimum of benchmark. The 5
th column indi-
cates the best results obtained by the QCA and the 8
th and 11
th columns are respectively the 
best results of the CQCA and the ICA. The 6
th ,9
th and 12
th columns respectively indicate 
the average of the results in 100 iterations of the QCA, CQCA and the ICA. And 7
th, 10
th 
and 13
th columns indicate standard deviation (SD) of the QCA, CQCA and the ICA. And 
the 14
th column indicates the rate of improvement of QCA in comparison to the ICA. 
As can be seen, the QCA and CQCA results are better than the ICA in all cases except 
the Schwefel, where all algorithms achieve the same results. The recorded results in Table 3 
show that, as the problem dimensions increase, the performance of the QCA and CQCA 
increases versus the ICA. 
The results of the QCA and CQCA are closely the same considerably. Each function in 
Table 3 performs 100 times and up to 1000 generation in each iteration by the same en-
trances with 2, 10, 30 and 50 dimensions.  
In the other comparison, the results are compared to Genetic Algorithm (GA), Particle 
Swarm Optimization (PSO), PS-EA and Artificial Bee Colony (ABC) in Table 4. As can be 
seen, the results of the proposed algorithm are better than GA and PS-EA in 100 percent of 
cases. But in the comparison with the QCA, the ABC and PSO the conditions are different. 
Also, in 50 percent of cases the QCA has better performance in compared to ABC and PSO 
and the best results are highlight in Table 4. The ABC and PSO have better performance 
respectively 41.66 and 8.33 percent of cases. But there is a doubt about the ABC. As can be 
observed in all results, by increasing the problem dimensions, the performance of the algo-
rithm will decrease. Naturally, the obtained results for a  function with higher dimensions 
should be equal or bigger than the  function with lower dimensions. By considering the 
Greiwank in Table 4, observed that the ABC acted inversely in this case and the result of 
applying the algorithm on function with 30 dimensions is smaller than 10 dimensions one 
and it seems that it is a mistake. So if this paradox is considered as a mistake, performance 
of QCA, PSO and ABC will change to 58.33, 16.66 and 25 percent. QCA & CQCA: Quad Countries Algorithm and Chaotic Quad Countries Algorithm  13 
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Figure 5. The result of applying the ICA, QCA and CQCA on Griewank Inverse with 2 Dimensions 14  M. A. Soltani-Sarvestani, Shahriar Lotfi 
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Figure 6. The result of applying the ICA, QCA and CQCA on Griewank Inverse with 10 Dimensions QCA & CQCA: Quad Countries Algorithm and Chaotic Quad Countries Algorithm  15 
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Figure 7. The result of applying the ICA, QCA and CQCA on Griewank Inverse with 30 Dimensions 16  M. A. Soltani-Sarvestani, Shahriar Lotfi 
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Figure 8. The result of applying the ICA, QCA and CQCA on Griewank Inverse with 50 Dimensions  
Table 3. The results of applying benchmarks on the QCA, CQCA and the ICA with 2, 10, 30 and 50 dimensions 
Benchmark  Range  Dim  Optimum 
QCA  CQCA  ICA  Imp. 
Best Result  Mean  SD  Best Result  Mean  SD  Best Result  Mean  SD   
Sphere  [-600, 
600] 
2  0  1.6384E-26  7.4682E-20  2.7799E-19  1.1889E-26  2.6167E-19  2.0530E-18  2.0568E-20  1.371E-10  1.1761E-9  ≈100% 
10  0  4.6801E-15  1.8719E-11  3.9881E-11  1.7152E-14  3.1369E-11  6.4424E-11  2.5493E-12  3.0484E-8  6.445E-8  99.94% 
30  0  2.559E-9  7.1833E-7  2.2583E-6  3.7622E-9  5.2950E-7  1.2766E-6  1.0972E-6  3.2491E-5  3.6956E-5  98.37% 
50  0  7.3234E-7  3.9662E-5  1.0098E-4  6.6159E-7  2.8669E-5  5.3403E-5  2.6172E-4  0.0031  0.003  99.07% 
Sphere Inv.  [-600, 
600] 
2  -7.2 E +5  -7.2 E +5  -7.2 E +5  0.2526  -7.2 E +5  -7.2 E +5  0.2536  -7.2 E +5  -7.1998E+5  14.8687  0.003% 
10  -3.6 E +6  -3.5995E+6  -3.5983E+6  783.7695  -3.5994E+6  -3.5981E+6  847.4918  -3.5821E+6  -3.5689E+6  6.2142E+3  0.82% 
30  -1.08E+7  -1.0761E+7  -1.0734E+7  1.4222E+4  -1.0759E+7  -1.0731E+7  1.4091E+4  -1.0506E+7  -1.0358E+7  5.4485E+4  3.63% 
50  -1.8E+7  -1.7866E+7  -1.7755E+7  4.0419E+4  -1.7859E+7  -1.7756E+7  3.8404E+4  -1.6950E+7  -1.6706E+7  9.4520E+4  6.29% 
Rastrigin  [-15,15] 
2  0  0  0  0  0  0  0  0  1.1358E-13  6.652E-13  100% 
10  0  0  1.3269E-14  4.0851E-14  0  1.6129E-14  3.8613E-14  4.464E-12  5.5944E-9  1.5154E-8  99.99% 
30  0  3.6981E-10  1.4274E-8  2.4467E-8  2.6805E-10  1.5004E-7  1.3607E-6  1.6195E-4  0.3899  0.5083  ≈100% 
50  0  7.5566E-7  0.0599  0.2362  1.054E-6  0.0203  0.1393  1.0452  5.3211  1.7154  99.62% 
Rastrigin 
Inv. 
[-600, 
600] 
2  -7.2 E +5  -7.2E+5  -7.2E+5  0.3104  -7.2E+5  -7.2E+5  0.6883  -7.2E+5  -7.1999E+5  13.0936  0.002% 
10  -3.6 E +6  -3.5995E+5  -35983E+6  906.4164  -3.5956E+6  -3.5983E+6  833.7654  -3.5861E+6  -3.5692E+6  6.4272E+3  0.82% 
30  -1.08E+7  -1.0767E+7  -1.0732E+7  1.3192E+4  -1.0756e+7  -1.0732E+7  1.3110E+4  -1.0486E+7  -1.0348E+7  4.7617E+4  3.71% 
50  -1.8E+7  -1.7830E+7  -1.7757E+7  3.4901E+4  -1.7844E+7  -1.7753E+7  4.0589E+4  -1.7019E+7  -1.6707E+7  1.0234E+5  6.28% 
Griewank  [-600, 
600] 
2  0  0  0  0  0  0  0  0  3.7356E-13  2.7586 E-12  100% 
10  0  8.9106E-13  9.3103E-9  2.2949E-8  1.3518E-11  1.2774 E -8  6.6488 E -8  01.4433E-9  6.8886E -6  1.9415 E -5  99.86% 
30  0  4.8241E-4  0.0144  0.0220  4.3573E-4  0.0155  0.0224  0.0040  0.0721  0.0522  80.03% 
50  0  0.0747  0.3832  37.9352  0.1251  0.35  34.6526  0.1402  0.4227  41.8484  17.2% 
Griewank 
Inv. 
[-600, 
600] 
2  -180.0121  -179.0827  -178.9388  0.0877  -179.0931  -178.9193  0.1022  -179.0774  -178.8674  0.0832  0.04% 
10  -901  -898.5777  -897.6309  0.5023  -898.515  -897.6836  0.5302  -893.9284  -890.7051  1.6002  0.79% 
30  -2.701E+3  -2.6883E-3  -2.6812E+3  3.6252  -2.6887E+3  -2.6817E-3  3.3025  -2.6205E+3  -2.5886E+3  10.4053  3.6% 
50  -4501  -4.4599E+3  -4.439E+3  9.2071  -4.4597E+3  -4.4401E+3  9.6358  -4.2549E+3  -4.1779E+3  28.4462  6.28% 
Ackley  [-32.768, 
32.768] 
2  0  8.8818E-16  8.4754E-13  2.0295E-12  4.4409E-15  7.6213E-13  1.7966E-12  3.4195E-13  5.2040E-8  4.5546E-7  99.99% 
10  0  1.2632E-9  2.5552E-8  4.8522E-8  2.3995E-10  2.4881E-8  4.2524E-8  1.4476E-7  2.4681E-6  5.4074E-6  98.99% 
30  0  1.0459E-6  4.3273E-6  2.5904E-6  1.0613E-6  4.2235E-6  2.0663E-6  3.9508E-5  1.7145E-4  1.0189E-4  97.54% 
50  0  3.7308E-5  9.9126E-5  4.1411E-5  3.3848E-5  9.0414E-5  3.2841E-5  4.5648E-4  0.0014  7.0191E-4  93.54% 
Schewefel  [-500, 
500] 
2  0  0  0  0  0  0  0  0  0  0  0 
10  0  0  0  0  0  0  0  0  0  0  0 
30  0  0  0  0  0  0  0  0  0  0  0 
50  0  0  0  0  0  0  0  0  0  0  0  
Table 4. The result of GA, PSO, PS-EA, ABC, ICA, QCA 
Benchmark  D 
GA [14]  PSO [14]  PS-EA [14]  ABC [13]  ICA  QCA  CQCA 
Mean  SD  Mean  SD  Mean  SD  Mean  SD  Mean  SD  Mean  SD  Mean  SD 
Griewank 
10  0.05023  0.02952  0.07939  0.033451  0.222366  0.0781  0.00087  0.002535  6.889E-6  1.941E-5  9.31E-9  2.295E-8  1.277E-8  6.649E-8 
20  1.0139  0.02697  0.03056  0.025419  0.59036  0.2030  2.01E-08  6.76E-08  0.0052  0.0079  1.206E-4  1.989E-4  1.753E-4  4.092E-4 
30  1.2342  0.11045  0.01115  0.014209  0.8211  0.1394  2.87E-09  8.45E-10  0.0721  0.0522  0.0144  0.0220  0.0155  0.0224 
Rastrigin 
10  1.3928  0.76319  2.6559  1.3896  0.43404  0.2551  0  0  5.594E-9  1.515E-8  1.33E-14  4.09E-14  1.61E-14  3.86E-14 
20  6.0309  1.4537  12.059  3.3216  1.8135  0.2551  1.45E-08  5.06E-08  2.154E-4  0.0016  3.31E-11  6.26E-11  6.11E-11  1.61E-10 
30  10.4388  2.6386  32.476  6.9521  3.0527  0.9985  0.033874  0.181557  0.3899  0.5083  1.427E-8  2.447E-8  1.5E-7  1.361E-6 
Ackley 
10  0.59267  0.22482  9.85E-13  9.62E-13  0.19209  0.1951  7.8E-11  1.16E-09  2.468E-6  5.407E-6  2.555E-8  4.852E-8  2.488E-8  4.252E-8 
20  0.92413  0.22599  1.178E-6  1.5842E-6  0.32321  0.097353  1.6E-11  1.9E-11  3.033E-5  1.916E-5  4.719E-7  3.782E-7  4.311E-7  3.544E-7 
30  1.0989  0.24956  1.492E-6  1.8612E-6  0.3771  0.098762  3E-12  5E-12  1.715E-4  1.019E-4  4.327E-6  2.59E-6  4.224E-6  2.066E-6 
Schwefel 
10  1.9519  1.3044  161.87  144.16  0.32037  1.6185  1.27E-09  4E-12  0  0  0  0  0  0 
20  7.285  2.9971  543.07  360.22  1.4984  0.84612  19.83971  45.12342  0  0  0  0  0  0 
30  13.5346  4.9534  990.77  581.14  3.272  1.6185  146.8568  82.3144  0  0  0  0  0  0 
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6. Conclusions 
In this paper, two improved imperialist algorithms are introduced which are called re-
spectively the Quad Countries Algorithm (QCA) and the Chaotic Quad Countries Algorithm 
(CQCA). In the QCA and CQCA, we define four categories of countries including Imperial-
ist, Colony, Independent, and Seeking Independent country so that each group of countries 
has special motion and moves differently compared to the others. The difference between 
QCA and CQCA is related to the Independent countries’ movement. In the QCA Independ-
ent countries move completely randomly, but in the CQCA they move with chaotic maps. In 
the primary ICA there are only two categories, Colony and Imperialist, and the only motion 
is the Colonies’ movement toward Imperialists which is applied through Absorption policy. 
Whereas by adding Independent countries in the QCA, a new policy which is called Repul-
sion policy is also added. The empirical results were found by applying the proposed algo-
rithm to some famous benchmarks, indicating that the quality of global optima solutions and 
the convergence speeds towards the optima have remarkably increased in the proposed algo-
rithms, in comparison to the primary ICA. In experiments it can be clearly seen that, when 
the ICA sticks into a local optimum trap the QCA and CQCA find global optima. In cases 
when the ICA found a solution near to the global optima, the QCA and CQCA discovered 
an equal or better solution than the ICA’s solution. Through the increase of the problem 
dimensions, the performance of the QCA and CQCA increase considerably when compared 
to the ICA. In comparison with the QCA, CQCA, GA, PSO, PS-EA and ABC, it was ob-
served that in 100 percent of cases the proposed algorithms has better performance than GA 
and PS-EA, but in comparison with ABC and PSO, in 50 percent of cases the QCA has bet-
ter performance than ABC and PSO. ABC and PSO have better performance about 41.66 
and 8.33percent of cases. Overall, the performed experiments showed that the QCA and 
CQCA have considerably better performance in comparison with the primary ICA and also 
the other evolutionary algorithms such as GA, PSO, PS-EA and ABC. 
The Quad Countries Algorithm (QCA) has a proper performance to solve optimization 
problems, but by changing the countries’ movements and defining new movement policies 
its performance will increase. In fact, by defining new movement policies both the ability of 
exploration and algorithm performance will increase. 
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