Complex Network Theory can analyze the reliability of high-speed passenger traffic networks and also evaluate node importance. This paper conducts a systematic and in-depth research of importance of various nodes in the high-speed passenger traffic network so as to improve the high-speed passenger traffic network level. To study importance of network nodes can contribute to an in-depth understanding of the network structure. Therefore, the complex network is introduced and the node importance is evaluated. The characteristics of the complex network are briefly analyzed. In order to study the highspeed passenger traffic nodes, the network restraint coefficient, the network scale, the efficiency, the grade level, the partial clustering coefficient of degree and structural hole. Besides, the algorithm to calculate node importance is designed. Through analysis of the high-speed passenger network, the accuracy and practicability of the Complex Network Theory in evaluating node importance are pointed out. It is also proved that Complex Network Theory can help optimize high-speed passenger traffic networks and improve traffic efficiency.
Introduction
Development of high-speed passenger traffic is the key to a country's prosperity and a symbol of a country's national comprehensive strength. In recent years, highspeed passenger traffic has entered a leapfrog developmental period, thus contributing to increasing improvement of the high-speed network. Therefore, it has been a research focus to study the complex high-speed network so as to guarantee reliability invulnerability of the complex network. Research suggests that networks of different topological structures show different degrees of invulnerability towards different methods. Compared with the stochastic network, the scale-free network has a higher degree of robustness towards stochastic, but is vulnerable towards a calculated attack. "Combination of robustness and vulnerability"-this is one of the many basic and important characteristics of the complex network. Thus, it is necessary to find key nodes. In this way, not only can the reliability of the whole network be improved through protection of key nodes, but also the high-speed passenger network system can be scientifically evaluated, thus providing suggestions for maintenance and optimization of the network system, and bases for macroscopic decisionmaking of the whole high-speed network system.
Foreign scholars have studied the complex network for a long time [1] , having put forward the WS model and the BA model [2] , and revealing the small-world effect and the scale-free attribute of the complex network [3, 4] . All these have provided a brand-new perspective for network development [5, 6] . Later, the complex network analysis was introduced to multiple fields, including mathematics and sciences [7, 8] , life science and engineering science. Now, it has become a major analysis method of network research. The traffic network has significant time and space complexity, and bears most characteristics of the complex network [9] . Study on the traffic network based on the Complex Network Theory and Mechanism has drawn attention of an increasing number of scholars [10] . Based on analysis of topological attributes of the real traffic network [11] , researchers have verified that the traffic network, the railway network, the urban traffic network and the civil aviation network are all typical complex networks. Based on the node deletion method, the node shrinkage method and the importance evaluation matrix, researchers have also ranked importance of traffic complex network nodes. However, most of them analyzed node importance from the perspective of a singular characteristic index of the traffic network, but ignored interplay among multiple attributes and characteristics. In view of this research gap, this paper applies the Structural Hole Theory to importance analysis of China's high-speed passenger traffic network nodes, and ranks node importance based on multiple attributes and characteristics.
Basis model of the complex network

Small-world network model
In 1998, in order to realize the transition from the completely regular network to the completely stochastic network, two American scholars, Watts and Strogatz, designed a small-world network with a small average path length and a large clustering coefficient, and called it WS small-world network model. Below is the construction algorithm of the SW smallworld network model: (1) Start from the regular network: Assume that there is a nearest-neighbor coupling network with N nodes, and that the nodes form a ring. Every node is connected with K/2 nodes near to it on the left and right, and K is an even number; (2) Stochastic reconnection: Stochastically connect to every side of the network with the probability p. In other words, one endpoint of the side is maintained unchanged, and the other end is a node stochastically chosen in the network. It is regulated that there should be one side at most between every two different nodes. Besides, every node cannot be connected with any side.
In order to guarantee the sparsity of the network, it is required N ≻≻ K. The network model thus built has a high clustering coefficient. The stochasticized reconnection process greatly reduces the network's average path length, and the network model has a small-world characteristic. When the p value is small, the reconnection process has a slight influence on the network's clustering coefficient. When p = 0, the model is degenerated into a regular network. When p = 1, the model is degenerated into a stochastic network. Through adjustment of the p value, the transition from the completely regular network to the completely stochastic network can be controlled. The clustering coefficient and the average path length of the WS small-world network model can be regarded as the function of reconnection probability, p, which are written as C(p) and L(p), respectively. Within the value scope of certain p, the WS network model can guarantee its short average path length (small-world characteristic) and a high degree of aggregation (high aggregation characteristic).
During the stochastic reconnection process of the WS small-world network mode, the network connectivity might be destroyed. In order to avoid isolated subnet caused by reconnection, American scholars, Newman and Watts, put forward the small-world network featuring the "stochastic bordering" to replace the previous one featuring the "stochastic reconnection," and the new one was called the NW small-world network. Below is the construction algorithm of the NW small-world network model:
(1) Start from the regular network: Assume that there is a nearest-neighbor coupling network with N nodes, and that the nodes form a ring. Every node is connected with K/2 nodes near to it on the left and right, and K is an even number;
(2) Stochastic bordering: Add a side to the middle of a pair of nodes stochastically chosen at the probability of p It is regulated that there should be one side at most between every two different nodes. Besides, every node cannot be connected with any side.
When p = 0, the model is degenerated to a regular network; when p = 1, the model is degenerated into a stochastic network. Through adjustment of the p value, the model can be controlled to transit from the completely regular network to the completely stochastic network.
(1) Degree of aggregation Degree of aggregation of the WS small-world network [12] :
Degree of aggregation of the small-world network:
(2) Average path length Up to now, none have obtained an accurate analytical expression for the average path length of the WS small-world network model. Newman, Moore and Watts obtained the following approximate formula through the renormalization method and the sequence expansion method, respectively:
Where, f (u) stands for a universal scale function, and meets the following condition [13] :
Up to now, there has not yet been an accurate analytical expression for f (u). Based on the mean field method, Newman et al. provided the following approximate expression:
In terms of the WS small-world network, when k ≥ K/2, then
When k ≺ K/2, P(k) = 0. In terms of the NW smallworld network, the degree of every node should be at least k [14] . Therefore, when k ≥ K, the probability of a stochastically chosen node, whose degree is k, is:
To some up, the degree distribution of the ER stochastic network, the WS small-world network and the NW small-world network can be approximately expressed by the Poisson distribution. The distribution has a peak value at the mean value < k > of the degree, and then undergoes rapid exponential decline. The type of networks is called the homogenous network or the exponential network [15] .
Scale-free network model
In recent years, a large number of empirical researches have suggested that the degree distribution function of many large-scale real networks (such as WWW, Internet and metabolism network) all feature the power-law distribution, namely P(k) ∝ k − . In such a network, most nodes have a small degree, but there are some nodes with a large degree and without a characteristic scale. Networks of this type whose node connection degree shows no significant characteristic scale are called scale-free networks. In order to explain the generation mechanism of the power-law distribution in the real network, Barabási and Albert put forward a scale-free network model in 1999, which is called the BA scale-free model. The construction of the model is mainly based on two internal mechanisms of the real network: (1) Growth mechanism: Most real networks are an open system. Along with the passage of time, the network scale keeps expanding. In other words, the number of network nodes and sides keeps on increasing; (2) Preferential connection: The newly-increased nodes prefer to connection with nodes with a higher connection degree [16] . Below is the construction algorithm of the BA scalefree network model:
(1) Growth: In the initial moment, it is assumed that there have been m 0 nodes. In every follow-up time step, a node with the connection degree of m(m ≤ m 0 ) is increased, and the newly-increased node is connected with m different nodes. There is no repeated connection [17, 18] .
(2) Preferential connection: During the selection of the connection point for a new node, the probability of a new node to be connected with an existing node, i, is Π i , which is in direct proportion to the degree, k i , of the node, i.
After t steps, the algorithm can generate a network with N = t + m 0 nodes and mt sides [19] .
(1) Average path length The average path length of the BA scale-free network:
This indicates that the BA scale-free network also has the small-world characteristic.
(2) Coefficient of the aggregation degree Below is the aggregation degree of the BA scale-free network:
Similar to the ER stochastic network, when the network scale is large enough, the BA scale-free network will show no significant clustering characteristic. This suggests that the degree distribution of the BA scale-free network can be approximately described by the power-law function whose power exponent is 3.
Selection of indexes to evaluate the network node importance of the high-speed passenger network
Based on some indexes of degree and structural hole, such as the network restraint coefficient, the network efficient scale, efficiency and grade, the contribution of various passenger stations towards node importance under constrictions of various indexes is analyzed.
Network degree
The degree of Node i is defined as the number of neighboring nodes of the node. Below is the specific expression:
Degree can reflect the degree of direct influence of a node on other nodes. The higher the numerical value is, the more important it is in the network. For example, in a high-speed passenger traffic network, a high-speed passenger station has 50 stations connected with it, then the degree of the high-speed passenger station is 50. Under general conditions, the more the neighboring nodes a high-speed passenger station has, the greater the influence of the high-speed passenger station, the larger its scale is, and the more important the node is.
Network restraint coeflcient
A network restraint coefficient is used to evaluate the degree of reliance of one node on other nodes. The higher the network restraint coefficient is, the stronger the restriction is, the smaller the structural hole is and the higher probability for it to become the central node. The degree of constraint is shown below:
In the above equation, Node q is the shared neighboring node of Node i and Node j; P ij stands for the proportion intensity of Node j on all connecting nodes of Node I; stands for the indirect investment of Node i on Node j. For example, in the high-speed passenger network, Passenger Station q stands for the shared connection node of Passenger Station I; P ij stands for the proportion of Passenger Station j among all connecting stations of Passenger Station i. The total restraint coefficient of Node i is:
Grade
Grade is used to describe the concentration degree of node restriction. The higher the grade is, the more likely it is within the scope of the node, and the more likely the restraint concentrates on the node. Below is the calculation formula:
Where, N stands for the number of all nodes; C stands for the restraint coefficient of nodes.
Network scale
Network scale is used to describe the general influence of nodes, which can measure the importance of structural hole's nodes to some extent. Below is the calculation formula:
Where, n stands for the degree of Node i; j stands for the neighboring nodes of Node i; q stands for the shared neighboring nodes of Node i and Node j; P ip and P qj stands for the proportion of Node q among the neighboring nodes of Node i and Node j.
Eflciency
Efficiency is used to stand for the degree of influence of nodes on other relevant nodes in the network. Under general conditions, nodes in the structural hole have a higher efficiency. Below is the calculation formula:
n stands for the number of nodes. When the network is fully connected, the efficiency is 1; otherwise, the efficiency is 0.
Local clustering coeflcient
Local clustering coefficient can reflect the tendency of station points to form a cluster with the neighboring nodes. Generally speaking, only nodes with a small clustering coefficient might become nodes of the structural hole. Below is the calculation formula:
Where, E(i) stands for the number of actually existing sides of neighboring sides of Node i; k(i) stands for the degree of Node i.
Building of the evaluation model
From the perspective of spatial autocorrelation, the nearer the two objects are to each other, the stronger the reliance is between them. Based on the space autocorrelation theory, it is thought that nodes neighboring current nodes contribute more to the importance of the nodes. Existing research has suggested that some characteristics of many complex systems are positively correlated with the degree of the node. Thus, during the node importance evaluation process, the index importance contribution matrix of neighboring nodes is positively correlated with the value of degree.
When, the influence of only one characteristic (such as value of degree) on node importance is considered, the node importance evaluation function of Eq. (19) is introduced in terms of any Node i:
Where, I i stands for the importance index of Node i; δ stands for the node attribute value, which can be the degree of node or the network constraint coefficient; a and b are two adjustable parameters, which are used to adjust the degree of reliance of node importance on the node attributes and the neighbouring nodes from the first order to the n th order, respectively. From the perspective of autocorrelation, in order to fully consider the contribution of importance of the node and the neighboring nodes, here the value of a and b meets the conditions ofk · b > a > b and 1 > b > 0, wherek stands for the node's mean degree. From Eq. (19) , it can be seen that the evaluation function comprehensively considers the contribution of the node to the importance of the node itself and the neighboring nodes of the m order. Besides, the farther the node is away from Node i, the less contribution it is to the importance of Node i. Considering the influence of neighboring nodes of the m order on node importance, the location information of the node is utilized. For the convenience of understanding, here, neighboring nodes of the m order to be evaluated are regarded as the depth of neighboring nodes to be observed for the node importance evaluation, and their value should meet the condition of D ≥ m ≥ 0. Generally speaking, in real life, when importance of target objects is evaluated, the influence of multiple factors will be taken into consideration. To network nodes, their importance is not fully decided by their degree and structural hole index. The remaining factors should also be accommodated to so as to achieve an accurate evaluation of node importance. Thus, it is assumed that every node selects n evaluation indexes, and that δ i,j is used to stand for the j index value of Node i. Therefore, the importance evaluation model of Node i can be defined as below:
Where, I i stands for the degree of importance of Node i; A stands for the evaluation coefficient matrix or the importance degree contribution matrix; E i stands for the contribution of the node itself and its neighboring nodes of various orders to the importance of Node i. Here, it is assumed that neighboring nodes of the same order contribute the same amount to Node i. In other words, their evaluation coefficient is the same. W stands for the evaluation index matrix of Node i, which includes the index value of Node I and various neighboring nodes; W stands for the index weight matrix, which is used to stand for the degree of reliance of the importance of Node i on various indexes. Here, the proportion of the weight of n evaluation indexes is written as, w 1 , w 2 , · · · , wn. Under the multi-factor situation, the single-factor evaluation function is maintained. The method to calculate the contribution of neighboring nodes of the same order to the importance of Node i is shown below:
Where, δ m j,n stands for the total contribution amount of the set of neighbouring nodes of the m order belonging to Node i to the importance of Node I under the restriction of the n index; δ j,n (j ∈ π m i ) stands for the value of the n index of the central node j among neighboring nodes of the m order belonging to Node I. It is assumed that the value of the n indexes of Node i is {δ i,1 , δ i,2 , · · · δ i,n }. Therefore, the evaluation index matrix in Eq. (19) can be expressed as below:
The value scope of different indexes might vary greatly. For example, the degree of the same node might be several hundred, but its network restraint coefficient might be smaller than 1. The physical meaning and the measurement unit of various indexes might not necessarily be the same, thus might lead to a different data dimension and magnitude. Therefore, it is necessary to conduct normalization of the evaluation index matrix. From Eq. (21), it can be seen every column of elements corresponds to one index. There are n indexes in total. The following normalization equation is adopted to process every index value:
In order to work out the normalization evaluation index matrix based on the index value after normalization, it is assumed that the importance of any Node i in the network can be expressed a I i = AE ′ i W, namely: After the target value of nodes is obtained, the target value is ranked from large ones to small ones. The former nodes are much more important than latter nodes. According to the ranking results of the node importance, the node or the node set most important to the network can be confirmed.
Based on the above node importance evaluation method, it can be seen that evaluation indexes and neighboring nodes to be observed are the key to the whole evaluation effect. The evaluation process relies on characteristics of nodes, thus ignoring the location information of nodes in the network. The evaluation results are similar to those obtained through the traditional connection degree approach. As to selection of evaluation indexes, the degree and structural hole of nodes is a key to reflecting node importance. Thus, based on the evaluation indexes, the specific evaluation model is built.
6 Case study of evaluating importance of nodes in the high-speed passenger traflc network based on China's high-speed passenger traflc network
Construction of China's high-speed passenger traflc network
While building the high-speed rail and civil aviation compound network, this paper makes the following hypotheses:
(1) a high-speed passenger transport network is a complex network built in space p. If there is an airline or a highspeed railway between two cities, then it is considered that two cities have an edge.
(2) the high-speed passenger transport network is an undirected weighted network. If a city has a high-speed rail station and an airport simultaneously, then this city is considered as a node.
Under the above hypotheses, the operation data of China's high-speed rail and civil aviation in 2015 are statistically analyzed. The data source of the civil aviation subnetwork is the Summer Flight Schedule 2015. The database contains 10,093 flights of more than 20 airlines in China (excluding flights to Hong Kong, Macau and Taiwan) and 196 cities. (See the topological diagram of civil aviation network in Fig. 1 ). The HSR (high-speed rail) data are from operation plans of high-speed trains, bullet trains and intercity railways formulated by the Railways Bureau since Fig. 2 ) Based on relevant data of the civil aviation sub-network and the high-speed rail sub-network, the high-speed passenger traffic network is built. The network contains 579 nodes and 14,312 sides. Refer to Fig. 3 for the topological diagram of high-speed passenger traffic network.
Importance evaluation of major nodes
Based on a comprehensive analysis of the degree, the average path length and the aggregation degree coefficient of China's high-speed passenger traffic network nodes, 15 important nodes are chosen. See below: Beijingv1, Shanghai-v2, Nanjing-v3, Guangzhou-v4, Shenzhenv5, Xiamen-v6, Changsha-v7, Jinan-v8, Chengdu-v9, Hangzhou-v10, Wuhan-v11, Zhengzhou-v12, Nanchangv13, Hefei-v14 and Kunshan-v15. According to Part 4 of this paper, the value of various evaluation indexes of these nodes is shown in Table 2 . Table 2 shows the calculation results of every index of nodes: Build the evaluation matrix based on the value of 
Conduct normalization of every index: 
In terms of the matrix, the ideal point is b 1, 1, 1, 1, 1, 1) . Thus, the index weighting vector of the matrix worked out according to the formula is W Table 3 uses the algorithm and the algorithm respectively proposed by Literature [20] , Literature [21] and Literature [22] to obtain evaluation results of node importance of the high-speed passenger traffic network. Besides, a = 1 and b = 0.5. The node importance evaluation results obtained by the four algorithms are different, because they have different focuses. The basic idea of the algorithm proposed in this paper is to evaluate importance of various nodes based on various node indexes and the analytic hierarchy process. The algorithm proposed in Literature [20] is based on changes of networks generated after removal of nodes. The algorithm proposed in Literature [21] decides the key nodes based on the capability of nodes to provide the shortest available path of the network. The algorithm proposed in Literature 23 evaluates node importance based on contribution of various nodes to network information transmission in the network. It just accommodates to contribution of nodes to importance of neighboring nodes. Evaluation Results suggest that the algorithm proposed in this paper comes up with the most important node in the high-speed passenger traffic network, which is v1. From Table 3 , it can be seen that the most important node worked out by the algorithm in this paper is v1, which is different from that obtained by the algorithm proposed in Literature [22] , but the same to that proposed in Literature [20] and Literature [21] . This suggests the algorithm proposed in this paper is accurate in some way. From the above table, it can be seen that the algorithm based on the network constraint coefficient, efficient scale, efficiency and local clustering coefficient, respectively, the algorithm proposed in Literature [20] (node removal approach) and the algorithm proposed in Literature [21] (the capability of providing the shortest available path) all obtain the most important node to be v1. Among them, the algorithm based on the network coefficient, efficient scale, efficiency and local clustering coefficient belongs to the single-index calculation, thus being limited, low in evaluation accuracy and large in evaluation error. In terms of the node removal approach, if it deletes too many nodes, it will result in network disconnection and failure of accurately evaluating the degree of node importance. The algorithm based on the capability of providing the shortest available path can increase the node evaluation accuracy, but its calculation process is complex and its accuracy is poor in finding the key node. To sum up, the algorithm proposed in this paper comprehensively considers the global importance of nodes, combines the node structural hole attribute and accounts for the structural hole indexes of various aspects of nodes to evaluate the node importance.
Analysis of algorithm eflciency
This paper uses four operation methods, i.e., the proposed algorithm, algorithms involved in References [20, 21] and [22] to evaluate the node importance of the proposed network. The operating time of each algorithm is as shown in Fig. 4 . It can be seen from the figure that, with the increase of number of nodes, the slope of the proposed algorithm declines and the time decreases, suggesting that the proposed method is significantly better than the other three methods. So the proposed evaluation method of node importance has a high efficiency and is suitable for the calculation of large-scale complex networks. v2, v11, v10, v3, v13, v4, v7, v12, v14, v15, v8, v9, v6, v5 Algorithm proposed in this paper v1, v2, v4, v10, v3, v5, v11, v7, v9, v6, v13, v8, v15, v12 , v14 Algorithm proposed in Literature 20 v1, v2, v4, v5, v3, v11, v10, v7, v13, v9, v6, v8, v15, v14 , v12 Algorithm proposed in Literature 21 v1, v2, v9, v4, v10, v5, v3, v11, v7, v12, v6, v15, v13, v8 , v14 Algorithm proposed in Literature 22 v2, v1, v5, v4, v3, v10, v9, v7, v11, v6, v13, v15, v8, v12, v14 
Conclusions
Complex Network Theory has vital research value and scope for further research. To apply the theory to traffic analysis can help scholars get an in-depth understanding of the operational rules governing traffic networking systems and help master the complexity of traffic networks both microscopically and macroscopically. This paper mainly introduces basic knowledge of the complex network, the calculation of various indexes of the complex network nodes and the evaluation of node importance. Below is a brief review of the research work in this paper:
1. Analyze the research status of the complex network both at home and abroad based on relevant literatures and research findings, and analyze problems of the complex network in traffic; 2. Briefly introduce the basic theories of the complex network and the structural hole theory, including some indexes to calculate the structural hole node, such as the network constraint coefficient, grade, network scale, efficiency and local clustering coefficient; 3. The complex network is important in that it is a reliable index to measure the traffic network's stability. The influence of some commonly-used measuring indexes of the road network's reliability on nodes is analyzed. 4. Introduce the structural hole indexes and use the multi-attribute decision-making to combine the structural hole and degree to analyze characteristics of different indexes. Analyze the high-speed passenger traffic network based on analysis of concepts of different indexes and approaches to calculate the node importance.
5. Analyze findings and put forward reasonable building plans.
The traffic system, either in terms of its topological structure or in terms of its evolution process, has significant complex network characteristics. The combination of the complex network system and the traffic network has good application prospects. Besides, research done in the traffic field can deepen, enrich and expand the Complex Network Theory.
The high-speed passenger traffic network is a relatively complex system. Compounded by characteristics of the traffic field, it becomes an even more complex system. Based on the high-speed passenger traffic network, this paper conducts a study on the complex network. The topological structures are analyzed, the extraction and ranking of key nodes are explored and suggestions to optimize key nodes are put forward. However, there are still some problems calling for further research. For example, research on nodes when the path weighting is considered, and the influence of different network structures and network scales on key nodes are the research direction in the future.
