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Here we examine a method of selective smoothing in image restoration in BV space using
a variable exponent functional of linear growth. Variable exponent growth was suggested in
P. Blomgren et al. (1997) [6], and in Y. Chen et al. (2006) [8] the notion of a pseudosolution
of the minimization problem is discussed, as well as the proof of existence and uniqueness
of the solution of the time ﬂow for the associated time dependent PDE. Here we prove
stability for pseudosolutions, while also discussing the case for more general convex
functionals of linear growth and variable exponent for use as an approximation for the
time ﬂow other than that which is used in Y. Chen et al. (2006) [8].
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1. Introduction
In the past couple of decades, a number of PDE and variational based models have been proposed to tackle problems in
computer image processing, in particular, image restoration and reconstruction. The challenge is to construct a model that
effectively removes unwanted noise from an image while retaining essential features of the image. We thus want to recover
an image u from a corrupted image I = u + noise. Here an image is represented by a function u ∈ Lp(Ω) for some p  1,
with Ω and open subset of Rn , typically a rectangle in R2.
One of the most signiﬁcant models proposed is the total variation model ﬁrst proposed by Rudin, Osher, and Fatemi
in [16]. This is since been studied extensively in [1,2,4,5,15,18,17,9]. The total variation is deﬁned for functions u ∈ L1(Ω),
Ω ⊂Rn open by
TV(u) = sup
{ ∫
Ω
u div(ϕ)dx: ϕ ∈ C10
(
Ω,Rn
)
, |ϕ| 1
}
,
and is typically denoted by
∫
Ω
|Du|. The advantage of using the total variation is that continuity is not required of the
image u, thus allowing for edges in the image u. The space of bounded variation BV is deﬁned to be the space of u ∈ L1(Ω)
with TV(u) < ∞. The minimization problem is to solve
min
u∈BV(Ω)∩L2(Ω)
{ ∫
Ω
|Du| + λ
2
∫
Ω
(u − I)2 dx
}
,
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Ω
(u − I)2 dx. In addition, the
diffusion resulting from minimizing the TV norm is strictly orthogonal to the gradient of the image, and tangential to the
edges. This is important for preserving edges while smoothing the image. However, TV-based regularization sometimes
causes a “staircasing” effect [10,9,6]. Consequently, the restored image can be blocky and even contain artifacts, such a false
edges.
Consequently, a number of modiﬁcations of the standard TV model have been proposed in the last decade in order
to better smooth homogeneous regions while simultaneously retaining edges. One is such method uses an adaptive total
variation introduced by Chan and Strong in [17], where in the minimization problem above, the
∫
Ω
|Du| term is replaced
by
∫
Ω
α(x)|Du|. The control function is used to reduce the diffusion produced by the gradient term, |Du|, where there
is likely and edge, by construction α > 0 to be near 0 where there is a likely edge and near 1 on homogeneous re-
gions.
Another model was proposed by Chambolle and Lions [9], which uses a combination of TV diffusion where there are
likely edges (where |∇u| > ) and isotropic diffusion in more homogeneous regions (where |∇u|  ). This minimization
problem is
min
u∈BV(Ω)
1
2
∫
|∇u|
|∇u|2 +
∫
|∇u|>
|∇u| − 
2
+ λ
2
∫
Ω
(u − I),
where I is the noise image and λ > 0 and  > 0 are parameters. This model then allows for isotropic smoothing for regions
(|∇u| ) of small gradient and more edge preserving on regions of larger gradient (|∇u| > ).
Improving on this, different models have been proposed using a variable exponent p(x) such as Blomgren, Chan, Mulet,
and Wong [6] where they propose the minimization problem
min
∫
Ω
|∇u|p(|∇u|) dx,
where lims→0 p(s) = 2 and lims→∞ p(s) = 1 with p monotonically decreasing; and in Chen, Levine, Rao [8] they propose a
model similar the one above by Chambolle and Lions with exponent p(x). Numerical results in [8] show promise for this
method.
In [8] they considered the Dirichlet problem
min
u∈BVg(Ω)∩L2(Ω)
{ ∫
Ω
ϕ(x, Du) + λ
2
∫
Ω
(u − I)2 dx
}
, (1.1)
where ϕ is the following C1 convex function deﬁned on Rn
ϕ(x, r) =
⎧⎨
⎩
1
q(x) |r|q(x) if |r| β,
|r| − βq(x)−βq(x)q(x) if |r| > β,
for 1 < α  q(x) 2, β > 0 ﬁxed, I ∈ L∞(Ω)∩BV(Ω), and Ω ⊂Rn is a bounded domain with Lipschitz boundary, and ﬁnally
BVg is deﬁned as
BVg = {u ∈ BV | u = g on ∂Ω in trace sense}.
In this case the function q(x) can be chosen to be
q(x) = 1+ 1
1+ k|∇Gσ ∗ I(x)|2 ,
where Gσ (x) = 1σ exp(−|x|2/4σ 2) is the Gaussian ﬁlter with parameters k > 0 and σ > 0. Without loss of generality, we
from now on consider β = 1, giving
ϕ(x, r) =
⎧⎨
⎩
1
q(x) |r|q(x) if |r| 1,
|r| − q(x)−1q(x) if |r| > 1.
However, as the authors point in [8], a minimizer may not exist for (1.1). They thus introduce the notion of a pseudoso-
lution to (1.1) which is deﬁned as a u ∈ BV ∩ L2(Ω) that solves
min
v∈BV∩L2(Ω)
Φλ,g(v),
where
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∫
Ω
ϕ(x, Dv) + λ
2
∫
Ω
(v − I)2 dx+
∫
∂Ω
|v − g|dH,
where as in [3] or [13]
∫
Ω
ϕ(x, Du)
∫
Ω
ϕ(x,∇u)dx+ ∫
Ω
|Dsu|. They also prove existence and uniqueness results for weak
solutions to the corresponding ﬂow of (1.1), given by
∂u
∂t
− div(∇φ(x,∇u))+ λ
2
(u − I) = 0 on Ω × [0, T ], (1.2)
u(x, t) = g(x) on ∂Ω × [0, T ], (1.3)
u(x,0) = I(x) on Ω, (1.4)
where ∇ is taken with respect to r. In this paper we will prove stability of the time ﬂow (1.2)–(1.4).
In the course of the proof we will use the approximation
Φλ,g(v) :=
∫
Ω
ϕ(x, Dv) + λ
2
∫
Ω
(v − I)2 dx+
∫
∂Ω
|v − g|dH (1.5)
along with its corresponding time ﬂow
∂u
∂t
− div(∇ϕ(x,∇u))+ λ
2
(u − I) = 0 on Ω × [0, T ], (1.6)
u(x, t) = g(x) on ∂Ω × [0, T ], (1.7)
u(x,0) = I(x) on Ω, (1.8)
where ϕ is given by
ϕ(x, r) =
⎧⎨
⎩
1
q(x) (|r|2 + )q(x)/2 if |r| 1,
(1+ )(q(x)/2)−1|r| − (1+)(q(x)−1)/2(q(x)−1−)q(x) if |r| > 1.
(1.9)
While in [8], they use the function
φ(x, r) =
⎧⎨
⎩
1
q(x) |r|q(x) if |r| 1,
1
(1+) |r|1+ − q(x)−1−(1+)q(x) if |r| > 1,
for the proof the existence and uniqueness of a pseudosolution to (1.2)–(1.4). We will then use the stability of the approxi-
mate time ﬂow (1.6)–(1.8) to prove stability of (1.2)–(1.4).
2. Lower semicontinuity of the general convex functional
We ﬁrst must prove lower semicontinuity of the functional∫
Ω
ϕ(x, Du) =
∫
Ω
ϕ(x,∇u)dx+
∫
Ω
∣∣Dsu∣∣.
For theoretical interest, we prove this for more general convex functions ϕ satisfying the linear growth condition from [3],
whereas lower semicontinuity was proved for speciﬁc cases in, for example [8,11,19].
Lemma 1. Let ϕ(x, r) be any C1 convex function in r onR×Rn with linear growth for |r| β > 0, that is c1|r| ϕ(x, r) c2(|r|+1)
for constants c1, c2 , and where limt→∞ ϕ(x, t r|r| )/t = ϕ∞(x). Then Φg(u)
∫
ϕ(x, Du) + ∫
∂Ω
|u − g|dH is lower semicontinuous
in L1(Ω).
Proof. We follow the proof as in [19] or [8] with the necessary adjustments. From the above limit property of ϕ , we again
deﬁne as in [3] or [13]∫
Ω
ϕ(x, Du)
∫
Ω
ϕ(x,∇u)dx+
∫
Ω
∣∣Dsu∣∣,
since ϕ satisﬁed the hypotheses of the lemma. Let
V = {φ ∈ C1(Ω,Rn): ∣∣φ(x)∣∣ 1 for all x ∈ Ω},
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ϕ(x, r) has linear growth for |r| 1. From [14] we have for each r ∈Rn , ϕ(x, r) = sup{|r|1}{r · r − ϕ∗(x, r)} where ϕ∗ is the
convex conjugate of ϕ deﬁned by ϕ∗(x, r) = supr∈Rn {r · r − ϕ(x, r)}. The linear growth property of ϕ actually gives ﬁnite
values for ϕ∗(x, r) only when |r| 1. In addition we see that ϕ∗(x, r) = sup{r∈Rn,|r|1}{r · r − ϕ(x, r)}. We also note that due
to the convexity of ϕ and the implicit function theorem we have ϕ∗(x, r) = r∗(r) · r −ϕ(x, r∗(r)) where r∗(r) is a continuous
function of r. Noting the continuity of ϕ∗ in (x, r) we have for any g ∈ L1(Ω)n
ϕ(x, g) g · φ − ϕ∗(x, φ)
for any φ ∈ V , and hence we get∫
Ω
ϕ(x, g)dx sup
φ∈V
{ ∫
Ω
g · φ − ϕ∗(x, φ)dx
}
.
To show the reverse inequality we see that
sup
φ∈V
{ ∫
Ω
g · φ − ϕ∗(x, φ)dx
}
= sup
ρ∈L∞(Ω,Rn), |ρ(x)|1 all x
{ ∫
Ω
g · ρ − ϕ∗(x,ρ)dx
}
and so∫
Ω
ϕ(x, g)dx = sup
φ∈V
{ ∫
Ω
g · φ − ϕ∗(x, φ)dx
}
. (2.1)
Now deﬁne the following functional on BV(Ω):
J g(u) = sup
φ∈V
{
−
∫
Ω
u divφ + ϕ∗(x, φ)dx
∫
∂Ω
φ · n̂g dH
}
= sup
φ∈V
{ ∫
Ω
∇u · φ − ϕ∗(x, φ)dx+
∫
Ω
φ · Dsu +
∫
∂Ω
φ · n̂(g − u)dH
}
,
where the last equality follows from integration by parts. Using the fact that the measures dx, Dsu, and dH are mutually
singular and (2.1) we have
J g(u) = sup
φ∈V
{ ∫
Ω
∇u · φ − ϕ∗(x, φ)dx+
∫
Ω
∣∣Dsu∣∣+ ∫
∂Ω
|u − g|dH
}
.
From the above discussion we easily see that for every φ ∈ V∫
Ω
∇u · φ − ϕ∗(x, φ)dx+
∫
Ω
∣∣Dsu∣∣ ∫
Ω
ϕ(Du),
giving J g(u)Φg(u).
For the reverse inequality we follow, for example, [7] or [19], again noting the continuity of ϕ∗ . Fix any  > 0. For any
u ∈ BV(Ω) there exists an open set O such that support (Dsu) ⊂ O and |O |  . We can also ﬁnd a φ ∈ C01(Ω,Rn) with|φ1| 1 and∫
Ω
Dsu · φ1 
∫
Ω
∣∣Dsu∣∣− 
from the deﬁnition of the TV norm. By (2.1) there exists a φ2 ∈ C01(Ω,Rn) with |φ2| 1 such that∫
Ω
∇u · φ2 − ϕ∗(x, φ2)dx
∫
Ω
ϕ(x,∇u)dx− .
Now deﬁne
φ =
{
φ1 on O,
φ2 on Ω\O .
Let ηα be the standard molliﬁer on Rn and let φα = ηα ∗φ. Note that φα has compact support for suﬃciently small α. Then
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∫
Ω
∇u · φα − ϕ∗(x, φα)dx+
∫
Ω
φα · Dsu.
Letting α → 0 in the above inequality we then have
J (u)
∫
Ω
∇u · φ − ϕ∗(x, φ)dx+
∫
Ω
φ · Dsu

∫
Ω
∇u · φ2 − ϕ∗(x, φ2)dx+
∫
Ω
φ1 · Dsu − μ()

∫
Ω
ϕ(x,∇u)dx+
∫
Ω
∣∣Dsu∣∣− μ() − 2,
where
μ() =
∫
O
|∇u|dx+ ∥∥ϕ∗∥∥L∞(B1(0))Ln(O),
and Ln denotes Lebesgue on Rn . Clearly μ() → 0 as  → 0. The reverse inequality is now proved and so
J (u) =
∫
Ω
ϕ(x, Du).
Lower semicontinuity of Φg now easily follows. 
Using the above result the following lemma extends the approximation results from [12] or [8] to Φλ,g in (1.5) for any
  0 using essentially the same proof, with only a slight modiﬁcation.
Lemma 2. If Ω ⊂ Rn is an open bounded region with Lipschitz boundary ∂Ω and if w ∈ BV ∩ L2(Ω). Then there exists a sequence
{wn} ⊂ C∞ ∩ H1(Ω) such that
wn → w in L2(Ω)
and
lim sup
n→∞
Φλ,g(wn)Φλ,g(w).
In addition, if Tr(w) = Tr(G) in L1(∂Ω) for some G ∈ H1(Ω), then we may also take a the sequence {wn} ⊂ H1(Ω) to satisfy
Tr(wn) = Tr(w) in L1(∂Ω),
wn → w in L2(Ω)
and
lim sup
n→∞
Φλ,g(wn)Φλ,g(w),
where Tr denotes the trace operator on BV. Hence from the above lemma we also have limn→∞ Φλ,g(wn) = Φλ,g(w).
3. Stability for the approximate time ﬂow
In [8] they prove the existence and uniqueness of a pseudosolution to the aforementioned time ﬂow problem corre-
sponding to (1.1):
∂u
∂t
− div(∇φ(x,∇u))+ λ
2
(u − I) = 0 on Ω × [0, T ],
u(x, t) = g(x) on ∂Ω × [0, T ],
u(x,0) = I(x) on Ω,
where a pseudosolution u is deﬁned as follows:
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s∫
0
∫
Ω
u˙(v − u)dxdt +
∫
Ω
Φλ,g(v)dt 
∫
Ω
Φλ,g(u)dt (3.1)
for all s ∈ [0, T ] and v ∈ L2(0, T ;BV ∩ L2(Ω)).
For the approximation problem
∂u
∂t
− div(∇ϕ(x,∇u))+ λ
2
(u − I) = 0 on Ω × [0, T ], (3.2)
u(x, t) = g(x) on ∂Ω × [0, T ], (3.3)
u(x,0) = I(x) on Ω (3.4)
a pseudosolution is similarly deﬁned by replacing Φλ,g in the above deﬁnition by
Φλ,g(v) :=
∫
Ω
ϕ(x, Dv) + λ
2
∫
Ω
(v − I)2 dx+
∫
∂Ω
|v − g|dH
for v ∈ L2(0, T ;BV∩ L2(Ω)). Existence is also proved similarly as in [8] by using existence and estimates from the regularized
problem
∂u
∂t
− δ 	 u − div(∇φ(x,∇u))+ λ(u − Iδ) = 0 on Ω × [0, T ], (3.5)
u(x, t) = g(x) on ∂Ω × [0, T ], (3.6)
u(x,0) = Iδ(x) ∈ H1 ∩ L∞(Ω) on Ω (3.7)
with
Tr(Iδ) = Tr(I) on ∂Ω, (3.8)
‖Iδ‖L∞(Ω)  C‖I‖L∞(Ω) with C independent of δ,u, (3.9)
Iδ → I in L2(Ω) as δ → 0 (3.10)
and letting δ → 0. Here we note that Lemma 2 is needed.
Theorem 1. Let u1 and u

2 be solutions to (3.2)–(3.4) with boundary and initial conditions g1 , g2 and I1 , I2 respectively. Then∥∥u1 − u2∥∥L∞(ΩT ) max(‖I1 − I2‖,‖g1 − g2‖).
Proof. In order to prove stability, we ﬁrst prove this for (3.5)–(3.7), obtain the required bounds and then pass to the limit
as δ → 0. Consider the PDE (3.5)–(3.7) with ϕ replacing φ from above. Let M = max(‖I1 − I2‖,‖g1 − g2‖). Temporarily
dropping the  , let uδ1 and u
δ
2 solve (3.5)–(3.7) with boundary and initial conditions g1, I1 and g2, I2 respectively. Also let
v = uδ1 − (uδ1 − uδ2 − M)+ and w = uδ2 + (uδ1 − uδ2 − M)+ . Multiply (3.5) by v − uδ1 and w − uδ2. Integrating by parts we get∫
Ω
u˙δ1
(
v − uδ1
)
dx+ δ
∫
Ω
|∇v|2 dx+
∫
Ω
ϕ(x,∇v)dx
 δ
∫
Ω
∣∣∇uδ1∣∣2 dx+
∫
Ω
ϕ
(
x,∇uδ1
)
dx− λ
∫
Ω
(u1 − I1)(v − u1)dx
and ∫
Ω
u˙δ2
(
v − uδ2
)
dx+ δ
∫
Ω
|∇w|2 dx+
∫
Ω
ϕ(x,∇w)dx
 δ
∫
Ω
∣∣∇uδ2∣∣2 dx+
∫
Ω
ϕ
(
x,∇uδ2
)
dx− λ
∫
Ω
(u2 − I2)(v − u2)dx;
adding the above two inequalities together and noting that
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∫
Ω
|∇v|2 dx+
∫
Ω
ϕ(x,∇v)dx+ δ
∫
Ω
|∇w|2 dx+
∫
Ω
ϕ(x,∇w)dx
= δ
∫
Ω
∣∣∇uδ1∣∣2 dx+
∫
Ω
ϕ
(
x,∇uδ1
)
dx+ δ
∫
Ω
∣∣∇uδ2∣∣2 dx+
∫
Ω
ϕ
(
x,∇uδ2
)
dx
we get∫
Ω
u˙δ1
(
v − uδ1
)
dx+
∫
Ω
u˙δ2
(
v − uδ2
)
dx−λ
∫
Ω
(
uδ1 − I1
)(
v − uδ1
)
dx− λ
∫
Ω
(
uδ2 − I2
)(
v − uδ2
)
dx
= λ
∫
Ω
(
uδ1 − uδ2
)(
uδ1 − uδ2 − M
)
+ dx 0.
Hence by combining
d
dt
∫
Ω
∣∣(uδ1 − uδ2 − M)+∣∣2 dx =
∫
Ω
(
u˙δ1 − u˙δ2
)(
uδ1 − uδ2 − M
)
+  0.
Thus ∫
Ω
∣∣(uδ1 − uδ2 − M)+∣∣2 dx
∫
Ω
∣∣(I1 − I2 − M)+∣∣2 dx = 0.
We similarly prove uδ1 − uδ2 −M to get∥∥uδ1 − uδ2∥∥L∞(ΩT ) max(‖I1 − I2‖,‖g1 − g2‖).
From standard parabolic theory we have the solution uδ of (3.5)–(3.7)
∞∫
0
∫
Ω
∣∣u˙δ ∣∣2 + sup
t>0
{ ∫
ϕ
(
x, Duδ
)+ λ
2
∫
Ω
∣∣uδ − Iδ∣∣2 dx
}
 δ
2
∫
Ω
|∇ Iδ |2 + ϕ(x, DIδ)dx
 δ
2
∫
Ω
|∇ I|2 + ϕ(x, DIδ)dx (3.11)
for an appropriate a subsequence δ → 0. Where on the last line we used convergence of Iδ → I in L2(Ω) and lower
semicontinuity of the BV norm. Thus giving the bounds
sup
t>0
∥∥uδ∥∥BV + ∥∥uδ∥∥L2(Ω×[0,∞))  C ′, (3.12)
where constants C and C ′ depend only on Ω and ‖∇ I‖L2 . Furthermore we also have the L∞ bound (see also [8])∥∥uδ∥∥L∞(ΩT ) max(‖I‖,‖g‖) (3.13)
by setting I2 ≡ 0 on Ω and g2 = 0 on ∂Ω . Now passing to a further subsequence for uδ1 and uδ2 with both uδ1 → u1 and
uδ2 → u2 a.e. on Ω × [0, T ] the result follows. 
4. Convergence of the approximation problem and stability of the time ﬂow
Theorem 2. Let u be a solution to (3.2)–(3.4) and u the (unique) solution to (1.2)–(1.4). Then there is a subsequence of {u} still
denoted by {u} such that
u → u in L1
(
Ω × [0, T ]), hence in L2(Ω × [0, T ]) by
u → u in L1(Ω) for a.e. t ∈ [0, t],
and
u˙ → u˙ in L2
(
Ω × [0, T ]).
Furthermore we have stability for (1.2)–(1.4):
‖u1 − u2‖L∞(ΩT ) max
(‖I1 − I2‖,‖g1 − g2‖),
where u1 and u2 solve (1.2)–(1.4) with boundary and initial conditions g1 , I1 and g2 , I2 respectively and ΩT = Ω × [0, T ].
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and
uδ → u in L1(ΩT ),
where the pseudosolution u solves (3.2)–(3.4). Therefore
‖u‖L∞(ΩT )  C max
(‖I‖L∞(Ω),‖g‖L∞(∂Ω)).
Also from (3.12) and lower semicontinuity of the BV and L2 norms we have
sup
t>0
‖u‖BV + ‖u‖L2(Ω×[0,∞))  C ′.
Now we can extract a subsequence again denoted by {u} such that u → u in L1(ΩT ) and u → u a.e. in ΩT . Letting u1
and u2 solve (1.2)–(1.4) with boundary and initial conditions g1, I1 and g2, I2 respectively and u1,u

2 solve (3.2)–(3.4) also
with boundary and initial conditions g1, I1 and g2, I2 respectively where u1 → u1 in L1(ΩT ) and u2 → u2 a.e. in ΩT , we
then have∥∥u1 − u2∥∥L∞(ΩT ) max(‖I1 − I2‖,‖g1 − g2‖).
Now letting  → 0 gives the result. 
We note the time ﬂow (1.2)–(1.4) may be approximated by (1.6)–(1.8) with ϕ as in (1.9). Here the divergence term
would become
div
(∇rϕ(x,∇u))= |∇u|p(x)−2[(p(x) − 1)u + (2− p(x))|∇u|div ∇u√|∇u|2 +  + ∇p · ∇u log |∇u|
]
,
where
p(x) =
{
q(x) for |∇u| < β,
1 for |∇u| < β
with q(x) = 1 + 1
1+k|∇Gσ ∗I(x)|2 . In [8] they use the above scheme with the curvature term |∇u|div
|∇u|√
|∇u|2+ (with  = 0)
being approximated with the minmod scheme for div ∇u|∇u| (see [16]) and central differences for |∇u|. Finally, we obtain the
same convergence and stability results as above if ϕ from (1.9) is replaces by any function ψ which satisﬁes the conditions
of Lemma 1 and for which ψ → ϕ uniformly.
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