In this paper, we obtain Stein operator for sum of n independent random variables (rvs) which is shown as perturbation of negative binomial (NB) operator. Comparing the operator with NB operator, we derive the error bounds for total variation distance by matching parameters. Also, three parameters approximation for such a sum is considered and is shown to improve the existing bounds in the literature.
Introduction
Applications of NB distribution appear in many areas such as network analysis, epidemics, telecommunications and related fields. NB approximation is widely studied in complex setting such as sum of waiting time, rare events and extremes. Also, NB approximation to sum of indicator rvs is given by Brown and Phillips [8] , approximation of NB and NB perturbation to the sum of the independent rvs is given by Vellaisamy et.
al. [30] , NB approximation to sum of independent NB rvs is given by Vellaisamy and Upadhye [31] and to k-runs is given by Wang and Xia [32] .
In this paper, we obtain a Stein operator for sum of independent rvs concentrated on Z + = {0, 1, 2, . . . }.
Stein operator, so obtained, is perturbation of NB operator. So, we investigate error in approximation for NB to sum of independent rvs on Z + , via Stein method, by matching first and second moments. Also, error in approximation for convolution of NB and a geometric rv to sum of independent rvs on Z + is investigated by matching first three moments. An application of these investigations is demonstrated for a function of waiting time for (k 1 , k 2 )-distribution. The approximation results, proved in Section 3 and Section 4, are either comparable to or improvement over the existing results in the literature.
Stein method (Stein [27] ) is studied widely in probability approximations. For details and applications, see Barbour et. al. [5] , Chen et. al. [9] , Daly [11, 12] , Daly et. al. [13] , Goldstein and Reinert [15] , Holmes [17] , Norudin and Peccati [23] and Ross [26] . For recent developments, see Barbour and Chen [4] , Ley and Swan [19, 20] , Ley et. al. [21] , Upadhye et. al. [29] and references therein. This method involves identifying a suitable operator (known as a Stein operator) which can be obtained using one of the approaches (see Reinert [24] ) such as, density approach (Stein [27, 28] ), generator approach (Barbour and Götze [2, 16] ) and orthogonal polynomial approach (Diaconis and Zabell [14] ). Recently, probability generating function (PGF) approach (Upadhye et. al. [29] ) and a method to obtain canonical Stein operator (Ley et. al. [21] ) are developed. We focus on PGF approach for finding Stein operators.
The paper is organized as follows. In Section 2, we define some necessary notations to formulate Stein method and our main results. Also, we explain some known results for NB distribution from the literature.
In Section 3, we first obtain Stein operator for sum of independent rvs which can be seen as perturbation of NB operator. So, we obtain bound between NB and sum of independent rvs by matching one and two parameters. Next, we derive Stein operator for convolution of NB and geometric which motivates us to use perturbation technique for obtaining bound between convolution of NB with a geometric and sum of independent rvs by matching three parameters. Finally, in Section 4, we give an application of our results for the function of waiting time for (k 1 , k 2 )-distribution.
Notations and Known Results
Throughout this paper, let Z ∼ NB(α, p) with
where α > 0 and q = 1 − p ∈ (0, 1) and Y = n i=1 X i , where X i , i = 1, 2, . . . , n are independent rvs with PGF
Also, let the PGF of X i be M Xi such that
In particular, for specific distributions, following holds.
= λ i for m = 0 and 0 otherwise.
Next, let µ and σ 2 denote the mean and variance of Y respectively. Then
where µ 2 and µ 3 denote second and third factorial cumulant moment of Y (see Vellaisamy et. al. [30] , p.p.
104 − 105). Let us define
provided η, η 3 ∈ R + , the set of all positive real numbers. Now, let G be the set of all bounded function on Z + and G X = {g| g ∈ G such that g(0) = 0 and g(x) = 0, for x / ∈ supp(X)}
be associated with Stein operator A X , where Supp(X) denotes the support of a rv X.
Next, Stein method can be formulated in three steps. First, identify a suitable operator (known as a Stein operator) for the rv X. Stein operator is defined on family of function G X such that
In second step, we find the solution (say g f ) of the difference equation (known as Stein equation)
and obtain the bound for g f (or ∆g f , as required) in terms of f .
Finally, Substituting a rv Y for m in (6) and taking expectations and supremum, we get the following
where H = {I S | S measurable} and I S is the indicator function of the set S. Equation (7) is also equivalent
As Y is sum of independent rvs on Z + , from Corollary 1.6 of Mattner and Roos [22] , we have
Next, it is known that Stein operator for NB(α, p) is given by (Brown and Phillips [8] )
Also, bound for the solution to (6) is given by
where ∆g = sup m∈Z+ |∆g(m)| and ∆g(m) = g(m + 1) − g(m) denotes first forward difference operator (see Brown and Phillips [8] and Vellaisamy et. al. [30] for details).
As NB distribution can be described using two parameters, namely α and p, we can study NB approximation problem using the moment matching technique up to first two moments. For an approximation with extra parameter, we can use perturbation technique described by Barbour et. al. [6] and can be formulated for NB distribution as follows:
Let A V be a Stein operator of V = Z + W , where W be a rv with parameterp = 1 −q and probability mass function (PMF)
where αq > δ 1 and g ∈ G V , defined in (5) . Also, let the rv Y satisfy
(See Theorem 2.4 of Barbour et. al. [6] and (8) of Vellaisamy et. al. [30] for more details).
Approximation Results
In this section, we obtain Z-approximation and V -approximation bounds to Y using first two moments and first three moments respectively.
One-parameter approximation
The choice of the parameters can be done using the following relation.
Here, matching can be done in two ways:
(i) Let α be fixed (in particular, α = n) and p = α/(α + µ).
(ii) Let p be fixed of our choice and the choice of α = µp/q. Theorem 3.1. Let X 1 , X 2 , . . . , X n are independent rvs with (2) and
where Z ∼ NB(α, p).
where G Xi (·) as defined in (2) . Using (1) and multiplying by (1 − qz), we get
where q = 1 − p and p is defined in (12) . Now, comparing the coefficient of z m , we obtain the recursive
Hence, Stein operator for Y is given by
Rewrite Stein operator, using auxiliary parameter α > 0, as
This is a Stein operator for sum of independent rvs, which is a perturbation of NB(α, p) in view of Barbour and Xia [7] and Vellaisamy et. al. [30] . Applying Newton's expansion as given in Barbour and Čekanavičius [3] , we have
Putting (14) in (13) and using (12), we get
where A Z is a Stein operator for NB (α, p) described as in (9) . A Y is a Stein operator for sum of n independent rvs by matching mean with negative binomial rv. Now, for g ∈ G Z ∩ G Y , taking the expectation of U Y with respect to Y and using (10), we get required result.
where σ
2
Xi is the variance of X i .
(ii) Let X i follow Po(λ i ) for i ∈ S 1 and Ge(p i ) for i ∈ S 2 , where
(ii) The bound given in (15) is same as the one given in (14), p. 101, of Vellaisamy et. al. [30] , which is of constant order. Note that the approach used in proof is more general and easier than approach used in Vellaisamy et. al. [30] . Also, it is an improvement over Theorem 2.2 of Vellaisamy and Upadhye [31] and comparable to Theorem 1 of Roos [25] .
(iii) If we replace p i = p, i = 1, 2, . . . , n in (15), then bound is exact, as expected.
(iv) (16) , (17) and (18) give bounds for sum of two different types of rvs and can be easily extended for more than two different types of rvs.
(v) Instead of multiplying (1 − qz) in proof of Theorem 3.1, we can multiply appropriate function to get the perturbation of some other known distribution and hence the technique used can be generalized.
(vi) The bound, in (18), is not a good bound, as Y has mean greater than variance but in NB variance is bigger than mean, as expected.
Two-parameter approximation
Next, we derive the bound between Y and Z by matching first two moments, mean and variance, as
where µ, µ 2 and σ 2 are defined as in (3).
. . , X n independent rvs with (2) and
where σ 2 > µ and Z ∼ NB(α, p).
Proof. Using Newton's expansion,
Substituting (14) and (20) in (13), we get
where q = 1 − p and α, p is defined in (19) . Using (19) in (21), we obtain
This is a Stein operator of sum of n independent rvs by matching mean and variance with NB rv. Now,
Then, the proof is follows by using (8) and (10).
(ii) Let X i follow Po(λ i ) for i ∈ S 1 and Ge(p i ) for i ∈ S 2 , where S 1 ∪ S 2 = {1, 2, . . . , n} and q i < 1/2, then
(iii) Let X i follow Bi(ñ,p i ) for i ∈ S 1 and Ge(p i ) for i ∈ S 2 , where
. . , n in (22), then bound is exact, as expected.
(ii) The bound in (22) is improvement by constant over Corollary 4.1 of Vellaisamy et. al. [30] , which is of order O(n −1/2 ).
(iii) (23) and (24) give bound for two different types of rvs, where variance is greater than mean. Also, this can be extended for more than two random variables.
Three-parameter approximation
As mentioned in Section 2, NB distribution can be described using two parameters. Therefore, for three parameter approximation, we use convolution of one parameter distribution, namely geometric, with NB.
Convolution of Poisson with NB is studied by Vellaisamy et. al. [30] and has improved the accuracy of approximation with respect to NB or Poisson approximation. Therefore, we choose geometric distribution as it has behavior similar to NB distribution.
Next, we derive a Stein operator for convolution of NB and Geometric. Recall that Z ∼ NB(α, p) and
Differentiating with respect to z and multiplying by (1 − qz), we get
where p This can be written as
For g ∈ G V , defined in (5), we have
Hence,
where
which is a perturbation of NB(α + 1, p). Using (14), Stein operator can be written as
whereÂ Z is a Stein operator for NB(r, p) with r = α + 1 +q −p . Then
Next, we match the first three moments of V and Y , we have 
where µ, µ 2 and µ 3 defined as in (3) . Therefore, the choice of parameters iŝ
where η as defined in (4). Now, we are obtain bound for V approximation to Y by matching first three moments.
Theorem 3.3. Let X 1 , X 2 , . . . , X n are independent rvs with (2) and σ 2 > µ, then
Proof. Now, for g ∈ G Y , we introduce a parameterq and modify Stein operator of Y in (21) as follows
where q = 1 − p andq = 1 −p. Also, α, p andp is defined in (27) . Again, from Newton's expansion, we have
Substituting (14), (20) and (28) inÛ Y then using (26), we get
Taking expectation w.r.t Y , we have
From (4.9) of Barbour and Čekanavičius [3] , we have (11) and (25), the proof follows. 
(iii) Let X i follow Bi(ñ,p i ) for i ∈ S 1 and Ge(p i ) for i ∈ S 2 , where S 1 ∪ S 2 = {1, 2, . . . , n} with q i ,p i < 1/2, (31), then bound is exact, as expected.
(ii) The bound in Theorem 3.3 is of order O(n −1 ), which is improvement over one and two parameter approximation.
(iii) (31) and (32) give bounds for all are one type rvs and two different type of rvs. Also, this can extend to more than two types of rvs.
(iv) We can not obtain bound for sums of binomial and Poisson rvs for two and three parameter approximation because mean is greater than variance. So, the choice of parameters is inadmissible.
An Application
In this section, we demonstrate an application of our approximation results to obtain bound between NB and a function of waiting time for binomial distribution of order (k 1 , k 2 ) (see Huang and Tsai [18] ).
Let S denote success and F failure, with success probabilityp, in a sequence of independent Bernoulli trials.
If k 1 consecutive Fs followed by k 2 consecutive Ss, i.e.,
is a pair of nonnegative integers, including 0, excluding (0, 0). Also, letÑ (n; k 1 , k 2 ) be number of occurrences of (k 1 , k 2 )-events in n trials. The distribution of Ñ (n; k 1 , k 2 ), denoted by p ·,n , is called the binomial distribution of order (k 1 , k 2 ). p ·,n defined in Lemma 1 of Huang and Tsai [18] as follows:
where ⌊a⌋ denote the greatest integer not exceeding a.
Next, letT n denote the waiting time for nth occurrence of (k 1 , k 2 )-event. Theñ
where T j is k := k 1 + k 2 plus the number of trials between the (j − 1) th and j th occurrence of (k 1 , k 2 )-event.
T j 's are independent and identically distributed (i.i.d.) with i.i.d. copy T having PMF
DefineT j = T j − k, for j = 1, 2, . . . , n. Therefore,T j is the number of trials between (j − 1) th and j th occurrence of (k 1 , k 2 ) event. SupposeT be the i.i.d. copy ofT j . Then
Let MT (t) be the PGF ofT . Then, it can be easily seen that Huang and Tsai [18] , p.p. 128-129, for details). DefineT as, the number of failures before n th occurrence of (k 1 , k 2 )-event,T
Then, the PGF ofT is
Also, define
For more details of (k 1 , k 2 ) distribution, we refer the readers to Balakrishnan and Koutras [1] , Dafnis et. al.
[10] and Huang and Tsai [18] .
One-parameter approximation
First, we derive bound betweenT and Z by matching first moment as follows:
1. Let p be fixed, of our choice, and α = np(1 − ka(p))/qa(p).
Let α be fixed and p
For one-parameter approximation, we fixed αq = n and
Theorem 4.1. LetT be defined in (34), then
where Z ∼ NB(α, p), and b l,p as defined in (36). (ii) In Table 1 , the bound for various values of (k 1 , k 2 ) andp is calculated by taking l up to first 3000 terms and neglecting the remainder, as the values are too small. Also, we can observe the pattern that, as the value ofp decreases the bound decreases, which is consistent with NB convergence to Poisson. 
Two-parameter approximation
Next, we derive bound betweenT and Z by matching mean and variance as
This leads to the following choice of parameters
Theorem 4.2. LetT be defined in (34) with
where Z ∼ NB(α, p) and b l,p as defined in (36). (ii) It is easy to see that the bound in two parameter approximation is better then one parameter approximation (see Table 1 and Table 2 ), as expected.
(iii) In Table 2 , the bound for various values of (k 1 , k 2 ) andp is calculated by taking l up to first 3000 terms and neglecting the remainder, as the values are too small. Also, we can observe the pattern that, as the value ofp decreases the bound decreases, which is consistent with NB convergence to Poisson. 
n = 50 n = 100 n = 50 n = 100 n = 50 n = 100 (1, 4) 1 
Proofs
Proof of Theorem 4.1. where α and q = 1 − p as defined in (40). This is Stein operator forT , which is a perturbation of NB(α, p).
Putting (14) and (20) Now, g ∈ G Z ∩ GT , taking supremum and using (10), we get required result.
