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Free Probability Theory
Roland Speicher
This in an introduction to free probability theory, covering the basic com-
binatorial and analytic theory, as well as the relations to random matrices
and operator algebras. The material is mainly based on the two books of
the lecturer, one joint with Nica [NSp] and one joint with Mingo [Msp]. Free
probability is here restricted to the scalar-valued setting, the operator-valued
version is treated in the subsequent lecture series on “Non-Commutative Dis-
tributions”. The material here was presented in the winter term 2018/19 at
Saarland University in 26 lectures of 90 minutes each. The lectures were
recorded and can be found online at
https://www.math.uni-sb.de/ag/speicher/web_video/index.html
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0 (Very Short) Introduction into Subject and History
● The field of Free Probability was created by Dan Voiculescu in the 1980s.● Voiculescu isolated its central concept of freeness or, synonymously, free indepen-
dence in the context of operator algebras.● The philosophy of free probability is to investigate this notion in analogy to the
concept of “independence” from (classical) probability theory. In this sense there
are correspondences between○ independence ≙ free independence,○ central limit theorem ≙ free central limit theorem,○ convolution ≙ free convolution.● Starting about 1990, a combinatorial theory of freeeness was developed by Speicher
and by Nica and Speicher [NSp], featuring prominently○ the lattice of non-crossing partitions and○ free cumulants.● About 1991, Voiculescu discovered freeness also asymptotically for many kinds of
random matrices.
abstract notion of
freeness
operator
algebras
random
matrices
combinatorial theory
of freeness
analytical theory
of freeness
application of
random matrices,
e.g., in wireless
networks
asymptotics of
representation
theory of “large”
groups
In the wake of Voiculescu’s discovery, the study of operator algebras was influenced
by random matrix theory. The option of modeling operator algebras asymptotically
by random matrices lead to new results on von Neumann algebras, in particular
on the so-called “free group factors”.
Conversely, free probability brought to random matrix theory a conceptual ap-
proach and new tools for describing the asymptotic eigenvalue distribution of ran-
dom matrices, in particular, for functions of several random matrices.
4
1 The Notion of Freeness: Definition, Example, and Basic
Properties
Definition 1.1 (Voiculescu 1985). The following are our basic definitions.
(1) A non-commutative probability space (A, ϕ) consists of● a unital (associative) algebra A (over C) and● a unital linear functional ϕ ∶ A→ C (meaning especially ϕ(1) = 1).
(2) Let (A, ϕ) be a non-commutative probability space. Unital subalgebras (Ai)i∈I ofA are called free (or freely independent) in (A, ϕ) if ϕ(a1 . . . ak) = 0 whenever● k ∈ N,● i(j) ∈ I for all j = 1, . . . , k,● aj ∈ Ai(j) for all j = 1, . . . , k,● neighboring elements in a1 . . . ak are from “different subalgebras”, which is to
say
i(1) ≠ i(2) ≠ i(3) ≠ . . . ≠ i(k − 1) ≠ i(k),
(however, e.g., i(1) = i(3), or, in particular, i(1) = i(k) are allowed),● ϕ(aj) = 0 for all j = 1, . . . , k.
Note that we do not require Ai ≠ Ai′ for i ≠ i′; cf. however Proposition 1.10 below.
Voiculescu gave this definition in the context of von Neumann algebras of free products
of groups. We will now present the algebraic version of this.
Example 1.2. Let G be a group.
(1) Its group algebra CG is a complex vector space having a basis indexed by the
elements of G, i.e.
CG ∶= {∑
g∈Gαgg ∣ αg ∈ C for all g ∈ G,αg ≠ 0 for only finitely many g ∈ G},
equipped with the multiplication
(∑
g∈Gαgg) ⋅ (∑h∈Gβhh) ∶= ∑g,h∈Gαgβh(gh) = ∑k∈G( ∑g,h∈G
gh=k
αgβh)k
for all (αg)g∈G, (βg)g∈G such that αg, βg ∈ C for all g ∈ G and αg ≠ 0 or βg ≠ 0 for
only finitely many g ∈ G. Then, CG is a unital algebra with unit 1 = e = 1 ⋅e, where
e is the neutral element of G.
(2) On CG we define the unital functional τG ∶ CG→ C by
τG(∑
g∈Gαgg) ∶= αe
for all (αg)g∈G such that αg ∈ C for all g ∈ G and αg ≠ 0 for only finitely many
g ∈ G.
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The pair (CG, τG) is then a non-commutative probability space.
(We can identify elements ∑g∈G αgg of CG with functions α ∶ G → C of finite sup-
port by defining α(g) ∶= αg. Multiplication in CG then corresponds to convolution
with respect to the counting measure of G.)
(3) If (Gi)i∈I is a family of subgroups of G, then CGi is a unital subalgebra of CG for
every i ∈ I.
(4) Subgroups (Gi)i∈I of G are called free in G (in an algebraic sense) if there are
“no non-trivial relations between different elements of the family”. This can be
formulated in terms of a universal property. But one can also define it concretely
as follows: For all k ∈ N, all i(1), . . . , i(k) ∈ I and g1, . . . , gk ∈ G such that gj ∈ Gi(j)
(j = 1, . . . , k) we have: g1 . . . gk ≠ e, whenever g1, . . . , gk ≠ e and i(1) ≠ i(2) ≠ . . . ≠
i(k).
Proposition 1.3. Let (Gi)i∈I be subgroups of a group G. Then the following statements
are equivalent:
(1) The subgroups (Gi)i∈I are free in G.
(2) The subalgebras (CGi)i∈I are freely independent in the non-commutative probability
space (CG, τG).
Proof. (2) ⇒ (1): Let k ∈ N be arbitrary and let i(1), . . . , i(k) ∈ I with i(1) ≠ i(2) ≠ . . . ≠
i(k) and g1, . . . , gk ∈ G be such that gi ∈ Gi(j) for every j = 1, . . . k and such that gj ≠ e
for every j = 1, . . . , k. For every j ∈ I, since we can embed Gj ↪ CGj , the condition
gj ≠ e requires τG(gj) = 0 by definition of τG. Assuming statement (2) therefore implies
τG(g1 . . . gk) = 0, which particularly necessitates g1 . . . gk ≠ e.
(1) ⇒ (2): Conversely, consider k ∈ N, i(1), . . . , i(k) ∈ I with i(1) ≠ i(2) ≠ . . . ≠ i(k)
and for every j = 1, . . . , k an element
aj ∶= ∑
g∈Gi(j) α
(j)
g g ∈ CGi(j) with α(j)e = τG(aj) = 0. (1)
Then, by definition of the multiplication in CG,
τG(a1 . . . ak) = τG(( ∑
g1∈Gi(1) α
(1)
g g1) . . . ( ∑
gk∈Gi(k) α
(k)
g gk))
= ∑
g1∈Gi(1),...,gk∈Gi(k) α
(1)
g1 . . . α
(k)
gk´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶(∗) τG(g1 . . . gk)
= 0,
where the last equality is justified by the following argument: For any g1, . . . , gk ∈ G with
gj ∈ Gi(j) for all j = 1, . . . , k, assuming that the product α(1)g1 . . . α(k)gk in (∗) is non-zero
requires α
(j)
gj ≠ 0 for all j = 1, . . . , k. Due to the assumption that the subgroups Gi are
free, the latter is only possible if gj ≠ e for all j = 1, . . . , k. Hence, if so, then supposing
statement (1) implies g1 . . . gk ≠ e and thus τG(g1 . . . gk) = 0 by definition of τG.
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Remark 1.4. On the level of the group algebras, Proposition 1.3 is just a rewriting of the
algebraic condition of “absence of non-trivial relations” in terms of the linear functional
τG. If one goes over to the corresponding C
∗- or von Neumann algebras, which consist
of infinite sums, then the algebraic condition does not make sense anymore, while the
condition in terms of τG survives for those operator algebras.
Proposition 1.5. Let (A, ϕ) be a non-commutative probability space and let (Ai)i∈I be
a family of free unital subalgebras of A. Let B ∶= alg(⋃i∈I Ai) be the subalgebra generated
by all (Ai)i∈I . Then ϕ∣B is uniquely determined by (ϕ∣Ai)i∈I and by the free independence
condition.
(That means, if ψ is such that (A, ψ) is a non-commutative probability space, such that(Ai)i∈I is freely independent in (A, ψ) and such that ψ∣Ai = ϕ∣Ai for all i ∈ I, then
ϕ∣B = ψ∣B.)
Proof. Elements in B are linear combinations of products a1 . . . ak where k ∈ N, i(1), . . . ,
i(k) ∈ I and aj ∈ Ai(j) for every j = 1, . . . , k. We can also assume that i(1) ≠ i(2) ≠
. . . ≠ i(k) by combining neighboring factors. Consider now such a product a1 . . . ak ∈ B.
Then, we have to show that ϕ(a1 . . . ak) is uniquely determined by (ϕ∣Ai)i∈I . This we
prove by induction over k.
The base case k = 1 is clear, since a1 ∈ Ai(1) by assumption. For general k ∈ N, define
a○j ∶= aj − ϕ(aj) ⋅ 1 ∈ Ai(j) for all j = 1, . . . , k,
where we have relied on the assumption that the subalgebras (Ai)i∈I are unital. It then
follows by linearity of ϕ that
ϕ(a1 . . . ak) = ϕ[(a○1 + ϕ(a1) ⋅ 1) . . . (a○k + ϕ(ak) ⋅ 1)] = ϕ(a○1a○2 . . . a○k) +∑ . . . , (2)
where the remaining summands in (2) are all of the form
ϕ(a○s(1)) . . . ϕ(a○s(l)) ⋅ ϕ(a○t(1) . . . a○t(m))
for some l,m ∈ N, s(1), . . . , s(l), t(1), . . . , t(m) ∈ {1, . . . , k} with, crucially, m < k. The
latter namely ensures that the value of ϕ at the product a○t(1) . . . a○t(m) is determined
by (ϕ∣Ai)i∈I by the induction hypothesis. Hence, (2) implies that the same is true for
ϕ(a1 . . . ak), since the term ϕ(a○1a○2 . . . a○k) is zero by the definition of freeness.
Example 1.6. Let A1, A2 be free unital subalgebras in (A, ϕ).
(1) Consider a ∈ A1 and b ∈ A2. Then,
0 = ϕ[(a − ϕ(a) ⋅ 1)(b − ϕ(b) ⋅ 1)]= ϕ(ab) − ϕ(a ⋅ 1)ϕ(b) − ϕ(a)ϕ(1 ⋅ b) + ϕ(a)ϕ(b)ϕ(1)= ϕ(ab) − ϕ(a)ϕ(b)
implies
ϕ(ab) = ϕ(a)ϕ(b).
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(2) Similarly, for a1, a2 ∈ A1 and b, b1, b2 ∈ A2, from
0 = ϕ[(a1 − ϕ(a1) ⋅ 1)(b − ϕ(b) ⋅ 1)(a2 − ϕ(a2) ⋅ 1)]
one can derive
ϕ(a1ba2) = ϕ(a1a2)ϕ(b).
And, likewise,
0 = ϕ[(a1 − ϕ(a1) ⋅ 1)(b − ϕ(b1) ⋅ 1)(a2 − ϕ(a2) ⋅ 1)(b2 − ϕ(b2) ⋅ 1)]
allows one to conclude (see Assignment 1, Exercise 2)
ϕ(a1b1a2b2) = ϕ(a1a2)ϕ(b1)ϕ(b2)+ ϕ(a1)ϕ(a2)ϕ(b1b2)− ϕ(a1)ϕ(a2)ϕ(b1)ϕ(b2).
(3) For longer alternating products there is in the same way a formula, but the calcula-
tion via Proposition 1.3 is getting too complex; and there is no apparent structure
of the final result.
Remark 1.7. We can consider the formulas in Example 1.6 as “non-commutative”
analogues of formulas from probability theory for the calculation of joint moments of
independent random variables. Consider a classical probability space (Ω,F ,P) (meaning
that Ω is a set of “outcomes”, F a sigma-algebra of “events” over Ω and P a probability
measure on (Ω,F), the “likelihood” of events.) Then, we choose as a unital algebra
A ∶= L∞(Ω,P)
the algebra of bounded measurable functions (“random variables”) X ∶ Ω → C and as a
unital linear functional ϕ on A the “expectation” E of random variables X ∶ Ω→ C with
respect to P:
ϕ(X) = E[X] = ∫
Ω
X(ω)dP(ω).
(Then, ϕ(1) = 1 corresponds to P(Ω) = 1.)
Random variables X,Y are independent if their joint moments factorize into the mo-
ments of the individual variables:
E[XnY m] = E[Xn]E[Y m]
for all m,n ∈ N. Note that classical random variables commute.
Furthermore, we have some more “positivity” structure in such a context. Namely
our algebra carries a ∗-structure and the expectation is positive and faithful. Often such
additional structure is available in a non-commutative context as well. The notion of
freeness is compatible with this extra structure.
8
Definition 1.8. Let (A, ϕ) be a non-commutative probability space.
(1) If ϕ is a trace, i.e. if
ϕ(ab) = ϕ(ba) for all a, b ∈ A,
then we call (A, ϕ) a tracial non-commutative probability space.
(2) If A is a ∗-algebra and ϕ is positive, i.e. if
ϕ(a∗a) ≥ 0 for all a ∈ A,
then we call ϕ a state and (A, ϕ) a ∗-probability space.
A state ϕ is faithful if for all a ∈ A
ϕ(a∗a) = 0 Ô⇒ a = 0.
(3) Elements in A are called (non-commutative) random variables. The moments of
a random variable a ∈ A are the numbers (ϕ(an))n∈N. The joint moments of a
family (a1, . . . , as) of random variables a1, . . . , as ∈ A, s ∈ N, is the collection of all
numbers
ϕ(ar(1) . . . ar(n)), where n ∈ N, r(1), . . . , r(n) ∈ {1, . . . , s}.
If (A, ϕ) is a ∗-probability space, then the ∗-moments of a random variable a ∈ A
are the joint moments of (a, a∗) and the ∗-moments of (a1, . . . , as) for a1, . . . , as ∈A, s ∈ N, are the joint moments of (a1, a∗1 , . . . , as, a∗s).
The (∗-)distribution of a or of (a1, . . . , as) is the collection of all corresponding
(∗-)moments.
(4) Random variables (ai)i∈I in A are called free if the generated unital subalgebras(alg(1, ai))i∈I are free. In case (A, ϕ) is a ∗-probability space, then (ai)i∈I are∗-free if the generated unital ∗-subalgebras (alg(1, ai, a∗i ))i∈I are free.
Remark 1.9. So, we can now say: Freeness is a rule for calculating joint moments of
free variables from the moments of the individual variables. For example, if a and b are
free from each other, then, as seen in Example 1.6,
ϕ(ab) = ϕ(a)ϕ(b)
and
ϕ(abab) = ϕ(a2)ϕ(b)2 + ϕ(a)2ϕ(b2) − ϕ(a)2ϕ(b)2.
Note that the first factorization is the same as for (classically) independent random
variables. The second, however, is not compatible with commutativity.
Proposition 1.10. Let (A, ϕ) be a ∗-probability space and ϕ faithful. Assume that the
self-adjoint random variables x, y ∈ A● are free from each other and● commute with each other.
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Then, at least one of them must be a constant, i.e.
x = ϕ(x) ⋅ 1 or y = ϕ(y) ⋅ 1.
Proof. Since x and y commute, Remark 1.9 provides us with two distinct rules for
calculating ϕ(xyxy), justifying respectively the first and the last identity in
ϕ(x2)ϕ(y2) = ϕ(x2y2)= ϕ(xyxy)= ϕ(x2)ϕ(y)2 + ϕ(x)2ϕ(y2) − ϕ(x)2ϕ(y)2.
It follows
0 = ϕ(x2)ϕ(y2) + ϕ(x)2ϕ(y)2 − ϕ(x2)ϕ(y)2 − ϕ(x)2ϕ(y2)= [ϕ(x2) − ϕ(x)2][ϕ(y2) − ϕ(y)2].
Thus, at least one of the factors must vanish, say
0 = ϕ(x2) − ϕ(x)2= ϕ[(x − ϕ(x) ⋅ 1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= (x − ϕ(x) ⋅ 1)∗(x − ϕ(x) ⋅ 1)]= ϕ[(x − ϕ(x) ⋅ 1)∗(x − ϕ(x) ⋅ 1)].
Because ϕ is faithful, we conclude x − ϕ(x) ⋅ 1 = 0, proving x = ϕ(x) ⋅ 1 and thus the
claim.
Proposition 1.11. Let (A, ϕ) be a non-commutative probability space. Then, constants
are “free from anything”: For any unital subalgebra B of A we have that B and C ⋅ 1 are
free in (A, ϕ).
Proof. Let k ∈ N and a1, . . . , ak be as in Definition 1.1 of free independence. The case
k = 1 is trivial. Hence, let k ≥ 2. But then, for at least for one j = 1, . . . , k it must
hold that aj ∈ C ⋅ 1. Thus, the assumption ϕ(aj) = 0 implies aj = 0 for this j. It follows
a1 . . . ak = 0 and thus ϕ(a1 . . . ak) = 0.
Conclusion. What we are doing here has a kind of stochastic flavor, but our random
variables typically do not commute. In this sense, free probability is a non-commutative
probability theory.
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2 Emergence of the Combinatorics of Free Probability Theory:
Free (Central) Limit Theorem
Remark 2.1. Let the unital subalgebras (Ai)i∈I be free in a non-commutative proba-
bility space (A, ϕ) and let A = alg(⋃i∈I Ai). Then, by Proposition 1.5, the functional ϕ
is completely determined by (ϕ∣Ai)i∈I . We have to understand better the structure of
those formulas relating the values of ϕ to those of (ϕ∣Ai)i∈I as in Example 1.6. Since
elements of A are linear combinations of products a1 . . . ak for k ∈ N, i(1), . . . , i(k) ∈ I
with i(1) ≠ i(2) ≠ . . . ≠ i(k) and aj ∈ Ai(j) for all j = 1, . . . , k, and since ϕ is linear, it
suffices to understand the formulas for such products ϕ(a1 . . . ak).
Freeness tells us the following:● If, in addition, ϕ(a1) = ϕ(a2) = . . . = ϕ(ak) = 0, then ϕ(a1 . . . ak) = 0.● The general case can be reduced to this, but might give complicated formulas.
We have seen both● easy factorization formulas
ϕ(a1ba2) = ϕ(a1a2)ϕ(b) if {a1, a2} and b are free (3)● and complicated formulas with no apparent factorization structure, and many ad-
ditive terms:
ϕ(a1b1a2b2) = ϕ(a1a2)ϕ(b1)ϕ(b2)+ ϕ(a1)ϕ(a2)ϕ(b1b2) (4)− ϕ(a1)ϕ(a2)ϕ(b1)ϕ(b2)
if {a1, a2} and {b1, b2} are free.
Note that formula (3) has a “nested” structure
a1ba2
with corresponding factorization
ϕ(a1ba2) = ϕ(a1a2)ϕ(b)
and that this can be iterated to more complicated “nested” situations: For example, if{a1, a2, a3},{b1, b2},{c},{d} are free, then
ϕ(a1b1cb2a2da3) = ϕ(a1®=∶a′1
⋅ (b1cb2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ b′
⋅ (a2da3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶a′2
), where {a′1, a′2},{b′} are free,
as {a1, a2, a3, d}, {b1, b2, c} are free,
(3)= ϕ(a′1a′2)ϕ(b′)= ϕ(a1a2da3)ϕ(b1cb2)
= ϕ(a1a2a3)ϕ(d)ϕ(b1b2)ϕ(c) .
Formula (4) on the other hand has no “nested” structure. Instead, it is “crossing”:
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a1b1a2b2
This “crossing moment”
ϕ(a1b1a2b2)
does not factorize. Actually the corresponding product ϕ(a1a2)ϕ(b1b2) does not show
up on the right hand side of (4) at all. Rather, there only “nested” contributions appear:
ϕ(a1b1a2b2) = ϕ(a1a2)ϕ(b1)ϕ(b2)
+ ϕ(a1)ϕ(a2)ϕ(b1b2)
− ϕ(a1)ϕ(a2)ϕ(b1)ϕ(b2) .
Definition 2.2. Let S be a finite totally ordered set.
(1) We call pi = {V1, . . . , Vr} a partition of the set S if● k ∈ N,● Vi ⊆ S and Vi ≠ ∅ for all i = 1, . . . , r,● Vi ∩ Vj = ∅ for all i, j = 1, . . . , r with i ≠ j and● V1 ∪ . . . ∪ Vr = S.
The elements V1, . . . , Vr of pi are called its blocks. The integer #pi ∶= r denotes the
number of blocks of pi. For all p, q ∈ S we write
p ∼pi q if and only if p, q are in the same block of pi.
(2) We write P(S) for the set of all partitions of S. And for all n ∈ N, we abbreviate
[n] ∶= {1, . . . , n} and P(n) ∶= P([n]).
(3) If S is totally ordered, then a partition pi ∈ P(S) is called crossing if there exist
p1, q1, p2, q2 ∈ S such that
p1 < q1 < p2 < q2 and at the same time p1 ∼pi p2, q1 ∼pi q2 and p1 /∼pi q1.
p1 q1 p2 q2. . . . . . . . . . . . . . .
If pi is not crossing, then it is called non-crossing.
(4) Lastly, if S is totally ordered, we write NC(S) for the subset of all partitions inP(S) which are non-crossing. And, for every n ∈ N, we abbreviate
NC(n) ∶= NC([n]).
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Remark 2.3. (1) The partition
1 2 3 4 ∈ P(4)
is crossing, while the partition
1 2 3 4 5 6 7 ∈ NC(7)
is non-crossing.
(2) It is easy to see that non-crossing is the same as “nested” in the sense of Re-
mark 2.1: For every n ∈ N, a partition pi ∈ P(n) is non-crossing if and only if there
exists a block V ∈ pi such that V is an interval and such that pi/{V } is non-crossing
(meaning that V = {k, k + 1, k + 2, . . . , k + p} for some k, p ∈ N with 1 ≤ k ≤ n,
0 ≤ p, k + p ≤ n and pi/{V } ∈ NC({1, . . . , k − 1, k + p+ 1, . . . , n}) ≅ NC(n− (p+ 1)).)
This means that we can reduce non-crossing partitions by successive “interval-
stripping”. Example:
1 2 3 4 5 6 7
remove intervalsÐ→(3) and (6) 1 2 4 5 7
removeÐ→
interval (2,4) 1 5 7
removeÐ→
interval (1,5,7) ∅
Definition 2.4. Let I be a set. A multi-index i = (i(1), . . . , i(k)) with k ∈ N and
i(1), . . . , i(k) ∈ I will also be considered as a function i ∶ [k]→ I, where [k] ∶= {1, . . . , k}.
For such an i ∶ [k]→ I, we define its kernel ker(i) ∈ P(k) by declaring for all p, q ∈ [k]:
p ∼ker(i) q if and only if i(p) = i(q).
Example 2.5. (1) The kernel of the multi-index i = (1,2,3,2,1,4,1)
i = 1 2 3 2 1 4 1
is given by
ker(i) = = {{1,5,7},{2,4},{3},{6}} ∈ NC(7).
Note that
ker(8 3 4 3 8 1 8) = ker(i).
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(2) The multi-index i = (1,2,1,2) has the crossing kernel
ker(i) = ∈ P(4)/NC(4).
Remark 2.6. (1) Let (A, ϕ) be a non-commutative probability space and therein(Ai)i∈I a family of free unital subalgebras. Consider k ∈ N, i(1), . . . , i(k) ∈ I and
random variables a1, . . . , ak with aj ∈ Ai(j) for every j ∈ [k]. If for the multi-index
i ∶= (i(1), . . . , i(k)) it holds that ker(i) ∈ NC(k),
then we have seen in Remark 2.1 that, writing ker(i) =∶{V1, . . . , Vr}, the moment
ϕ(a1 . . . ak) factorizes as
ϕ(a1 . . . ak) = ϕ( Ð→∏
l∈[k]
i(l)∈V1
al) ⋅ . . . ⋅ ϕ( Ð→∏
l∈[k]
i(l)∈Vr
al) = ∏
V ∈ker(i)ϕ(
Ð→∏
j∈V aj),
where
→∏ denotes the product of factors in the same order as they appear in the
product a1 . . . ak, i.e., in this case, in ascending order. (We don’t even need to
assume i(1) ≠ i(2) ≠ . . . ≠ i(k) in order for this identity to hold.)
As an example, let {1,2,3,7} ⊆ I and
a1, a2, a3 ∈ A1, b1, b2 ∈ A3, c ∈ A7 and d ∈ A2,
and consider the moment ϕ(a1b1cb2a2da3), corresponding to the multi-index i =(1,3,7,3,1,2,1), whose kernel is given by
ker(i) = = {{1,5,7},{2,4},{3},{6}} ∈ NC(7).
As already seen in Remark 2.1, the moment is given by
ϕ(a1b1cb2a2da3) = ϕ(a1a2a3)ϕ(b1b2)ϕ(c)ϕ(d) ,
which precisely fits the above factorization formula.
(2) If in Part (1), the partition ker(i) is crossing, then the structure of the formula for
ϕ(a1 . . . ak) is not clear. In order to get some insight also in those cases, we will
treat now the free analogue of the central limit theorem. Recall first the classical
version, in our language.
Theorem 2.7 (Classical Central Limit Theorem). Let (A, ϕ) be a non-commutative
probability space and (ai)i∈N a family of classically independent random variables in(A, ϕ), i.e., suppose:● For all i, j ∈ N with i ≠ j, the variables ai and aj commute.
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● For all i ∶ [k]→ N with i(1) < i(2) < . . . < i(k) and all r1, . . . , rk ∈ N,
ϕ(ar1
i(1)ar2i(2) . . . arki(k)) = ϕ(ar1i(1))ϕ(ar2i(2)) . . . ϕ(arki(k)).
(Note that all joint moments of (ai)i∈N can, by commutativity, be brought in this
form.)
Assume furthermore:● The random variables (ai)i∈N are identically distributed: ϕ(ari ) = ϕ(arj) for all
i, j ∈ N and all r ∈ N.● The random variables are centered: ϕ(ai) = 0 for all i ∈ N.● Their variances are normalized: ϕ(a2i ) = 1 for all i ∈ N.
And define for every n ∈ N
Sn ∶= a1 + . . . + an√
n
.
Then, (Sn)n∈N converges in distribution to a normal (≙ Gaussian) random variable,
which in our algebraic setting means that, for all k ∈ N,
lim
n→∞ϕ(Skn) = 1√2pi ∫R tke−t2/2 dt =
⎧⎪⎪⎨⎪⎪⎩0, if k is odd,(k − 1)!!, otherwise,
where (k − 1)!! ∶= (k − 1) ⋅ (k − 3) ⋅ . . . ⋅ 5 ⋅ 3 ⋅ 1.
One of the first results in free probability theory was a free analogue of this by
Voiculescu.
Theorem 2.8 (Free Central Limit Theorem, Voiculescu 1985). Let (A, ϕ) be a non-
commutative probability space and let (ai)i∈I be a family of freely independent random
variables in (A, ϕ). Assume furthermore:● The random variables (ai)i∈I are identically distributed: ϕ(ari ) = ϕ(arj) for all
i, j ∈ N and all r ∈ N.● The random variables are centered: ϕ(ai) = 0 for all i ∈ N.● Their variances are normalized: ϕ(a2i ) = 1 for all i ∈ N.
And define for every n ∈ N
Sn ∶= a1 + . . . + an√
n
.
Then, (Sn)n∈N converges in distribution to a semicircular variable, which means that,
for every k ∈ N,
lim
n→∞ϕ(Skn) = 12pi ∫ 2−2 tk√4 − t2 dt = ⎧⎪⎪⎨⎪⎪⎩0, if k is odd,1m+1(2mm ), if k = 2m for some m ∈ N.
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Proof (of both Theorems 2.7 and 2.8). Assume that (ai)i∈N are either classically inde-
pendent or freely independent. Let k,n ∈ N be arbitrary. Then,
ϕ[(a1 + . . . + an)k] = ∑
i∶[k]→[n]ϕ(ai(1) . . . a(k)) = ∑pi∈P(k) ∑i∶[k]→[n]
ker(i)=pi
ϕ(ai(1) . . . ai(k)).
For every pi ∈ P(k) and i ∶ [k]→ [n] with ker(i) = pi the value of
g(pi) ∶= ϕ(ai(1) . . . ai(k))
depends only on pi, meaning that for every j ∶ [k] → [n] with ker(i) = ker(j) it holds
that ϕ(ai(1) . . . ai(k)) = ϕ(aj(1) . . . aj(k)) since both classical and free independence are
rules for calculating joint moments from individual moments: e.g.
ϕ(a1a2a1a1a2a3) = ϕ(a7a5a7a7a5a2) =∶ g( )
Hence, we can deduce
ϕ[(a1 + . . . + an)k] = ∑
pi∈P(k) g(pi) ⋅ #{i ∶ [k]→ [n] ∣ ker(i) = pi}.´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= n ⋅ (n − 1) ⋅ (n − 2) ⋅ . . . ⋅ (n −#pi − 1)∼ n#pi (n→∞)
If a partition pi ∈ P(k) has a singleton block, i.e. if there exists a block V ∈ pi with
#V = 1, say V = {s} for some s ∈ [k], then, with ker(i) = pi, it follows by Example 1.6
and the same rule for the classical case:
g(pi) = ϕ(ai(1) . . . ai(s−1)
free/ind. from the rest,
appears only once↓
ai(s) ai(s+1) . . . ai(k))
1.6= ϕ(ai(1) . . . ai(s−1)ai(s+1) . . . ai(k)) ⋅ ϕ(ai(s))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=0= 0.
Hence, if there exists V ∈ pi with #V = 1, then g(pi) = 0. Equivalently, in order for
g(pi) ≠ 0 to hold, we need #V ≥ 2 for all V ∈ pi. For such pi ∈ P(k) it must always be
true that #pi ≤ k2 . We conclude
ϕ(Skn) = 1
n
k
2
∑
pi∈P(k)
#pi≤ k
2
g(pi) ⋅#{i ∶ [k]→ [n] ∣ ker(i) = pi}´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∼ n#pi (n→∞)
n→∞Ð→ ∑
pi∈P(k)
#pi≤ k
2
g(pi) ⋅ lim
n→∞ n
#pi
n
k
2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ .= ⎧⎪⎪⎨⎪⎪⎩1, if #pi =
k
2 ,
0, if #pi < k2 .
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Any pi ∈ P(k) with #pi = k2 and without singleton blocks must be a pairing or, synon-
mously, pair partition, i.e. satisfy #V = 2 for all V ∈ pi. Thus, we have shown
lim
n→∞ϕ(Skn) = ∑
pi∈P2(k) g(pi),
where P2(k) denotes the subset of P(k) consisting of all pairings. Note that P2(k) = ∅
if k is odd. Hence, the parts of the two claims saying
lim
n→∞ϕ(Skn) = 0 if k is odd
has already been established. For even k, we distinguish between classical and free
independence of (ai)i∈N.
(1) Classical case: Since g(pi) = 1 for all pi ∈ P2(k), we deduce for even k, if (ai)i∈N
are classically independent,
lim
n→∞ϕ(Skn) = #P2(k) = (k − 1) ⋅ (k − 3) ⋅ . . . ⋅ 5 ⋅ 3 ⋅ 1 = (k − 1)!!,
thus proving Theorem 2.7.
(2) Free case: Let m ∈ N be such that k = 2m. Then, for all pi ∈ P2(2m),
g(pi) = ⎧⎪⎪⎨⎪⎪⎩1, if pi is non-crossing,0, otherwise.
For non-crossing pi ∈ P2(2m) this follows from Remark 2.6 (1). For crossing pi ∈ P2(2m)
we strip intervals as in Remark 2.3 (2) until we arrive at a situation where neighbors are
from different algebras; ϕ on this is then zero by the definition of freeness. Example:
ϕ(a1a2a3a3a1a4a4a2) = ϕ(a4a4) ⋅ ϕ(a3a3) ⋅ ϕ(a1a2a1a2) = 0.
Hence, we infer: If (ai)i∈N are freely independent, then
lim
n→∞ϕ(Skn) = #NC2(k),
where NC2(k) denotes the subset of P2(k) encompassing all non-crossing pairings. That
those numbers are the moments of the semicircle follows from the next lemma. Thus we
have proved Theorem 2.8.
Lemma 2.9. The number of non-crossing pairings can be determined as follows.
(1) If we define Cm ∶= #NC2(2m) for every m ∈ N, then the sequence (Cm)m∈N satis-
fies the recursion equation
Cm = m∑
k=1Ck−1Cm−k for all m ∈ N,
where C0 ∶= 1.
17
(2) The unique solution to the recursion problem in Part (1) is given by the sequence(Cm)m∈N with
Cm = 1
m + 1(2mm ) for all m ∈ N.
Definition 2.10. The numbers (Cm)m≥0 from Lemma 2.9 are called the Catalan num-
bers.
Example 2.11. The first four Catalan numbers are
C0 = 1,
C1 = C0 ⋅C0 = 1,
C2 = C1C0 +C0C1 = 1 + 1 = 2,
C3 = C2C0 +C1C1 +C0C2 = 2 + 1 + 2 = 5,
C4 = C3C0 +C2C1 +C1C2 +C0C3 = 5 + 2 + 2 + 5 = 14.
The sequence continues with C5 = 42, C6 = 132 and C7 = 429.
Proof of Lemma 2.9. (1) Let m ∈ N be arbitrary. Every non-crossing pair partition
pi ∈ NC2(2m) is of the form pi = {{1, l}} ∪ p˜i, for some l ∈ [2m], where {1, l} is the block
of pi containing 1, and where
p˜i ∈ NC2({2, . . . , l − 1, l + 1, . . . ,2m}).
1 l 2m
. . . . . .
Those areas cannot be connected by p˜i, otherwise
there would be a crossing with block {1, l}.
pi
Hence, we can decompose p˜i = pi1 ∪ pi2, where
pi1 ∈ NC2({2, . . . , l − 1}) and pi2 ∈ NC2({l + 1, . . . ,2m}).
Taking all possible locations of the partner l of 1 in pi into account, it follows
Cm = 2m∑
l=2 #NC2({2, . . . , l − 1})´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ⎧⎪⎪⎨⎪⎪⎩Ck−1, if l = 2k is even,0, if l is odd.
⋅ NC2({l + 1, . . . ,2m})´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ⎧⎪⎪⎨⎪⎪⎩Cm−k, if l = 2k is even,0, if l is odd.
= m∑
k=1Ck−1Cm−k.
(2) The second claim can be seen, for example, by a formal power series argument,
see Assignment 3, Exercise 1.
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Definition 2.12. Let (A, ϕ) be a ∗-probability space and let σ ∈ R, σ > 0. A self-adjoint
random variable s ∈ A is called semicircular element of variance σ2 if its moments are
of the form
ϕ(sk) = ⎧⎪⎪⎨⎪⎪⎩0, if k is odd,σ2mCm if k = 2m for some m ∈ N,
for all k ∈ N. (Note ϕ(s2) = σ2.)
In the case σ = 1 we call it a standard semicircular element.
Definition 2.13. Let (An, ϕn) for every n ∈ N as well as (A, ϕ) be non-commutative
probability spaces. Let (bn)n∈N be a sequence of random variables with bn ∈ An for every
n ∈ N and let b ∈ A. We say that (bn)n∈N converges in distribution to b, denoted by
bn
distrÐ→ b, if it holds lim
n→∞ϕn(bkn) = ϕ(bk) for all k ∈ N.
Often, we will also just write bn Ð→ b instead of bn distrÐ→ b
Remark 2.14. (1) The moments of a semicircular element s of variance σ2 ∈ R+ are
ϕ(sk) = 1
2piσ2
∫ 2σ−2σ tk√4σ2 − t2 dt
for every k ∈ N, see Assignment 3, Exercise 2.
−2σ +2σ
(2) “Convergence in distribution” is a kind of probabilistic concept. If our random
variables are operators from operator algebras, our notion of convergence is quite
different from the ones usually considered there (uniform, strong, weak conver-
gence). Note that for convergence in distribution the sequence and the limit do
not even have to live in the same space! (And neither do the individual elements
of the sequence have to share the same non-commutative probability space.)
(3) In this language, the conclusion of our Free Central Limit Theorem 2.8 can be
expressed as
a1 + . . . + an√
n
distrÐ→ s
for a standard semicircular element s (in some non-commutative probability space)
and with (ai)i∈N as in Theorem 2.8.
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(4) There are other important limit theorems in classical probability theory about
the sum of independent and identically-distributed (i.i.d.) random variables, in
particular, the “Law of Rare Events”: Consider a family (an,i)n∈N,i∈[n] of {0,1}-
valued random variables
a1,1
a2,1 a2,2
a3,1 a3,2 a3,3⋮
← i.i.d.← i.i.d.⋱ ⋱
such that, for each n ∈ N, the random variables an,1, . . . , an,n are i.i.d., and such
that, for some λ ∈ R+, the distribution of an,i is given, for n ≥ λ and i ∈ [n], by the
Bernoulli distribution
λ
n
δ1 + (1 − λ
n
)δ0. (5)
Then, (an,1 + . . . + an,n)n∈N converges in distribution to a Poisson variable with
parameter λ, which is to say an,1 + . . .+ an,n Ð→ a, for some random variable a (in
some non-commutative probability space) whose distribution is given by
∞∑
p=0 e−λ
λp
p!
δp.
An interpretation could be: The random variable an,i indicates the decay of the
radioactive atom i within one time unit; an,1 + . . . + an,n gives then the number of
decayed atoms within one time unit.
If we replace classical independence by freeness, the sequence (an,1 + . . .+ an,n)n∈N
should converge to a “free Poisson variable”.
(5) We have to reformulate the condition in Equation (5) on the single variable distri-
bution of an,i in terms of moments. It translates as
ϕ(arn,i) = λn ⋅ 1r + (1 − λn) ⋅ 0r = λn (6)
for n ∈ N, i ∈ [n] and for all r ∈ N.
(6) We will actually treat an even more general situation than in Equation (6), namely
we will allow the parameter λ to depend on the order r of the moment: For a given
sequence (κr)r∈N in C we assume for all n ∈ N, i ∈ [n] and r ∈ N that
ϕ(arn,i) = κrn . (7)
If we want positivity, i.e. if we want ϕ to be a state, then we must make additional
assumptions about the κr. Without positivity, however, we can choose (κr)r∈N
arbitrarily. Let us now check what we get in the situation given by Equation (7)
in the limit, again looking at the classical and free situation in parallel.
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Remark 2.15 (Calculation of the limit distribution). Let (A, ϕ) be a non-commutative
probability space, let (an,i)n∈N,i∈[n] be a family of random variables in A, let (κr)r∈N be
a sequence in C, and suppose that● either for every n ∈ N the random variables an,1, . . . , an,n are classically indepen-
dent, or for every n ∈ N the random variables an,1, . . . , an,n are freely independent,
and● for all n ∈ N, i ∈ [n] and r ∈ N it holds
ϕ(arn,i) = κrn .
We want to see whether there exists a random variable a in some non-commutative
probability space such that an,1 + . . . + an,n Ð→ a and, if so, how we can describe the
distribution of a.
Let n ∈ N be arbitrary. Then, for every k ∈ N,
ϕ[(an,1 + . . . + an,n)k] = ∑
i∶[k]→[n]ϕ(an,i(1) . . . an,i(k))
= ∑
pi∈P(k) ∑i∶[k]→[n]
ker(i)=pi
ϕ(an,i(1) . . . an,i(k))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ gn(pi)
(as in proof of Theorems 2.7 and 2.8,
but now dependent on n)
= ∑
pi∈P(k) gn(pi) ⋅ n ⋅ (n − 1) ⋅ . . . ⋅ (n −#pi + 1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∼ n#pi (n→∞)
.
Hence, in the limit, we obtain for every k ∈ N
ϕ(ak) = lim
n→∞ϕ[(an,1 + . . . + an,n)k] = ∑
pi∈P(k) limn→∞ gn(pi) ⋅ n#pi´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ g(pi)
.
As in the proof of Theorems 2.7 and 2.8, we now distinguish between classical and free
independence.
(1) Classical case: Suppose that (an,i)i∈[n] is classically independent for every n ∈ N.
Then, for all n, k ∈ N and pi ∈ P(k), the moment gn(pi) factorizes into a product of terms
κ#V /n for each block V ∈ pi:
ϕ(ak) = lim
n→∞ ∑
pi∈P(k)[∏V ∈pi κ#Vn ] ⋅ n#pi = ∑pi∈P(k) ∏V ∈pi κ#V .
(2) Free case: Let now (an,i)i∈[n] be freely independent for every n ∈ N. Given k ∈ N,
for non-crossing pi ∈ NC(k) the moment g(pi) factorizes as for the classical case:
g(pi) = ∏
V ∈pi κ#V if pi ∈ NC(k).
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For every crossing pi ∈ P(k) and every n ∈ N we know, by Assignment 2, Exercise 3, that
gn(pi) is given by a polynomial in the moments where each summand contains at least
#pi + 1 many moments. Since each moment gives a factor 1n , that means
gn(pi) ∼ 1
n#pi+1 (n→∞) if pi is crossing.
Hence, we can conclude that g(pi) = 0 for all pi ∈ P(k)/NC(k). Altogether, that means
ϕ(ak) = ∑
pi∈NC(k) ∏V ∈pi κ#V .
Theorem 2.16 (Poisson Limit Theorem). Let (A, ϕ) be a non-commutative probability
space, let (an,i)n∈N,i∈[n] be a family of random variables in A, let (κr)r∈N be a sequence
in C, and suppose that● for every n ∈ N the random variables an,1, . . . , an,n are identically distributed,● either for every n ∈ N the random variables an,1, . . . , an,n are classically indepen-
dent, or for every n ∈ N the random variables an,1, . . . , an,n are freely independent,
and● for all n ∈ N and r ∈ N it holds that
lim
n→∞n ⋅ ϕ(arn,i) = κr.
Then, an,1 + . . . + an,n Ð→ a (for convenience, we can assume that a ∈ A) and where the
distribution of a is given by
ϕ(ak) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
pi∈P(k) ∏V ∈pi κ#V in the classical case and
∑
pi∈NC(k) ∏V ∈pi κ#V in the free case.
for all k ∈ N.
Example 2.17. (1) For k = 1,2,3 there is no difference between the classical and free
formulas in Theorem 2.16 since P(k) = NC(k) for k = 1,2,3.
ϕ(a1) = κ1
ϕ(a2) = κ2 + κ21 ,
ϕ(a3) = κ3 + 3κ2κ1 + κ31. , , , ,
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For k ≥ 4, however, the formulas will differ:
ϕ(a4free) = κ4 ,+ 4κ3κ1 , , , ,+ 6κ2κ21 , , , ,
, ,+ 2κ22 , ,+ κ41
ϕ(a4classical) = ϕ(a4free) + κ22 all the above plus .
(2) Let (ai)i∈N be as in the Central Limit Theorems 2.7 or 2.8 and define an,i ∶=
ai/√n for every n ∈ N and i ∈ [n]. We thus obtain a family (an,i)n∈N,i∈[n] as in
Theorem 2.16 if we choose the sequence (κr)r∈N in C according to
κ1
!= lim
n→∞n ⋅ ϕ(ai)√n = 0 since ϕ(ai) = 0,
κ2
!= lim
n→∞n ⋅ ϕ(a2i )n = 1 since ϕ(a2i ) = 1 and
κr
!= lim
n→∞n ⋅ ϕ(ari )nr/2 = 0 for all r ∈ N with r ≥ 3.
Hence, the formulas in Theorem 2.16 also prove Theorems 2.7 and 2.8.
(3) If we choose in Theorem 2.16 the family (ai,n)n∈N,i∈[n] and the sequence (κr)r∈N as
given in Remark 2.14 (5) for the Law of Rare Events, and, in particular, for the
parameter 1, then we see with
κr ∶= lim
n→∞n ⋅ 1n = 1
that Theorem 2.16 gives in this case
ϕ(ak) = ⎧⎪⎪⎨⎪⎪⎩#P(k) in the classical case and#NC(k) in the free case.
Indeed, the moments of the classical Poisson distribution of parameter 1,
∞∑
p=0
1
e
1
p!
δp,
are given by the sequence (#P(k))k∈N: For all k ∈ N0 it holds that
∞∑
p=0pk ⋅ 1e 1p! = #P(k)
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(which is not obvious, see Assignment 4, Exercise 3). The numbers #P(k) are
called the Bell numbers. They satisfy nice recursion equations, but there is no
easy explicit formula for them:
k 1 2 3 4 5 6 7 . . .
#P(k) 1 2 5 15 52 203 877 . . .
Definition 2.18. Let (A, ϕ) be a ∗-probability space and λ ∈ R, λ > 0. A self-adjoint
random variable x ∈ A is called free Poisson element with parameter λ if its moments
are of the form
ϕ(xk) = ∑
pi∈NC(k)λ
#pi
for every k ∈ N. In particular, λ = 1 means that ϕ(xk) = #NC(k).
Remark 2.19. So what are the “free Bell numbers”? It turns out that, for all k ∈ N,
#NC(k) = Ck = #NC2(2k).
Hence the “free Bell numbers” are just the Catalan numbers again.
NC(k) # NC2(2k)
k = 1 1
k = 2 , 2 ,
k = 3 , , ,
,
5
, , ,
,
k = 4 . . . 15 . . .
This is very different from the classical world!P(k) # # P2(2k)
k = 1 1 1
k = 2 , 2 3 , ,
k = 3 . . . 5 15 . . .
k = 4 . . . 15 105 . . .↑ ↑
Bell (2k − 1)!!
numbers
The “coincidence” that #NC(k) = #NC2(2k) for all k ∈ N means in particular that the
square s2 of a standard semicircle element s is a free Poisson variable with parameter 1.
For every k ∈ N,
ϕ((s2)k) = ϕ(s2k) = #NC(2k) = #NC(k).
24
We can determine the density of the distribution of s2. For every k ∈ N,
ϕ((s2)k) = 1
2pi
∫ 2−2 t2k√4 − t2 dt
= 1
pi
∫ 2
0
t2k
√
4 − t2 dt x = t2
dx = 2t dt
= 1
pi
∫ 4
0
xk
√
4 − x dx
2
√
x
= 1
2pi
∫ 4
0
xk
√
4
x
− 1dx,
yielding as density
x↦ ⎧⎪⎪⎨⎪⎪⎩
1
2pi
√
4
x − 1, if x ∈ (0,4],
0, otherwise.
In classical probability theory there is no relation between the square of a normal variable
and a Poisson variable!
1 2 3 4
0.5
1
Free Poisson of parameter 1
2 4 6
0.5
1
Classical Poisson of parameter 1
Remark 2.20 (Joint moments of free variables). Let (A, ϕ) be a non-commutative
probability space, let a1, a2 ∈ A, let (a(1)n,i )n∈N,i∈[n] and (a(2)n,i )n∈N,i∈[n] be two families of
random variables as in Remark 2.15; in particular, let (κ(1)r )r∈N and (κ(2)r )r∈N be two
sequences in C and assume that, for all n ∈ N, i ∈ [n] and r ∈ N,
ϕ((a(1)n,i )r) = κ(1)rn and ϕ((a(2)n,i )r) = κ(2)rn
and that
a
(1)
n,1 + . . . + a(1)n,n distrÐ→ a1 and a(2)n,1 + . . . + a(2)n,n distrÐ→ a2.
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Let us look in the following at the case of free variables; the case of independent variables
works in the same way. Assume in addition that, for every n ∈ N, the sets {a(1)n,1, . . . , a(1)n,n}
and {a(2)n,1, . . . , a(2)n,n} are free. This implies then (see Assignment 3, Exercise 4) that also
the limits a1 and a2 are free. Hence we can calculate joint moments in free a1, a2 via
this representation and try to express it in terms of (κ(1)r )r∈N and (κ(2)r )r∈N. Fix k ∈ N
and p1, . . . , pk ∈ {1,2}. Then,
ϕ(ap1 . . . apk) = limn→∞ϕ[(a(p1)n,1 + . . . + a(p1)n,n ) . . . (a(pk)n,1 + . . . + a(pk)n,n )]= lim
n→∞ ∑
i∶[k]→[n]ϕ(a(p1)n,i(1) . . . a(pk)n,i(k))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∼ ∑
pi∈P(k) g
(p1,...,pk)
n (pi) ⋅ n#pi (n→∞)
= ∑
pi∈P(k) limn→∞n
#pi ⋅ g(p1,...,pk)n (pi)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶(∗) .
For which pi ∈ P(k) does the term (∗) survive in the limit n → ∞? For pi ∈ NC(k) the
moment g
(p1,...,pk)
n (pi) factorizes into products of moments according to the blocks of pi.
If in a block V ∈ pi of such a pi all p1, . . . , pk belonging to V are 1 or all 2, then this pi
gives the contribution κ
(1)
#V or κ
(2)
#V respectively. If, however, both 1 and 2 appear among
the p1, . . . , pk in a given block V ∈ pi, then this moment factorizes further into (joint)
moments of (a(1)n,i )n∈N,i∈[n] and (a(2)n,i )n∈N,i∈[n]. In that case g(p1,...,pk)n (pi) provides more
than #pi many factors 1n , which we do not have enough n-factors to compensate for.
Hence, such terms go to zero. Thus, we conclude:
ϕ(ap1 . . . apk) = ∑
pi∈NC(k)
pi≤ker(p)↑
p must be constant
on each block of pi
∏
V ∈pi κ
(p∣V )
#V .
for every k ∈ N and every p ∶ [k]→ [2].
Theorem 2.21. Let (A, ϕ) be a non-commutative probability space, a1, a2 ∈ A and a1
and a2 either classically or freely independent. If there are sequences (κ(1)r )r∈N and(κ(2)r )r∈N in C such that, for every l ∈ [2], the moments of al can be written in the form
ϕ(akl ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
pi∈P(k) ∏V ∈pi κ(l)#V in the classical case and
∑
pi∈NC(k) ∏V ∈pi κ(l)#V in the free case,
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for all k ∈ N, then the joint moments of (a1, a2) are of the form
ϕ(ap1 . . . apk) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
pi∈P(k)
ker(p)≤pi
∏
V ∈pi κ
(p∣V )
#V in the classical case and
∑
pi∈NC(k)
ker(p)≤pi
∏
V ∈pi κ
(p∣V )
#V in the free case
for all k ∈ N and p ∶ [k]→ [2].
Example 2.22. In the free case we have
ϕ(a1a2a1a2) =
κ
(1)
2 κ
(2)
1 κ
(2)
1+ κ(1)1 κ(1)1 κ(2)2+ κ(1)1 κ(2)1 κ(1)1 κ(2)1 ,
whereas in the classical case we get the additional term
+ κ(1)2 κ(2)2 .
Conclusion. If we write the moments of random variables a1, a2 as in Theorem 2.21 as
sums over non-crossing partitions multiplicatively in terms of sequences (κ(1)r )r∈N and(κ(1)r )r∈N, then freeness between a1 and a2 corresponds to having in joint moments no
“mixed κ’s” (no blocks connecting different variables)! The sequences (κ(1)r )r∈N and(κ(1)r )r∈N will be called “free cumulants”. We will treat them more systematically in the
next section.
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3 The Combinatorics of Free Probability Theory: Free
Cumulants
Definition 3.1. Let n ∈ N be arbitrary.
(1) Given pi,σ ∈ NC(n), we write pi ≤ σ if each block of pi is completely contained in
one of the blocks of σ. With this partial order, NC(n) becomes a partially ordered
set (poset). We also write pi < σ for: pi ≤ σ and pi ≠ σ.
(2) The unique maximal element of NC(n) is denoted by
1n ∶= {{1,2, . . . , n}} = . . .
and the unique minimal element of NC(n) by
0n ∶= {{1},{2}, . . . ,{n}} = . . . .
Example 3.2. In NC(8),
1 2 3 4 5 6 7 8
pi≤
σ
is true. The binary relation “≤” is indeed only a partial order. E.g., in NC(3)
those three elements
cannot be compared.
Definition 3.3 (Rota 1964). Let P be a finite partially ordered set.
(1) We put
P (2) ∶= {(pi,σ) ∣ pi,σ ∈ P,pi ≤ σ}
and define for every two functions F,G ∶ P (2) → C their convolution
F ∗G ∶ P (2) → C
by demanding for all (pi,σ) ∈ P (2) that(F ∗G)(pi,σ) ∶= ∑
τ∈P
pi≤τ≤σ
F (pi, τ)G(τ, σ).
We also introduce a one-variable version of this: For functions f ∶ P → C and
G ∶ P (2) → C we define f ∗G ∶ P → C by requiring, for all σ ∈ P ,(f ∗G)(σ) ∶= ∑
τ∈P
τ≤σ
f(τ)G(τ, σ).
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(2) The special functions δ, ζ ∶ P (2) → C, the latter named zeta function, are defined
by the condition that, for all (pi,σ) ∈ P (2),
δ(pi,σ) ∶= ⎧⎪⎪⎨⎪⎪⎩1, if pi = σ,0, if pi < σ, and ζ(pi,σ) ∶= 1.
Remark 3.4. Let P be a finite partially ordered set.
(1) Suppose that P has a unique minimal element 0. Given a one-variable function
f ∶ P → C, one should think of f as the restriction of some function F ∶ P (2) → C
with f(σ) = F (0, σ) for all σ ∈ P .
(2) Given two functions F,G ∶ P (2) → C, we can think of F and G as functions
operating not on pairs (pi,σ) ∈ P (2) but on intervals
[pi,σ] ∶= {τ ∈ P ∣ pi ≤ τ ≤ σ}.
In the Definition 3.3 (1) of (F ∗G)(pi,σ) for (pi,σ) ∈ P (2) we sum over all decom-
positions of the interval [pi,σ] into two subintervals [pi, τ] and [τ, σ], where τ ∈ P
with pi ≤ τ ≤ σ.
(3) The function δ from Definition 3.3 (2) is clearly the unit of the convolution oper-
ation: For all F ∶ P (2) → C,
F ∗ δ = δ ∗ F = F.
(4) Note that the convolution ∗ is associative: For all F,G,H ∶ P (2) → C it holds that
(F ∗G) ∗H = F ∗ (G ∗H).
But ∗ is, in general, not commutative.
(5) The set of all functions F ∶ P (2) → C equipped with pointwise defined addition and
with the convolution ∗ as multiplication is a unital (associative) algebra over C,
usually called the incidence algebra of P .
(6) We are mainly interested in the special case of convolutions f = g ∗ ζ with the zeta
function of Definition 3.3 (2) for functions f, g ∶ P → C, i.e. in equations of the
form
f(σ) = ∑
τ∈P
τ≤σ
g(τ)ζ(τ, σ)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1 = ∑τ∈Pτ≤σ g(τ),
holding for all σ ∈ P . For us, P will correspond to the set of non-crossing partitions,
f to moments and g to cumulants. In order to define the cumulants in terms of
the moments we should solve the equation f = g ∗ ζ for g.
Proposition 3.5. Let P be a finite partially ordered set. Its zeta function is invertible:
There exists µ ∶ P (2) → C, called Mo¨bius function, such that
ζ ∗ µ = δ = µ ∗ ζ.
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Proof. The second desired relation for µ asks that for all (pi,σ) ∈ P (2) we have
1, if pi = σ,
0, if pi < σ } = δ(pi,σ) != (µ ∗ ζ)(pi,σ) = ∑τ∈P
pi≤τ≤σ
µ(pi, τ)ζ(τ, σ)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1 = ∑τ∈Ppi≤τ≤σµ(pi, τ);
this can be solved recursively by defining, for all pi ∈ P ,
µ(pi,pi) ∶= 1 and µ(pi,σ) ∶= − ∑
τ∈P
pi≤τ<σ
µ(pi, τ),
for all (pi,σ) ∈ P (2).
Note that, given functions F,G ∶ P (2) → C, we can also view the Definition 3.3 (1) of
F ∗G as matrix multiplication. Let r ∈ N and (pii)ri=1 be such that P = {pi1, . . . , pir} and
put, for all F ∶ P (2) → C, Fˆ ∶= (F (pii, pij))ri,j=1, where, for all i, j ∈ [r], F (pii, pij) ∶= 0 if
pii /≤ pij . Then, given functions F,G,H ∶ P (2) → C, the identity H = F ∗G is the same as
Hˆ = Fˆ ⋅↑
matrix multiplication
Gˆ.
Since δˆ is the identity matrix, the relation µˆ⋅ζˆ = δˆ implies automatically that also ζˆ ⋅µˆ = δˆ.
(Since we are in finite dimensions, any left inverse with respect to matrix multiplication
is also a right inverse.) Hence, the function µ defined above satisfies also the first desired
relation ζ ∗ µ = δ.
Corollary 3.6 (Mo¨bius inversion). Let P be a finite partially ordered set. There exists
a uniquely determined Mo¨bius function µ ∶ P (2) → C such that for any f, g ∶ P → C the
following statements are equivalent:
(1) f = g ∗ ζ, meaning
f(σ) = ∑
pi∈P
pi≤σ
g(pi) for all pi ∈ P.
(2) g = f ∗ µ, meaning
g(σ) = ∑
pi∈P
pi≤σ
f(pi)µ(pi,σ) for all pi ∈ P.
Remark 3.7. Let NC ∶= ⋃n≥1NC(n). Our upcoming cumulant functions g ∶ NC → C
will have a quite special “multiplicative” structure. Namely, for every pi ∈ NC, the
cumulant g(pi) will factorize into a product of cumulants according to the blocks of
pi. The same will then be the case for the moment functions f ∶ NC → C. Actually,
instead of looking at moments and cumulants of single random variables, we will consider
multivariate joint versions.
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Definition 3.8. Let A be a unital (associative) algebra over C. For a given sequence(ρn)n∈N of multilinear functionals on A, where, for every n ∈ N,
ρn ∶ An → C, (a1, . . . , an)↦ ρn(a1, . . . , an) is n-linear,
we extend (ρn)n∈N to a family (ρpi)pi∈NC of multilinear functionals on
NC ∶= ⋃
n∈NNC(n)
such that, again, for every n ∈ N and every pi ∈ NC(n),
ρpi ∶ An → C, (a1, . . . , an)↦ ρpi(a1, . . . , an) is n-linear,
by defining, for every n ∈ N, every pi ∈ NC(n) and all a1, . . . , an ∈ A,
ρpi(a1, . . . , an) ∶= ∏
V ∈pi ρ#V (a1, . . . , an ∣ V ),
where for all s ∈ N, i1, . . . , is ∈ [n] with i1 < i2 < . . . < is and V = {i1, . . . , is},
ρs(a1, . . . , an ∣ V ) ∶= ρs(ai1 , . . . , ais).
Then, (ρpi)pi∈NC is called the multiplicative family of functionals on NC determined by(ρn)n≥1.
Example 3.9. Let A and (ρn)n∈N be as in Definition 3.8.
(1) For all n ∈ N, note that ρn = ρ1n :
ρ
. . .
(a1, . . . , an) = ρn(a1, . . . , an)
for all a1, . . . , an ∈ A. That justifies thinking of (ρpi)pi∈NC as “extending” the
original family (ρn)n∈N.
(2) For the partition pi = {{1,10},{2,5,9},{3,4},{6},{7,8}} ∈ NC(10) and a1, . . . , a10 ∈A, Definition 3.8 means
ρpi(a1, . . . , a10) = ρ2(a1, a10)ρ3(a2, a5, a9)ρ2(a3, a4)ρ1(a6)ρ2(a7, a8),
according to
a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
Definition 3.10 (Speicher 1994). Let (A, ϕ) be a non-commutative probability space.
Then, we define, for every n ∈ N, the n-linear functional ϕn on A by
ϕn(a1, . . . , an) ∶= ϕ(a1 . . . an)
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for all a1, . . . , an ∈ A, and extend (ϕn)n∈N to the corresponding multiplicative family of
moment functionals ϕ ∶= (ϕpi)pi∈NC on NC by defining
ϕpi(a1, . . . , an) = ∏
V ∈piϕ#V (a1, . . . , an ∣ V )
for all n ∈ N, pi ∈ NC(n) and a1, . . . , an ∈ A.
The corresponding free cumulants κ ∶= (κpi)pi∈NC are defined by κ ∶= ϕ ∗ µ, which
means, by
κσ(a1, . . . , an) ∶= ∑
pi∈NC(n)
pi≤σ
ϕpi(a1, . . . , an)µ(pi,σ)
for all n ∈ N, σ ∈ NC(n) and a1, . . . , an ∈ A.
Proposition 3.11. Let (A, ϕ) be a non-commutative probability space with free cumu-
lants (κpi)pi∈NC .
(1) For each n ∈ N and pi ∈ NC(n), the free cumulant functional κpi ∶ An → C is linear
in each of its n arguments.
(2) The family (κpi)pi∈NC is multiplicative, determined by the family (κn)n∈N, where,
for every n ∈ N, κn ∶= κ1n.
Proof. (1) Clear by Definition 3.10 since all ϕpi are multilinear.
(2) Let n ∈ N, σ = {V1, . . . , Vr} ∈ NC(n) and a1, . . . , an ∈ A and consider κσ(a1, . . . , an).
Any pi ∈ NC(n) with pi ≤ σ decomposes then into pi = pi1 ∪ . . . ∪ pir, where pii ∈ NC(Vi)
for every i ∈ [r]. And, the interval [pi,σ] decomposes accordingly[pi,σ] ≅ [pi1,1#V1] × . . . × [pir,1#Vr] ⊆ NC(V1) × . . . ×NC(Vr).
Since the value µ(pi,σ) of the Mo¨bius function at (pi,σ) depends only on the interval[pi,σ] (by the recursive definition in the proof of Proposition 3.5) and since the Mo¨bius
function of a product of partially ordered sets is the product of the Mo¨bius functions,
we find
µ(pi,σ) = µ(pi1,1#V1) ⋅ . . . ⋅ µ(pir,1#Vr)
and thus
κσ(a1, . . . , an) = ∑
pi∈NC(n)
pi≤σ
ϕpi(a1, . . . , an)µ(pi,σ)
= ∑
pi1∈NC(V1),...,
pir∈NC(Vr)
r∏
i=1ϕpii(a1, . . . , an ∣ Vi) ⋅ µ(pii,1#Vi)
= r∏
i=1 ∑pii∈NC(Vi)ϕpii(a1, . . . , an ∣ Vi) ⋅ µ(pii,1#Vi)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= κ#Vi(a1, . . . , an ∣ Vi)= ∏
V ∈σ κ#V (a1, . . . , an ∣ V ).
That is just what we needed to show.
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Remark 3.12. Let (A, ϕ) be a non-commutative probability space with free cumulants
κ. By Mo¨bius inversion, Corollary 3.6, the definition κ ∶= ϕ ∗µ of κ in Definition 3.10 is
equivalent to requiring ϕ = κ ∗ ζ. More precisely, the free cumulants are determined by
the facts that (κpi)pi∈NC is a multiplicative family of functionals and that, for all n ∈ N
and a1, . . . , an ∈ A,
ϕ(a1 . . . an) = ϕn(a1, . . . , an) = ∑
pi∈NC(n)κpi(a1, . . . , an).
Notation 3.13. Let (A, ϕ) be a non-commutative probability space with free cumulants
κ. The formulas κ = ϕ∗µ and ϕ = κ∗ ζ from Definition 3.10 and Remark 3.12 are called
moment-cumulant formulas.
Example 3.14. Let (A, ϕ) be a non-commutative probability space.
(1) Let us calculate cumulants κn for small n ∈ N by explicitly inverting the equation
ϕ = κ ∗ ζ. In this way, we also learn values of the Mo¨bius function of NC.
(i) Case n = 1: Since NC(1) = { } = {11}, the equation ϕ = κ∗ ζ yields, for every
a1 ∈ A,
ϕ1(a1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ϕ(a1)
= κ (a1) = κ1(a1),
which allows us to conclude that κ1(a1) = ϕ(a1). Since this formula corre-
sponds by definition to
κ1(a1) = ϕ1(a1)µ( , )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1
.
we have verified µ( , ) = 1.
(ii) Case n = 2: It holds NC(2) = { , } = {02,12}. From ϕ = κ ∗ ζ follows
here, for all a1, a2 ∈ A,
ϕ2(a1, a2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ϕ(a1a2)
= κ (a1, a2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= κ2(a1, a2)
+ κ (a1, a2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= κ1(a1)κ1(a2)
.
We solve for κ2(a1, a2) and use the results κ1(a1) = ϕ(a1) and κ1(a2) = ϕ(a2)
from Part (i), yielding
κ2(a1, a2) = ϕ(a1a2) − ϕ(a1)ϕ(a2).
We can learn further values of the Mo¨bius function by comparing with the
definition:
κ2(a1, a2) = ϕ2(a1, a2)µ( , )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1 + ϕ1(a1)ϕ2(a2)µ( , )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= −1 .
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(iii) Case n = 3: Here, expanding the definitions in ϕ = κ ∗ ζ leads to, for all
a1, a2, a3 ∈ A,
ϕ3(a1, a2, a3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ϕ(a1a2a3)
= κ (a1, a2, a3) + κ (a1, a2, a3)+ κ (a1, a2, a3) + κ (a1, a2, a3)+ κ (a1, a2, a3)= κ3(a1, a2, a3) + κ1(a1)κ2(a2, a3)+ κ2(a1, a3)κ1(a2) + κ2(a1, a2)κ1(a3)+ κ1(a1)κ1(a2)κ1(a3).
Combining the results of Parts (i) and (ii), we can thus conclude
κ3(a1, a2, a3) = ϕ(a1a2a3) − ϕ(a1)ϕ(a2a3)− ϕ(a2)ϕ(a1a3) − ϕ(a3)ϕ(a1a2)+ 2ϕ(a1)ϕ(a2)ϕ(a3).
And thus we can read off the following values of the Mo¨bius function:
σ
µ(σ, ) 1 −1 −1 −1 2
(2) Let s be a standard semicircular element (see Definition 2.12). Then, for all m ∈ N,
ϕ(s2m) = #NC2(2m) = ∑
pi∈NC2(2m) ∏V ∈pi 1.
Thus the free cumulants of s are, for every n ∈ N, of the form
κn(s, s, . . . , s) = ⎧⎪⎪⎨⎪⎪⎩1, if n = 2,0, otherwise.
This is because, for every n ∈ N, the corresponding multiplicative extension is given
by
κpi(s, s, . . . , s) = ∏
V ∈pi κ#V (s, . . . , s)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= δ#V,2
= ⎧⎪⎪⎨⎪⎪⎩1, if pi ∈ NC2(n),0, otherwise
for all pi ∈ NC(n), which gives the right values for the moments, and because (by
Mo¨bius inversion, Corollary 3.6) the cumulants (κn)n∈N are uniquely determined
by the moments (ϕn)n∈N.
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(3) In the same way, for every λ ∈ R, λ > 0, the description of the moments of a free
Poisson element x of parameter λ (see Definition 2.18) as
ϕ(xk) = ∑
pi∈NC(k)λ
#pi = ∑
pi∈NC(k) ∏V ∈piλ,
for every k ∈ N, tells us that its cumulants are, for every n ∈ N, of the form
κn(x,x, . . . , x) = λ.
Remark 3.15. Let (A, ϕ) be a non-commutative probability space. With respect to
the additive structure of A, the free cumulant κpi is a multilinear functional for every
pi ∈ NC. We also need to understand their behavior with respect to the multiplicative
structure of A. For the moment functionals this is easy, they are “associative”: For
example, for all a1, a2, a3 ∈ A,
ϕ2(a1a2, a3) = ϕ((a1a2)a3) = ϕ(a1(a2a3)) = ϕ2(a1, a2a3).
But, what about κ2? The functional κ2 is not associative in this sense, i.e., for a1, a2, a3 ∈A, κ2(a1a2, a3) ≠ κ2(a1, a2a3) in general. However, there is a nice replacement for this.
Notation 3.16. Let (A, ϕ) be a non-commutative probability space, fix m,n ∈ N with
m < n and i ∶ [m] → [n] with 1 ≤ i(1) < i(2) < . . . < i(m) = n. Consider a1, . . . , an ∈ A
and put
A1 ∶= a1 . . . ai(1)
A2 ∶= ai(1)+1 . . . ai(2)⋮
Am ∶= ai(m−1)+1 . . . ai(n).
We want to relate the cumulants of (a1, . . . , an) and (A1, . . . ,Am). On the level of
moments this is simple: For each pi ∈ NC(m) there is a pˆi ∈ NC(n) such that
ϕpi(A1, . . . ,Am) = ϕpˆi(a1, a2, . . . , an).
Namely, for pi ∈ NC(m) this partition pˆi is determined by writing i0 ∶= 0 and requiring,
for all j, k ∈ [n],
j ∼pˆi k if and only if there exist p, q ∈ [m] such that
aj is a factor in Ap ∶ j ∈ {i(p − 1) + 1, . . . , i(p)},
ak is a factor in Aq ∶ k ∈ {i(q − 1) + 1, . . . , i(q)}, and
p ∼pi q.
The mapping ⋅ˆ ∶ NC(m)→ NC(n) is an embedding of partially ordered sets.
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Example 3.17. (1) For m = 3, n = 6, a1, . . . , a6 ∈ A, and
A1 ∶= a1, A2 ∶= a2a3a4, A3 ∶= a5a6,
the embedding ⋅ˆ ∶ NC(3)→ NC(6) from Notation 3.16 looks as follows:
A1A2A3
⋅ˆÐ→ a1a2a3a4a5a6
We can relate the moments of (a1, a2, . . . , a6) and (A1,A2,A3) by
ϕ (A1,A2,A3) = ϕ(A1A3)ϕ(A2)= ϕ(a1a5a6)ϕ(a2a3a4) = ϕ (a1, a2, . . . , a6).
(2) Note that 1ˆm = 1n, but 0ˆm ≠ 0ˆn (unless m = n) and that{pˆi ∣ pi ∈ NC(m)} = [0ˆm, 1ˆn] = {σ ∈ NC(n) ∣ 0ˆm ≤ σ}.
(3) The mapping NC(m) → NC(n), τ ↦ τˆ preserves the partial order. Hence, in
particular, µ(pi, τ) = µ(pˆi, τˆ) for all pi, τ ∈ NC(m) with pi ≤ τ .
Proposition 3.18. For each n ∈ N, the partially ordered set NC(n) is a lattice:
(1) For all pi,σ ∈ NC(n) there exists a unique smallest τ ∈ NC(n) with the properties
pi ≤ τ and σ ≤ τ . (It is denoted by pi ∨ σ and called the join (or maximum) of pi
and σ.)
(2) For all pi,σ ∈ NC(n) there exists a unique largest τ ∈ NC(n) with the properties
τ ≤ pi and τ ≤ σ. (It is denoted by pi ∧ σ and called the meet (or minimum) of pi
and σ.)
Proof. Let n ∈ N and pi,σ ∈ NC(n) be arbitrary. We prove Claim (2) first.
(2) If pi = {V1, . . . , Vr} and σ = {W1, . . . ,Ws}, then,
pi ∧ σ = {Vi ∩Wj ∣ i ∈ [r], j ∈ [s], Vi ∩Wj ≠ ∅}.
In other words, for all p, q ∈ [n],
p ∼pi∧σ q if and only if p ∼pi q and p ∼σ q.
For example,
∧ = .
36
(1) The first guess, trying to define pi ∨ σ by requiring p ∼pi q or p ∼σ q for p, q ∈ [n],
does not work. But we can reduce joins to meets as follows:● By induction, any finite number of non-crossing partitions has a meet:
pi1 ∧ pi2 ∧ . . . ∧ pik ∈ NC(k)
for all k ∈ N and pi1, . . . , pik ∈ NC(n).● There is a maximal element 1n, which is the join of all of NC(n).● It then follows
pi ∨ σ =⋀{τ ∈ NC(n) ∣ pi ≤ τ, σ ≤ τ}´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≠ ∅ since it contains 1n
.
That concludes the proof.
Remark 3.19. (1) For n ∈ N and not necessarily non-crossing pi,σ ∈ P(n), we can
define pi ≤ σ in the same way as for pi,σ ∈ NC(n). Then, P(n) is also a lattice.
The meet of P(n) restricts to the meet onNC(n). But for the join, both operations
are different. E.g., the non-crossing partitions
and
have the joins
in P(4) and in NC(4).
(2) In general, the join in NC is given by taking the join in P and then merging blocks
together which have a crossing.
(3) Let n ∈ N. Even in P(n) the join pi ∨ σ of partitions pi,σ ∈ P(n) is not just found
by declaring for p, q ∈ [n] that p ∼pi∨σ q if and only if p ∼pi q or p ∼σ q. Instead, one
has to allow longer alternating connections via pi and σ. For example, the join of
and
in P(10) (and NC(10)) is given by
.
Theorem 3.20. Let (A, ϕ) be a non-commutative probability space with free cumulants(κpi)pi∈NC , let m,n ∈ N satisfy m < n, let i ∶ [m]→ [n] with 1 ≤ i(1) < i(2) < . . . < i(m) = n
and a1, . . . , an ∈ A be arbitrary and define
A1 ∶= a1 . . . ai(1), A2 ∶= ai(1)+1 . . . ai(2), . . . Am ∶= ai(m−1)+1 . . . ai(m).
Then, for all τ ∈ NC(m),
κτ(A1, . . . ,Am) = ∑
pi∈NC(n)
pi∨0ˆm=τˆ
κpi(a1, . . . , an).
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In particular,
κm(A1, . . . ,Am) = ∑
pi∈NC(n)
pi∨0ˆm=1n
κpi(a1, . . . , an).
Proof. For every τ ∈ NC(m),
κτ(A1, . . . ,Am) = ∑
σ∈NC(m)
σ≤τ
ϕσ(A1, . . . ,Am)µ(σ, τ)
= ∑
σ∈NC(m)
0m≤σ≤τ
ϕσˆ(a1, . . . , an)µ(σˆ, τˆ)
ω=σˆ= ∑
ω∈NC(n)
0ˆm≤ω≤τˆ
ϕω(a1, . . . , an)µ(ω, τˆ)
= ∑
ω∈NC(n)
0ˆm≤ω≤τˆ
∑
pi∈NC(n)
pi≤ω´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∑
pi∈NC(n)
pi≤τˆ
∑
ω∈NC(n)
0ˆm∨pi≤ω≤τˆ
κpi(a1, . . . , an)µ(ω, τˆ)
= ∑
pi∈NC(n)
pi≤τˆ
κpi(a1, . . . , an) ∑
ω∈NC(n)
0ˆm∨pi≤ω≤τˆ
µ(ω, τˆ)
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ζ∗µ=δ= ⎧⎪⎪⎨⎪⎪⎩1, if 0ˆm ∨ pi = τˆ ,0, if 0ˆm ∨ pi < τˆ .= ∑
pi∈NC(n)
pi≤τˆ
0ˆm∨pi=τˆ
κpi(a1, . . . , an).
For every pi ∈ NC(n) we have: pi ≤ τˆ and 0ˆm ∨ pi = τˆ holds if and only if 0ˆ ∨ pi = τˆ ; this
proves then the claim.
Example 3.21. Let s be a standard semicircular in a ∗-probability space (A, ϕ) with
free cumulants (κpi)pi∈NC . Then, by Example 3.14 (2), for every n ∈ N,
κn(s, s, . . . , s) = ⎧⎪⎪⎨⎪⎪⎩1, if n = 2,0, otherwise.
Let us check that x ∶= s2 is a free Poisson of parameter 1, i.e. that, for all m ∈ N, we have
κm(x,x, . . . , x) = 1. By Theorem 3.20, for all m ∈ N,
κm(ss, ss, . . . , ss) = ∑
pi∈NC(2m)
pi∨0ˆm=12m
κpi(s, s, . . . , s)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ⎧⎪⎪⎨⎪⎪⎩1, if pi ∈ NC2,0, otherwise.
= #{pi ∈ NC2(2m) ∣ pi ∨ 0ˆm = 12m}.
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Note that, here, 0ˆm = {{1,2},{3,4}, . . . ,{2m − 1,2m}}.
. . .
. . .
odd
not connected
not possible
not possible
only possibility
For every m ∈ N, there is exactly one pi ∈ NC2(2m) which satisfies pi ∨ 0ˆm = 12m, namely
pi = {{1,2m},{2,3},{4,5}, . . .{2m − 2,2m − 1}}.
It follows κm(x,x, . . . , x) = #{pi ∈ NC2(2m) ∣ pi ∨ 0ˆm = 12m} = 1 for every m ∈ N, which
is what we wanted to see.
Proposition 3.22. Let (A, ϕ) be a non-commutative probability space with free cumu-
lants (κn)n∈N. Consider n ∈ N with n ≥ 2 and a1, . . . , an ∈ A. If there exists at least one
i ∈ [n] such that ai = 1, then κn(a1, . . . , an) = 0.
Note that for n = 1 we have κ1(1) = ϕ(1) = 1.
Proof. For simplicity, we only consider the case an = 1. Then, we have to show, for all
n ∈ N with n ≥ 2, that κn(a1, . . . , an−1,1) != 0. We do this by induction over n.
In the base case n = 2, the claim is true by Example 3.14 (1) (ii):
κ2(a1,1) = ϕ(a1 ⋅ 1) − ϕ(a1)ϕ(1) = 0.
Assume the statement is true for all k ∈ N with k < n. We prove it for n. By Theo-
rem 3.20,
κn−1(a1, . . . , an−1 ⋅ 1) = ∑
pi∈NC(n)
pi∨0ˆn−1=1n
κpi(a1, a2, . . . , an−1,1),
where 0ˆn−1 = {{1}, . . . ,{n − 2},{n − 1, n}}. Possible pi ∈ NC(n) with pi ∨ 0ˆn−1 = 1n can
only be of two kinds: Clearly, pi = 1n satisfies this equation
. . .
. . .
0ˆn
1n
and contributes
κ1n(a1, . . . , an−1,1) = κn(a1, . . . , an−1,1).
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The other possibility is that there exists r ∈ N0 with r < n − 1 such that
pi = {{1,2, . . . , r, n},{r + 1, r + 2, . . . , n − 1}},
. . .
1 r r+1 n−1 n
. . .
. . .
0ˆn
pi
contributing
κpi(a1, . . . , an−1,1) = κr+1(a1, . . . , ar,1)κn−r−1(ar+1, . . . , an−1).
If r ≠ 0, then the induction hypothesis implies κr+1(a1, . . . , ar,1) = 0 and thus, for such
pi, κpi(a1, . . . , an−1,1) = 0. Hence, the only potentially non-zero contribution comes for
such pi from the one with r = 0 and amounts to κ1(1)κn−1(a1, . . . , an−1).
Consequently, since κ1(1) = 1,
κn−1(a1, . . . , an−1 ⋅ 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= an−1 ) = κn(a1, . . . , an−1,1) + κn−1(a1, . . . , an−1),
which proves κn(a1, . . . , an−1,1) = 0, as claimed.
Theorem 3.23 (Freeness ≙ Vanishing of Mixed Cumulants, Speicher 1994). Let (A, ϕ)
be a non-commutative probability space with free cumulants (κn)n∈N and let (Ai)i∈I be a
family of unital subalgebras of A. Then, the following statements are equivalent.
(1) The subalgebras (Ai)i∈I are freely independent in (A, ϕ).
(2) Mixed cumulants in the subalgebras (Ai)i∈I vanish: For all n ∈ N with n ≥ 2, all
i ∶ [n] → I and all a1, . . . , an ∈ A with aj ∈ Ai(j) for every j ∈ [n] we have that
κn(a1, . . . , an) = 0 whenever there exist l, k ∈ [n] such that i(l) ≠ i(k).
Proof. (2) ⇒ (1): Consider a situation as in the definition of freeness, i.e. let n ∈ N,
i ∶ [n] → I, i(1) ≠ i(2) ≠ . . . ≠ i(n), a1, . . . , an ∈ A with aj ∈ Ai(j) and ϕ(aj) = 0 for all
j ∈ [n]. Then, we have to show that ϕ(a1 . . . an) = 0. This follows from
ϕ(a1 . . . an) = ∑
pi∈NC(n) κpi(a1, . . . , an).´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ∏
V ∈pi κ#V (a1, . . . , an ∣ V )
by the following reasoning: For every pi ∈ NC(n) and every block V ∈ pi which is an
interval it holds that κ#V (a1, . . . , an ∣ V ) = 0; in the case #V = 1 because a1, . . . , an
are centered, and in the case #V > 1 because of the Assumption (2) of vanishing of
mixed cumulants. Since each pi ∈ NC(n) contains at least one interval block, it follows
ϕ(a1 . . . an) = 0, as claimed.
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(1) ⇒ (2): Let n ∈ N, i ∶ [n] → I, a1, . . . , an ∈ A and aj ∈ Ai(j) for every j ∈ [n].
Assume first that a1, . . . , an are centered and alternating, i.e. that
ϕ(a1) = . . . = ϕ(an) = 0 and i(1) ≠ i(2) ≠ . . . ≠ i(n).
Then, by definition,
κn(a1, . . . , an) = ∑
pi∈NC(n) ϕpi(a1, . . . , an)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ∏
V ∈piϕ#V (a1, . . . , an ∣ V )
µ(pi,1n).
Again, for every pi ∈ NC(n) which contains an interval block V ∈ pi it holds that
ϕ#V (a1, . . . , an ∣ V ) = 0 due to the freeness Assumption (1). Thus, since every non-
crossing partition has at least one interval block, it follows κn(a1, . . . , an) = 0, and thus
the claim for centered and alternating variables.
Because, by Proposition 3.22, since n ≥ 2,
κn(a1, . . . , an) = κn(a1 − ϕ(a1) ⋅ 1, . . . , an − ϕ(an) ⋅ 1),
we can get rid of the assumption ϕ(a1) = . . . = ϕ(an) = 0. Finally, we also want to see the
vanishing of the cumulant if arguments are only mixed, not necessarily alternating, i.e.
if there exist l, k ∈ [n] such that i(l) ≠ i(k), but not necessarily i(1) ≠ . . . ≠ i(n). Given
such mixed arguments a1, . . . , an for κn, we multiply neighbors together to make them
alternating: We choose m ∈ N and i′ ∶ [m] → I such that a1 . . . an = A1 . . .Am, where
A1, . . . ,Am ∈ A, such that Aj ∈ Ai′(j) for every j ∈ [m] and such that i′(1) ≠ . . . ≠ i′(m).
Note that m ≥ 2 because a1, . . . , an are mixed. Hence, for A1, . . . ,Am we already
know that κm(A1, . . . ,Am) = 0 by what was shown above. On the other hand, by
Theorem 3.20,
0 = κm(A1, . . . ,Am) = ∑
pi∈NC(n)
pi∨0ˆm=1n
κpi(a1, . . . , an)
= κ1n(a1, . . . , an)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= κn(a1, . . . , an)
+ ∑
pi∈NC(n)
pi≠1n
pi∨0ˆm=1n
κpi(a1, . . . , an).
Note ker(i) ≥ 0ˆm. By induction, we can infer that any pi ∈ NC(n) with pi ≠ 1m (which
must have all blocks of size less than n) can only yield a potentially non-zero contribution
κpi(a1, . . . , an) if each block of pi connects exclusively elements from the same subalgebra,
i.e. if pi ≤ ker(i). For such pi the condition pi∨ 0ˆm = 1n would then give ker(i) = 1n, saying
that all ai are from the same subalgebra. But that would contradict m ≥ 2. Hence, there
are no pi besides 1n which could yield non-zero contributions. Thus,
κn(a1, . . . , an) = κm(A1, . . . ,Am) = 0.
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To get the above induction started, consider the base case n = 2. Use Example 3.14 (1) (ii)
to find
κ2(a1, a2) = ϕ(a1a2) − ϕ(a1)ϕ(a2).
Assuming that a1, a2 are mixed, means that a1 and a2 are free, from which then ϕ(a1a2) =
ϕ(a1)ϕ(a2) follows by Example 1.6 (2). Hence, κ2(a1, a2) = 0, which completes the
proof.
We can refine this in similar way (see Assignment 6, Exercise 2) to a characterization
of freeness for random variables.
Theorem 3.24. Let (A, ϕ) be a non-commutative probability space with free cumulants(κn)n∈N and (ai)i∈I a family of random variables in A. Then, the following statements
are equivalent:
(1) The random variables (ai)i∈I are freely independent in (A, ϕ).
(2) Mixed cumulants in the random variables (ai)i∈I vanish: For all n ∈ N with n ≥ 2
and all i ∶ [n]→ I we have that κn(ai(1), . . . , ai(n)) = 0 whenever there exist l, k ∈ [n]
such that i(l) ≠ i(k).
Remark 3.25. Consider now a fixed single random variable a in some non-commutative
probability space (A, ϕ) with free cumulants (κn)n∈N. Then, its moments (mn)n∈N and
its cumulants (κn)n∈N, where, for all n ∈ N,
mn ∶= ϕn(a, a, . . . , a) = ϕ(an) and κn ∶= κn(a, a, . . . , a)
are just sequences of numbers, which we extend to “multiplicative” functions m ∶ NC →
C and κ ∶ NC → C via
m(pi) ∶=mpi ∶= ∏
V ∈pim#V and κ(pi) ∶= κpi ∶= ∏V ∈pi κ#V (8)
for all n ∈ N and pi ∈ NC(n). Then, m and κ satisfy the relations κ =m∗µ and m = κ∗ζ.
Those combinatorial relations are conceptually nice but usually not so useful for con-
crete calculations. We need a more analytic reformulation of this.
Theorem 3.26. Let (mn)n∈N and (κn)n∈N be two sequences in C and let two correspond-
ing multiplicative functions m,κ ∶ NC → C be determined via Equation (8). Consider
the corresponding formal power series in C⟦z⟧:
M(z) = 1 + ∞∑
n=1mnzn and C(z) = 1 +
∞∑
n=1κnzn.
Then, the following statements are equivalent:
(1) m = k ∗ ζ, i.e. we have for all n ∈ N
mn = ∑
pi∈NC(n)κpi.
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(2) We have for all n ∈ N
mn = n∑
s=1 ∑i1,...,is∈{0,1,...,n−s}
i1+...+is+s=n
κsmi1 . . .mis .
(3) We have as functional relation in C⟦z⟧
C(z ⋅M(z)) =M(z).
(4) We have as functional relation in C⟦z⟧
M( z
C(z)) = C(z).
Proof. (1) ⇒ (2): Let n ∈ N and pi ∈ NC(n) be arbitrary. If we let V be the block of pi
containing 1, then we can write pi = {V } ∪ pi1 ∪ . . . ∪ pis and
V = {1, i1 + 2, i1 + i2 + 3, . . . , i1 + . . . + is−1 + s}
for certain s = #V ∈ [n], i1, . . . , is ∈ [n] and pi1 ∈ NC(i1), . . . , pis ∈ NC(is).
1 n
V
. . . . . . . . . . . .
. . .
. . .
pi1 pi2 pis−1 pis
i1 i2 is−1 is
Thus, by using these decompositions for all pi ∈ NC(n),
mn = ∑
pi∈NC(n)κpi.
= n∑
s=1 ∑i1,...,is∈{0,...,n−s}
i1+...+is+s=n
∑
pi1∈NC(i1) . . . ∑pis∈NC(is)κsκpi1 . . . κpis
= n∑
s=1 ∑i1,...,is∈{0,...,n−s}
i1+...+is+s=n
κs ⋅ ( ∑
pi1∈NC(i1)κpi1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=mi1
⋯ ( ∑
pis∈NC(is)κpis)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=mis= n∑
s=1 ∑i1,...,is∈{0,...,n−s}
i1+...+is+s=n
κsmi1 . . .mis ,
which is what we needed to see.
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(2) ⇒ (3): For every n ∈ N multiply the expression (2) for mn with zn and then sum
over all n ∈ N:
M(z) = 1 + ∞∑
n=1mnzn= 1 + ∞∑
n=1
n∑
s=1 ∑i1,...,is∈{0,...,n−s}
i1+...+is+s=n
κsmi1 . . .misz
n
= 1 + ∞∑
s=1 ∑i1,...,is(κszs)(mi1zi1) . . . (miszis)
= 1 + ∞∑
s=1κszs(
∞∑
i=0mizi´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=M(z)
)s
= 1 + ∞∑
s=1κs(zM(z))s= C(z ⋅M(z)).
And that proves this implication.
(3)⇒ (1): Both (1) and (3) determine a unique relation between (mn)n∈N and (κn)n∈N.
Hence, (1) ⇒ (3) gives also (3) ⇒ (1).
(3) ⇒ (4): Put w = z ⋅M(z). Then
z = w
M(z) = wC(z ⋅M(z)) = wC(w)
and thus
C(w) = C(z ⋅M(z)) =M(z) =M( w
C(w)).
(4) ⇒ (3): The proof is similar to that of (3) ⇒ (4).
Example 3.27. (1) Consider the implications of Theorem 3.26 in the case of a stan-
dard semicircular element: Let (mn)n∈N and (κn)n∈N be given by the moments
respectively cumulants of a standard semicircular in some non-commutative prob-
ability space. By 3.14 (2) we have κn = δn,2 for all n ∈ N. Hence, the formal
power series C(z) ∈ C⟦z⟧ associated with the cumulants is C(z) = 1 + z2. And,
Relation (3) of Theorem 3.26 says about the formal power series M(z) ∈ C⟦z⟧
associated with the moments that
1 + z2M(z)2 =M(z).
Since odd moments vanish, we can write M(z) = f(z2) for a formal power series
f(z) ∈ C⟦z⟧. The previous equation for M(z) gives then
1 + zf(z)2 = f(z).
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This is the equation for the generating series of the Catalan numbers, see Assign-
ment 3, Exercise 1.
(2) Next, let (mn)n∈N and (κn)n∈N be the moments and cumulants of a free Poisson
element with parameter 1. Then, in particular, κn = 1 for all n ∈ N. Thus, the
formal power series in C⟦z⟧ of the cumulants is given by
C(z) = 1 + ∞∑
n=1 zn = 11 − z .
Here, Relation (3) of Theorem 3.26 translates as
1
1 − zM(z) =M(z),
which is equivalent to
1 + zM(z)2 =M(z).
This is again the equation for the generating series of the Catalan numbers.
(3) Consider the single-variable restrictions of the convolution unit δ and the Mo¨bius
function µ of NC defined by
µ(pi) ∶= µ(0n, pi) and δ(pi) ∶= δ(0n, pi)
for all n ∈ N and pi ∈ NC(n). In the sense of Theorem 3.26, let δ induce the moment
sequence (mn)n∈N and µ the cumulant sequence (κn)n∈N. Then, the corresponding
formal power series M(z),C(z) ∈ C⟦z⟧ are
M(z) = 1 + ∞∑
n=1 δ(0n,1n)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= δn,1
zn = 1 + z and C(z) = 1 + ∞∑
n=1µ(0n,1n)zn.
The identity µ∗ζ = δ, shown in Proposition 3.5, holds for the restricted versions of
µ and δ as well. It is precisely Relation (1) of Theorem 3.26. Hence, the theorem
tells us Relation (4) must be true as well. In this case, the latter says
1 + z
C(z) = C(z),
from which we conclude C(z) + z = C(z)2. Again, define a formal power series
f(z) ∈ C⟦z⟧ implicitly by C(z) = 1 + zf(−z). With this transformation, the above
identity reads as
1 + zf(−z) + z = z2f(−z)2 + 2zf(−z) + 1, or − f(−z) + 1 = zf(−z)2.
Replacing now the indeterminate z by −z, we obtain the equation
1 + zf(z)2 = f(z).
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Hence, f is again the generating function for the Catalan numbers. Thus,
C(z) = 1 + zf(−z)
= 1 + z[1 + ∞∑
n=1Cn(−z)n]= 1 + ∞∑
n=0Cn(−z)n+1 ⋅ (−1)= 1 + ∞∑
n=1 (−1)n−1Cn−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
!= µ(0n,1n)
zn.
Comparing coefficients of C(z) allows us to draw the following conclusion relating
µ and the Catalan numbers.
Corollary 3.28. The Mo¨bius function of NC satisfies for all n ∈ N:
µ(0n,1n) = (−1)n−1Cn−1.
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4 Free Convolution of Compactly Supported Probability
Measures and the R-Transform
Remark 4.1. Classical convolution of probability measures corresponds to forming the
distribution of the sum of independent variables from the distributions of the individual
variables. We want to consider the free analogue. The classical distribution of a self-
adjoint random variable is not just a collection of moments, but can be identified with a
probability measure on R. We will also consider our free analogue in such an analytical
context. In order to avoid problems with unbounded operators and the moment problem
we stick for now to probability measures with compact support. Let us collect some
relevant facts about this situation.
Facts 4.2. (1) Let µ be a probability measure on R with compact support, which
means that there exists M ∈ R, M > 0 such that µ([−M,M]) = 1. Then, the
moments (mn)n∈N of µ, defined by
mn ∶= ∫
R
tn dµ(t) (for every n ∈ N),
(i) are all finite,
(ii) are exponentially bounded with constant M , i.e., for all n ∈ N,
∣mn∣ ≤Mn,
(iii) determine the probability measure µ uniquely: For every probability measure
ν on R with
∫
R
tn dν(t) =mn
for all n ∈ N it follows that ν = µ. (One does not need to require ν to be
compactly supported for this to be true.)
(2) If (A, ϕ) is a ∗-probability space and x a self-adjoint random variable in A with
exponentially bounded moments, i.e. such that there exists M ∈ R, M > 0 with∣ϕ(xn)∣ ≤ Mn for all n ∈ N, then there exists a uniquely determined probability
measure µx on R such that
ϕ(xn) = ∫
R
tn dµx(t)
for all n ∈ N. Actually, µx is compactly supported with µx([−M,M]) = 1.
(3) For any compactly supported probability measure µ on R there exists a ∗-probability
space (A, ϕ) and a self-adjoint random variable x ∈ A such that µx = µ.
Indeed, we can choose A ∶= C⟨x⟩, the polynomials in an indeterminate x, (which
becomes a ∗-algebra via x∗ ∶= x) and define, for all p(x) ∈ C⟨x⟩,
ϕ(p(x)) ∶= ∫
R
p(t)dµ(t).
The positivity of µ then renders ϕ positive.
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Remark 4.3. (1) The proofs of Facts 4.2 (1) (i) and (ii) are trivial. One proves
Fact 4.2 (1) (iii) via the Stone-Weierstraß Theorem, where one should also note
that the existence and exponential boundedness of the moments of ν imply that ν
has compact support.
(2) Rough idea of the proof of Fact 4.2 (2): Define on the ∗-algebra C⟨y⟩ (with y∗ ∶= y)
an inner product by linear extension of the map ⟨ ⋅ , ⋅ ⟩ determined by
⟨yn, ym⟩ = ϕ(xn+m)
for all m,n ∈ N0. Dividing by the kernel of this inner product and subsequent
completion yields a Hilbert space. The indeterminate y acts on this Hilbert space
as a multiplication operator. In general, the operator y is unbounded. It is,
however, always symmetric and has a self-adjoint extension y˜ with
⟨1, y˜n1⟩ = ⟨1, yn1⟩ = ϕ(xn)
for all n ∈ N. By the spectral theorem, this extends to the spectral measure µ˜ of
y˜, i.e.,
⟨1, f(y˜)1⟩ = ∫
R
f(t)dµ˜(t)
for all bounded measurable functions f ∶ R→ C. Since the moments of y˜ agree with
those of x, they are exponentially bounded, which is why µ˜ has compact support
and y˜ is bounded, thus also unique. It follows µ˜ = µx.
(3) In Fact 4.2 (3), we can also choose a ∗-algebra A with more analytic structure,
like the continuous functions C(supp(µ)) on the support of µ, a C∗-algebra, or
the µ-essentially bounded functions L∞(µ) on the support of µ, a von Neumann
algebra.
Proposition 4.4. Let (A, ϕ) be a non-commutative probability space with free cumulants(κn)n∈N. For a ∈ A we denote the moments and cumulants of a, respectively, by
man ∶= ϕ(an) and κan ∶= κn(a, a, . . . , a)
for all n ∈ N. Then, the following statements are equivalent:
(1) The sequence (man)n∈N is exponentially bounded.
(2) The sequence (κan)n∈N is exponentially bounded.
Proof. (2) ⇒ (1): Let M ∈ R+ and assume ∣κan∣ ≤Mn for all n ∈ N. Then, for every n ∈ N,∣man∣ ≤ ∑
pi∈NC(n) ∏V ∈pi ∣κa#V ∣®≤M#V´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤Mn
≤Mn ⋅ #NC(n)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= Cn ≤ 4n
≤ (4M)n,
showing that the moments are exponentially bounded.
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(1)⇒ (2): Conversely, suppose M ∈ R+ and ∣man∣ ≤Mn for all n ∈ N. By Assignment 7,
Exercise 2 it holds that ∣pi,1n)∣ ≤ 4n for all n ∈ N and pi ∈ NC(n). We conclude, for every
n ∈ N, using #NC(n) ≤ 4n once more,
∣κan∣ ≤ ∑
pi∈NC(n) ∏V ∈pi ∣ma#V ∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤Mn
⋅ ∣µ(pi,1n)∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤ 4n ≤ 4
n ⋅ 4n ⋅Mn ≤ (16M)n,
which proves the cumulants to be exponentially bounded.
Theorem 4.5. Let µ and ν be two compactly supported probability measures on R. Then,
there exists a ∗-probability space (A, ϕ) and self-adjoint variables x, y ∈ A such that● the analytic distributions µx of x and µy of y with respect to (A, ϕ) satisfy
µx = µ and µy = ν,● the random variables x and y are free in (A, ϕ).
The moments (ϕ((x + y)n))n∈N of the self-adjoint random variable x + y ∈ A are then
exponentially bounded and hence determine uniquely a compactly supported probability
measure µx+y on R. The moments of x+ y (and thus µx+y) depend only on µ and ν and
the fact that x and y are free, and not on the concrete realizations of x and y.
Definition 4.6. The probability measure µx+y from Theorem 4.5 is called the free
convolution of µ and ν and is denoted by µ ⊞ ν.
Proof of Theorem 4.5. We can realize µ as µx for the random variable x in a ∗-probability
space (C⟨x⟩, ϕx) and, likewise, ν as µy for y in (C⟨y⟩, ϕy). Then we take the free product
of these ∗-probability spaces (see Assignment 6, Exercise 4) and thus realize x and y
in the ∗-probability space (C⟨x, y⟩, ϕx ∗ ϕy) in such a way that x and y are free with
respect to ϕx ∗ ϕy. Let (κn)n∈N be the free cumulants of (C⟨x, y⟩, ϕx ∗ ϕy) and define
κxn ∶= κn(x, . . . , x), κyn ∶= κn(y, . . . , y) and κx+yn ∶= κn(x + y, . . . , x + y)
for all n ∈ N.
Since, by Theorem 3.24, mixed cumulants of free variables vanish, the cumulants of
x + y satisfy, for all n ∈ N,
κx+yn = κn(x + y, . . . , x + y) = κn(x, . . . , x) + κn(y, . . . , y) = κxn + κyn,
and thus are exponentially bounded. Hence, according to Proposition 4.4, the moments((ϕx ∗ ϕy)((x + y)n))n∈N are exponentially bounded and are thus the moments of a
compactly supported probability measure µx+y by Fact 4.2 (2).
Because the moments of x + y are determined by the moments of x, the moments of
y and the freeness condition, it is clear that µ ⊞ ν = µx+y depends only on µx = µ and
µν = ν, but not on the concrete realizations of x and y.
Remark 4.7. (1) Let µ, ν and µ1, µ2, µ3 be compactly supported probability measures
on R. It easy to see that the binary operation ⊞ has the following properties:
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(i) Commutativity: µ ⊞ ν = ν ⊞ µ.
(ii) Associativity: µ1 ⊞ (µ2 ⊞ µ3) = (µ1 ⊞ µ2) ⊞ µ3.
(iii) Neutral element: δ0 ⊞ µ = µ.
(iv) Translations: Actually, for any s ∈ R, free convolution with δs has the effect of
shifting the measure by the amount s: δs⊞µ = µ(s), where µ(s)(B) ∶= µ({b−s ∣
b ∈ B}) for all Borel sets B ⊆ R. This is because δs is the distribution µs⋅1 of
the constant random variable s ⋅ 1, and the latter is “free from anything” by
Proposition 1.11.
(2) In order to make concrete calculations of µ⊞ν for probability measures µ and ν on
R, we need an analytic description of the free convolution. In particular, we will
encode the information about moments and cumulants in analytic functions which
will then also allow us to extend the definition of ⊞ to general, not necessarily
compactly supported, probability measures.
Definition 4.8. For any probability measure µ on R we define its Cauchy transform
Gµ by
Gµ(z) ∶= ∫
R
1
z − t dµ(t) z − t
t
z
for all z ∈ C+ ∶= {z ∈ C ∣ Im(z) > 0}.
Often, (in particular in a random matrix context) a variant Sµ of Gµ, called Stieltjes
transform, is studied, which is defined by
Sµ(z) = ∫
R
1
t − z dµ(t) = −Gµ(z)
for all z ∈ C+.
Theorem 4.9. (1) Let G ∶= Gµ be the Cauchy transform of a probability measure µ
on R. Then,
(i) G ∶ C+ → C−, where C− ∶= {z ∈ C ∣ Im(z) < 0},
(ii) G is analytic on C+,
(iii) we have
lim
y→∞ iyG(iy) = 1 and supy>0,x∈R y∣G(x + iy)∣ = 1.
(2) Any probability measure µ on R can be recovered from the Cauchy transform Gµ
via the Stieltjes inversion formula: For all a, b ∈ R with a < b,
− lim
ε↓0 1pi ∫ ba Im(Gµ(x + iε))dx = µ((a, b)) + 12µ({a, b}).
Equivalently, with λ denoting the Lebesgue measure on R,
x
x + iε − 1
pi
Im(G(x + iε))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶λ
density of probability measure
ε↓0Ð→ µ weakly.
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In particular, for any probability measure ν on R with Cauchy transform Gν it
follows that µ = ν whenever Gµ = Gν .
(3) Let G ∶ C+ → C− be an analytic function which satisfies
lim sup
y→∞ y∣G(iy)∣ = 1.
Then, there exists a unique probability measure µ on R such that G = Gµ.
Proof. (1) (i) The first claim is immediately clear from the definition.
(ii) For all w, z ∈ C+, by considering the difference
G(w) −G(z) = ∫ ( 1
w − t − 1z − t)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= z −w(w − t)(z − t)
dµ(t)
it follows for the difference quotient
G(w) −G(z)
w − z = −∫ 1(w − t)(z − t) dµ(t)
and thus, by passing to the limit w → z,
G′(z) = −∫
R
1(z − t)2 dµ(t),
which shows that G is analytic.
(iii) The third claim can be equivalently expressed as
lim
y→∞ y Im(G(iy)) = −1 and limy→∞ yRe(G(iy)) = 0.
We only prove the statement about the imaginary part of G. The proof for the real part
is similar. For every y ∈ R with y ≠ 0 it holds
y Im(G(iy)) = ∫
R
y Im( 1
iy − t)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1
2i
( 1
iy − t − 1−iy − t)= 2iy−2i(y2 + t2)
dµ(t)
= −∫
R
y2
y2 + t2 dµ(t)= −∫
R
1
1 + ( ty)2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤ 1
dµ(t).
Because, limy→∞ 1/(1 + (t/y)2) = 1 for all t ∈ R, Lebesgue’s dominated convergence
theorem (with majorant t↦ 1) yields limy→∞ y Im(G(iy)) = −1 as claimed.
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(2) For all ε > 0 and x ∈ R,
Im(G(x + iε)) = ∫
R
Im( 1
x − t + iε)dµ(t) = −∫R y(x − t)2 + ε2 dµ(t)
and thus, for all a, b ∈ R with a < b,
∫ b
a
Im(G(x + iε))dx = −∫
R
∫ b
a
ε(x − t)2 + ε2 dxdµ(t)
= −∫
R
∫ (b−t)/ε(a−t)/ε 11 + x2 dx´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= tan−1(b − t
ε
) − tan−1(a − t
ε
)
ε↓0Ð→ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, t ∉ [a, b]
pi
2 , t ∈ {a, b}
pi, t ∈ (a, b)
dµ(t)
ε↓0Ð→ −pi[µ((a, b)) + 1
2
µ({a, b})],
which proves one part of the claim.
−4 −2 2 4
−pi2
−pi4
pi
4
pi
2
R→ (−pi2 , pi2 ), x↦ tan−1(x)
Now, let ν be an arbitrary probability measure on R with Cauchy transform Gν and
assume Gµ = Gν . By what was just shown, µ((a, b)) = ν((a, b)) for all a, b ∈ R with a < b
such that a, b are atoms of neither µ nor ν.
Since µ and ν can each have only countably many atoms, we can write any open
interval, a, b ∈ R, a < b, as a union
(a, b) = ∞⋃
n=1(a + εn®, b − εn®
not atoms
)
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for some monotonic sequence (εn)n∈N in R+ with limn→∞ εn = 0 such that, for every
n ∈ N, both a + εn and b − εn are not atoms of µ nor ν.
By monotone convergence of measures, it follows for all a, b ∈ R with a < b:
µ((a, b)) = lim
n→∞µ((a + εn, b − εn)) = limn→∞ν((a + εn, b − εn)) = ν((a, b)).
That proves the other half of the claim.
(3) The third claim follows from (non-trivial) results of Nevanlinna about analytic
functions ϕ ∶ C+ → C+. For any such ϕ there exist a unique finite Borel measure σ on R
and unique α,β ∈ R with β ≥ 0 such that
ϕ(z) = α + βz + ∫
R
1 + tz
t − z dσ(z)
for any z ∈ C+.
Proposition 4.10. Let µ be a probability measure on R and Gµ its Cauchy transform.
If µ is compactly supported, say µ([−r, r]) = 1 for some r ∈ R, r > 0, then Gµ has a power
series expansion (about ∞) as follows:
Gµ(z) = ∞∑
n=0
mn
zn+1 for all z ∈ C+ with ∣z∣ > r,
where, for every n ∈ N, the number mn = ∫R tn dµ(t) is the n-th moment of µ.
Proof. For every z ∈ C+ with ∣z∣ > r we can expand for all t ∈ [−r, r]
1
z − t = 1z(1 − tz ) = 1z
∞∑
n=0( tz )n.
Since this series convergences uniformly in t ∈ [−r, r],
Gµ(z) = ∫ r−r 1z − t dµ(t) = ∞∑n=0∫ r−r t
n
zn+1 dµ(t) = ∞∑n=0 mnzn+1
for all z ∈ C+ with ∣z∣ > r.
Remark 4.11. Proposition 4.10 shows that the Cauchy transform G(z) is a version of
our moment series M(z) = 1 +∑∞n=1mnzn from Theorem 3.26, namely
G(z) = 1zM(1z ).
The relation with the cumulant series C(z) = 1 +∑∞n=1 κnzn from Theorem 3.26, which
was C(zM(z)) =M(z), implies then
C(1zM(1z )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= G(z)
) =M(1z ) = z ⋅G(z)
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and thus C(G(z))/G(z) = z. Define the formal Laurent series K(z) ∶= C(z)/z. Then,
K(G(z)) = z, hence also G(K(z)) = z. Since K(z) has a pole 1z we split this off and
write
K(z) = 1
z
+R(z), where R(z) ∶= ∞∑
n=1κnzn−1.
If µ has compact support, then the cumulants are exponentially bounded and the above
power series R converges for ∣z∣ sufficiently small.
However, it is at the moment not clear for us, whether● in the compactly supported case R can be extended to an analytic function on C+
(not true!),● in the case of general µ the formal power series R makes any sense as an analytic
function.
Theorem 4.12 (Voiculescu 1986, Voiculescu and Bercovici 1992). For compactly sup-
ported probability measures one has the following analytic properties of the Cauchy and
the R-transform.
(1) Let µ be a probability measure on R with compact support, contained in an interval[−r, r] for some r > 0. Consider its Cauchy transform G ∶= Gµ as an analytic
function
G ∶ {z ∈ C ∣ ∣z∣ > 4r}´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶U → {z ∈ C ∣ ∣z∣ <
1
3r}.
Then, G is injective on U and G(U) contains V ∶= {z ∈ C ∣ ∣z∣ < 16r}.
4r
U
G 16r
1
3r
G(U)
V
Hence, G has an inverse on V , K ∶= G<−1> ∶ V → U . The function K has a pole
at 0 and is of the form
K(z) = 1z +R(z),
for some analytic function R ∶ V → C.
We have
G(R(z) + 1z ) = z if ∣z∣ < 16r and R(G(z)) + 1G(z) = z if ∣z∣ > 7r.
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(2) The function R has on V the power series expansion
R(z) = ∞∑
n=1κnzn−1 if ∣z∣ < 16r ,
where (κn)n∈N are the cumulants corresponding to the moments (mn)n∈N of µ. If
we want to indicate the dependence on µ, we will also write Rµ for R.
(3) Let µ, ν be compactly supported probability measures on R. Then, for all z ∈ C,
Rµ⊞ν(z) = Rµ(z) +Rν(z) if ∣z∣ is sufficiently small.
Definition 4.13. For a compactly supported probability measure µ on R, the analytic
function Rµ from Theorem 4.12 is called the R-transform of µ.
Proof. (1) We begin by showing that G is injective on U . For all z ∈ U , put f(z) ∶=
G(z−1). Then, f ∶ U → C has a power series expansion
f(z) = ∞∑
n=0mnzn+1 for all z ∈ C with ∣z∣ < 1r .
Restricted to all z ∈ C with ∣z∣ < 14r ,
∣f(z)∣ ≤ ∞∑
n=0 ∣mn∣®< rn ⋅
< ( 1
4r
)n+1ucurly∣z∣n+1 < 1
4r
⋅ ∞∑
n=0(14)
n
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1
1 − 14 = 43
= 1
3r
.
Now, consider z1, z2 ∈ C with z−11 , z−12 ∈ V , i.e. ∣z1∣, ∣z2∣ < 14r . If z1 ≠ z2, then, by the mean
value theorem,
∣f(z1) − f(z2)
z1 − z2 ∣ ≥ Re(f(z1) − f(z2)z1 − z2 ) = ∫ 10 Re[f ′(z1 + t(z2 − z1))]dt.
We want to obtain a lower bound for Re(f ′). For all z ∈ C with ∣z∣ < 14r ,
Re[f ′(z)] =Re [1 + ∞∑
n=1(n + 1)mnzn]≥ 1 − ∞∑
n=1(n + 1)mn∣z∣n´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶< rn( 1
4r
)n
≥ 2 − ∞∑
n=0(n + 1)(14)
n
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1(1 − 14)2 = 169
= 2
9
.
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By combining this estimate with the inequality for the difference quotient, we find for
all z1, z2 ∈ C with ∣z1∣, ∣z2∣ < 14r : ∣f(z1) − f(z2)∣ ≥ 2
9
∣z1 − z2∣.
It follows that, for such z1, z2, assuming z1 ≠ z2 entails f(z1) ≠ f(z2). That means f is
injective on {z ∈ C ∣ ∣z∣ < 14r}, and thus G injective on {z ∈ C ∣ ∣z∣ > 4r}. So, the first part
of the claim has been established.
Next, we verify the claims about the nature of G<−1>. Let w ∈ V , i.e. ∣w∣ < 16r . We want
to show that there exists z ∈ C with z−1 ∈ U , i.e. ∣z∣ < 14r , such that f(z) = G(z−1) = w.
In other words, we want to prove that z ↦ f(z)−w has a zero in U−1 = {z ∈ C ∣ ∣z∣ < 14r}.
We will compare this function via the argument principle to z ↦ z−w in U−1. Of course,
the latter has exactly one zero, w.
Let Γ ∶= {z ∈ C ∣ ∣z∣ = 14r} = ∂U−1. Then, for every z ∈ Γ,
∣f(z) −w − (z −w)∣ = ∣f(z) − z∣
= ∣ ∞∑
n=1mnzn+1∣≤ ∞∑
n=1 rn( 14r)
n+1
= r ⋅ ( 1
4r
)2 ⋅ ∞∑
k=0( r4r)
k
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 4
3= 1
12r< ∣z −w∣.
1
4r
1
6r
w
z
Γ
Hence, ∣(f(z) −w) − (z −w)∣ < ∣z −w∣ for all z ∈ Γ = ∂U−1.
Rouche´’s Theorem therefore implies
#{zeros of z ↦ f(z) −w in U−1} = #{zeros of z ↦ z −w in U−1} = 1.
Thus, we have shown that there indeed exists z ∈ U−1 with f(z) = G(z−1) = w. In
consequence, f has an analytic inverse, f<−1> ∶ V → U−1. And thus K ∶= 1/f<−1> gives
the inverse for G.
Since f<−1> has a simple zero at 0, the function K has simple pole at 0. Since there
are no other zeros of f<−1>, there is an analytic function R such that K(z) = 1z +R(z)
for all z ∈ V . That is another part of the claim verified.
It only remains to prove the assertions about the relationship between G and R. By
construction, for all z ∈ C with ∣z∣ < 16r ,
z = f(f<−1>(z)) = G( 1
f<−1>(z)) = G(K(z)) = G(1z +R(z)).
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For z ∈ C with ∣z∣ > 7r we have to show that ∣G(z)∣ < 16r . Then, by construction it follows
that K(G(z)) = z for all z ∈ C with ∣z∣ > 7r. Equivalently, we have to show that, for all
z ∈ C,
∣f(z)∣ !< 1
6r
if ∣z∣ < 1
7r
.
So, let z be such. Then,
∣f(z)∣ = ∣ ∞∑
n=0mnzn+1∣ <
∞∑
n=0 rn( 17r)
n+1 = 1
7r
⋅ ∞∑
n=0(17)
n = 1
7r
⋅ 1
1 − 17 = 17r ⋅ 76 = 16r .
That completes the proof of Claim (1).
(2) Since we know by Remark 4.11 that for ∣z∣ sufficiently small, the function R˜(z) ∶=∑∞n=1 κnzn−1 solves the equation G(R˜(z) + 1z ) = z, it must agree for small ∣z∣ with R.
Since z ↦ R(z) is analytic for ∣z∣ < 16r , the power series expansion R˜ of R must converge
there.
(3) Let µ and ν be compactly supported probability measures on R. Let (κµn)n∈N,(κνn)n∈N and (κµ⊞νn )n∈N be the cumulants corresponding to the moments of µ, ν and
µ ⊞ ν, respectively. Then, by Part (2), for all z ∈ C with ∣z∣ sufficiently small,
Rµ(z) = ∞∑
n=1κµnzn−1, Rν(z) =
∞∑
n=1κνnzn−1, and Rµ⊞ν(z) =
∞∑
n=1κµ⊞νn zn−1.
As in the proof of Theorem 4.5, if we realize µ as µx and ν as µy for random variables
x, y in some ∗-probability space such that x and y are free there, then µ ⊞ ν is given by
µx+y. So, by the vanishing of mixed cumulants in free variables, Theorem 3.24, we have
for all n ∈ N:
κµ⊞νn = κn(x + y, . . . , x + y) = κn(x, . . . , x) + κn(y, . . . , y) = κµn + κνn.
Hence, for all z ∈ C with ∣z∣ sufficiently small, we have Rµ⊞ν(z) = Rµ(z) +Rν(z). That
is what we needed to show.
Example 4.14. We want to determine µ ⊞ ν for the special case of
µ = ν = 1
2
(δ−1 + δ1).
For all z ∈ C+, the Cauchy transform Gµ is given by
Gµ(z) = ∫ 1
z − t dµ(t) = 12( 1z + 1 + 1z − 1) = zz2 − 1 .
By Theorem 4.12 (1) the inverse Kµ of Gµ and the R-transform Rµ of µ exist on suitable
domains and the same is true for the respective functions of µ ⊞ ν. In the following, let
z ∈ C always lie in the appropriate domain for the functions involved. Then, Kµ(z) is
given as the solution of
z = Gµ(Kµ(z)) = Kµ(z)
Kµ(z)2 − 1 or, equivalently, Kµ(z)2 − Kµ(z)z = 1.
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This has the two solutions
Kµ(z) = 1 ±√1 + 4z2
2z
.
For the R-transform we hence find
Rµ(z) =Kµ(z) − 1
z
= ±√1 + 4z2 − 1
2z
.
Since Rµ(0) = 0, we must have
Rµ(z) = √1 + 4z2 − 1
2z
.
Now, put R ∶= Rµ⊞ν and G ∶= Gµ⊞ν . Then,
R(z) = Rµ(z) +Rµ(z) = 2Rµ(z) = √1 + 4z2 − 1
z
.
For the inverse K ∶=Kµ⊞ν of G, it follows
K(z) = R(z) + 1
z
= √1 + 4z2
z
.
And thus G is determined by
z =K(G(z)) = √1 + 4G(z)2
G(z) or z2G(z)2 = 1 + 4G(z)2.
Solving for G shows
G(z) = 1√
z2 − 4 .
By Theorem 4.12 we know this form of z ↦ G(z) only for ∣z∣ large. But, since G is an
analytic function on C+, this explicit form can be extended by analytic continuation to
all of C+. Hence, we can also use it for z ↓ R and thus get the form of µ ⊞ µ by the
Stieltjes inversion formula, 4.9 (2): For all t ∈ R,
d(µ ⊞ µ)(t)
dt
= − 1
pi
lim
ε↓0 Im ( 1√(t + iε)2 − 4) = − 1pi Im 1√t2 − 4 =
⎧⎪⎪⎨⎪⎪⎩
1
pi
1√
4−t2 , ∣t∣ ≤ 2
0, otherwise.
That means µ⊞2 ∶= µ ⊞ µ is the arcsine distribution.
−2 −1 1 2
1
4
1
2
1
2(δ−1 + δ1)
⊞
−2 −1 1 2
1
4
1
2
1
2(δ−1 + δ1)
=
−2 −1 1 2
1
4
1
2
(−2,2)→ R, x↦ 1
pi
√
4−t2
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Remark 4.15. (1) Example 4.14 shows that free convolution behaves quite differently
from classical convolution:
(i) discrete ⊞ discrete can be continuous – in the classical case, the result is also
discrete, e.g.,
1
2(δ−1 + δ1) ∗ 12(δ−1 + δ1) = 14δ−2 + 12δ0 + 14δ2.
(ii) The classical case is easy to calculate since ∗ is distributive, e.g.,
1
2(δ−1 + δ1) ∗ 12(δ−1 + δ1) = 14(δ−1 ∗ δ−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= δ−2 + δ−1 ∗ δ1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= δ0 + δ1 ∗ δ−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= δ0 + δ1 ∗ δ1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= δ2 ).
Since, for all a, b ∈ R, it still holds that δa ⊞ δb = δa+b, the above computation
shows that ⊞ is not distributive. It is a non-linear operation. It is linear on
the level of the R-transforms but the relation between G and R is non-linear.
(2) Let us generalize Example 4.14 for µ ∶= 12(δ−1 + δ1) to the calculation of
µ⊞n = µ ⊞ µ ⊞ . . . ⊞ µ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n times
for arbitrary n ∈ N. Then, for R ∶= Rµ⊞n , G ∶= Gµ⊞n and z ∈ C with ∣z∣ small enough:
R(z) = n ⋅Rµ(z) = n ⋅ √1 + 4z2 − 1
2z
.
Writing K ∶=Kµ⊞n , it follows, for all z ∈ C with ∣z∣ sufficiently large, that we have
z =K(G(z)) = √1 + 4G(z)2
2G(z) ⋅ n − n − 22G(z) ,
which has as solution
G(z) = n ⋅√z2 − 4(n − 1) − z(n − 2)
2(z2 − n2) .
The density of µ⊞n, determined as
t↦ − 1
pi
Im (n√t2 − 4(n − 1)
2(t2 − n2) )dt
is, of course, positive whatever n ∈ N is. However, the same is true for all n ∈ R
with n ≥ 1, but not anymore for n < 1. So, it seems that we can extend for our µ
the convolution powers µ⊞n also to real n ≥ 1. This is not true in the classical case!
In the free case, there is a probability measure ν ∶= µ⊞ 32 , i.e. such that ν⊞2 = µ⊞3.
However, classically, there is no ν such that
ν∗2 = µ∗3 = 18(δ−3 + 3δ−1 + 3δ1 + δ3).
Actually, the existence of such a convolution semigroup (µ⊞t)t≥1 is nothing special
for our particular measure µ = 12(δ−1+δ1), but is given for any compactly supported
probability measure µ on R.
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Theorem 4.16 (Nica and Speicher 1996). Let µ be a compactly supported probability
measure on R. Then, there exists a semigroup (µt)t≥1 (t ∈ R, t ≥ 1) of compactly
supported probability measures on R such that, for all t ≥ 1 and z ∈ C,
Rµt(z) = t ⋅Rµ(z) if ∣z∣ sufficiently small.
In particular, µ1 = µ and µs+t = µs ⊞µt for all s, t ≥ 1. Moreover, for all n ∈ N, the maps
of the n-th moment t ↦ mµtn and of the n-th cumulant t ↦ κµtn of µ are continuous in
t ≥ 1. We write µt =∶µ⊞t for t ≥ 1.
Proof. Let t ≥ 1 be arbitrary. We will construct µt from a concrete realization. We have
to find self-adjoint random variables xt in some ∗-probability space (A, ϕ) such that
µxt = µt, i.e., such that Rµxt = t ⋅Rµx . By Theorem 4.12 (2), the latter is equivalent to
κn(xt, xt, . . . , xt) = t ⋅ κn(x,x, . . . , x)
holding for all n ∈ N; there x = x1 has distribution µx = µ.
We claim that we can get xt by compressing x by a free projection p with trace
1
t .
Start from a random variable x = x∗ in some ∗-probability space (A, ϕ) such that µx = µ,
which we can find by Fact 4.2 (3). Then, by a free product construction, we can assume
that there exists a projection p ∈ A (meaning p∗ = p = p2) such that x and p are free in(A, ϕ) and such that, for all n ∈ N, ϕ(pn) = ϕ(p) = 1t . Since the free product preserves
traciality (see Assignment 6, Exercise 4), we can assume that ϕ is a trace (as it is a trace
restricted to the ∗-algebras alg(1, x) and alg(1, p)).
Now, we consider (At, ϕt), where
At ∶= {pap ∣ a ∈ A} ⊆ A and ϕt ∶= 1
ϕ(p) ϕ∣At ,
meaning especially, for all a ∈ A,
ϕt(pap) = ϕ(pap)
ϕ(p) .
Then, (At, ϕt) is a ∗-probability space with unit 1At = p.
Consider now the self-adjoint random variable xt ∶= p(tx)p in At. For all n ∈ N we
have (by using p2 = p and traciality in the last step)
ϕt(xnt ) = tϕ(xnt ) = tn+1ϕ((pxp)n) = tn+1ϕ(xpxp . . . xp),
which we can then calculate by the moment-cumulant formula (Remark 3.12) as
tn+1ϕ(xpxp . . . xp) = tn+1 ∑
pi∈NC(1,3,...,2n−1)
σ∈NC(2,4,...,2n)
pi∪σ∈NC(2n)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶⇐⇒ σ ≤K(pi)
κpi(x,x, . . . , x)κσ(p, p, . . . , p)
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For pi ∈ NC(1,3, . . . ,2n− 1) and σ ∈ NC(2,4, . . . ,2n) the condition pi ∪ σ ∈ NC(2n) is
equivalent to σ ≤ K(pi), where K(pi), defined as the join of all such σ, is the Kreweras
complement of pi. By Assignment 7, Exercise 2(4), #pi + #K(pi) = n + 1 in this case.
Hence we can continue, by again using the moment-cumulant formula,
ϕt(xnt ) = tn+1 ∑
pi∈NC(n)κ
x
pi ⋅ ∑
σ≤K(pi)κ
p
σ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ϕK(pi)(p, p, . . . , p)= (1t )#K(pi)
= ∑
pi∈NC(n)κ
x
pi ⋅ tn+1−#K(pi)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= t#pi = ∑pi∈NC(n)(tκ
x)pi.
Thus, if we denote by κxtn the n-th cumulant of xt with respect to (At, ϕt) (and not with
respect to (A, ϕ)), then we have just proved κxtn = tκxn. By what we observed initially,
that proves the existence claim. The continuity is clear from the construction.
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5 Free Convolution of Arbitrary Probability Measures and the
Subordination Function
Remark 5.1. We now want to extend our theory of free convolution to arbitrary prob-
ability measures.
(1) In order to define µ ⊞ ν for such µ and ν there are two approaches:
(i) Realizing µ and ν as the distributions of unbounded operators x and y on
Hilbert spaces (“affiliated” to nice von Neumann algebras) and defining µ ⊞
ν as the distribution of the unbounded operator x + y. This was done by
Bercovici and Voiculescu in 1993. However, one has to deal with technical
issues of unbounded operators.
(ii) Trying to extend the approach from the last chapter, via defining the R-
transforms Rµ and Rν of µ and ν implicitly by the equations
Gµ[Rµ(z) + 1z ] = z and Gν[Rν(z) + 1z ] = z
from Theorem 4.12 (2) (note that Gµ and Gν are well-defined even if µ and
ν do not have compact support) and then defining µ ⊞ ν implicitly via Gµ⊞ν
(and Theorem 4.9 (2)), which in turn is defined implicitly via Rµ⊞ν , by the
equations
Rµ⊞ν(z) = Rµ(z) +Rν(z) and Gµ⊞ν[Rµ⊞ν(z) + 1z ] = z.
This was done about 2005 independently by Chistyakov and Go¨tze and by Be-
linschi and Bercovici. However, instead of the R-transform one describes the
theory in terms of subordination functions ω1, ω2, which have better analytic
properties.
(2) Let us first rewrite the R-transform description into a subordination form on a
formal level, treating the functions as formal power or Laurent series in the inde-
terminate z. We define
ω1(z) ∶= z −Rν(Gµ⊞ν(z)), ω2(z) ∶= z −Rµ(Gµ⊞ν(z)).
Then we have
Gµ(ω1(z)) = Gµ[z −Rν(Gµ⊞ν(z))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= Rµ⊞ν(Gµ⊞ν(z))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= z − 1
Gµ⊞ν(z)
−Rµ(Gµ⊞ν(z))
]
= Gµ[Rµ(Gµ⊞ν(z)) + 1Gµ⊞ν(z)]= Gµ⊞ν(z).
Hence, Gµ⊞ν is subordinated to Gµ via the subordination function ω1: Gµ⊞ν(z) =
Gµ(ω1(z)), and, in the same way, to Gν via ω2: Gµ⊞ν(z) = Gν(ω2(z)).
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The series ω1 and ω2 have been defined here via Rν and Rµ, respectively. So, this
does not seem to give anything new. However, we can reformulate the defining
equations for ω1 and ω2 in a form not invoking the R-transforms. Namely,
ω1(z) + ω2(z) = z −Rν(Gµ⊞ν(z)) + z −Rµ(Gµ⊞ν(z)) = z + z −Rµ⊞ν(Gµ⊞ν(z))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1
Gµ⊞ν(z)
.
Thus, by Gµ⊞ν(z) = Gµ(ω1(z)) = Gν(ω2(z)), we have
ω1(z) + ω2(z) − 1
Gµ(ω1(z)) = z and ω1(z) + ω2(z) − 1Gν(ω2(z)) = z.
If we put
Hµ(z) ∶= 1
Gµ(z) − z and Hν(z) ∶= 1Gν(z) − z,
then we get
ω1(z) = z + 1
Gν(ω2(z)) − ω2(z) = z +Hν(ω2(z))
ω2(z) = z + 1
Gµ(ω1(z)) − ω1(z) = z +Hµ(ω1(z)).
Thus, by inserting one into the other, we conclude
ω1(z) = z +Hν[z +Hµ(ω1(z))]. (9)
This is a fixed point equation for ω1. It only involves the variants Hν or Hµ of Gν
and Gµ, respectively, but not the R-transforms Rµ nor Rν .
It will turn out that Equation (9) is much better behaved analytically than the
equation G[R(z)+ 1z ] for the R-transform. Let us check this for an example before
we address the general theory.
Example 5.2. We reconsider Example 4.14 from the subordination perspective, again
in formal terms. The Cauchy transform of the measure
µ = ν = 1
2
(δ−1 + δ1) is given by Gµ(z) = Gν(z) = z
z2 − 1 .
Hence
Hµ(z) = 1
Gµ(z) − z = z2 − 1z − z = −1z .
The above says that we can write G ∶= Gµ⊞µ as G(z) = Gµ(ω(z)), where the subordina-
tion function ω1 = ω2 = ω is determined by Equation (9) as
ω(z) = z − 1
z − 1ω(z) , i.e., z − ω(z) = 1z − 1ω(z) .
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This identity implies
1 = (z − ω(z))(z − 1ω(z)) = z2 − z(ω(z) + 1ω(z)) + 1.
Thus,
ω(z) + 1
ω(z) = z, which has the solution ω(z) = z +
√
z2 − 4
2
,
where we have chosen the one which behaves like ω(z) ∼ z for ∣z∣ ↑∞. Thus,
G(z) = Gµ(ω(z)) = ω(z)
ω(z)2 − 1 = 1ω(z) − 1ω(z) = 12ω(z) − z = 1√z2 − 4 ,
which agrees with our result from Examples 4.14 (and gives the arcsine distribution for
µ ⊞ µ).
But the question remains: what is now the advantage of this subordination function
ω(z) = 12(z +√z2 − 4) over the R-transform R(z) = 1z (√1 + 4z2 − 1) from 4.14?
Note that (in the compactly supported case) our formal calculations could be made
rigorous on suitables domains in C+, but ω and R behave differently with respect to
extension to all of C+ or C−:
(1) The subordination function ω(z) = 12(z+√z2 − 4), which is a priori only defined for
large z, can be extended by this formula to C+ by choosing branches for √z2 − 4 =√
z − 2 ⋅√z + 2 without cuts in C+. Hence, ω ∶ C+ → C+ is a nice analytic object
(like G).
(2) In contrast, the R-transform R(z) = 1z (√1 + 4z2 −1), which is a priori only defined
for small z, can by this formula not be extended to C+ nor to C− since there exists
no branch of
√
1 + 4z2 in any neighborhood of z = i2 or of z = − i2 .
Remark 5.3. What we observe in this example is true in general:
(1) We can still define R-transforms (not necessarily in balls anymore, but in wedge-
like regions in C−), but they cannot be analytically extended to all of C−.
(2) The subordination functions, defined by fixed point equations, can always be ex-
tended to all of C+.
Definition 5.4. For α,β > 0 we define the truncated Stolz angle
Γα,β ∶= {z = x + iy ∈ C+ ∣ αy > ∣x∣, y > β}
αy = ∣x∣
y = β
Γα,β
tan−1( 1α)
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and the wedge
∆α,β ∶= {z ∈ C× ∣ z−1 ∈ Γα,β}.
∣z∣ = 1β
∆α,β
tan−1( 1α)
Theorem 5.5. Let µ be a probability measure on R with Cauchy transform G and put
F ∶= 1G . For every α > 0 there exists β > 0 such that
R(z) ∶= F <−1>(1z ) − 1z
is defined for z ∈ ∆α,β and such that
(1) we have for all z ∈ ∆α,β
G[R(z) + 1
z
] = z;
(2) we have for all z ∈ Γα,β
R[G(z)] + 1
G(z) = z.
Proof. The proof is similar to the case of compact support (Theorem 4.12), again using
Rouche´’s Theorem to show the existence of F <−1> in a suitable domain.
Remark 5.6. (1) We will now investigate for fixed but arbitrary z ∈ C+ the subordi-
nation fixed point equation
ω1(z) = z +Hν[z +Hµ(ω1(z))] (10)
and want to see that this always has a unique solution ω1(z) ∈ C+. Note that
for given z ∈ C+, Equation (10) is the fixed point problem for the z-dependent
mapping
w ↦ z +Hν[z +Hµ(w)]. (11)
The native approach for solving a problem like (10) would be to iterate the maps
from (11) and hope that this converges to the solution. Surprisingly, this works!
That relies on the fact that the mappings in (11) are analytic self-mappings of C+
for whose iteration strong results are available. The two main ideas are:
(i) In the domains where the R-transforms are defined, say for z ∈ Ω, we already
know that a fixed point of (10) exists. An application of the Schwarz lemma
shows then that the iterations (11) converge to this fixed point.
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(ii) Once convergence for z ∈ Ω has been established, Vitali’s Theorem shows that
the iterations (11) actually converge for all z ∈ C+. The limits ω1(z) are then
the unique fixed points of (10).
(2) For the use of the Schwarz Lemma in Part (1) (i) we should exclude that the
map (11) is an automorphism of C+. (Actually, we should first check that it is a
mapping from C+ to C+.) For this we have to exclude the case that µ or ν is of
the form δa for some a ∈ R. But the latter case can be treated directly.
Notation 5.7. Let µ be a probability measure on R with Cauchy transform Gµ. We
put for all z ∈ C+
Fµ(z) ∶= 1
Gµ(z) and Hµ(z) ∶= Fµ(z) − z = 1Gµ(z) − z.
Since Gµ ∶ C+ → C−, we have Fµ ∶ C+ → C+.
Lemma 5.8. The functions Fµ and Hµ have the following properties.
(1) For all z ∈ C+,
Im(z) ≤ Im(Fµ(z)),
with equality holding somewhere only if µ is a Dirac measure.
(2) In other words: If µ is not a Dirac measure, then
Hµ ∶ C+ → C+.
(3) If µ = δa for some a ∈ R, then Hµ(z) = −a for all z ∈ C+.
Proof. (1) Abbreviating G ∶= Gµ and F ∶= Fµ, we have
Im(F (z)) = Im( 1
G(z)) = − Im(G(z))∣G(z)∣2
= − 1∣G(z)∣2 ∫R Im( 1z − t)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= Im(z)∣z − t∣2
dµ(t) = Im(z)∣G(z)∣2 ∫R 1∣z − t∣2 dµ(t).
So, we have to show that
∣G(z)∣2 !≤ ∫
R
1∣z − t∣2 dµ(t).
This follows by Cauchy-Schwartz:
∣G(z)∣2 = ∣∫
R
1
z − t dµ(t)∣2 ≤ ∫R 12 dµ(t)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1
⋅ ∫
R
∣ 1
z − t ∣2 dµ(t) = ∫R 1∣z − t∣2 dµ(t).
Equality holds if and only if the maps t↦ 1 and t↦ 1z−t are linearly dependent in L2(µ),
i.e. if t↦ 1z−t is µ-almost constant, which is only possible if µ is a Dirac measure.
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(2) If µ is not a Dirac measure, then by Part (1)
Im(H(z)) = Im(F (z))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶> Im(z) − Im(z) > 0
for all z ∈ C+ and hence H ∶ C+ → C+.
(3) Lastly, if µ = δa for some a ∈ R then it follows that Gµ(z) = 1z−a for all z ∈ C+, thus
Fµ(z) = z − a and Hµ(z) = −a, for all z ∈ C+.
Notation 5.9. Let µ and ν be two probability measures on R. Then, for every z ∈ C+,
we consider the analytic function
gz ∶ C+ → C,
w ↦ z +Hν[z +Hµ(w)].
Lemma 5.10. For all z ∈ C+ we have that gz ∶ C+ → C+ and gz is not an automorphism
of C+. Indeed, for all w ∈ C+: Im(gz(w)) ≥ Im(z).
Proof. For all z,w ∈ C+ we have
Im(gz(w)) = Im(z) + ≥ 0ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightIm[Hν(z +Hµ(w)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∈ C+
)] ≥ Im(z)
by Lemma 5.8 (2).
Theorem 5.11 (Belinschi and Bercovici 2007). Let µ and ν be two probability measures
on R. Then, the function
gz ∶ C+ → C+, w ↦ gz(w)
has, for each z ∈ C+, a unique fixed point ω(z) ∈ C+, given by
ω(z) = lim
n→∞ g○nz↑
n-fold composition of gz
(z0), for any z0 ∈ C+.
The function ω ∶ C+ → C+, z ↦ ω(z) is analytic.
Proof. We choose an arbitrary initial point u0 ∈ C+ for our iteration and put, for every
n ∈ N and all z ∈ C+, fn(z) ∶= g○nz (u0). Then, for every n ∈ N, the mapping fn ∶ C+ → C+
is analytic. We want to see that the sequence (fn)n∈N converges to a limit function ω.
(1) By the R-transform description, Theorem 5.5 and Lemma 5.10, we know that there
is an open set Ω ⊆ C+ such that, for every z ∈ Ω, the function gz ∶ C+ → C+ has a fixed
point. Then, the Schwarz Lemma implies that, for those z ∈ Ω, the sequence (g○nz (u0))n∈N
converges to this (necessarily unique) fixed point. (Via conformal transformations one
can map C+ to the disc D ∶= {z ∈ C ∣ ∣z∣ < 1} and assume there also that the transformed
version g˜z of gz satisfies g˜z(0) = 0. Then, note that g˜z is not an automorphism of D and
apply Schwarz Lemma to it.)
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(2) Hence, the sequence (fn)n∈N converges on the set Ω. Then, Vitali’s Theorem (or
Montel’s Theorem) implies that (fn)n∈N converges to an analytic function on all of C+.
Thus, there exists an analytic function ω ∶ C+ → C with limn→∞ fn(z) = ω(z) for all
z ∈ C+. This limit is not constant (since it is not constant on Ω). Hence, ω(z) ∈ C+ for
every z ∈ C+ and thus ω ∶ C+ → C+.
Furthermore, for all z ∈ C+, we have
gz(ω(z)) = gz( lim
n→∞ g○nz (u0)) = limn→∞ g○(n+1)z (u0) = ω(z),
making ω(z) our wanted fixed point of gz. It is necessarily unique.
Remark 5.12. Given probability measures µ and ν on R, we determine ω1 ∶= ω according
to Theorem 5.11 and define G(z) ∶= Gµ(ω1(z)) for every z ∈ C+. One shows then that
ω1 satisfies
lim
y→∞ ω1(iy)iy = 1,
which implies by Theorem 4.9 (3) that G is the Cauchy transform of some measure,
which we then denote by µ ⊞ ν.
By Remark 5.1, this measure then has the property that Rµ⊞ν(z) = Rµ(z)+Rν(z) for
all z ∈ C+ such that Rµ⊞ν(z), Rµ(z) and Rν(z) are defined. Hence, it reduces to our
earlier definition in the compactly supported case.
Example 5.13. (1) Consider µ⊞ δa for some a ∈ R and an arbitrary probability mea-
sure µ on R. Then, by Lemma 5.8, we have for every z ∈ C+ that Hδa(z) = −a.
Thus, ω1 ∶= ω is, by Theorem 5.11, determined by
ω1(z) = gz(ω1(z)) = z + (−a) = z − a
for all z ∈ C+. Thus, for all z ∈ C+, we have
Gµ⊞δa(z) = Gµ(ω1(z)) = Gµ(z − a).
Hence, µ ⊞ δa is also in general a shift of µ by the amount a.
(2) Consider the Cauchy distribution, i.e. the probability measure ν on R with density
dν(t) = 1
pi
1
1 + t2 dt
for all t ∈ R. (It has no second or higher order moments.)
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0.4
R→ R+, t↦ 1pi 11+t2
The value of the Cauchy transform Gν of the Cauchy distribution is, for every
z ∈ C+, given by
Gν(z) = 1
pi
∫
R
1
z − t ⋅ 11 + t2 dt = 1z + i .
Thus, for all z ∈ C+, Hν(z) = z + i − z = i, and hence, for all w ∈ C+. gz(w) = z + i.
This implies, by Theorem 5.11, ω(z) = z+i for all z ∈ C+. Thus, for any probability
measure µ on R and all z ∈ C+, Gµ⊞ν(z) = Gµ(z + i). It turns out that this is the
same result as classical convolution µ∗ν of µ with the Cauchy distribution ν. This
means in particular that the free analogue of the Cauchy distribution is the usual
Cauchy distribution.
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6 Gaussian Random Matrices and Asymptotic Freeness
Definition 6.1. For every N ∈ N, a ∗-probability space of random N ×N -matrices is
given by (MN(L∞−(Ω,P)), tr⊗E), where (Ω, P ) is a classical probability space, where
L∞−(Ω,P) ∶= ⋂
1≤p<∞Lp(Ω, P ),
and for any complex algebra A, MN(A) ≅MN(C)⊗A denotes the N ×N -matrices with
entries from A. Furthermore, E denotes the expectation with respect to P and tr the
normalized trace on MN(C). That means our random variables are of the form
A = (ai,j)Ni,j=1 with ai,j ∈ L∞−(Ω,P) for all i, j ∈ [N],
and our relevant state is given by
(tr⊗E)(A) = E[tr(A)] = 1
N
N∑
i=1E[ai,i].
Remark 6.2. (1) Consider a self-adjoint matrix A ∈ MN(C), let λ1, . . . , λN be the
eigenvalues of A, counted with multiplicity. Then, we can diagonalize A with a
unitary U ∈MN(C) as A = UDU∗, where
D =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λ1 0 ⋯ 0
0 λ2 ⋱ ⋮⋮ ⋱ ⋱ 0
0 ⋯ 0 λN
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Hence, the moments of A with respect to tr are given by
tr(Am) = tr((UDU∗)m) = tr(UDmU∗) = tr(Dm) = 1
N
(λm1 + . . . + λmN).
The latter can be written as
tr(Am) = ∫
R
tm dµA(t), where µA ∶= 1
N
(δλ1 + . . . + δλN )
is the eigenvalue distribution of A. In the same way, the distribution of self-adjoint
random matrices with respect to tr⊗E is the averaged eigenvalue distribution.
(2) We will now consider the “nicest” kind of self-adjoint random matrix, one where
the entries are independent Gaussian random variables. In fact, we will study an
entire sequence of such random matrices, one of dimension N ×N for every N ∈ N.
The intent behind that is to form the limit N → ∞ of the averaged eigenvalue
distributions of these random matrices.
Recall (from Theorem 2.7) that the moments of a real-valued Gaussian (classi-
cal) random variable x of variance 1 (on some probability space (Ω,F ,P) with
corresponding expectation E) are given by
E[xm] = #P2(m) = ∑
pi∈P2(m)1
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for every m ∈ N. Consider now (classically!) independent real-valued Gaussian
random variables x1, . . . , xr, r ∈ N. Then, the joint moments of (x1, . . . , xr) are,
for all m ∈ N and i ∶ [m] → [r], given by (where nk ∶= #{s ∈ [m] ∣ i(s) = k} for all
k ∈ [r])
E[xi(1)xi(2) . . . xi(m)] = E[xn11 xn22 . . . xnrr ],= E[xn11 ]E[xn22 ] . . .E[xnrr ]
= ∑
pi∈P2(m)
pi≤ker(i)
1
= ∑
pi∈P2(m) ∏{r,s}∈pi
r<s
E[xi(r)xi(s)].´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ⎧⎪⎪⎨⎪⎪⎩1, if i(r) = i(s),0, otherwise
The above formula
E[xi(1) . . . xi(m)] = ∑
pi∈P2(m) ∏{r,s}∈pi
r<s
E[xi(r)xi(s)] (12)
expresses arbitrary moments of (x1, . . . , xr) in terms of their second moments (≙
covariance matrix). Since it is linear in all its arguments, it remains true if we
replace x1, . . . , xr by linear combinations of them. This yields then a “Gaussian
family” and Equation (12) is called the “Wick formula” (Wick 1950, Isserlis 1918).
(3) We will take as entries for our Gaussian random matrices complex Gaussians
z = x + iy√
2
,
where x and y are independent real-valued
Gaussian random variables of variance 1.
Then, it follows
E[z2] = E[z2] = 12(E[x2] −E[y2]) = 0, E[zz] = E[zz] = 12(E[x2] +E[y2]) = 1.
(4) We will also need a scaling adjusted to the matrix dimension N ∈ N, to have a
non-trivial limit of the averaged eigenvalue distributions for N → ∞. Note that,
since our random matrix AN = (ai,j)Ni,j=1 will be self-adjoint, we have
tr(A2N) = 1N N∑i,j=1E[ai,jaj,i] = 1N
N∑
i,j=1E[ai,jai,j]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
should be ∼ 1
N
.
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Definition 6.3. For N ∈ N, a (self-adjoint!) Gaussian random N×N -matrix is a random
N ×N -matrix A = (ai,j)Ni,j=1 such that A = A∗ and such that the entries (ai,j)Ni,j=1 form
a complex Gaussian family with covariance
E[ai,jak,l] = 1
N
δi,lδj,k (13)
for all i, j, k, l ∈ [N]. We say then that A is gue(n). (gue stands for “ Gaussian unitary
ensemble”; the distribution of such matrices is invariant under conjugation with unitary
matrices.)
Remark 6.4. (1) Let N ∈ N and A = (ai,j)Ni,j=1 gue(n). Note that ai,j = aj,i for all
i, j ∈ [N] since A = A∗. (In particular, ai,i is real for every i ∈ [N]). Thus, all∗-moments of second order in the (ai,j)Ni,j=1 are given by Equation (13). And thus
all ∗-moments of A are determined via the Wick formula (12).
(2) On can also study versions with real entries (goe ≙ Gaussian orthogonal ensemble)
or with quaternionic entries (gse ≙ Gaussian symplectic ensemble).
Theorem 6.5 (Genus expansion for gue). Let N ∈ N and let A be gue(n). Then, for
all m ∈ N, (tr⊗E)(Am) = ∑
pi∈P2(m)N
#(γpi)−1−m
2 ,
where we identify every pi ∈ P2(m) with an element of the permutation group Sm by
declaring the blocks orbits, i.e. by defining pi(r) ∶= s and pi(s) ∶= r for every {r, s} ∈ pi;
and where γ is the long cycle γ = (1 2 3 . . . m) ∈ Sm, i.e. γ(k) ∶= k+1 for all k ∈ [m−1]
and γ(m) ∶= 1; and where we denote by #σ the number of orbits of σ ∈ Sm.
Proof. For every m ∈ N, applying the Wick formula (12) yields(tr⊗E)(Am) = E[tr(Am)]
= 1
N
∑
i∶[m]→[N]E[ai(1),i(2)ai(2),i(3) . . . ai(m),i(1)]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ∑
pi∈P2(m) ∏{r,s}∈pi
r<s
E[ai(r),i(γ(r))ai(s),i(γ(s))]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1
N
⋅ δi(r),i(γ(s))®=i(γpi(r))⋅ δi(s),i(γ(r))®=i(γpi(s))
= 1
N1+m2 ∑pi∈P2(m) ∑i∶[m]→[N]
N∏
s=1 δi(s),i(γpi(s))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i must be constant on each orbit
of γpi in order to contribute= 1
N1+m2 ∑pi∈P2(m)N#(γpi)= ∑
pi∈P2(m)N
#(γpi)−1−m
2 ,
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which is what we needed to show.
Example 6.6. For m = 4 we have m2 + 1 = 3, and for the three pi ∈ P2(4):
pi γpi #(γpi) − 3(1 2) (3 4) (1 3) (2) (4) 0(1 3) (2 4) (1 4 3 2) −2(1 4) (2 3) (1) (2 4) (3) 0.
Thus (tr⊗E)(A4) = 2 +N−2 for A gue(n).
Proposition 6.7. Let m ∈ N and pi ∈ P2(m).
(1) We have for all pi ∈ P2(m) that
#(γpi) − 1 − m
2
≤ 0. (14)
(2) Equality holds in Equation (14) if and only if pi ∈ NC2(m).
Proof. Note the following:● If γpi has no fixed point, then ∣V ∣ ≥ 2 for all V ∈ γpi, which entails #(γpi) ≤ m2 and
thus #(γpi) − 1 − m2 < 0.● If γpi does have a fixed point, say (γpi)(i) = i for some i ∈ [m], then this means:
pi(i) = γ−1(i), i.e. pi = p˜i ∪ {γ−1(i), i} for some partition p˜i. In this case, we remove{γ−1(i), i} from pi and obtain a new pairing p˜i. Defining a new long cycle γ˜ =(1 . . . γ−2(i) γ(i) . . . m), it then follows #(γ˜p˜i) = #(γpi) − 1. (We have lost the
orbit {i} of γpi in γ˜p˜i, but the orbit encompassing {γ−1(i), γ(i)} of γpi survives as
the orbit containing γ(i) in γ˜p˜i.) Thus, #(γ˜p˜i) − 1 − m−22 = #(γpi) − 1 − m2 .● We iterate this procedure until we find no more fixed points, thus proving Claim (1).● Equality can only arise during this iteration if we always find a fixed point to
remove until nothing is left.● Since removing a fixed point in γpi corresponds to removing a pair in pi which is an
interval (i.e. consists of neighbors with respect to γ), the recursive characterization
of non-crossing partitions shows that equality in Equation (14) holds exactly if
pi ∈ NC2(m).
Corollary 6.8 (Wigner 1955). For every N ∈ N, let AN be a gue(n). Then, for every
m ∈ N,
lim
N→∞(tr⊗E)(AmN) = #NC2(m).
In other words, AN
distrÐ→ s for a standard semicircular variable s.
Remark 6.9. (1) We have shown here convergence on average, i.e. that, for all m ∈ N,
the sequence (E[tr(AmN)])N∈N converges (to the corresponding moment of the semi-
circle). One can refine this (e.g., by variance estimates) to stronger forms of con-
vergence: The sequence of classical random variables (tr(AmN))N∈N also converges
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almost surely. We will not consider here such questions, but such stronger versions
for the convergence are usually also true for our further results in this section.
The following figure compares the histogram for the N=3000 eigenvalues of one
realization of a gue(n) with the semicircular density.
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(2) The occurrence of the semicircle as a basic distribution for limits of sequences of
random matrices (long before free probability was invented) hints at a closer rela-
tion between free probability and random matrices. Voiculescu made this concrete
by showing that also freeness shows up asymptotically in the random matrix world.
Theorem 6.10 (Voiculescu 1991). Let t ∈ N be arbitrary and, for every N ∈ N, let
A
(1)
N , . . . ,A
(t)
N be t independent gue(n), i.e., the upper triangular entries of all the dif-
ferent (A(i)N )ti=1 taken together form a family of independent random variables. Then,
(A(1)N , . . . ,A(t)N ) distrÐ→ (s1, . . . , st),
where s1, . . . , st are free standard semicircular variables. In particular, the random ma-
trices A
(1)
N , . . . ,A
(t)
N are asymptotically free, for N →∞.
Proof. One can essentially repeat the proof of Theorem 6.5, which showed the claim for
t = 1. Let N ∈ N be arbitrary and write A(r)N =∶ (a(r)i,j )Ni,j=1 for every r ∈ [t]. Then, by our
assumption, {a(r)i,j ∣ r ∈ [t], i, j ∈ [N]} forms a Gaussian family with covariance
E[a(r)i,j a(p)k,l ] = 1N δi,lδj,kδr,p
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for all i, j, k, l ∈ [N] and p, r ∈ [t]. Consequently, for every p ∶ [m]→ [t],
(tr⊗E)(A(p(1))N . . .A(p(m))N ) = 1N ∑i∶[m]→[N]E[a(p(1))i(1),i(2) . . . a(p(m))i(m),i(1)]= 1
N
∑
i∶[m]→[N] ∑pi∈P2(m) ∏{r,s}∈pi
r<s
E[a(p(r))
i(r),i(γ(r))a(p(s))i(s),i(γ(s))]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1
N
δi(r),i(γ(s))δi(s),i(γ(r))δp(r),p(s)= ∑
pi∈P2(m)
pi≤ker(p)
N#(γpi)−1−m2 .
Thus, in the limit, for every p ∶ [m]→ [t],
lim
N→∞(tr⊗E)(A(p(1))N . . .A(p(m))N ) = ∑
pi∈NC2(m)
pi≤ker(p)
1 = ∑
pi∈NC(m) κpi(sp(1), . . . , sp(m))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ⎧⎪⎪⎨⎪⎪⎩1, if pi ∈ NC2(m), pi ≤ ker(p),0, otherwise
,
and the latter is exactly the formula for the moment ϕ(sp(1) . . . sp(m)). That concludes
the proof.
Remark 6.11. (1) Theorem 6.10 shows that we can model a free pair of semicirculars
asymptotically by independent Gaussian random matrices. Can we also model
other distributions in this way? It turns out that we can replace one of the Gaussian
random matrix sequences by a sequence of “deterministic” matrices with arbitrary
limit distribution.
(2) For N ∈ N, deterministic N ×N -matrices are just elements
D ∈MN(C) ⊆MN(L∞−(Ω,P)),
i.e. ordinary matrices embedded in the algebra of random matrices. Our state tr⊗E
on these is then just given by taking the normalized trace: tr⊗E(D) = tr(D).
Theorem 6.12. Let t,N ∈ N be arbitrary, let A(1), . . . ,A(t) be t independent gue(n)and
let D ∈MN(C) be a deterministic N ×N -matrix. Then, for all m ∈ N, all q ∶ [m] → N0
and all p ∶ [m]→ [t] we have
(tr⊗E)(A(p(1))Dq(1) . . .A(p(m))Dq(m)) = ∑
pi∈P2(m)
pi≤ker(p)
trpiγ[Dq(1), . . . ,Dq(m)] ⋅N#(γpi)−1−m2 ,
where, for all n ∈ N, σ ∈ Sn and D1, . . . ,Dn ∈MN(C),
trσ(D1, . . . ,Dn) ∶= ∏
c orbit of σ
tr(Ð→∏
i∈c Di).
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Proof. We write A(p) =∶ (a(p)i,j )Ni,j=1 for every p ∈ [t] and Dq =∶ (d(q)i,j )Ni,j=1 for every q ∈ N0.
Then, with the help of the Wick formula (12) from Remark 6.2 (2), we compute for all
m ∈ N, p ∶ [m]→ [t] and q ∶ [m]→ N0:
(tr⊗E)( Ð→∏
n∈[m](A(p(n))Dq(n)))
= 1
N
∑
i,j∶[m]→[N]E[
m∏
n=1(a(p(n))i(n),j(n)d(q(n))j(n),i(γ(n)))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ( m∏
n=1a
(p(n))
i(n),j(n))( m∏
n=1d
(q(n))
j(n),i(γ(n)))
]
= 1
N
∑
i,j∶[m]→[N](
m∏
n=1d
(q(n))
j(n),i(γ(n))) ∑
pi∈P2(m) ∏{r,s}∈pi
r<s
E[a(p(r))
i(r),j(r)a(p(s))i(s),j(s)]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1
N
δi(r),j(s)δj(r),i(s)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= δi,j○pi
δp(r),p(s)
= 1
N1+m2 ∑pi∈P2(m)
pi≤ker(p)
∑
j∶[m]→[N](
m∏
n=1d
(q(n))
j(n),j((piγ)(n))).
Now, note that for every m ∈ N, q ∶ [m]→ N0 and σ ∈ Sm:
∑
j∶[m]→[N](
m∏
n=1d
(q(n))
j(n),j(σ(n))) = Trσ[Dq(1), . . . ,Dq(m)] = N#σ ⋅ trσ[Dq(1), . . . ,Dq(m)].
For example, if m = 5 and σ = (1 4) (2 5) (3), then
∑
j∶[5]→[N]d
(q(1))
j(1),j(4)d(q(2))j(2),j(5)d(q(3))j(3),j(3)d(q(4))j(4),j(1)d(q(5))j(5),j(2)
= Tr(Dq(1)Dq(4)) ⋅Tr(Dq(2)Dq(5)) ⋅Tr(Dq(3))= N3 ⋅ tr(Dq(1)Dq(4)) ⋅ tr(Dq(2)Dq(5)) ⋅ tr(Dq(3)).
Hence, for every m ∈ N, p ∶ [m]→ [t] and q ∶ [m]→ N0 we have
(tr⊗E)( Ð→∏
n∈[m](A(p(n))Dq(n)))= ∑pi∈P2(m)
pi≤ker(p)
∑
j∶[m]→[N]trpiγ[Dq(1), . . . ,Dq(m)] ⋅N#(γpi)−1−m2
because #(γpi) = #(piγ). That is what we needed to prove.
Remark 6.13. For an asymptotic statementN →∞, our deterministic matrices (DN)N∈N
need to have a limit in distribution. Hence we assume that DN Ð→ d for some random
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variable d in a probability space (A, ϕ), i.e. limN→∞ tr(DmN ) = ϕ(dm) for all m ∈ N. This
then, of course, implies that also
lim
N→∞ trpiγ[Dq(1), . . . ,Dq(m)] = ϕpiγ(dq(1), . . . , dq(m))
and thus we obtain the following corollary.
Theorem 6.14. Let t ∈ N be arbitrary, for each N ∈ N, let A(1)N , . . . ,A(t)N be t independent
gue(n) and DN ∈ MN(C) a deterministic N ×N -matrix such that DN Ð→ d for some
random variable d in a probability space (A, ϕ). Then, for all m ∈ N, q ∶ [m] → N0 and
p ∶ [m]→ [t],
lim
N→∞E[tr(A(p(1))N Dq(1)N . . .A(p(m))N Dq(m)N )] = ∑
pi∈NC2(m)
pi≤ker(p)
ϕpiγ(dq(1), . . . , dq(m)). (15)
In other words, (A(1)N , . . . ,A(t)N ,DN) distrÐ→ (s1, . . . , st, d), where s1, . . . , st are semicirculars
and where s1, . . . , st, d are free.
Proof. The limit formula (15) follows from Theorem 6.12 since for every m ∈ N and
pi ∈ P2(m) the sequence trpiγ[Dq(1)N , . . . ,Dq(m)N ] converges to ϕpiγ(dq(1), . . . , dq(m)) and
since the limit of N#(γpi)−1−m2 singles out the non-crossing pi ∈ P2(m). By Theorem 6.10
and Assignment 2, Exercise 1, it suffices to see asymptotic freeness, for N →∞, between{A(1)N , . . . ,A(t)N } and DN . To do so, one has to recall from the proof of Theorem 4.16
that, for every m ∈ N, p ∶ [m]→ [t] and q ∶ [m]→ N0,
ϕ(sp(1)dq(1) . . . sp(m)dq(m)) = ∑
σ∈NC(2m)κσ(sp(1), dq(1), . . . , sp(m), dq(m))= ∑
pi∈NC2(m)
pi≤ker(p)
κpi(sp(1), . . . , sp(m))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 1 ∑p˜i∈NC2(m)pi∪pi∈NC(2m)κp˜i(d
q(1), . . . , dq(m))
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ϕK(pi)(dq(1), . . . , dq(m))
,
where we have used the moment-cumulant formula from Remark 3.12. This identity
implies the formula (15) from the claim, provided that for every pi ∈ NC2(m) the Krew-
eras complement K(pi) corresponds, as a permutation, to piγ. This is indeed the case.
We check this just for an example: for the partition pi = {{1,2},{3,6},{4,5},{7,8}} ∈
NC2(8) this can be seen from
piγ = (1) (2 6 8) (3 5) (4) (7)
1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8
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and
K(pi) = {{1},{2,6,8},{3,5},{4},{7}}.
That concludes the proof.
Example 6.15. (1) Theorem 6.14 yields now first non-trivial results for asymptotic
eigenvalue distributions of random matrices via free convolution. Note that A
(1)
N +
A
(2)
N for two independent gue(n) is not very interesting because the random matrix
A
(1)
N +A(2)N is just another gue(n), only with different variance. More interesting is
a sequence AN +DN for a gue AN and a deterministic sequence DN , with a limit
DN Ð→ d. In that case, (AN ,DN) Ð→ (s, d), where s is a semicircular variable
and s and d are free. Then AN +DN Ð→ s + d, and hence the limiting averaged
(and also almost sure) eigenvalue distribution of AN +DN is given by µs ⊞ µd.
Let us give a concrete example for this. In the following figure we have generated
a gue(n) for N = 3000 and added to this a diagonal deterministic matrix with
eigenvalue distribution µd = 14(2δ−2 + δ−1 + δ+1). The histogram of the N eigenval-
ues is compared to µs ⊞ µd, which we calculated via our subordination iteration
machinery according to Theorem 5.11.
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(2) Note that according to the proof of Theorem 6.14 the deterministic matrices
D
q(1)
N , . . . ,D
q(m)
N do not need to be powers of one deterministic matrix DN , but
can actually be m arbitrary deterministic matrices. For example, we can choose,
alternatingly, powers of two deterministic matrices DN and EN . Then, under the
assumption that the sequence (DN ,EN) has a limit (d, e) in distribution, we obtain
(AN ,DN ,EN) distrÐ→ (s, d, e), where s and {d, e} are free.
The freeness between s and {d, e} implies (cf. Exercise 3, Assignment 6) that sds
and e are free as well. Hence, we see that
(ANDNAN ,EN) distrÐ→ (sds, e) where sds and e are free.
Thus, we can model more free situations asymptotically via random matrices. But
note: Whereas d and e can be chosen to have arbitrary distributions, sds will
always have a free compound Poisson distribution (see Exercise 3, Assignment 8).
The limiting eigenvalue distribution of ANDNAN+EN is thus given by the measure
µsds ⊞ µe.
Can we also model asymptotically via random matrices distributions µ1⊞µ2, where
µ1 and µ2 are arbitrary probability measures on R? For this we have to use unitary
random matrices instead of Gaussian ones. Note: For random variables u, d ∈ A in
a ∗-probability space (A, ϕ) such that u is unitary, the random variable udu∗ has
the same distribution as d, provided ϕ is a trace:
ϕ[(udu∗)m]) = ϕ(udmu∗) = ϕ(dm).
We will elaborate more on this in the next section.
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7 Unitary Random Matrices and Asymptotic Freeness
(and a Remark on Wigner Matrices)
Definition 7.1. (1) For every N ∈ N, letU(N) ∶= {U ∈MN(C) ∣ UU∗ = 1 = U∗U}
be the unitary N × N -matrices over C. Then, U(N) is (with respect to matrix
multiplication and the subspace topology induced by MN(C)) a compact group
and thus there exists a Haar measure λ on U(N). (This means that λ is invariant
under translations by group elements.) The Haar measure λ is finite and uniquely
determined by the translation invariance condition up to a scalar factor. So, we
can normalize λ to a probability measure. Random matrices distributed according
to this probability measure will be called Haar unitary random matrices.
(2) A unitary u in ∗-probability space (A, ϕ) is called a Haar unitary if
ϕ(uk) = δk,0 for all k ∈ Z,
meaning ϕ(1) = 1 and ϕ(un) = 0 = ϕ((u∗)n) for all n ∈ N.
Notation 7.2. For every N ∈ N, every m ∈ N with m ≤ N and every α ∈ Sm, define
Wg(N,α) = E[u1,1 . . . um,mu1,α(1) . . . um,α(m)],
where (ui,j)Ni,j=1 is a Haar unitary random N ×N -matrix. Then, we call Wg the Wein-
garten function.
Facts 7.3. (1) One can give a “Wick-type” formula for Haar unitary random matrices:
Let N ∈ N be arbitrary and let U = (ui,j)Ni,j=1 be a Haar unitary N ×N -random
matrix. Then, for all m,m′ ∈ N with m,m′ ≤ N and all i, i′, j, j′ ∶ [m]→ [N],
E[ui(1),j(1) . . . ui(m),j(m)ui′(1),j′(1) . . . ui′(m′),j′(m′)]
= δm,m′ ∑
α,β∈Sm δi(β(1))i′(1) . . . δi(β(m)),i′(m)⋅ δj(α(1)),j′(1) . . . δj(α(m)),j′(m) ⋅Wg(N,α−1β),
α−1
β
i(1), j(1) i(2), j(2) i(3), j(3) i′(1), j′(1) i′(2), j′(2) i′(3), j′(3)
or, equivalently,
E[( m∏
n=1ui(n),j(n))(
m′∏
n′=1ui′(n′),j′(n′))] = δm,m′ ∑α,β∈Sm δi○β,i′δj○α,j′Wg(N,α−1β).
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(2) The asymptotics of the Weingarten functions can be summarized as follows. For
all m ∈ N and α ∈ Sm there is some φ(α) ∈ C (depending only on α, not on N) such
that
Wg(N,α) = φ(α)N#α−2m +O(N#α−2m−2) (N →∞). (16)
Remark 7.4. (1) The fact that, for m,m′,N ∈ N with m,m′ ≤ N , a ∗-moment
E[ui(1),j(1) . . . ui(m),j(m)ui′(1),j′(1) . . . ui′(m′),j′(m′)]
in the entries of a Haar unitary U = (ui,j)Ni,j=1 random matrix is zero if m ≠ m′
follows from the fact that with U also λU is a Haar unitary random matrix for any
λ ∈ C with ∣λ∣ = 1. Then, the above moment of U must equal the corresponding
moment
E[λui(1),j(1) . . . λui(m),j(m)λui′(1),j′(1) . . . λui′(m′),j′(m′)],
of λU , which, due to λ−1 = λ, is identical to
λm−m′E[ui(1),j(1) . . . ui(m),j(m)ui′(1),j′(1) . . . ui′(m′),j′(m′)].
The only way to satisfy this equation is thus that the moment vanishes if m ≠m′.
(2) This shows that for every Haar unitary random matrix U it holds
(tr⊗E)[Uk] = 0 for all k ∈ Z/{0}.
Thus, for each N ∈ N, a Haar unitrary random N ×N -matrix is a Haar unitary.
And thus, for a sequence (UN)N∈N of Haar unitray random matrices, the limit
exists in distribution and is also a Haar unitary u, i.e., UN Ð→ u. The interesting
question is, of course, if Haar unitary random matrices are also asymptotically free
from deterministic matrices. We only consider the most relevant case of “randomly
rotated” matrices.
Theorem 7.5. For every N ∈ N, let AN ,BN ∈ MN(C), and suppose AN Ð→ a and
BN Ð→ b for random variables a and b in some ∗-probability space. Furthermore, for
every N ∈ N, let UN be a Haar unitary random N ×N -matrix. Then,
(UNANU∗N ,BN) distrÐ→ (a, b), where a and b are free.
In particular, the random matrices UNANU
∗
N and BN are asymptotically free from each
other, for N →∞.
Note that, for every N ∈ N, the random matrix UNANU∗N has the same distribution
as AN . Thus, also UNANU
∗
N Ð→ a. The point here is that the random rotation between
the eigenspaces of AN and BN makes the two matrices asymptotically free.
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Before we start the proof let us give an example for the use of this for the calculation
of the asymptotic eigenvalue distribution of the sum of such randomly rotated matrices.
We take for AN and BN diagonal matrices with eigenvalue distributions
µa = 1
4
(δ−2 + δ−1 + δ1 + δ2) and µb = 1
4
(2δ−2 + δ−1 + δ1).
We generate then a Haar unitary random N ×N -matrix and consider UNANU∗N +BN .
According to Theorem 7.5 the eigenvalue distribution of this converges, for N →∞, to
µa⊞µb. We have proved this only for the averaged version; however, it is also true in the
almost sure sense, i.e., for generic realizations of UN . In the following figure we compare
the histogram of the eigenvalues of UNANU
∗
N +BN , for N = 3000 and for one realization
of UN , with the distribution µa⊞µb, which we calculated via the subordination iteration
machinery from Theorem 5.11.
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Proof. We have to calculate moments of the form
(tr⊗E)[ Ð→∏
n∈[m](UNAq(n)N U∗NBp(n)N )] (17)
for m,N ∈ N with m ≤ N and for p, q ∶ [m]→ N0 (where we have used that (UNANU∗N)n =
UNA
nU∗N for all n ∈ N) and then consider the limit N → ∞. Consider such m,N,p, q.
We write
A
q(k)
N =∶ (a(k)i,j )Ni,j=1 and Bp(k)N =∶ (b(k)i,j )Ni,j=1
for every k ∈ [m], as well as γ ∶= (1 2 . . . m − 1 m) ∈ Sm. Then, by Fact 7.3 (1), the
corresponding moment (17) is given by
(17) = 1
N
∑
i,i′,j,j′∶[m]→[N]
E[ m∏
n=1(ui(n)j(n)a(n)j(n),j′(n)ui′(n),j′(n)b(n)i′(n),i(γ(n)))].
= 1
N
∑
i,i′,j,j′∶[m]→[N]
m∏
t=1(a(t)j(t),j′(t)b(t)i′(t),i(γ(t)))E[(
m∏
n=1ui(n)j(n))(
m∏
n=1ui′(n),j′(n))]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= ∑
α,β∈Sm δi○β,i′δj○α,j′Wg(N,α−1β)
= 1
N
∑
α,β∈Sm
Wg(N,α−1β) ⋅ ( ∑
j∶[m]→[N]
m∏
r=1a
(r)
j(r),j(α(r)))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= Trα[Aq(1)N , . . . ,Aq(m)N ]
⋅ ( ∑
i′∶[m]→[N]
m∏
s=1 b
(s)
i′(s),i′(β−1γ(s)))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= Trβ−1γ[Bp(1)N , . . . ,Bp(m)N ]
= ∑
α,β∈Sm Wg(N,α−1β)N#α+#(β−1γ)−1 ⋅ trα[Aq(1)N , . . . ,Aq(m)N ] ⋅ trβ−1γ[Bp(1)N , . . . ,Bp(m)N ].
We know, by (16) and with φ as prescribed there, that for all α,β ∈ Sm
Wg(N,α−1β) = φ(α−1β)N#(α−1β)−2m +O(N#(α−1β)−2m−2).
Hence, for all α,β ∈ Sm, the leading order terms in the above expression for (17) have
the factor N#(α−1β)+#α+#(β−1γ)−2m−1. If we write, for every α ∈ Sm, ∣α∣ ∶=m−#α, where
#α denotes the number of orbits of α, then it is easy to see the following.
(1) For every α ∈ Sm, the number ∣α∣ is the minimal non-negative integer k such that
α can be written as a product of k transpositions. (Transpositions of Sm are of
the form β = (i j) for i, j ∈ [m] with i ≠ j, i.e., β(i) = j, β(j) = i and β(l) = l for
all l ∈ [m] with l ≠ i, j.)
(2) The map ∣ ⋅ ∣ ∶ Sm → N0 satisfies the triangle inequality: For all α,β ∈ Sm, we have∣αβ∣ ≤ ∣α∣ + ∣β∣.
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Now, note that for all α,β ∈ Sm
#(α−1β) +#α +#(β−1γ) − 2m − 1 =m − 1 − ∣α−1β∣ − ∣α∣ − ∣β−1γ∣ ≤ 0
since ∣α−1β∣ + ∣α∣ + ∣β−1γ∣ ≥ ∣α(α−1β)(β−1γ)∣ = ∣γ∣ =m − 1.
Thus, in the limit, for every m ∈ N and all p, q ∶ [m]→ N,
lim
N→∞(tr⊗E)[ Ð→∏
n∈[m](UNAq(n)N U∗NBp(n)N )]= ∑
α,β∈Sm∣α−1β∣+∣α∣+∣β−1γ∣=m−1
trα[aq(1), . . . , aq(m)] ⋅ trβ−1γ[bp(1), . . . , bp(m)] ⋅ φ(α−1β).
By multi-linearity, this result goes over from monomials to arbitrary polynomials f1, . . . , fm ∈
C[x] and g1, . . . , gm ∈ C[x]:
lim
N→∞(tr⊗E)[ Ð→∏
n∈[m](UNfn(AN)U∗Ngn(BN))] (18)= ∑
α,β∈Sm∣α−1β∣+∣α∣+∣β−1γ∣=m−1
trα[f1(a), . . . , fm(a)] ⋅ trβ−1γ[g1(b), . . . , gm(b)] ⋅ φ(α−1β).
We have to see that formula (18) describes variables a, b which are free. So, let m ∈ N
be arbitrary and let f1, . . . , fm ∈ C[x] and g1, . . . , gm ∈ C[x] be such that ϕ(fi(a)) = 0
and ϕ(gi(b)) = 0 for all i ∈ [m]. Then, we have to show
ϕ[f1(a)g1(b) . . . fm(a)gm(b)] = 0.
For this, note: If for m ∈ N and permutations α,β ∈ Sm it holds ∣α−1β∣+∣α∣+∣β−1γ∣ =m−1,
then at least one of the two permutations α and β−1γ must have a fixed point. (Indeed,
the assumption implies that
∣α∣ ≤ m − 1
2
or ∣β−1γ∣ ≤ m − 1
2
.
Say this is true for α. Then, α can be written as a product of at most ⌊m−12 ⌋ transposi-
tions, so can move at most m − 1 elements. That requires α to have a fixed point.)
But then, for all α,β ∈ Sm summed over in (18), at least one of the corresponding
terms trα[f1(a), . . . , fm(a)] and trβ−1γ[g1(b), . . . , gm(b)] is equal to zero. Hence, each
term in (18) vanishes.
Remark 7.6. The formula (18) in the proof of Theorem 7.5 says that for two free sets{a1, . . . , am} and {b1, . . . , bm} we have the following formula for mixed moments:
ϕ(a1b1a2b2 . . . ambm) = ∑
α,β∈Sm∣α−1β∣+∣α∣+∣β−1γ∣=m−1
ϕα(a1, a2, . . . , am) ⋅ ϕβ−1γ(b1, b2, . . . , bm) ⋅ φ(α−1β).
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On the other hand, from our combinatorial cumulant machinery we know the formula
ϕ(a1b1a2b2 . . . ambm) = ∑
pi∈NC(m)κpi(a1, . . . , am)ϕK(pi)(b1, . . . , bm)= ∑
pi,σ∈NC(m)
σ≤pi
ϕσ(a1, . . . , am)ϕK(pi)(b1, . . . , bm)µ(σ,pi).
This suggests a bijective correspondence between the appearing terms in both formulas.
This is indeed true. In particular, for every m ∈ N, the non-crossing partitions NC(m)
can be embedded in Sm as SNC(γ) ≙ NC(m), where (Biane 1997)
SNC(γ) ∶= {α ∈ Sm ∣ ∣α∣ + ∣α−1γ∣ =m − 1}.
If we define, for all m ∈ N and α,β ∈ Sm, d(α,β) ∶= ∣βα−1∣, then d ∶ Sm × Sm → N0 is
a metric on Sm and the set SNC(γ) consists exactly of all permutations located on a
geodesic from the identity permutation to γ.
Remark 7.7. Up to now, our basic random matrix model was the gue, corresponding
to independent identically Gaussian-distributed entries (up to symmetry). A straight-
forward generalization of these are Wigner matrices, whose entries are also identically
distributed (up to symmetry) but the common distribution of which can be arbitrary.
From the random matrix literature it is known that Wigner matrices behave in many
respects like gue. In particular, a sequence of Wigner matrices converges also to a
semicircle. But what about asymptotic freeness?
Definition 7.8. Let N ∈ N and let µ be a probability measure on R. A corresponding
Wigner random N ×N -matrix is of the form
A = 1√
N
(ai,j)Ni,j=1,
where● the family (ai,j)i,j∈[N],j≤i is a tuple of independent and identically µ-distributed
real random variables,● it holds A = A∗, i.e. ai,j = aj,i for all i, j ∈ [N].
Theorem 7.9 (Wigner 1955). Let µ be a probability measure on R all of whose moments
exist and whose first moment is zero. For every N ∈ N, let AN be a corresponding N ×N -
Wigner matrix. Then, AN Ð→ s, where s is a semicircular element (whose variance is
given by the second moment of µ).
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Sketch of proof. For all m,N ∈ N we calculate
(tr⊗E)(AmN) = 1
N1+m2 ∑i∶[m]→[N]E[ai(1),i(2) . . . ai(m),i(1)]= 1
N1+m2 ∑σ∈P(m) ∑i∶[m]→[N]
ker(i)=σ
E[ai(1),i(2) . . . ai(m),i(1)]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶E[σ]
depends only on σ= 1
N1+m2 ∑σ∈P(m)E[σ] ⋅N ⋅ (N − 1) ⋅ . . . ⋅ (N −#σ + 1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∼ N#σ
.
For m ∈ N, identify any partition σ ∈ P(m) with a graph Gσ as follows:
ai1,i2
ai2,i3
ai3,i4
ai4,i5
ai5,i6
ai6,i1 i1
i2
i3i4
i5
i6
identify ver-
tices via σ
ai1,i2
1 = 2 = 4
53 = 6
ai4,i5
ai5,i6
ai2,i3
ai3,i4
ai6,i1
σ = (1 2 4) (3 6) (5)
In order for σ ∈ P(m) to contribute a leading order term in the sum, every edge of the
corresponding graph Gσ must be labeled with exactly two matrix entries. In that case,
Gσ is a tree and σ is the Kreweras complement of a non-crossing pairing, like, e.g.,
σ = {{1,5,7},{2,4},{3},{6},{8}}
whose graph is
ai1,i2
ai4,i5
ai2,i3
ai3,i4
ai5,i6
ai6,i7
ai7,i8
ai8,i11 = 5 = 7
2 = 4
3
6
8
Gσ =
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and whose Kreweras complement is
1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8
K(σ) = {{1,4},{2,3},{5,6},{7,8}}
Thus, for every m ∈ N, the m-th moment is asymptotically given by #NC2(m).
Remark 7.10. (1) Having multiple independent Wigner matrices does not change the
combinatorics, but just introduces the additional constraint on partitions that they
must connect the same matrices (as in the proof of Theorem 6.10, compared to
that of Theorem 6.5). Hence, independent Wigner matrices are also asymptotically
free. Inserting deterministic matrices, however, is more tricky.
(2) If the deterministic matrix is diagonal, though, then the combinatorics of the
indices are still the same and one obtains asymptotic freeness between Wigner and
deterministic matrices. For arbitrary deterministic matrices, the structure gets
more complicated and how to deal with it is not obvious. The asymptotic freeness
result still holds true, but the proof ([[AGZ], Theorem 5.4.5],[[Msp], Theorem 4.20])
is annoyingly complicated.
Theorem 7.11. Let p ∈ N and let µ1, . . . , µp be probability measures on R all of whose
moments exist and whose first moments vanish. For every N ∈ N, let A(1)N , . . . ,A(p)N be
independent Wigner N × N -matrices, with A(i)N corresponding to µi for every i ∈ [p].
Furthermore, let q ∈ N and, for every N ∈ N, let D(1)N , . . . ,D(q)N be deterministic N ×N -
matrices such that
sup
N∈N,r∈[q] ∥D(r)N ∥ <∞, and such that (D(1)N , . . . ,D(q)N ) distrÐ→ (d1, . . . , dq)
for N →∞. Then, as N →∞,
(A(1)N , . . . ,A(p)N ,D(1)N , . . . ,D(q)N ) distrÐ→ (s1, . . . , sp, d1, . . . , dq),
where each si is a semicircular and s1, . . . , sp,{d1, . . . , dq} are free.
In particular, the two families {A(1)N , . . . ,A(p)N } and {D(1)N , . . . ,D(q)N } of Wigner and
deterministic matrices are asymptotically free from each other.
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8 Von Neumann Algebras: The Free Group Factors and
Relation to Freeness
Definition 8.1. (1) A von Neumann algebra is a ∗-subalgebra of B(H) (for a Hilbert
space H) which contains 1B(H) and is closed with respect to the weak operator
topology. (The weak operator topology (WOT) is the locally convex topology de-
fined by the seminorms (pξ,η)ξ,η∈H with pξ,η(x) ∶= ∣⟨xξ, η⟩∣ for all ξ, η ∈ H and
x ∈ B(H).)
(2) For every Hilbert space H and every subset A ⊆ B(H) we define the commutant ofA by
A′ ∶= {y ∈ B(H) ∣ xy = yx for all x ∈ A}
and the bicommutant by A′′ ∶= (A′)′.
(3) A von Neumann algebra M is called a factor if M ∩M′ = C ⋅ 1B(H).
Facts 8.2. (1) Bicommutant theorem: Let H be a Hilbert space and let A be a unital∗-subalgebra of B(H). Then, A is a von Neumann algebra if and only if A = A′′.
(2) Von Neumann algebras are closed under measurable functional calculus: Let M
be a von Neumann algebra, x = x∗ ∈ M and let f ∶ σ(x) → C be a measurable
bounded function on the spectrum σ(x) of x. Then f(x) ∈M.
(3) In particular, von Neumann algebras contain lots of projections. Consider x = x∗ ∈M ⊆ B(H). For every λ ∈ R, we write Ex(λ) ∶= 1(−∞,λ](x) for the corresponding
spectral projection; then the spectral theorem shows
x = ∫
σ(x) λdEx(λ).
Since the 1(−∞,λ] are measurable functions, we have that all spectral projections
Ex(λ) of x are in M.
(4) Von Neumann algebras are closed under polar decomposition: Let H be a Hilbert
space and x ∈ B(H). The operator x has a unique polar decomposition in B(H)
of the form x = u∣x∣, where ∣x∣ ∶= √x∗x and where u is a partial isometry (i.e.
u = uu∗u) with ker(u) = ker(x). For any von Neumann algebra M ⊆ B(H) with
x ∈M it holds that ∣x∣, u ∈M.
(5) For von Neumann algebras, topological and algebraic properties determine each
other. Hence the relevant notion of isomorphism is purely algebraic: Two von
Neumann algebras M ⊆ B(H) and N ⊆ B(K) (for Hilbert spaces H and K) are
isomorphic, M ≅ N , if there exists a ∗-isomorphism Φ ∶ M → N . This isomor-
phism then has automatically the right continuity properties.
Example 8.3. (1) Our basic example is the von Neumann algebra version of the group
algebra from Example 1.2. For a (discrete) group G we defined the group algebra
as
CG ∶= {∑
g∈Gαgg ∣ α ∶ G→ C, αg ≠ 0 for only finitely many g ∈ G}.
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We now let CG act on itself by left multiplication – this is the left regular repre-
sentation. For infinite G we have to complete CG to a Hilbert space
`2(G) ∶= {∑
g∈Gαgg ∣ α ∶ G→ C, ∑g∈G ∣αg ∣2 <∞}
with inner product determined by ⟨g, h⟩ ∶= δg,h for all g, h ∈ G. Define now the left
regular representation
λ ∶ CG→ B(`2(G)), ∑
g∈Gαgg ↦ ∑g∈Gαgλ(g),
where, for all g ∈ G, the operator λ(g) is determined by λ(g)h ∶= gh for all h ∈ G,
meaning for all α ∈ `2(G):
λ(g)∑
h∈Gαhh´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∈ `2(G)
= ∑
h∈Gαhgh.
Note that, for all g ∈ G, λ(g)∗ = λ(g−1) and thus λ(g)λ(g)∗ = λ(g)∗λ(g) = 1,
making λ(g) a unitary operator. Thus, λ(CG) ⊆ B(`2(G)). We define now
L(G) ∶= λ(CG)WOT = λ(CG)′′ ⊆ B(`2(G)).
Thus, L(G) is a von Neumann algebra, called a group von Neumann algebra.
If e denotes the neutral element of G, then the map τ ∶= τG from Example 1.2 is
of the form
τ(∑
g∈Gαgg´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶x
) = αe = ⟨(∑
g∈Gαgg)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= x
e, e⟩,
i.e., τ(x) = ⟨xe, e⟩ for all x ∈ CG. In this form, τ extends to a state τ ∶ L(G)→ C on
L(G). It is faithful and a trace on L(G). (Note that it is defined on all of B(`2(G)),
but that there it is neither faithful nor a trace in the infinite-dimensional case.
Moreover, for any Hilbert space H with dim(H) = ∞, no trace exists on B(H),
showing that L(G) cannot be all of B(`2(G)) in the case of an infinite group.)
(2) If all conjugacy classes {hgh−1 ∣ h ∈ G} for g ≠ e are infinite (in which case we say
that G is i.c.c), then L(G) is a factor. Basic examples for this are:
(i) G ∶= S∞ ∶= ⋃∞n=1 Sn, the infinite permutation group. R ∶= L(S∞) is the
so-called hyperfinite factor (Murray and von Neumann 1936). (This is the
simplest and nicest of the non-trivial von Neumann algebras.)
(ii) G ∶= Fn, n ∈ N ∪ {∞}, the free group on n generators. This is given by words
in n non-commuting generators g1, . . . , gn and their inverses g
−1
1 , . . . , g
−1
n only
subject to the group relations, i.e. gig
−1
i = e = g−1i gi for every i ∈ [n]. The free
group Fn is i.c.c for every n ≥ 2 (including n =∞). Hence, L(Fn) is, for n ≥ 2,
also a factor, the so-called free group factor.
89
(3) Murray and von Neumann showed that R /≅ L(Fn) for all n. But, besides that,
not much more was known about the L(Fn). In particular, at least since Kadi-
son’s Baton-Rouge problem list from 1967 the following famous free group factor
isomorphism problem is still open:
Is L(Fm) ≅ L(Fn) for 2 ≤m,n and m ≠ n?
Voiculescu introduced and developed free probability theory to attack this and
similar questions.
(4) For n ∈ N, consider L(Fn) with its n generators ui ∶= λ(gi) for i ∈ [n], where
g1, . . . , gn are the generators of Fn. From Part (1) we know that each ui ∈ L(Fn)
is a unitary. Each of them has moments
τ(uki ) = ⟨uki e®, e= gki
⟩ = δk,0 for all k ∈ Z,
i.e., each ui is a Haar unitrary in the ∗-probability space (L(Fn), τ).
Furthermore, Fn can be written as the free product in the group-theoretical sense
(see Example 1.2 (4)) Fn = G1 ∗ . . . ∗Gn, where Gi, for i ∈ [n], is the subgroup of
Fn generated by gi (i.e. Gi ≅ Z). And, thus, the ∗-subalgebras (CGi)ni=1 are, by
Proposition 1.3, freely independent in (L(Fn), τ).
Remark 8.4. (1) Hence, for every n ∈ N, the free group factor L(Fn) is, as a von
Neumann algebra, generated by n free Haar unitaries. Note that our definition of
freeness only imposes conditions on the joint moments of polynomials in the gen-
erators. If this definition is to be of any use for the von Neumann algebra context,
these conditions better transfer to “measurable functions” in the generators. That
means, freeness better pass to the closures of polynomials in the weak operator
topology. This is indeed the case.
(2) For the extension of freeness from algebras to generated von Neumann algebras we
need, of course, some kind of continuity for our state τ . (On the C∗-level, positivity
gives continuity in norm, on the von Neumann algebra level, however, we need
more than positivity!) The relevant notion for a linear functional τ ∶M → C on
a von Neumann algebra M ⊆ B(H) is “normality”. Such a functional τ is called
normal if τ(supλ∈Λ xλ) = supλ∈Λ τ(xλ) for every increasing net (xλ)λ∈Λ of self-
adjoint operators from M. This abstract definition (which is independent of the
representation of M on H) is, for the concrete realization M ⊆ B(H), equivalent
to the following condition: The restriction of τ to the unit ball of M is continuous
with respect to the weak operator topology of B(H). Note in particular that,
typically, our states are of the form τ(x) = ⟨xξ, ξ⟩ for some unit vector ξ ∈H. And
such vector states are always normal!
(3) Recall also that, in the von Neumann algebra context, it is often advantageous to
switch between the weak and the strong operator topologies. The strong operator
topology (SOT) is the locally convex topology generated by the seminorms (pξ)ξ∈H,
where pξ(x) ∶= ∥xξ∥ for every ξ ∈ H and all x ∈ B(H). For a unital ∗-subalgebra
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A ⊆ B(H) the closures of A in WOT and in SOT agree; furthermore, a normal state
τ is also continuous with respect to the strong operator topology when restricted
to the unit ball.
Theorem 8.5. Let M be a von Neumann algebra and τ ∶ M → C a normal state. Let(Ai)i∈I be unital ∗-subalgebras of M which are free with respect to τ . For every i ∈ I,
let Mi ∶= vN(Ai) be the von Neumann subalgebra of M generated by Ai; i.e., Mi = A′′i
is the smallest von Neumann algebra which contains Ai. Then, the algebras (Mi)i∈I are
also free.
Proof. Consider elements a1, . . . , ak ∈ M, where k ∈ N, i ∶ [k] → I with i(1) ≠ i(2) ≠
. . . ≠ i(k), where aj ∈Mi(j) for every j ∈ [k], and where τ(aj) = 0 for all j ∈ [k]. Then,
we have to show that τ(a1 . . . ak) = 0. For each j ∈ [k], we can approximate aj by a
net (a(λ)j )λ∈Λj from Ai(j) in the strong operator topology. In fact, we can assume that
all Λj are equal to some directed set Λ. By Kaplansky’s density theorem, one can also
ensure that ∥a(λ)j ∥ ≤ ∥aj∥ for all j ∈ [k] and λ ∈ Λ. (Note that ∥ ⋅ ∥ is not continuous
in the weak operator topology.) By replacing a
(λ)
j by a
(λ)
j − τ(a(λ)j ), we can moreover
assume that τ(a(λ)j ) = 0 for all j ∈ [k] and λ ∈ Λ. Then, the freeness assumption for the
algebras (Ai)i∈I applies, for each λ, to the random variables a(λ)1 , . . . , a(λ)k and implies
that τ(a(λ)1 . . . a(λ)k ) = 0 for all λ ∈ Λ. But then, since multiplication on bounded sets is
continuous with respect to the strong operator topology, we get
τ(a1 . . . ak) = lim
λ∈Λ τ(a(λ)1 . . . a(λ)k )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= 0 for all λ ∈ Λ = 0
That is what we needed to show.
Remark 8.6. For n ∈ N, it now makes sense to say that L(Fn) is generated as a von
Neumann algebra by the n ∗-free Haar unitaries u1 = λ(g1), . . . , un = λ(gn). Next, we
want to see that not the concrete form of the u1, . . . , un is important here, but only their∗-distribution.
Theorem 8.7. Let n ∈ N and let M and N be von Neumann algebras, generated as
von Neumann algebras by elements a1, . . . , an in the case of M and b1, . . . , bn in the case
of N . Let ϕ ∶ M → C and ψ ∶ N → C be faithful normal states. If (a1, . . . , an) and(b1, . . . , bn) have the same ∗-distribution with respect to ϕ and ψ, respectively, then the
map ai ↦ bi (i = 1, . . . , n) extends to a ∗-isomorphism from M to N . In particular, thenM ≅ N .
Proof. This follows from the facts that the GNS construction with respect to a faith-
ful normal state gives a faithful representation of the von Neumann algebra, and that
the ∗-moments of the generators contain all the information which is needed for this
construction.
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To give a more concrete facet of this on the ∗-algebra level: If we want to extend
ai ↦ bi (i ∈ I) to the generated ∗-algebras, then for every polynomial p in n non-
commuting variables we need the following implication to hold: p(a1, . . . , an) = 0 Ô⇒
p(b1, . . . , bn) = 0. That this is indeed the case, can be seen as follows. p(a1, . . . , an) = 0
implies
p(a1, . . . , an)∗p(a1, . . . , an) = 0 and thus ϕ(p(a1, . . . , an)∗p(a1, . . . , an)) = 0.
Note that the latter equation involves a sum over ∗-moments of (a1, . . . , an). Because
those agree, by assumption, with the ∗-moments of (b1, . . . , bn), it follows that
ψ(p(b1, . . . , bn)∗p(b1, . . . , bn)) = ϕ(p(a1, . . . , an)∗p(a1, . . . , an)) = 0
As ψ is faithful, we can conclude that p(b1, . . . , bn) = 0, as claimed.
Remark 8.8. (1) Theorem 8.7 yields quite a change of perspective in the study of
von Neumann algebras. We can understand von Neumann algebras by looking at
the ∗-distributions of generators and not at the concrete action on a Hilbert space.
(Of course, via the GNS construction this is the same, but still . . . . Note in this
context: The distribution of the real part of the one-sided shift is the semicircle,
see Assignment 3, Exercise 3. The one-sided shift is one of the most important
operators in operator theory. But, apparently, nobody before Voiculescu had been
interested in its distribution.) This is very much in the spirit of classical probability
theory, where the concrete realization of random variables as functions on some
probability space (Ω,F ,P) is usually not relevant – the only thing which counts is
their distribution.
(2) For every n ∈ N, Theorem 8.7 shows then that L(Fn) is generated by n ∗-free Haar
unitaries u1, . . . , un, where we do not have to care about how the u1, . . . , un are
conretely realized on a Hilbert space.
(3) But we now also have the freedom of deforming each of the generators u1, . . . , un
of L(Fn) by measurable functional calculus for normal elements (see Fact 8.2 (2)).
Instead of u1, . . . , un we can consider f1(u1), . . . , fn(un), where f1, . . . , fn are mea-
surable bounded functions. If the f1, . . . , fn are invertible (as measurable functions
on the corresponding spectra), then we can also “go backwards” and be assured
that f1(u1), . . . , fn(un) generate the same von Neumann algebra as u1, . . . , un, i.e.
also L(Fn). Since, for each i ∈ [n], the generator ui has a diffuse spectrum, i.e.
no atoms in its distribution, we can change this distribution via invertible mea-
surable functions to any other non-atomic distribution we like. Note that, by
Theorem 8.5, we do not lose the freeness between the deformed variables; and that
the f(u1), . . . , f(un) are still normal.
Corollary 8.9. Let M be a von Neumann algebra and τ a faithful normal state on M.
Let n ∈ N and assume that x1, . . . , xn ∈M generate M, M = vN(x1, . . . , xn), and that
(1) x1, . . . , xn are ∗-free with respect to τ ;
(2) each xi, for i ∈ [n], is normal and its distribution µxi with respect to τ has no
atoms.
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Then, M ≅ L(Fn).
Example 8.10. Let M be a von Neumann algebra, τ ∶ M → C a faithful state and
x ∈M. If x is normal (i.e. xx∗ = x∗x), then the distribution µx of x with respect to τ
is the uniquely determined probability measure µ on the spectrum σ(x) of x with
τ(xk(x∗)l) = ∫
σ(x) zkzl dµ(z) for all k, l ∈ N0.
In particular, for a Haar unitary u ∈M it holds that σ(u) = S1 = {z ∈ C ∣ ∣z∣ = 1} (unit
circle) and µu is the uniform distribution on S1. Via the inverse g of the map
[0,2pi)→ S1, t↦ eit
we can transform µu into the uniform distribution µg(u) on [0,2pi]. The latter can then
be deformed via a map
h ∶ [0,2pi]↦ [−2,2]
pi
2
pi 3pi
2
2pi
1
2pi Ð→
−2 −1 1 2
1
pi
into a semicircle. Hence, with f ∶= h ○ g, the element f(u) is a semicircular variable.
Instead of by u1, . . . , un, we can thus generate L(Fn) also by f(u1), . . . , f(un), i.e. by n
free semicirculars.
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9 Circular and R-Diagonal Operators
Remark 9.1. In the following we want to realize our operators as matrices, motivated
by our asymptotic representation by random matrices. Consider a sequence (A2N)N∈N
of gue(2N),
A2N =∶ 1√
2N
(ai,j)2Ni,j=1.
We can then consider A2N as a block 2× 2-matrix with N ×N -matrices A(N)i,j as entries,
A2N = 1√
2N
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1,1 ⋯ a1,N a1,N+1 ⋯ a1,2N⋮ ⋱ ⋮ ⋮ ⋱ ⋮
aN,1 ⋯ aN,N aN,N+1 ⋯ aN,2N
aN+1,1 ⋯ aN+1,N aN+1,N+1 ⋯ aN+1,2N⋮ ⋱ ⋮ ⋮ ⋱ ⋮
a2N,1 ⋯ a2N,N a2N,N+1 ⋯ a2N,2N
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 1√
2
⎡⎢⎢⎢⎢⎣A
(N)
1,1 A
(N)
1,2
A
(N)
2,1 A
(N)
2,2
⎤⎥⎥⎥⎥⎦.
The two random matrices on the diagonal, A1,1,A2,2, then converge in distribution to
a free pair s1, s2 of semicircular variables, by Theorem 6.10. But what about A1,2 and
A2,1? Note that for all N we have A
(N)
1,2 = A(N)∗2,1 . Each of these matrices has independent
Gaussian entries without any symmetry condition. For every N ∈ N we can write
A
(N)
1,2 = 1√
2
(B(N)1 + iB(N)2 ),
with
B
(N)
1 ∶= 1√
2
(A(N)1,2 +A(N)∗1,2 ) and B(N)2 ∶= 1√
2i
(A(N)1,2 −A(N)∗1,2 ),
implying that B
(N)
1 and B
(N)
2 are independent and each of them is gue(n). Since, again
by Theorem 6.10, (B(N)1 ,B(N)2 ) distrÐ→ (s0, s˜0), where s0 and s˜0 are free semicirculars, it
follows
A
(N)
1,2
distrÐ→ 1√
2
(s0 + is˜0) and A(N)2,1 = A(N)∗1,2 distrÐ→ 1√
2
(s0 − is˜0).
Such a random variable
c ∶= 1√
2
(s0 + is˜0)
is called a circular element.
Since A2N itself, by Theorem 6.8, converges in distribution to a semicircular element
s, this element s can be represented as a matrix
s = 1√
2
[s1 c
c∗ s2],
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where s1 and s2 are semicirculars, c circular and s1, s2, c are ∗-free. (Note for this that
the matrices B1 and B2 are also independent from A1,1 and A2,2.) This shows the
following.
Theorem 9.2. Let (A, ϕ) be a ∗-probability space, let therein s1 and s2 be semicircular
elements, c a circular element and (s1, s2, c) ∗-free. Then, the random variable
1√
2
[s1 c
c∗ s2]
is a semicircular element in the ∗-probability space (M2(A), tr⊗ϕ).
Remark 9.3. The ∗-distribution of a circular element c in a ∗-probability space (A, ϕ)
is easy to describe in terms of the free cumulants κn of (A, ϕ). Since,
c = 1√
2
(s + is˜) for free standard semicirculars s, s˜,
the second-order cumulants of c are, according to the vanishing of mixed cumulants,
Theorem 3.23, of the free variables s and s˜,
κ2(c, c) = 1
2
(κ2(s, s) − κ2(s˜, s˜)) = 0, and κ2(c, c∗) = 1
2
(κ2(s, s) + κ2(s˜, s˜)) = 1
and, likewise, κ2(c∗, c∗) = 0 and κ2(c∗, c) = 1. All other ∗-cumulants of c vanish; since,
by Example 3.14 (2), only second-order cumulants of s and s˜ are non-zero.
We also need to understand, if A is a von Neumann algebra and ϕ normal, the polar
decomposition (see Fact 8.2 (4)) of a circular element. We will see that this is of the
form c = uq, where● the random variable q = √c∗c has a quartercircular distribution, (note that c∗c has
the same distribution as s2) meaning, for all t ∈ R,
dµq(t) = ⎧⎪⎪⎨⎪⎪⎩
1
pi
√
4 − t2 dt, if t ∈ [0; 2],
0, otherwise.
−2 −1 1 2
1
pi
● the random variable u is a Haar unitary and● the random variables u and q are ∗-free.
This can be proved via random matrices (by approximating a circular element by a
sequence of non-symmetric Gaussian random matrices and investigating the polar de-
compositions of those – that was the original proof of Voiculescu) or by our combinato-
rial machinery. The latter yields a generalization to the important class of R-diagonal
operators. (Note also that, by uniqueness of polar decomposition, the above polar de-
composition of c can be proved by showing that uq, with u being a Haar unitary, q a
quartercircular and u, q ∗-free, has a circular distribution.)
The main point about the ∗-distribution of c is that its non-zero cumulants are alter-
nating in c and c∗. This pattern is preserved for the polar part.
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Definition 9.4 (Nica and Speicher 1997). Let (A, ϕ) be a tracial ∗-probability space.
A random variable a ∈ A is called R-diagonal if, for all n ∈ N and ε ∶ [n]→ {1,∗} it holds
that
κn(aε(1), . . . , aε(n)) = 0
whenever n is odd or ε not alternating in 1 and ∗. Thus, for every n ∈ N the only
non-vanishing n-th order ∗-cumulants of a may be
αn ∶= κ2n(a, a∗, a, a∗, . . . , a, a∗) = κ2n(a∗, a, a∗, a, . . . , a∗, a).
We call (αn)n∈N the determining sequence of a.
Example 9.5. (1) By Remark 9.3, every circular element c is R-diagonal and has the
determining sequence (1,0,0,0, . . .), since κ2(c, c∗) = κ2(c∗, c) = 1, and all other∗-cumulants vanish.
(2) In Assignment 10, Exercise 2 we have seen that every Haar unitary u is R-diagonal
and that its determining sequence is given by αn = (−1)n−1Cn−1 for every n ∈ N,
i.e.
κ2(u,u∗) = 1, κ4(u,u∗, u, u∗) = −1, κ6(u,u∗, u, u∗, u, u∗) = 2, . . .
Multiples of Haar unitaries are the only normal R-diagonal elements.
Theorem 9.6. Let a be an R-diagonal element with determining sequence (αn)n∈N.
Then, for all n ∈ N,
κn(aa∗, aa∗, . . . , aa∗) = κn(a∗a, a∗a, . . . , a∗a) = ∑
pi∈NC(n)αpi,
where (αpi)pi∈NC is the multiplicative function corresponding to (αn)n∈N (as in Remark 3.25),
i.e., for all n ∈ N and pi ∈ NC(n), αpi ∶=∏V ∈pi α#V . Hence, by Mo¨bius inversion (Corol-
lary 3.6), the αn – and thus the ∗-distribution of a – are uniquely determined by the
distribution of a∗a.
Proof. For all n ∈ N, by Theorem 3.20,
κn(aa∗, aa∗, . . . , aa∗) = ∑
σ∈NC(2n)
σ∨0ˆn=12n
κσ(a, a∗, a, a∗, . . . , a, a∗),
where 0ˆn = {{1,2},{3,4}, . . . ,{2n − 1,2}}. In order for a partition σ ∈ NC(n) to yield a
non-zero contribution to this sum, by R-diagonality of a, in every block of σ, an a must
succeed each occurrence of an a∗. The condition σ ∨ 0ˆn = 12n enforces then that this a
must be the one closest to the a∗. Hence, the contributing σ must at least make the
following connections:
a a∗, a a∗, a a∗, . . . , a a∗, a a∗
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Making the remaining connections for σ is now the same problem as choosing a parti-
tion pi ∈ NC(a∗a, a∗a, . . . , a∗a) and the cumulant κσ(a, a∗, a, a∗, . . . , a, a∗) is then exactly
given by αpi.
Theorem 9.7. Let (A, ϕ) be a tracial ∗-probability space, a, b ∈ A and a, b ∗-free. If a
is R-diagonal, then so is ab.
Proof. Let (κn)n∈N be the free cumulants of (A, ϕ). We have to see that non-alternating∗-cumulants in ab vanish. Let n ∈ N be arbitrary. It suffices to consider the situation
κn(. . . , ab, ab, . . .) = ∑
pi∈NC(2n)
pi∨0ˆn=12n
κpi(. . . , a, b, ↓a, b, . . .).
Since a, b are ∗-free, a partition pi ∈ NC(2n) can only yield a non-vanishing contribution
if pi connects among {a, a∗} and among {b, b∗}. Consider the block of such a pi containing↓
a. Either
↓
a is the first element in its block,
. . . , a b ,
↓
a b , . . . , b∗a∗, . . .
last element in this
block must be a∗
or there is a preceding element in the block (which again must be an a∗):
. . . , b∗a∗, . . . , a b , ↓a b , . . .
preceding element
must be a∗
In either situation, the condition pi ∨ 0ˆn = 12n is not satisfied. Hence, there is no con-
tributing pi, implying κn(. . . , ab, ab, . . .) = 0.
Theorem 9.8. Let M be a von Neumann algebra and τ ∶ M → C a faithful normal
trace. Let a ∈M be an R-diagonal operator with respect to τ . If ker(a) = {0}, then the
polar decomposition a = uq of a has the following ∗-distribution:
(i) The partial isometry u is a Haar unitary.
(ii) The operator q is positive with distribution µ√a∗a.
(iii) The operators u and q are ∗-free.
Proof. Realize elements u˜ and q˜ satisfying (i), (ii), (iii) in some von Neumann algebraM˜ with respect to a faithful normal trace τ˜ . Then, by Theorem 9.7, the element a˜ ∶= u˜q˜
is R-diagonal in (M˜, τ˜). Since the distribution of a˜∗a˜ in (M˜, τ˜) is by construction the
same as the distribution of a∗a in (M, τ), the ∗-distributions of a˜ in (M˜, τ˜) and a in(M, τ) agree by Theorem 9.6. Hence, the von Neumann algebras generated by a˜ in M˜
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and by a in M are isomorphic, where this isomorphism also intertwines τ and τ˜ . Hence,
the ∗-distributions of the polar decompositions of a˜ and of a are the same. But the polar
decomposition of a˜ in M˜ is a˜ = u˜q˜: To see this one has to note
ker(a˜) = ker(q˜) = ker(a˜∗a˜) = ker(a∗a) = ker(a) = {0} = ker(u).
Thus, the ∗-distribution of the random variables (u, q) in (M, τ), as appearing in the
polar decomposition a = uq, is the one of (u˜, q˜) in (M˜, τ˜), which is given by (i), (ii), (iii).
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10 Applications of Freeness to von Neumann Algebras:
Compression of Free Group Factors
Definition 10.1. A factor M is called II1-factor if M is infinite-dimensional and if
there exists a norm-continuous trace τ ∶M→ C.
Remark 10.2. (1) The norm-continuous trace on a II1-factor is unique and automat-
ically normal and faithful.
(2) Restricted to projections of M, the trace τ gives a “dimension function”:
(i) For all t ∈ [0,1] there exists a projection p ∈M (i.e. p∗ = p = p2) with τ(p) = t.
(ii) Two projections p, q ∈ M are equivalent (i.e. there exists a partial isometry
u ∈ M with u∗u = p and uu∗ = q) if and only if τ(p) = τ(q). (The number
τ(p) is measuring the relative size of ran(p) = pH, where H is a Hilbert space
with M ⊆ B(H). The range has a “continuous dimension” ∈ [0,1].)
(3) Given a II1-factor M, we can build new factors by taking matrices over M. But
one can also go the opposite direction by compressing M by projections.
Definition 10.3. Let H be a Hilbert space and M ⊆ B(H) a II1-factor with faithful
normal trace τ .
(1) Given any projection p ∈M, we consider
pMp ∶= {pxp ∣ x ∈M}.
This is again a von Neumann algebra with unit p, even a II1-factor, realized inB(pH). And its von Neumann algebra isomorphism class depends only on the
equivalence class of p, i.e. on τ(p) =∶ t ∈ [0,1]. This isomorphism class is denoted
by Mt and called a compression of M. By passing to matrices over M, i.e.
considering Mn×n(M) for n ∈ N, by then compressing Mn×n(M) by projections
and by using the unnormalized trace Trn⊗τ , one can define Mt for all t ∈ R+.
(2) We define the fundamental group of M to be
F(M) ∶= {t ∈ R+ ∣Mt ≅M}.
Remark 10.4. (1) Murray and von Neumann showed that, for all II1-factors M and
all s, t ∈ R+, (Ms)t ≅ Mst, thus indeed, for all n ∈ N, (Mn)1/n ≅ M and Mn ≅
Mn×n(M), and that F(M) is a multiplicative subgroup of R+.
(2) They also proved that for the hyperfinite factor R one has F(R) = R+.
(3) Nothing about compressions of the free group factors was known before the work
of Voiculescu. Now, we know, for all n, k ∈ N,
L(Fn)1/k ≅ L(Fm), where m − 1
n − 1 = k2, (Voiculescu 1990)
and
F(L(F∞)) = R+, (Radulescu 1992).
We will prove Voiculescu’s result for the particular case n = 2, k = 2 and m = 5.
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Theorem 10.5 (Voiculescu 1990). L(F2)1/2 ≅ L(F5).
Proof. By Remark 10.4 (1) we have L(F5) ≅ (L(F5)2)1/2 and L(F5)2 ≅ M2×2(L(F5)).
Thus, the claim is equivalent to
L(F2) !=M2×2(L(F5)).
Hence, we should realize L(F2) as 2×2-matrices: Generalizing Theorem 9.2, we can find
a ∗-probability space (A, ϕ) such that in (M2×2(A), tr⊗ϕ) the elements
x1 ∶= [s1 cc∗ s2] and x2 ∶= [u 00 2u]
are ∗-free, where, in (A, ϕ), both s1 and s2 are semicircular elements, c is a circular
variable, u is a Haar unitary and s1, s2, c, u are ∗-free. (This can be proved via random
matrices. We approximate x1 by a sequence of gue and x2 by a sequence of deterministic
normal matrices which has as limiting distribution the uniform distribution on S1 ∪ 2S1.
uniform distribution
on S1 ∪ 2S1
1
2
Note, though, that we could have chosen any other non-atomic limit distribution for the
deterministic sequence. The above form is a convenient choice to construct a projection
of trace 12 , which we need for the compression.)
Moreover, we can assume that A is a von Neumann algebra and ϕ faithful and normal.
Then, by Corollary 8.9, the von Neumann subalgebra vN(s1, s2, c, u) of A generated by{s1, s2, c, u} ≅ {s1, s2,Re(c), Im(c), u} is isomorphic to L(F5). By the same corollary, we
can infer vN(x1, x2) ≅ L(F2) since x1 and x2 in M2×2(A) are normal, have non-atomic
distributions and are ∗-free. Thus, we now know
L(F2) ≅ N ∶= vN(x1, x2) ⊆M2×2(L(F5)),
but we do not know whether {x1, x2} generates all of M2×2(L(F5)). That is what we
still have to show.
Since u is unitary,
x2x
∗
2 = [u 00 2u][u−1 00 2u−1] = [1 00 4] ∈ N ,
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Via measurable functional calculus, we conclude
[1 0
0 0
]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶p projection oftrace 12 in N
, [0 0
0 1
] ∈ N ,
where p is now a projection in N with trace tr⊗ϕ(p) = 12 . The presence of p in N allows
us to infer that N is generated by
[s1 0
0 0
], [0 c
0 0
], [0 0
0 s2
], [0 0
0 u
] and [u 0
0 0
].
We now replace the generator
[0 c
0 0
] by [0 v
0 0
] and [0 0
0 q
],
where
[0 c
0 0
] = [0 v
0 0
][0 0
0 q
] (19)
and c = vq is the polar decomposition of c in L(F5), i.e., v is a Haar unitrary, q is a
quartercircular and u and q are ∗-free (see Remark 9.3). It then follows, that the two
factors on the right hand side of identity (19) are the polar decomposition of the left
hand side. Because N is a von Neumann algebra, Fact 8.2 (4) yields that
[0 v
0 0
], [0 0
0 q
] ∈ N .
Hence, we can indeed make the above replacement in the generators and conclude thatN is generated by
[s1 0
0 0
]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ y1
, [0 v
0 0
]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ y2
, [0 0
0 q
]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ y3
, [0 0
0 s2
]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ y4
, [u 0
0 0
]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ y5
, [0 0
0 u
]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ y6
.
A set of generators for the compression von Neumann algebra pNp is given by the
collection of all elements pyi1 . . . yinp for n ∈ N and i ∶ [n]→ [6]. Since
1 = [1 0
0 0
]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= p2
+ [0 0
0 1
],´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= [ 0 0
v∗ 0]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= v˜∗
[0 v
0 0
]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶ v˜
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we can replace all instances of 1 in pyi1 . . . yinp = p ⋅ yi1 ⋅ 1 ⋅ yi2 ⋅ . . .1 ⋅ yin ⋅ p by 1 = p2 + v˜∗v˜
and thus see that pNp is generated by {pyip, pyiv˜∗, v˜yip, v˜yiv˜∗ ∣ i ∈ [6] }, or, explicitly,
by:
[s1 0
0 0
], [1 0
0 0
], [vqv∗ 0
0 0
], [vs2v∗ 0
0 0
], [u 0
0 0
], [vuv∗ 0
0 0
],
where once again we have used vv∗ = 1.
By considering pNp realized on pH it is hence generated by s1, vqv∗, vs2v∗, u, vuv∗.
Each of those five elements is normal and has a non-atomic distribution; furthermore
they are ∗-free since v{q, s2, u}v∗ is free from {s1, u} and the elements q, s2, u as well as
the elements s1, u are free.
Thus, pNp is generated by five ∗-free elements with non-atomic distributions, proving
pNp ≅ L(F5) by Corollary 8.9.
Remark 10.6. The same proof as for Theorem 10.5 works also for the first identity in
Part (3) of Remark 10.4 for arbitrary n, k ∈ N. Actually, it is also true for n =∞, where
it says L(F∞)1/k = L(F∞) for all k ∈ N, and hence Q+ ⊆ F(L(F∞)). For n ∈ N, we obtain
no direct consequence for F(L(Fn)) since we do not know whether different L(Fn) are
isomorphic or not. However, the compression results show that some isomorphisms imply
others, e.g.,
L(F2) ≅ L(F3) implies L(F2)1/2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= L(F5)
≅ L(F3)1/2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶= L(F9)
.
A refinement of this (by defining also “interpolated free group factors” L(Fr) for all real
r > 1) finally yields the following dichotomy.
Theorem 10.7 (Dykema 1994, Radulescu 1994). Exactly one of the following statements
is true:
(1) All (interpolating) free group factors are isomorphic:
L(Fr) ≅ L(Fs) for all r, s ∈ (1,∞].
In this case,
F(L(Fr)) = R+ for all r ∈ (1,∞].
(2) The (interpolating) free group factors are pairwise non-isomorphic:
L(Fr) /≅ L(Fs) for all r, s ∈ (1,∞] with r ≠ s.
In this case,
F(L(Fr)) = {1} for all r ∈ (1,∞).
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11 Some More Operator Algebraic Applications of Free
Probability
Remark 11.1. The asymptotic freeness results for gue (in their almost-sure conver-
gence versions) tell us that many random matrix sequences converge in distribution to
free semicirculars, i.e. to generators of the free group factors. This gives us the hope that
typical properties of matrices might survive somehow in the free group factors. This is in-
deed the case. And this idea resulted in some of the most spectacular operator-algebraic
successes of free probability. For example, results as the following can be obtained this
way.
Theorem 11.2. Consider n ∈ N with n ≥ 2. Then, the free group factor L(Fn)
(1) does not have property Γ,
(2) does not have a Cartan subalgebra and
(3) is prime.
Remark 11.3. (1) (i) Claim (1) of Theorem 11.2 is an old result of Murray and von
Neumann and does not require free probability. But it illustrates the method
and can be extended to other factors.
(ii) Claim (2) on the other hand is a spectacular result of Voiculescu from 1996, as
it had been conjectured before that every II1-factor has a Cartan subalgebra.
(A Cartan subalgebra of a von Neumann algebra M is a maximal abelian
subalgebra N whose normalizer {u ∈M ∣ uNu∗ = N} generates M.)
(iii) Lastly, Claim (3) is a result by Liming Ge from 1998 saying that the free
group factor L(Fn) cannot be written as M1 ⊗M2 for II1-factors M1 andM2.
(2) Property Γ was introduced by Murray and von Neumann in order to distinguish
the hyperfinite and the free group factor(s). The hyperfinite factor R has Γ, the
free group factor L(Fn) does not.
Definition 11.4. Let M be a II1-factor and τ ∶M→ C its faithful normal trace.
(1) A bounded sequence (tk)k∈N in M is central if
lim
k→∞ ∥[x, tk]∥2 = 0 for all x ∈M,
where, for all x, y ∈M,
∥y∥2 ∶= √τ(y∗y) and [x, y] ∶= xy − yx.
(2) A central sequence (tk)k∈N in (M, τ) is trivial if
lim
k→∞ ∥tk − τ(tk) ⋅ 1∥2 = 0.
(3) We say that (M, τ) has property Γ if there exists a non-trivial central sequence in(M, τ).
103
Proof of Part (1) of Theorem 11.2 (very rough sketch). Consider a von Neumann alge-
bra M = vN(x1, . . . , xn), which is generated by n selfadjoint operators x1, . . . , xn. As-
sume that M has property Γ. So, there is a non-trivial central sequence (tk)k∈N. By
taking real or imaginary part, we can suppose that tk is self-adjoint for every k ∈ N.
By functional calculus we can deform them to projections which have to “stay away
from 0 and 1”: There exists a sequence (pk)k∈N of projections in M such that there
exists θ ∈ (0, 12) with θ < τ(pk) < 1 − θ for all k ∈ N and with limk→∞ ∥[x, pk]∥2 = 0 for
all x ∈ M; in particular, we have this for x = xi for all i ∈ [n]. Now, consider N ×N -
matrices A1, . . . ,An, which approximate x1, . . . , xn in distribution. For every k ∈ N, our
projection pk ∈M can be approximated by polynomials in x1, . . . , xn. Hence, applying
these polynomials to the matrices A1, . . . ,An and deforming the results again to projec-
tions yields a counterpart of pk in MN×N(C). This means that there exist projections
Qk ∈MN×N(C) such that Tr(Qk) ∼ N ⋅τ(pk) (for N →∞) and such that ∥[Ai,Qk]∥2 < ωk
for all i ∈ [n], for some sequence (ωk)k∈N with limk→∞ ωk = 0. The matrix Qk can now
be diagonalized as
Qk = U[1 00 0]U∗
for a unitary matrix U ∈MN×N(C). We now rotate also all the Ai into this basis,
U∗AiU = [Bi C∗iCi Di].
Then ωk > ∥[Ai,Qk]∥2 means that
ωk > ∥[[Bi C∗iCi Di], [1 00 0]]∥2 = ∥[ 0 −C
∗
i
Ci 0
]∥
2
= √ 2
N
Tr(CiC∗i ).
This means that the off-diagonal entries of all the A1, . . . ,An (note that n ≥ 2) in this
basis must be small. But this is not what happens for typical independent gues.
Remark 11.5. The technical details to make the preceding proof rigorous are quite
heavy and rely on the concept of “free entropy”, which is a measure for how many matrix
tuples (A1, . . . ,An) exist approximating (x1, . . . , xn) in distribution. Many of the open
questions around the free group factors are related to technical questions about free
entropy. This is still a very active area of research.
Remark 11.6. Another big result relying on the idea of approximating operators by
matrices is the work of Haagerup on hyperinvariant subspaces. The famous invariant
subspace problem asks whether for every Hilbert space H and every operator a ∈ B(H)
there exists a closed subspace H0 of H with H ≠ H0 ≠ {0} and aH0 ⊆ H0. With respect
to the decomposition H =H0 ⊕H⊥0 the operator a can then be written as
a = [a11 a12
0 a22
]
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for operators a11 ∈ B(H0), a12 ∈ B(H⊥0 ,H0) and a22 ∈ B(H⊥0). If a ∈ M ⊆ B(H) for a
II1-factor M, the corresponding hyperinvariant subspace problem asks additionally that
the projection on H0 belong to vN(a) ⊆M.
For matrices and normal operators such subspaces always exist. For Banach space
versions there are counter examples (by Enflo and by Read). The big problem is for
non-normal operators on Hilbert spaces (or in II1-factors). The idea of Haagerup goes
as follows: Assume that there exists a sequence (AN)N∈N of deterministic matrices
such that (AN ,A∗N) Ð→ (a, a∗). For every N ∈ N, the matrix AN has an invariant
subspace and corresponding projections. However, in general, the sequence of those
projections need not converge at all. But now, improve the situation by going over
from AN to A˜N ∶= AN + εNXN , where (εN)N∈N is a sequence in C with limN→∞ εN = 0
and where (XN)N∈N is a sequence of non-selfadjoint gue. Then, it still holds that(A˜N , A˜∗N) Ð→ (a, a∗) almost surely. So we have now many matrices converging in ∗-
distribution to a. Their generic behavior is much better than that of the original AN
and one can control the asymptotic spectral properties of A˜N for N →∞. This is, again,
laden with tough technical details, but it led, in the end, to the following.
Theorem 11.7 (Haagerup and Schultz 2009). If a is an operator in a II1-factor M,
then, for every Borel set B ⊆ C, there exists a unique closed a-invariant subspace affiliated
with M,
a = [a11 a12
0 a22
],
such that the Brown measures (a generalization of the distribution µa for non-normal a)
of a11 and a22 are concentrated on B and C/B, respectively. In particular, if the Brown
measure of a is not a Dirac measures, then a has a non-trivial hyperinvariant closed
subspace.
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12 Exercises
Assignment 1
Exercise 1. We consider, for a groupG, the non-commutative probability space (CG, τG)
from Example 1.2.
(1) Show that τG is tracial.
(2) We define on CG the anti-linear mapping ∗ by
(∑
g
αgg)∗ ∶=∑
g
α¯gg
−1.
Show that (CG, τG) becomes a ∗-probability space with respect to this structure,
i.e. that τG is positive.
(3) Show that τG is faithful.
Exercise 2. (1) Consider random variables a1, a2, b1, b2 such that {a1, a2} and {b1, b2}
are free (which means that a1, a2, b1, b2 ∈ A for some non-commutative probability
space (A, ϕ) such that the unital algebra generated by a1 and a2 is free from the
unital algebra generated by b1 and b2). Show, from the definition of freeness, that
we have then
ϕ(a1b1a2b2) = ϕ(a1a2)ϕ(b1)ϕ(b2) + ϕ(a1)ϕ(a2)ϕ(b1b2) − ϕ(a1)ϕ(b1)ϕ(a2)ϕ(b2).
(2) Try to find a formula for ϕ(a1b1a2b2a3), if {a1, a2, a3} and {b1, b2} are free. Think
about how much time it would take you to calculate a formula for ϕ(a1b1a2b2a3b3),
if {a1, a2, a3} and {b1, b2, b3} are free.
Exercise 3. (1) Prove that functions of freely independent random variables are freely
independent; more precisely: if a and b are freely independent and f and g are
polynomials, then f(a) and g(b) are freely independent, too.
(2) Assume that (A, ϕ) is a ∗-probability space and ϕ is faithful. Show the following:
If two unital ∗-subalgebras A1,A2 ⊆ A are freely independent, then
A1 ∩A2 = C1.
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Assignment 2
Exercise 1. In this exercise we prove that free independence behaves well under suc-
cessive decompositions and thus is associative. Consider a non-commutative probability
space (A, ϕ). Let (Ai)i∈I be unital subalgebras of A and, for each i ∈ I, (Bij)j∈J(i) unital
subalgebras of Ai. Denote the restriction of ϕ to Ai by ϕi. Note that then (Ai, ϕi) is,
for each i ∈ I, a non-commutative probability space on its own. Then we have:
(1) If (Ai)i∈I are freely independent in (A, ϕ) and, for each i ∈ I, (Bij)j∈J(i) are freely
independent in (Ai, ϕi), then all (Bij)i∈I;j∈J(i) are freely independent in (A, ϕ).
(2) If all (Bij)i∈I;j∈J(i) are freely independent in (A, ϕ) and if, for each i ∈ I, Ai is as
algebra generated by all Bij for j ∈ J(i), then (Ai)i∈I are freely independent in(A, ϕ).
Prove one of those two statements!
Exercise 2. Let (A, ϕ) be a ∗-probability space. Consider a unital subalgebra B ⊆ A
and a Haar unitary u ∈ A, such that {u,u∗} and B are free. Show that then also B and
u∗Bu are free, where
u∗Bu ∶= {u∗bu ∣ b ∈ B}.
Remark: A Haar unitary is a unitary u ∈ A, i.e., u∗u = 1 = uu∗ that satisfies ϕ(uk) = δ0,k
for any k ∈ Z.
Exercise 3. Let (A, ϕ) be a non-commutative probability space, and let ai ∈ A (i ∈
I) be free. Consider a product ai(1) . . . ai(k) with i(j) ∈ I for j = 1, . . . , k. Put pi ∶=
ker(i(1), . . . , i(k)) ∈ P(k). Show the following.
(1) We can write ϕ(ai(1) . . . ai(k)) as a polynomial in the moments of the ai where each
summand contains at least #pi many factors.
(2) If pi is crossing then ϕ(ai(1) . . . ai(k)) can be written as a polynomial in moments
of the ai where each summand contains at least #pi + 1 many factors.
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Assignment 3
Exercise 1. Let f(z) = ∑∞m=0Cmzm be the generating function (considered as formal
power series) for the numbers {Cm}m∈N0 , where the Cm are defined by C0 = 1 and by
the recursion
Cm = m∑
k=1Ck−1Cm−k, (m ≥ 1).
(1) Show that
1 + zf(z)2 = f(z).
(2) Show that f is also the power series for
1 −√1 − 4z
2z
.
(3) Show that
Cm = 1
m + 1(2mm ).
Exercise 2. Show that the moments of the semicircular distribution are given by the
Catalan numbers; i.e., for m ∈ N0
1
2pi
∫ +2−2 t2m√4 − t2dt = 1m + 1(2mm ).
Exercise 3. Let H be an infinite-dimensional complex Hilbert space with orthonormal
basis (en)∞n=0. On B(H) we define the state
ϕ(a) = ⟨e0, ae0⟩.
We consider now the creation operator l ∈ B(H) which is defined by linear and continuous
extension of
len = en+1.
(1) Show that its adjoint (“annihilation operator”) is given by extension of
l∗en = ⎧⎪⎪⎨⎪⎪⎩en−1, n ≥ 1,0, n = 0.
(2) Show that the operator x = l+l∗ is in the ∗-probability space (B(H), ϕ) a standard
semicircular element.
(3) Is ϕ faithful on B(H)? What about ϕ restricted to the unital algebra generated
by x?
Exercise 4. Let (An, ϕn) (n ∈ N) and (A, ϕ) be non-commutative probability spaces.
Let (b(1)n )n∈N and (b(2)n )n∈N be two sequences of random variables b(1)n , b(2)n ∈ An and let
b(1), b(2) ∈ A. We say that (b(1)n , b(2)n ) converges in distribution to (b(1), b(2)), if we have
the convergence of all joint moments, i.e., if
lim
n→∞ϕn[b(i1)n b(i2)n . . . b(ik)n ] = ϕ(b(i1)b(i2) . . . b(ik))
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for all k ∈ N and all i1, . . . , ik ∈ {1,2}.
Consider now such a situation where (b(1)n , b(2)n ) converges in distribution to (b(1), b(2)).
Assume in addition that, for each n ∈ N, b(1)n and b(2)n are free in (An, ϕn). Show that
then freeness goes over to the limit, i.e., that also b(1) and b(2) are free in (A, ϕ).
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Assignment 4
Exercise 1. Let (A, ϕ) be a non-commutative probability space and let the unital
subalgebras Ai (i ∈ I) be freely independent. Assume also that A is generated as an
algebra by the Ai. Show the following: If, for each i ∈ I, ϕ∣Ai is a homomorphism on Ai
then ϕ is a homomorphism on A.
Remark: The map ϕ ∶ A → C is a homomorphism if it is linear and multiplicative in
the sense ϕ(ab) = ϕ(a)ϕ(b) for all a, b ∈ A.
Exercise 2. Prove that #NC(k) = Ck by showing that #NC(k) satisfies the recursion
relation for the Catalan numbers.
Exercise 3. Define, for n ∈ N0, the Bell numbers by Bn ∶= #P(n), where B0 = 1.
(1) Show that the Bell numbers satisfy the recursion:
Bn+1 = n∑
k=0(nk)Bk.
(2) Show that the Bell numbers are also the moments of a Poisson distribution of
parameter λ = 1, i.e., that
Bn = 1
e
∞∑
p=0pn
1
p!
.
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Assignment 5
Exercise 1. Let f, g∶N→ C be functions and define the Dirichlet convolution by
f ∗ g(n) =∑
d∣n f(d)g(nd ).
We call f ∶N → C multiplicative if f(mn) = f(m)f(n) for all n,m with gcd(n,m) = 1
and define functions χ∶N→ C by χ(n) = 1 for all n ∈ N and δ ∶ N→ C by
δ(n) = ⎧⎪⎪⎨⎪⎪⎩1, n = 1,0, n /= 1.
Furthermore, we define the (number theoretic) Mo¨bius function µ∶N→ C by● µ(1) = 1● µ(n) = 0 if n is has a squared prime factor.● µ(n) = (−1)k if n = p1 . . . pk and all primes pi are different.
Note that χ, δ, and µ are multiplicative. Show the following.
(1) Let f and g be multiplicative. Show that f ∗ g is multiplicative.
(2) Show that µ solves the inversion problem
g = f ∗ χ ⇐⇒ f = g ∗ µ.
[Hint: Show that µ ∗ χ = δ.]
(3) Show that Euler’s phi function ϕ satisfies ϕ = f∗µ, where f is the identity function,
i.e., f(n) = n for all n.
Remark: The only information you need about Euler’s phi function is that
∑
d∣nϕ(d) = n
Exercise 2. Let P = Bn be the poset of subsets of [n] = {1, . . . , n}, where T ≤ S means
that T ⊆ S.
(1) Show that the Mo¨bius function of this poset is given by
µ(T,S) = (−1)#S−#T (T ⊆ S ⊆ [n]).
(2) Conclude from Mo¨bius inversion on this poset Bn the following inclusion-exclusion
principle: Let X be a finite set and X1, . . . ,Xn ⊆X. Then we have
#(X1 ∪⋯ ∪Xn) = n∑
k=1(−1)k−1 ∑1≤i1<⋯<ik≤n#(Xi1 ∩⋯ ∩Xik).
[Hint: Consider the functions
f(I) = #⋂
i∈IXi and g(I) = #{x ∈X ∣ x ∈Xi ∀i ∈ I;x /∈Xj ∀j /∈ I}.
You might also assume that X =X1 ∪⋯ ∪Xn.]
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Exercise 3. In this exercise we want to introduce another example of a ∗-probability
space containing a semicircular random variable, namely the full Fock space. Let (V ,⟨⋅, ⋅⟩)
be an inner product space over C. Then we define the full Fock space by
F(V ) = CΩ⊕ ∞⊕
n=1V ⊗n,
where Ω is a unit vector, called vacuum vector. We define on F(V ) an inner product by
extension of
⟨v1 ⊗ ⋅ ⋅ ⋅ ⊗ vn,w1 ⊗ ⋅ ⋅ ⋅ ⊗wm⟩F(V ) = δnm⟨v1,w1⟩ . . . ⟨vn,wn⟩.
(Note that, for n = 0, this says that Ω is orthogonal to V ⊗m for all m ≥ 1.)
Defining the vacuum expectation
ϕ∶A ∶= B(F((V ))→ C, a↦ ⟨Ω, aΩ⟩F(V )
makes (A, ϕ) into a ∗-probability space. Let v ∈ V be a non-zero vector, then we define
a linear operator on F(V ) by
l(v)Ω = v, l(v)v1 ⊗ ⋅ ⋅ ⋅ ⊗ vn = v ⊗ v1 ⊗ ⋅ ⋅ ⋅ ⊗ vn
and its adjoint by
l∗(v)Ω = 0, l∗(v)v1 ⊗ ⋅ ⋅ ⋅ ⊗ vn = ⟨v, v1⟩v2 ⊗ ⋅ ⋅ ⋅ ⊗ vn.
(1) Show that x(v) ∶= l(v) + l∗(v) is a standard semicircular element in (A, ϕ) if v is
a unit vector.
(2) Let v1 ⊥ v2 be orthogonal unit vectors in V . Show that l(v1) and l(v2) are ∗-
free, i.e., that alg(1, l(v1), l∗(v1)) and alg(1, l(v2), l∗(v2)) are free. This means in
particular that x(u1) and x(u2) are free semicirculars.
Exercise 4. Let (A, ϕ) be a ∗-probability space.
(1) Assume that ϕ is a trace. Show that then κn is invariant under cyclic permutations,
i.e.
κn(a1, a2, . . . , an) = κ(a2, . . . an, a1)
for all a1, . . . , an ∈ A.
(2) Let ϕ be invariant under all permutations, i.e. ϕ(a1 . . . an) = ϕ(aσ(1) . . . aσ(n)) for
all n ∈ N and all σ ∈ Sn. Are the free cumulants κn invariant under all permuta-
tions?
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Assignment 6
Exercise 1. Let b be a symmetric Bernoulli random variable; i.e., b2 = 1 and its distri-
bution (corresponding to the probability measure 12(δ−1 + δ1)) is given by the moments
ϕ(bn) = ⎧⎪⎪⎨⎪⎪⎩1, n even,0, n odd.
Show that the free cumulants of b are of the form
κn(b, b, . . . , b) = ⎧⎪⎪⎨⎪⎪⎩(−1)
k−1Ck−1, if n = 2k even,
0, if n odd.
Exercise 2. Prove Theorem 3.24; i.e., show that for random variables ai (i ∈ I) in some
non-commutative probability space (A, ϕ) the following statements are equivalent.
(i) The random variables ai (i ∈ I) are freely independent.
(ii) All mixed cumulants in the random variables vanish, i.e., for any n ≥ 2 and all
i(1), . . . , i(n) ∈ I such that at least two of the indices i(1), . . . , i(n) are different we have:
κn(ai(1), ai(2), . . . , ai(n)) = 0.
Exercise 3. Let x and y be free random variables. Assume that x is even, i.e., that all
its odd moments vanish: ϕ(x2k+1) = 0 for all k ∈ N0. Show that then also y and xyx are
free.
Exercise 4. In this exercise we want to adress the question of the existence of non-
commutative random variables for a prescribed distribution. Read Lecture 6 (Pages
91-102) of the book “A. Nica, R. Speicher: Lectures on the Combinatorics of Free
Probability” and do its Exercise 6.16:
Let µ be a probability measure with compact support on R. Show that one can find a∗-probability space (A, ϕ) where ϕ is a faithful trace and a sequence (xn)n≥0 of freely
independent selfadjoint random variables in A such that each of the xi’s has distribution
µ.
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Assignment 7
Exercise 1. 1) Show that the Catalan numbers are exponentially bounded by
Cn ≤ 4n for all n ∈ N.
2) Show that we have for the Mo¨bius function on NC that∣µ(0n, pi)∣ ≤ 4n for all n ∈ N and all pi ∈ NC(n).
[Hint: Use the multiplicativity of the Mo¨bius function and the known value of the Mo¨bius
function µ(0n,1n) = (−1)n−1Cn−1.]
Exercise 2. The complementation map K ∶ NC(n)→ NC(n) is defined as follows: We
consider additional numbers 1¯, 2¯, . . . , n¯ and interlace them with 1, . . . , n in the following
alternating way:
1 1¯ 2 2¯ 3 3¯ . . . n n¯.
Let pi ∈ NC(n) be a non-crossing partition of {1, . . . , n}. Then its Kreweras complement
K(pi) ∈ NC(1¯, 2¯, . . . , n¯) ≅ NC(n) is defined to be the biggest element among those
σ ∈ NC(1¯, 2¯, . . . , n¯) which have the property that pi ∪ σ ∈ NC(1, 1¯,2, 2¯, . . . , n, n¯).
(1) Show that K ∶ NC(n)→ NC(n) is a bijection and a lattice anti-isomorphism, i.e.,
that pi ≤ σ implies K(pi) ≥K(σ).
(2) As a consequence of (1) we have that
µ(pi,1n) = µ(K(1n),K(pi)) for pi ∈ NC(n).
Show from this that we have∣µ(pi,1n)∣ ≤ 4n for all n ∈ N and all pi ∈ NC(n).
(3) Do we also have in general the estimate∣µ(σ,pi)∣ ≤ 4n for all n ∈ N and all σ,pi ∈ NC(n) with σ ≤ pi?
(4) Show that we have for all pi ∈ NC(n) that
#pi +#K(pi) = n + 1.
Exercise 3. In the full Fock space setting of Exercise 3 from Assignment 5 consider the
operators l1 ∶= l(u1) and l2 ∶= l(u2) for two orthogonal unit vectors; according to part
(2) of that exercise l1 and l2 are ∗-free. Now we consider the two operators
a1 ∶= l∗1 + ∞∑
n=0αn+1ln1 and a2 ∶= l∗2 +
∞∑
n=0βn+1ln2
for some sequences (αn)n∈N and (βn)n∈N of complex numbers. (In order to avoid ques-
tions what we mean with these infinite sums in general, let us assume that the αn and
the βn are such that the sum converges; for example, we could assume that ∣αn∣, ∣βn∣ ≤ rn
for some 0 < r < 1.) By the ∗-freeness of l1 and l2 we know that a1 and a2 are free. Prove
now that a1 + a2 has the same moments as
a ∶= l∗1 + ∞∑
n=0(αn+1 + βn+1)ln1 .
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Exercise 4. Let l be the creation operator from Exercise 3, Assignment 3 (or l(v) from
Exercise 3, Assignment 5) in the ∗-probability space (B(H), ϕ).
(1) Show that the only non-vanishing ∗-cumulants of l (i.e., all cumulants where the
arguments are any mixture of l and l∗) are the second order cumulants, and that
for those we have:
κ2(l, l) = κ2(l∗, l∗) = κ2(l, l∗) = 0, κ2(l∗, l) = 1.
(2) For a sequence (αn)n∈N of complex numbers we consider as in the previous exercise
the operator
a ∶= l∗ + ∞∑
n=0αn+1ln.
Show that the free cumulants of a are given by
κan = κn(a, a, . . . , a) = αn.
(3) Combine this with the previous exercise to show that the free cumulants are ad-
ditive for free variables; i.e., that for the a1 and a2 from the previous exercise we
have for all n ∈ N that
κa1+a2n = κa1n + κa2n .
[This is of course a consequence of the vanishing of mixed cumulants; however,
the present proof avoids the use of the general cumulants functionals and was
Voiculescu’s original approach to the additivity of the free cumulants.]
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Assignment 8
Exercise 1. A free Poisson distribution µλ with parameter λ > 0 is defined in terms of
cumulants by the fact that all free cumulants are equal to λ. Calculate from this the
R-transform and the Cauchy transform of µλ. Use the latter to get via the Stieltjes
inversion formula an explicit form for µλ.
[Note that for λ < 1 the distribution has atomic parts.]
Exercise 2. Let x1 and x2 be free symmetric Bernoulli variables; i.e., x1 and x2 are
free, x21 = 1 = x22, and
µx1 = µx2 = 12(δ−1 + δ+1).
(1) Show directly, by using the definition of freeness, that the moments of x1 + x2 are
given by
ϕ((x1 + x2)n) = ⎧⎪⎪⎨⎪⎪⎩0, n odd,(2mm ), n = 2m even.
(2) Show that the moments from (1) are the moments of the arcsine distribution, i.e.,
show that
1
pi
∫ 2−2 t2m 1√4 − t2dt = (2mm ).
Exercise 3. (1) Let λ > 0 and ν be a probability measure on R with compact support.
Show that the limit in distribution for N →∞ of
[(1 − λ
N
)δ0 + λ
N
ν]⊞N
has free cumulants (κn)n≥1 which are given by
κn = λ ⋅mn(ν), where mn(ν) = ∫ tndν(t)
is the n-th moment of ν.
[A distribution with those cumulants is called a free compound Poisson distribution
(with rate λ and jump distribution ν).]
(2) Let s and a be two free selfadjoint random variables in some ∗- probability space(A, ϕ) such that s is a standard semicircular element and a has distribution µa = ν.
Show the following. The free cumulants of sas are given by
κn(sas, sas, . . . , sas) = ϕ(an) for all n ≥ 1,
i.e., sas is a compound Poisson element with rate λ = 1 and jump distribution ν.
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Assignment 9
Exercise 1. In the proof of Theorem 5.11 we used the following consequence of the
Schwarz Lemma (alternatively, one can address this also as the simple part of the Denjoy-
Wolff Theorem). Suppose f ∶ D→ D is a non-constant holomorphic function on the unit
disc
D ∶= {z ∈ C ∣ ∣z∣ < 1}
and it is not an automorphism of D (i.e., not of the form λ(z − α)/(1 − α¯z) for some
α ∈ D and λ ∈ C with ∣λ∣ = 1). If there is a z0 ∈ D with f(z0) = z0, then for all z ∈ D,
f○n(z)→ z0. In particular, the fixed point is unique.
Prove this by an application of the Schwarz Lemma.
Exercise 2. Let µ be the standard semicircular distribution (i.e., Rµ(z) = z) and ν be
the free Poisson distribution of parameter 1 (i.e., Rν(z) = 1/(1−z)). Calculate (explicitly
or numerically) the distribution µ ⊞ ν, by producing plots for its density, via
(1) determining its Cauchy transform from its R-transform:
R(z) = z + 1
1 − z .
(2) determining its Cauchy transform G from the subordination equation:
G(z) = Gν(z −G(z)).
Exercise 3. A probability measure µ on R is called infinitely divisible (in the free sense)
if, for each N ∈ N, there exists a probability measure µN on R such that
µ = µ⊞NN .
(This is equivalent to requiring that the free convolution semigroup {µ⊞t ∣ t ≥ 1} can be
extended to all t ≥ 0; the µN from above are then µ⊞1/N .)
(1) Show that a free compound Poisson distribution (which was defined on Assign-
ment 8, Exercise 3) is infinitely divisible.
(2) Show the the R-transform of a free compound Poisson distribution with rate λ and
jump distribution ν is given by
R(z) = λ∫ t
1 − tz dν(t),
and thus can be extended as an analytic function to all of C−.
(3) Show that a semicircular distribution is infinitely divisible.
(4) Show that a semicircular distribution can be approximated in distribution by free
compound Poisson distributions.
[One has that any infinitely divisible distribution can be approximated by free
compound Poisson distributions. Furthermore, infinitely divisible distributions
are characterized by the fact that their R-transforms have an analytic extension
to C−.]
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Assignment 10
Exercise 1. (1) Let AN be a gue(n) and DN a deterministic N × N -matrix, such
that DN converges to d where
µd = 1
2
(δ−1 + δ+1).
We know that then the eigenvalue distribution of AN +DN converges to µs ⊞ µd.
Check this by comparing the density of µs⊞µd with histograms of matrices AN+DN
for large N .
(2) Let UN be a Haar unitary N ×N random matrix. Let AN and BN be deterministic
N ×N matrices such that AN converges to a and BN converges to b, where
µa = 1
2
(δ−1 + δ+1), µb = 1
4
(δ−1 + 2δ0 + δ+1).
We know that then the eigenvalue distribution of UNANU
∗
N + BN converges to
µa⊞µb. Check this by comparing the density of µa⊞µb with eigenvalue histograms
of matrices UNANU
∗
N +BN for large N .
Exercise 2. Calculate the ∗-cumulants of a Haar unitary u. (For this compare also
Exercise 1 in Assignment 6.)
Exercise 3. For permutations α,β ∈ Sm we define:
∣α∣ ∶=m −#α, d(α,β) ∶= ∣βα−1∣.
(1) Show that ∣α∣ is equal to the minimal non-negative integer k such that α can be
written as a product of k transpositions.
(2) Show that ∣ ⋅ ∣ satisfies: ∣αβ∣ ≤ ∣α∣ + ∣β∣ for all α,β ∈ Sm.
(3) Show that d is a distance (or metric).
Exercise 4. We put for γ = (1,2, . . . ,m − 1,m) ∈ Sm
SNC(γ) ∶= {α ∈ Sm ∣ d(e,α) + d(α, γ) =m − 1 = d(e, γ)};
i.e., elements in SNC(γ) are those permutations in Sm which lie on a geodesic from
the identity element e to the long cycle γ. One can show that SNC(γ) is canonically
isomorphic to NC(m); hence one has an embedding from NC(m) into the permutation
group Sm.
(1) Identify this embedding for m = 1,2,3,4.
(2) Check by a non-trivial example for m = 4 that under this embedding a pair σ,pi in
NC(m) with σ ≤ pi is mapped to a pair α,β in Sm with ∣α−1β∣+ ∣α∣+ ∣β−1γ∣ =m−1.
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