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Learning on Complex Simulations
Robert E. Banfield
ABSTRACT
This dissertation explores Machine Learning in the context of computationally intensive
simulations. Complex simulations such as those performed at Sandia National Laboratories for the
Advanced Strategic Computing program may contain multiple terabytes of data. The amount of
data is so large that it is computationally infeasible to transfer between nodes on a supercomputer.
In order to create the simulation, data is distributed spatially. For example, if this dissertation was
to be broken apart spatially, the binding might be one partition, the first fifty pages another
partition, the top three inches of every remaining page another partition, and the remainder
confined to the last partition. This distribution of data is not conducive to learning using existing
machine learning algorithms, as it violates some standard assumptions, the most important being
that data is independently and identically distributed (i.i.d.). Unique algorithms must be created in
order to deal with the spatially distributed data.
Another problem which this dissertation addresses is learning from large data sets in
general. The pervasive spread of computers into so many areas has enabled data capture from
places that previously did not have available data. Various algorithms for speeding up classification
of small and medium-sized data sets have been developed over the past several years. Most of
these take advantage of developing a multiple classifier system in which the fusion of many
classifiers results in higher accuracy than that obtained by any single classifier. Most also have a
direct application to the problem of learning from large data sets. In this dissertation, a thorough
statistical analysis of several of these algorithms is provided on 57 publicly available data sets.
Random forests, in particular, is able to achieve some of the highest accuracy results while
speeding up classification significantly.
viii
Random forests, through a classifier fusion strategy known as Probabilistic Majority
Voting (PMV) and a variant referred to as Weighted Probabilistic Majority Voting (wPMV), was
used on two simulations. The first simulation is of a canister being crushed in the same fashion as a
human might crush a soda can. Each of half a million physical data points in the simulation
contains nine attributes. In the second simulation, a casing is dropped on the ground. This
simulation contains 21 attributes and over 1,500,000 data points. Results show that reasonable
accuracy can be obtained by using PMV or wPMV, but this accuracy is not as high as using all of
the data in a non-spatially partitioned environment. In order to increase the accuracy, a
semi-supervised algorithm was developed. This algorithm is capable of increasing the accuracy
several percentage points over that of using all of the non-partitioned data, and includes several
benefits such as reducing the number of labeled examples which scientists would otherwise
manually identify. It also depicts more accurately the real-world usage situations which scientists
encounter when applying these Machine Learning techniques to new simulations.
ix
Chapter 1
Introduction
This dissertation focuses primarily on the problem of learning from large amounts of data gener-
ated by complex simulations performed on a supercomputer. This implies two separate problems.
The first, learning on large amounts of data, is a relatively new problem in Machine Learning and
presents many interesting challenges. Some data sets are too large to fit in the memory of any single
computer. They may even be too large to fit on any single hard drive, despite today’s current ca-
pacity of 750GB per drive. As an example, the Wayback Machine which retains copies of internet
sites dating back to 1996, stores over 2 petabytes of data and grows by 20 terabytes every month
[1]. The problem is more than an issue of space. If the amount of memory could be increased to
sufficient capacity, the processor speeds are still currently insufficient to allow learning in a tractable
amount of time. This necessitates the design of more efficient algorithms. The second issue, ap-
plying learning algorithms to complex simulations, is an entirely new topic. The manner in which
these complex simulations are performed makes them particularly tedious for Machine Learning.
The standard Machine Learning paradigms break easily under the constraints encountered.
1.1 Motivation
Multiple processor computers have a wide range of uses, such as in high performance workstations,
web servers, and databases. Frequently, these machines are combined with other multiple proces-
sor computers for reasons of load-balancing, additional computing power, or simply as hot-spares.
Conglomerations of computers, each called a node, assembled expressly for additional computing
power, are commonly referred to as Beowulf clusters with the fastest, and consequently the most
expensive, being called “supercomputers”. These are used in weather forecasting, climate research,
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cryptanalysis, molecular modeling, and physical simulations such as fusion and the detonation of
nuclear weapons. It is for this last purpose that the ASC program was created [2].
Specialized multi-threaded and highly optimized applications are needed in order to take ad-
vantage of this additional computing power. They rely on predetermined architectural information
including the number of processors, amount of memory, amount of disk space on each node, and the
interconnecting network. Fast parallel disk speeds are achieved both by distributing the operations
across hard disks (commonly referred to as a RAID) and by distributing them across nodes, the
most common of which is called a parallel virtual file system [3, 4]. The interconnecting networks
are often high speed and low latency, enabling when necessary, fast and efficient communication
between processors [5, 6].
The current top of the line ASC supercomputer, the Red Storm, consists of 10,368 AMD
Opteron 2.0GHz processors, 31.2TB of RAM, and 750TB of disk space [7]. The theoretical peak
floating point operations per second (flops) are 41.2 teraflops (1012 flops) using 1.7 megawatts of
power and occupying over 3000 square feet of floor space. In 2007, the number of compute nodes is
expected to increase to 12,960 and the processors to be replaced with AMD Opteron 2.4GHz dual-
core processors, effectively increasing the number of CPUs to 25,920 and producing a theoretical
peak floating point performance of 125 teraflops [7]. Effectively using such a massive system can
require an entirely disjoint set of algorithms from those used in a single processor environment.
1.2 Contributions
This dissertation contributes to the state of the art in the following ways. Extensive experimentation
is performed on 57 publicly available data sets and five different learning algorithms and variations
using several different statistical methods [8, 9, 10]. This is the largest such published comparison to
date, the size of which enables the finding of a surprising conclusion: statistical results comparing
the overall accuracy of an algorithm may be quite different from the aggregate statistical results
assembled from the individual data sets. A method for deciding when enough trees have been
added to the ensemble on-the-fly is then introduced which does not require a separate validation set
and does not negatively affect the accuracy of the ensemble [10].
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Several classifier fusion methods are introduced for the purpose of learning on large complex
simulations where the amount of data is great and can not be transferred to other processors [11].
These methods show that the adverse partitioning of the data has a negative effect upon the accuracy
of classification, however the impact is not great. Through a semi-supervised learning algorithm,
the loss in accuracy as a result of the partitioning can be recovered, and the net effect is an overall
increase in predictive accuracy.
1.3 Organization
This dissertation is organized as follows: in Chapter 2, background information on the problem
of learning on vast quantities of data is provided and the concept of learning with ensembles of
classifiers is introduced; Chapter 3 presents methods by which these ensembles may be generated,
provides a detailed statistical analysis on several of the ensemble learning strategies, and introduces
and tests a new method for determining when enough classifiers have been included in the ensem-
ble; Chapter 4 introduces a heretofore-not-considered problem of learning from spatially disjoint
complex simulations and shows two example problems; Chapters 5 and 6 discuss new algorithms
for efficiently predicting salient regions in these simulations; Chapter 7 summarizes the dissertation
as well as suggests possibilities for future work.
3
Chapter 2
Background
This dissertation deals solely with supervised machine learning algorithms. In this paradigm, a
database of examples is constructed from a set of attributes and a labeled target class. The goal is
to, given a set of attributes (e.g. amount of gasoline left in the car, amount of cash in hand, etc.)
assign the most likely class label (e.g. whether or not to stop at the gas station). There are many
algorithms for assigning the most likely class label. In a probabilistic framework, the most likely
class is determined by creating probability density functions which describe how attribute values
correspond to class labels. In the nearest neighbor algorithm, the class of an example is assigned
by finding the example from the training set which has the smallest distance between it and the
test example. Each of these approaches results in a classifier. That is, the labeled training data
is processed and “learned” such that, given an entirely new example which was not present in the
training set, a computer can make a prediction of the class to which an example with the specified
attribute set belongs.
2.1 Decision Trees
Decision trees are one of the most basic yet versatile and powerful Machine Learning classifiers.
The method by which decision tree learning and classification works is easily explainable, and
closely mimics human decision making. A decision tree produces a series of questions to “ask” of
the attributes, and based on the answers it receives, choses the next most important question to ask
or gives its prediction. An example of a simple decision tree is given in Figure 1 which shows a
decision making process for deciding when to buy gasoline for an automobile. The first question
asks if the number of gallons in the tank is greater than 3 gallons. If it is not, then gas is needed, and
the classifier predicts gasoline will be purchased. If the number of gallons is greater than 3, then the
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Figure 1. An example of a small decision tree is provided. Questions are marked in boxes. Class
labels are not enclosed in boxes.
decision tree asks if the number of gallons in the tank is greater than 6 gallons. If it is, then no more
gas is needed. If the number of gallons in the tank is less than 6 (but necessarily greater than 3),
then the decision tree queries the amount of money the potential customer has. If the customer has
greater than $20.00, the decision tree predicts that gas will be purchased, however if the amount is
less than $20.00, the decision tree predicts that gas will not be purchased.
A decision tree provides for a simplified human-like decision making process. Its interpretabil-
ity allows decision trees to be used in unique environments where other classifiers are inappropriate.
Credit companies should be able to give a reason for denying a line of credit, pharmaceutical com-
panies must know why a patient is being denied or accepted into clinical trials, etc. The complexity
of decision tree creation is in discovering which attributes should be queried first and then in what
order.
A decision tree is made up of decision nodes and leaf nodes. Attribute tests are contained within
the decision nodes, and class labels are contained in the leaf nodes. During classification, an exam-
ple proceeds through each decision node on a path until it reaches a leaf node. In the C4.5 decision
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tree learning algorithm [12], the utility of each attribute as a test at a node is determined by evalu-
ating what the gain in information would be if the decision tree used that attribute in the decision
node. Once an appropriate split has been found, examples from the training set are themselves sent
through that decision node, producing two or more disjoint sets. Each disjoint set is recursively
simplified in this manner, until no additional splits are possible (all examples within that set contain
the same class label), and a leaf node containing the class label is created.
The base information Information(D) contains the amount of information stored in data setD
prior to splitting the data set at the decision node. This is calculated as a function of the probabilities
of class i ∈ C in the data setD, defined here as pi. The equation for calculating Information(D)
is shown in Equation (1).
Information(D) =
|C|∑
i=1
−pi log pi (1)
In the next step of the decision tree creation algorithm, each possible test is simulated and
evaluated. As a result of splitting the data on an attribute A with a ∈ V alues(A), there will be
several data sets Da ∈ D. The information gain of this potential split is calculated by subtracting
the sum of the information in each new data set from the base information of the full data set at that
node, as in Equation (2).
InformationGain(D) = Information(D)−
∑
a∈V alues(A)
|Da|
|D| Information(Da) (2)
The attribute test which produces the largest information gain is chosen for the decision node.
When creating a decision node, if all the examples belong to the same class, then a leaf node is
created instead which contains the value of the class label. This procedure happens recursively until
all data has been processed. The creation of a decision tree is usually fast, taking advantage of
the reduced time complexity of divide-and-conquer algorithms (time complexities are polynomial
[13]). The Divide-and-conquer paradigm is often exploited in sorting [14, 15].
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Figure 2. Decision trees can only make splits which are parallel to the x-axis or y-axis.
There is a special case when an attribute is made up of continuous values. In such a case, a
discretized version of this attribute, a < t for each t ∈ T is tested. In order to obtain each element
of the set T , the values of this continuous attribute are first sorted. The class of each example
is compared to the class of the next example in the sorted list. If the two classes differ, then the
attribute value between those examples is added to the list T . This proceeds until all examples have
been considered. The t which produces the highest information gain is used in comparison with the
other attribute.
One of the limitations of simple decision trees is the inability to make anything other than axis-
parallel splits. This can be illustrated on a 2D graph representing two attributes as in Figure 2.
Decision nodes can only be made out of comparisons between attribute value x or y and a constant
value z. There is no ability to directly compare attributes x and y. Hence, making the split x < y is
not possible, and must be performed by multiple “zig-zagging” splits through the line x = y. This
possibility is limited by the presence and resolution of examples in the training set.
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2.2 Multiple Classifier Systems
Artificial Intelligence andMachine Learning techniques have undergone many improvements through-
out the past several years. For supervised learning, traditionally a researcher would obtain a labeled
set of data and then pass it to a Machine Learning algorithm to build a model for classification. The
chosen Machine Learning algorithm would attempt to learn a model of the entire space of possible
decisions–or problem space. This could lead to inefficiencies in both the running time of the algo-
rithm and in the prediction accuracy. One of the most important breakthroughs to occur in this field
has been the discovery of the potential accuracy increase that comes from combining many indi-
vidual classifiers into a system of classifiers, a direction of research otherwise known as Multiple
Classifier Systems [16, 17, 18, 19].
Multiple Classifier Systems (MCS) have allowed scientists to evaluate problem spaces which
were too large for a single learning algorithm to handle by utilizing algorithms which focus on the
“divide and conquer” approach. By breaking a large problem space into much smaller spaces (the
divide stage), traditional learning methods can be utilized (the conquer stage). This allows the data
of the problem to fit in memory so as to build a model in a manageable amount of time. The divide
and conquer approach is often used in Computer Science for problems with greater than linear
complexity such as in sorting [14] or fast Fourier transforms [20].
In the Bioinformatics field, problem spaces are usually very large [21, 22]. Sometimes they
have a very large number of attributes, such as DNA sequences used in genome projects, which
form hundreds of thousands of attributes [23]. Another example is the science of protein folding
where very large distributed projects such as Stanford’s Folding@Home [24], have been created
which enlist the idle CPU cycles of thousands of computers across the world to assist in their
simulation. The problem of discovering how they fold is at least as demanding. Massive databases
hold information on the actual structure of many proteins [25, 26, 27]. A series of contests referred
to as the Critical Assessment of Techniques for Protein Structure Prediction (CASP) were designed
to evaluate prediction accuracy in such domains [28]. Nearly all Machine Learning participants
in the contests used MCS approaches due to of the intractable size of the problem. In addition
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to providing speed and memory benefits, MCS approaches have also increased the accuracy of
predictive models for small and medium size datasets [29, 30, 31].
Methods of creating MCS are either modular or committee-based [32]. In a modular approach,
the problem is broken up into many smaller tasks in a non-trivial way [33, 34]. An example of
a modular approach is the hierarchical “mixture of experts” method [34, 35, 36]. Considering a
two level approach, on the first level of processing, a “classifier” assigns an example to one of
many potential second level classifiers. The chosen secondary classifier then predicts the class
label. There are several ways to build such a classifier, and it is important to note that the first level
“classifier” does not need to be trained on the training set. Training could occur by analyzing the
decision boundaries or error on the second level classifiers. Subsequently, it would develop a means
of sending examples to those classifiers most likely to be correct given the region of feature space
for that example. Furthermore, each second level classifier does not need to be trained on all the
available data, but rather only subsets of data that it would become an “expert” on. Rather than
having the first level classifier send the example to only one second level classifier, it could send it
to a number of classifiers. Though not typically considered as such, multi-layer neural networks can
be likened to a mixture of experts, with each neuron representing an expert [37]. An example of a
modular learning system is shown in Figure 3.
In a committee-based approach, also called an ensemble, each member is redundant, capable
of prediction on the entire problem space without the need for other members within the commit-
tee. Yet, by combining many of the independent classifiers, a more accurate classification can be
obtained more quickly. In an ensemble, many simple classification methodologies, such as neural
networks or decision trees, are manipulated such that repeated construction of the classifier gener-
ates potentially different predictions for the same example. This is contrasted against the modular
approach where each member may only learn or predict on some particular subject matter. Figure 4
shows how an ensemble architecture operates. This work focuses on ensembles, though most of the
topics covered would apply to modular architectures as well.
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Figure 3. A modular learning scheme is shown. Dashed lines symbolize that the path need not be
taken. Classifier11 can pass an example to one or more classifiers in the second level, each of which
would then output a prediction.
Example
Classifier1
Classifier2
Classifier3
Ensemble 
Prediction
 
Figure 4. An ensemble architecture is shown. An example is given to each classifier, and an ensem-
ble prediction is generated by some combination of individual predictions.
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Chapter 3
Ensemble Learning
One benefit of producing multiple classifiers is having each learn different decision boundaries such
that the combination of the multiple individual classifiers is more accurate than any single classifier.
An accuracy increase typically occurs for an ensemble of classifiers. Different decision boundaries
amongst classifiers are produced by having some degree of non-deterministic choices in the learn-
ing stage. Classifiers trained on different data will often learn different concepts. Different decision
boundaries can be obtained by training each classifier on randomly perturbed variations of the train-
ing set. Sometimes this non-deterministic behavior occurs intrinsically. For example, in training
a typical neural network, each weight connecting two nodes is initially assigned a random value
between two threshold values. Given a large number of nodes and a sufficiently wide threshold, it
is highly unlikely that any two networks will ever originate, or finish training, with the exact same
decision boundaries. In the past, experimenters would build multiple neural networks and remove
all but the best network, defined as the one which obtained the highest accuracy on a validation set.
On the other hand, research today shows that still higher accuracy may be obtained by using all
of these networks, combining the individual predictions into one single ensemble prediction [32].
Much of this chapter has been published in [10].
3.1 General Methods for Creating Ensembles
In [32], different philosophies of generating ensembles are addressed. The first means of creat-
ing different classifiers is to modify the training data for the algorithm. This can cause unstable
classifiers to produce very different results. An unstable classifier, by definition, may obtain vastly
different decision boundaries due to small differences in training data [38], i.e. decision trees and
neural networks. This is in contrast to stable classifiers, such as nearest neighbor or linear regression
11
ABCDEFG
AACBGCD EGAFFAE DFABDGC
 
Figure 5. A graphical depiction of bagging is shown. Each letter represents an example.
algorithms, where a small change in training data does not typically substantially impact the overall
output of the classifier. Another way of creating different classifiers is to modify the learning algo-
rithm itself. Decision trees have been the focus of a large majority of this research, though attention
has been paid to neural networks as well [39]. Training data manipulation methods, referred to here
as the general method for creating ensembles since nearly all classifiers require training data, are
described first. Decision tree specific models are then analyzed.
3.1.1 Bagging
“Bootstrap aggregating”, also known as “bagging” [40], creates classifiers by manipulating the orig-
inal training set by successively resampling it with replacement to create many different training
sets. For every training set created, called a bag, a classifier is learned. Both the generation of the
bags and the learning of the classifier can occur in parallel. Furthermore, testing of the classifiers
can also be performed in parallel, making the scalability of the algorithm nearly one to one with the
number of CPUs available. Only the majority vote in the prediction phase is sequential. An example
of bagging is shown in Figure 5.
Though Breiman [40] did not include statistical significance results against the accuracy of a
single tree, bagging was one of the first ensemble methods to show consistent improvement in ac-
curacy over that of a single classifier. For seven publicly available datasets, Breiman compared
bagging with a single decision tree using the CART program. For each data set, the bagged ensem-
ble reduced the error from between 20% and 47% of the single decision tree error. Breiman did not
test for statistical significance. Statistically significant improvement over a single classifier was later
verified in [9]. As a result of its success, much of the literature uses bagging as a benchmark in eval-
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uating the accuracy of new algorithms. Though there is often experimental evidence of increased
accuracy with later algorithms, the results were not typically tested for statistical significance. When
the accuracy results are scrutinized statistically, bagging is often found to be indistinguishable.
In Figure 5 the bags are equal in size to that of the original training set. This is not a requirement,
and surprisingly good results have been obtained using only a small subset of the examples [41].
Using a smaller subset of examples will decrease the training time of the algorithm for that data set.
3.1.2 Boosting
Freund and Schapire introduced a boosting algorithm [42, 19] for incremental refinement of an
ensemble by emphasizing hard-to-classify data examples. Boosting begins by building a classifier
on the training data and observing which examples from the original training data are not correctly
classified. The weights of each training example are then adjusted so that misclassified examples
are weighted more heavily than correctly classified examples. There are three methods of adjusting
the weights of the examples: decreasing the weight of examples predicted correctly, increasing the
weight of examples predicted incorrectly, or both increasing and decreasing the weight depending
on the correctness of classification [43]. A weight is then assigned to the created classifier and the
prediction of test examples involves a weighted majority vote of all classifiers in the ensemble.
Examples that are intuitively “hard” to learn are assigned higher weight values and will appear
in the training data for each classifier more frequently. “Easy” examples need not be given as much
weight because most classifiers will correctly predict them anyway. For datasets without noise, this
algorithm generally provides an increase in accuracy, sometimes a very large increase, over a single
classifier. However, for data sets where noise is an issue, those examples which are deemed difficult
to learn are indeed not “hard”, but noise. Rather than focus on them specifically, as boosting does,
they should be ignored altogether.
Freund and Schapire showed that boosting was often more accurate than bagging when using
a nearest neighbor algorithm as the base classifier, though this margin was significantly diminished
when using C4.5. Results were reported for 27 data sets, comparing the performance of boosting
with that of bagging using C4.5 as the base classifier. The same ensemble size of 100 was used
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for boosting and bagging. In general, 10-fold cross validation was done, repeated for 10 trials, and
average error rate reported. For data sets with a defined test set, an average over 20 trials was used.
Boosting resulted in higher accuracy than bagging on 13 of the 27 data sets, bagging resulted in
higher accuracy than boosting on 10 data sets, and there were 4 ties. The differences in accuracy
were not evaluated for statistical significance.
3.1.3 Random Subspaces
Ho’s random subspace technique selects random subsets of the available features to be used in
training the individual classifiers in an ensemble [5]. Ho’s approach typically selects a random
one half of the available features for each decision tree and creates ensembles of size 100. Each
training set consists of different attributes for the same examples and is unique. As in bagging,
both the training set creation and learning can be done in parallel. Yet random subspaces has the
added benefit of decreasing the number of attributes thereby simplifying the dimensionality of the
problem space. Since most of the CPU time in decision tree learning is spent calculating a function
to measure the information for each attribute, decreasing the number of attributes is particularly
helpful in lowering the training time. This method is presented visually in Figure 6.
In one set of experiments, the random subspace technique gave better performance than either
bagging or boosting for a single train/test split for four data sets. Another set of experiments in-
volved 14 data sets that were randomly split into halves for training and testing. Ten random splits
were done for each of the 14 data sets. For each data set, the minimum and maximum of the 10 ac-
curacies were deleted and the remaining eight values averaged. Qualitatively, it appears that random
subspaces resulted in higher accuracy than either bagging or boosting on about five of the 14 data
sets. The differences in accuracy were not evaluated for statistical significance. Ho summarized
the results as follows: The subspace method is better in some cases, about the same or worse in
other cases when compared to the other two forest building techniques [bagging and boosting] [5].
One other conclusion was that the subspace method is best when the data set has a large number of
features and samples, and that it is not good when the data set has very few features coupled with a
very small number of samples or a large number of classes [5].
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Figure 6. A graphical depiction of the random subspace algorithm.
3.1.4 Disjoint Partitioning
Another means of generating classifiers in a distributed fashion is breaking the dataset up into dis-
joint partitions [44, 45]. Since ensembles typically benefit from a large number of classifiers and
each data partition gets its own classifier, this method works primarily for datasets with a large
number of examples. As well as being distributable, when the number of examples is divided by
the number of disjoint partitions, the workload for each individual learning algorithm is reduced, as
seen in random subspaces. In datasets with millions or even billions of examples, this can provide
very large decreases in training time. Finally, these random partitions can also be stratified, mean-
ing that the ratio of classes present in the original training set is maintained for each disjoint subset
after partitioning. While this typically produces better results [44, 46, 47], it negatively affects the
ability to distribute the algorithm because stratification is largely sequential. Unfortunately, there is
no standard means of selecting the number of disjoint partitions except by empirical selection after
experimentation with multiple values.
3.2 Decision Tree Specific Methods
Ensembles can also be created by inserting nondeterministic approaches into a specific type of learn-
ing algorithm to produce different classifiers. Most research has focused on manipulating decision
tree building algorithms to produce trees with differing predictions without training set modifica-
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tions, as discussed in the previous section. Depending on the implementation of the multiple training
set creation and storage of the sets, this may generate time and space savings. The classic decision
tree, as described in Section 2.1, is built by recursively dividing the training set by splitting on the
attribute test with the greatest information gain [48], information gain ratio [49, 12], or value of
the gini index [50]. The branching factor for a continuous attribute is typically two, representing
an attribute value either less than or greater than the test value. The number of potential tests on
the other hand is at most the number of distinct values minus one, meaning that many possible
splits may exist for each continuous attribute. For discrete attributes, only one possible split exists,
with the branching factor equal to the number of discrete values for that attribute. Nondeterminism
can be integrated into each learner by choosing randomly from one of several continuous attribute
thresholds or attributes instead of only the “best”. These algorithms can all be run in a distributed
fashion by repeatedly calling the decision tree creation function.
3.2.1 Random Trees
An example of an ensemble creation technique used in decision trees is choosing to split the data
on a random attribute test selected from a list of the most important tests. Dietterich’s random trees
[51] work by analyzing the best twenty tests according to information gain ratio across all attributes,
and choosing one at random as the test on which to split. Datasets with continuous attributes will
generate a large number of potential splits, thus the value of twenty that Dietterich chose will likely
generate splits with high, but suboptimal, information gain. On the other hand, for a dataset with
twenty or less discrete attributes, this method is equivalent to selecting any attribute to split on
randomly, despite its information gain ratio. Unfortunately for datasets with a mixture of both
continuous and discrete attributes, the myriad split possibilities generated by continuous attributes
may cause the discrete splits to be underrepresented in the top-twenty list.
Dietterich reported on experiments with 33 data sets from the UC Irvine repository. For all but
three of the data sets, a 10-fold cross validation approach was followed. The other three used a
train/test split as included in the distribution of the data set. Random tree ensembles were created
using both unpruned and pruned (with certainty factor 10) trees, and the better of the two was man-
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ually selected for comparison against bagging. Differences in accuracy were tested for statistical
significance at the 95 percent level. With this approach, it was found that randomized C4.5 resulted
in better accuracy than bagging six times, worse performance three times, and was not statistically
significantly different 24 times.
3.2.2 Random Forests
Breiman’s random forest technique blends elements of random subspaces and bagging in a way that
is specific to using decision trees as the base classifier [16]. At each node in the tree, a subset of the
available features is randomly selected and the best split available within those features is selected
for that node. The number of features randomly chosen (from n total) at each node is a parameter of
this approach. In choosing a test for a node, an attribute may be chosen whose best split has a very
low information gain, causing the tree to lose accuracy. This is especially a concern for datasets
with a large number of attributes. Finally, bagging is used to create the training set of data items for
each individual tree.
Following [16], we considered versions of random forests created with random subsets of size
1, 2, and blog2(n) + 1c. Breiman reported on experiments with 20 data sets, in which each data
set was randomly split 100 times into 90 percent for training and 10 percent for testing. Ensembles
of size 50 were created for Adaboost and ensembles of size 100 were created for random forests,
except for the zip code data set, for which ensembles of size 200 were created. Accuracy results
were averaged over the 100 train-test splits. The random forest with a single attribute randomly
chosen at each node was better than AdaBoost on 11 of the 20 data sets. The random forest with
blog2(n) + 1c attributes was better than AdaBoost on 14 of the 20 data sets. The results were not
evaluated for statistical significance.
3.3 Experimental Design
The complex simulations this dissertation addresses require algorithms which are optimized for
both speed and accuracy. It is well known that there is no one best algorithm for classifying any
arbitrary data set [52, 53, 54]. Quite often some learning methods perform well on some data sets
17
or even subsets, and not so well in others. In order to ascertain which method might produce the
best classifiers for the simulations, a rigorous statistical test was performed on a large number of
preliminary data sets. These data sets range from small to medium in size, and incorporate many
different kinds of variables.
3.3.1 Algorithmic Details
This work takes advantage of the free open source software package “OpenDT” [55] for learning
decision trees in parallel. This program has the ability to output trees very similar to C4.5 release 8
[49], but has added functionality for ensemble creation. In OpenDT, like C4.5, a penalty is assessed
to the information gain of a continuous attribute with many potential splits. In the event that the
attribute set randomly chosen provides a “negative” information gain, its approach is to randomly
re-choose attributes until a positive information gain is obtained, or no further split is possible. This
enables each test to improve the purity of the resultant leaves. This approach was also used in the
WEKA system [56].
As boosting was designed for binary classes, a simple extension to this algorithm is used called
AdaBoost.M1W [57], which modifies the stopping criteria and weight update mechanism to deal
with multiple classes and weak learning algorithms. The implemented boosting algorithm uses a
weighted random sampling with replacement from the initial training set, which is different from a
boosting-by-weighting approach where the information gain is adjusted according to the weight of
the examples. Freund and Schapire use the boosting-by-resampling approach in [19]. There appears
to be no accuracy advantage for boosting-by-resampling or boosting-by-reweighting [58, 59, 60],
though Breiman reports increased accuracy for boosting-by-resampling when using unpruned trees
[61]. This dissertation uses unpruned trees because of this and, in general, for increased ensemble
diversity [62]. However, boosting-by-resampling may take longer to converge than boosting-by-
reweighting [58].
There is a modification to the random trees ensemble creation method [8] in which only the
best test from each attribute is allowed to be among the best set of twenty tests, from which one
is randomly chosen. This allows the algorithm to be less prejudiced against discrete attributes
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when there are a large number of continuous valued attributes. This is called the “random trees B
approach”. For this approach, a random test from the 20 attributes with maximal information gain
is used.
In the random subspace approach of Ho, half (dn/2e) of the attributes were chosen each time.
For the random forest approach, a single attribute, two attributes and blog2 n+1c attributes (which
will be abbreviated as random forests-lg in the following) are used.
3.3.2 Data Sets
Each of the data sets used in the most influential papers describing the algorithms experimented with
were considered here. Fifty-seven data sets were used, the majority from the UC Irvine repository
[63] and others publicly available [64, 65, 66]. The data sets, described in Table 1, have from 4 to
256 attributes and the attributes are a mixture of continuous and nominal values.
3.3.3 Experiments
For each data set, a stratified ten-fold cross validation was performed. A stratified n-fold cross
validation breaks the data set into n disjoint subsets, each with a class distribution approximating
that of the original data set. For each of the n folds, an ensemble is trained using n − 1 of the
subsets, and evaluated on the held-out subset. This creates n non-overlapping test sets, allowing for
statistical comparisons between approaches to be made.
For each data set, a set of five stratified two-fold cross validations was also used. In this method-
ology, the data set is randomly broken into two halves. One half is used in training and the other in
testing and vice versa. Each half of the data contains a class distribution approximately equal to that
of the original data set. This validation is repeated five times, each with a new half/half partition.
Dietterich’s experiments used a t-score to evaluate statistical significance [67]. In an alternative
method by Alpaydin, the t-score is abandoned in favor of an F-score for reasons of stability [68].
Specifically, rather than using the difference of only one test set, the difference of each test set is
considered in the F-score.
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Table 1. Description of data sets attributes and size.
Data Set # attributes # cont. att. # examples # classes
abalone3 8 7 4177 29
anneal2 38 6 898 6
audiology2,4 69 0 226 24
autos2 25 15 205 7
breast-w1,2,3,4 9 9 699 2
breast-y2 9 0 286 2
bupa1 6 6 345 2
car3 6 0 1728 4
credit-a2 15 6 690 2
credit-g1,2,3,4 20 7 1000 2
crx4 15 6 690 2
dna3 180 0 3186 3
ecoli1 7 7 325 8
glass1,2,4 9 9 214 7
heart-c2,4 13 5 303 2
heart-h2 13 5 294 2
heart-s2 13 5 123 2
heart-v2 13 5 200 2
hepatitis2,4 19 6 155 2
horse-colic2 22 8 368 2
hypo2,4 25 7 3163 2
ion1,4 34 34 351 2
iris2,4 4 4 150 3
krk2 6 6 28056 18
krkp2,3,4 36 0 3196 2
labor2,4 16 8 57 2
led-24 24 0 5000 10
letter1,2,3,4 16 16 20000 26
lrs3 93 93 530 10
lymph2 18 3 148 4
mushroom4 22 0 8124 2
nursery3 8 0 12961 5
page 10 10 5473 5
pendigits 16 16 10992 10
phoneme2 5 5 5404 2
pima1,3,4 8 8 768 2
primary2 17 0 339 22
promoters4 57 0 106 2
ringnorm1 20 20 300 2
sat1,2,3,4 36 36 6435 7
segment1,2,3,4 19 19 2310 7
shuttle2,3 9 9 58000 7
sick2,4 29 7 3772 2
sonar1,2,4 60 60 208 2
soybean1,2,4 35 0 683 19
soybean-small4 35 0 47 4
splice2,3,4 60 0 3190 3
tic-tac-toe3 9 0 958 2
twonorm1 20 20 300 2
threenorm1 20 20 300 2
vehicle1,2,3,4 18 18 846 4
voting1,4 16 0 435 2
vote12,4 15 0 435 2
vowel1,4 10 10 528 11
waveform1,2 21 21 5000 3
yeast3 8 8 1484 10
zip1 256 256 9298 10
1 Used in Breiman’s random forest paper [16]; 2 used in Dietterich’s random trees pa-
per [17]; 3 used in Ho’s random subspaces paper [18]; 4 Used in Freund & Schapire’s
Boosting paper [19]
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For each approach 1000 trees are generated, though boosting is examined with 50, 100, and
1000 trees. Breiman often used only 50 boosted trees in his research [40, 16], and Schapire has
used as many as 1000 [69]. 100 trees are, perhaps, most typical.
3.3.4 Statistical Tests
In this research three statistical frameworks for determining the performance of the ensemble cre-
ation methods were used. Unfortunately, two frameworks have known issues. While the ten-fold
cross validation experiments have independent test sets, the training data overlaps across folds, and
t-tests assume independent trials. This notwithstanding, the ten-fold cross validation is the most
widely used statistical test for these types of experiments. Dietterich points out that these experi-
ments produce elevated Type I error which can be corrected for by his 5x2 cross validation. This
relies on the idea that learning curves rarely cross for algorithms as training set size varies, which
may not be true.
Let pji be the difference in error rates on fold j = 1, 2 for replication i = 1, 2, 3, 4, 5. Let pi be
the mean error for replication i and s2i = (p
1
i − pi)2 + (p2i − pi)2 the estimated variance. Assuming
p1i and p
2
i are independent normally distributed variables, then s
2
i /σ
2 has a χ2 distribution with one
degree of freedom. Since each of the s2i values are assumed to be independent:
M =
∑5
i=1 s
2
i
σ2
(3)
has a chi-square distribution with 5 degrees of freedom. If Z ∼ Z and X ∼ X and Z and X are
independent then
Tn =
Z√
X/n
(4)
has a t-distribution with n degrees of freedom and
t =
p11√
M/5
(5)
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is t-distributed with 5 degrees of freedom. Dietterich stopped after calculating this t-value. Alpaydin
considers that there are actually ten values which can be placed in the numerator of Equation 5,
depending on the fold and replication value.
tji =
pji√
M/5
(6)
Since the fold and replication are arbitrary, and pji depends only on the order in which the folds
are evaluated, p11 may lead to incorrect conclusions if skewed. As a result, Alpaydin suggests the
F-test.
f =
N/10
M/5
=
∑5
i=1
∑2
j=1(p
j
i )
2
2
∑5
i=1 s
2
i
(7)
where
N =
∑5
i=1
∑2
j=1(p
j
i )
2
σ2
(8)
since N is a chi-square with 10 degrees of freedom.
The Bonferroni correction [70, 71], a calculation which raises the critical value necessary for
determining significance, was applied in order to compensate for the number of methods used in
these experiments. In the Bonferroni correction, the α value of an entire set of n comparisons is
adjusted by taking the α value of each individual test as α/n [70]. In these experiments, α = 0.05
and n = 7. In the case of the 10-fold cross validation, the t-critical value is 3.47 and for the 5x2-fold
cross validation, the F-critical value is 11.66.
A recent paper [72] suggests that the best way to compare multiple algorithms across multiple
data sets is to compare their average ranks. In this case, one could rank the algorithm by average
accuracy over a cross validation experiment from 1-the best to 8-the worst. In the case of a tie, the
rank is the average of the ranks were they not tied. For example, if two algorithms tied for third, they
would each get a rank of 3.5 ((3 + 4)/2). After obtaining the average ranks, the Friedman test can
be applied to determine if there are any statistically significant differences among the algorithms for
the data sets. Let N equal the number of data sets to be tested on by each of k possible algorithms.
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For the Friedman test, let Rj = 1N
∑
i r
j
i where r
j
i is the rank of the jth algorithm on data set i.
Under the null hypothesis, each of the ranks would be equal. The Friedman test statistic says:
χ2F =
12N
k(k + 1)
∑
j
R2j −
k(k + 1)2
4
(9)
is a χ2 distribution with k − 1 degrees of freedom.
If the Friedman statistic indicated significance, then the Holm step-down procedure is used to
determine which ensemble method might be statistically significantly different from bagging. In
the Holm step-down procedure, if the most significant p value is less than α/(k − 1) then the null
hypothesis is rejected. The next most significant p value is then compared against α/(k − 2), and
so on until the null hypothesis cannot be rejected. Once the null hypothesis cannot be rejected, the
hypothesis for any subsequent p value is rejected. It was argued [72] that this is a stable approach for
evaluating many algorithms across many data sets and determining overall statistically significant
differences.
3.4 Experimental Results
Tables 2 and 3 show the accuracy results in raw percentages. Table 4 shows the statistical results.
Statistical wins against bagging are designated by a plus sign and losses by a minus sign. If neither
a statistical win nor statistical loss is registered, the table field for that data set is omitted. The
results of the 10-fold cross validation and the 5x2-fold cross validation are separated with a slash.
The average results for each method using the 10-fold cross validation are shown in Table 2 and the
results for the 5x2-fold cross validation are shown in Table 3. Table 5 contains a summary of the
results.
For 37 of 57 data sets, considering both types of cross validation, none of the ensemble ap-
proaches resulted in a statistically significant improvement over bagging. On one data set, zip, all
ensemble techniques showed statistically significant improvement under the 10-fold cross validation
approach. The best ensemble building approaches appear to be boosting-1000 and random forests-
lg. Each scored the most wins against bagging while never losing. For both random subspaces and
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random forests-1, there were a greater number of statistical losses to bagging than statistical wins.
Boosting with 50 and 100 trees and random forests using only two attributes also did well. Random
trees-B had a high number of statistical wins in the 10-fold cross validation yet it also had a high
number of losses. Interestingly, in the 5x2-fold cross validation, it resulted in very few wins and
losses.
In comparing the differences between the 10-fold cross validation and the 5x2-fold cross vali-
dation, the primary difference is the number of statistical wins or losses. Using the 5x2-fold cross
validation method, for only 12 of the 57 data sets was there a statistically significant win over bag-
ging with any ensemble technique. This can be compared to the 10-fold cross validation where for
18 of the 57 data sets there was a statistically significant win over bagging. Under the 5x2-fold cross
validation, for no data set was every method better than bagging.
The average ranks for the algorithms are shown in Table 5. It was surprising to see that random
forests when examining only two randomly chosen attributes had the lowest average rank for the 10
fold cross validation, and second lowest average rank for the 5x2 fold cross validation. Using the
Friedman test followed by the Holm test with a 95% confidence level, it can be concluded that there
was a statistically significant difference between bagging and all approaches except for random sub-
spaces using the average accuracy from a tenfold cross validation. Using the 5x2 cross validation,
there was a statistically significant difference between bagging and all approaches, except for boost-
ing 50 classifiers and random subspaces. The approaches were often not significantly more accurate
than bagging. However, they were consistently more accurate than bagging.
3.5 Discussion
Of the 57 data sets considered, for 37 we could find no statistically significant improvement over
bagging for any of the other techniques, using either the 10-fold or 5x2 cross validation. However,
using the Friedman-Holm tests on the average ranks, it can be concluded that several approaches
perform statistically significantly better than bagging on average across the group of data sets. In-
formally, one might say that while the gain over bagging is often small, there is a consistent pattern
of gain.
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Table 2. The average raw accuracy results over a 10 fold cross validation.
Data Set Bst Bst Bst RS RTB Bag RF RF RF
1000 100 50 lg 1 2
abalone 25.07 24.23 24.35 24.44 24.49 23.51 24.2 24.59 24.68
anneal 99.56 99.56 99.67 99.22 99.56 99.33 99.56 99.67 99.67
audiology 83.68 85.43 84.57 83.2 83.66 85 86.74 81.52 84.58
autos 82.38 82.38 82.88 87.24 82.36 83.33 83.83 81.4 82.88
breast-w 96.42 96.42 96.13 96.7 96.71 95.99 96.27 96.99 96.56
breast-y 64.61 63.9 63.55 73.07 72.75 69.9 71.32 73.74 70.96
bupa 72.76 71.92 76.24 67.84 71.9 72.77 73.64 75.65 75.09
car 97.45 97.45 96.93 70.49 80.21 93.92 94.1 87.04 94.68
credit-a 87.39 86.67 86.96 87.83 86.38 86.38 86.38 87.25 87.54
credit-g 74.7 73.9 73.4 76.1 73.9 72.1 74.7 74.1 75.3
crx 87.1 87.39 85.8 86.67 86.09 86.09 86.52 87.68 87.54
dna 96.05 95.36 95.23 96.33 95.98 95.1 95.92 72.6 83.27
ecoli 86.18 85.57 85.86 82.17 86.18 83.11 83.71 86.79 86.17
glass 79.07 80.43 77.14 78.48 80.93 77.19 79.55 79.52 80.02
heart-c 78.83 80.82 81.81 81.18 82.49 77.9 82.17 81.81 82.49
heart-h 79.97 79.63 81.7 84.02 82.33 80.66 81.02 82.67 82.36
heart-s 88.53 87.76 87.76 91.86 89.36 88.46 89.29 93.53 91.86
heart-v 71.5 70.5 72.5 71.5 74.5 73.5 72.5 75 73.5
hepatitis 85.67 83.83 81.96 81.83 83.79 82.54 84.42 83.75 85.08
horse-colic 83.69 84.21 83.67 84.77 82.88 83.69 85.6 82.6 83.44
hypo 99.11 99.08 99.05 98.7 98.86 99.02 99.18 98.77 98.99
ion 94.02 94.02 94.02 93.44 93.17 92.89 93.74 93.44 93.73
iris 94.67 94.67 94.67 94.67 94.67 94.67 94.67 94.67 95.33
krk 90.15 89.17 88.21 42.13 87.21 86.88 87.12 85.22 87.9
krkp 99.59 99.53 99.53 96.24 98.87 99.69 99.56 98.25 99.28
labor 93 93 91.33 93 96.67 91.33 93 96.67 94.67
led-24 73.24 72.5 71.22 69.3 72.28 73.6 74.84 73.86 74.64
letter 99.74 99.71 99.65 99.72 99.66 99.38 99.72 99.6 99.73
lrs 89.81 87.92 87.92 86.42 87.17 86.6 88.3 86.98 87.92
lymph 85.14 85.14 87.81 84.48 85.81 81.05 85.1 85.76 86.48
mushroom 100 100 100 100 100 100 100 100 100
nursery 99.96 99.9 99.83 93.8 97.65 99.05 99 97.71 99.29
page 97.17 97 96.93 97.22 97.55 97.31 97.44 97.44 97.64
pendigits 99.52 99.45 99.38 99.24 99.24 98.58 99.16 98.99 99.1
phoneme 91.75 91.6 91.41 83.42 90.17 91.28 91.39 91.23 91.47
pima 74.07 75.51 74.74 73.82 75.91 75.77 75.51 75.51 76.29
primary 42.18 38.95 39.83 44.84 41.89 41.61 41.92 41.6 42.5
promoters 96.36 96.27 93.27 88.91 91.73 88.91 93.55 86.09 88.91
ringnorm 97.67 96.33 95 92.67 96 92.33 93.33 97.67 94.67
sat 92.6 91.84 91.56 92.26 92.37 91.47 91.97 90.88 91.56
segment 98.66 98.83 98.48 97.71 97.92 98.1 98.35 97.66 98.14
shuttle 99.99 99.99 99.99 99.89 99.97 99.98 99.99 99.96 99.98
sick 99.13 99.13 99.02 97.4 98.41 99.13 98.91 97.69 98.52
sonar 84.19 83.71 84.19 83.69 89.05 75.55 84.76 83.26 84.24
soybean 94.88 94.58 94 95.46 94.14 94.15 95.02 93.12 94.87
soybean-small 91.5 91.5 91.5 100 100 97.5 100 100 100
splice 95.77 95.39 95.3 96.61 95.14 94.7 96.93 76.87 88.84
threenorm 86.33 85.33 84.67 83 84.67 83.67 85 87.33 86.67
tic-tac-toe 98.75 98.64 98.64 73.17 89.36 96.24 96.97 88.84 95.83
twonorm 93.67 94.33 93.33 94 95.67 94 95 96.67 95.67
vehicle 77.53 76.23 76 75.75 73.39 74.22 74.21 73.15 74.45
vote 95.17 94.72 95.87 95.41 94.94 95.62 96.1 95.17 95.87
vote1 88.26 88.72 87.8 90.57 89.87 87.57 88.04 90.12 89.41
vowel 97.17 95.65 95.83 96.03 98.11 92.06 96.6 97.74 97.36
waveform 85.08 84.56 84.26 85.56 85.44 84.28 85.14 85.62 85.52
yeast 61.05 59.16 57.48 55.06 61.73 61.66 62.06 62.2 62.47
zip 97.06 96.72 96.16 96.36 97.03 93.74 96.87 95.56 96.18
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Table 3. The average raw accuracy results over 5x2 fold cross validations.
Data Set Bst Bst Bst RS RTB Bag RF RF RF
1000 100 50 lg 1 2
abalone 24.32 24.05 23.74 24.06 23.88 24.01 24.29 24.58 24.66
anneal 99.18 99.13 99.13 98.8 99.02 98.78 99.13 98.95 99.33
audiology 80.09 79.47 78.5 78.76 79.03 80.88 82.3 73.1 78.76
autos 76 75.12 73.95 76.68 72.29 75.71 76.68 73.56 76.19
breast-w 96.08 95.91 95.94 96.74 96.82 95.99 96.28 97 96.65
breast-y 66.01 65.73 65.31 71.82 71.05 69.37 70.07 71.54 71.19
bupa 69.45 70.03 69.74 64.64 65.51 70.96 71.07 71.54 71.08
car 95.59 95.5 95.2 71.04 83.08 92.03 92.41 83.21 92.73
credit-a 86 86.09 85.39 85.91 85.8 85.57 86.29 86.72 87.07
credit-g 74.18 73.14 72.7 73.72 73.1 72.86 74.54 72.9 73.62
crx 86.26 86.29 86.14 85.97 85.36 85.77 86.41 86.29 86.52
dna 95.51 95.17 94.99 95.56 95.25 94.66 95.06 70.27 81.34
ecoli 85.23 84.74 84.99 81.72 84.86 83.39 84 86.03 85.66
glass 73.46 71.96 72.15 73.18 73.83 73.46 72.71 74.39 74.67
heart-c 80.33 80.2 78.95 80.52 81.72 77.75 80.72 81.45 81.65
heart-h 80.34 80.61 81.43 82.79 80 80.2 80.95 81.63 81.43
heart-s 89.76 89.6 89.6 92.19 91.55 90.89 92.03 93.33 93.01
heart-v 69.8 71.5 70.7 72.2 73.2 71.2 72.6 75.5 74.2
hepatitis 84.65 84.13 84.65 83.47 84.9 82.58 84.13 84.51 85.8
horse-colic 82.39 82.34 81.09 82.07 82.5 83.04 83.59 82.01 82.61
hypo 98.98 98.97 98.97 98.72 98.75 98.95 98.98 98.64 98.8
ion 93.85 93.62 93.45 92.99 92.37 92.65 93.05 92.71 93.11
iris 93.6 93.87 93.73 93.73 93.47 93.87 93.6 93.6 93.47
krk 82.31 81.05 79.84 41.88 79.19 78.88 79.29 77.38 80.09
krkp 99.34 99.33 99.32 95.21 98.04 99.11 99.29 96.91 98.8
labor 90.91 90.55 91.27 91.22 94.75 91.22 92.28 93.69 93.34
led-24 72.95 72 71.24 68.87 71.56 72.65 74.42 73.73 74.65
letter 98.46 98.22 97.95 98.27 97.87 96.68 98.12 97.43 98.06
lrs 88.04 87.77 87.36 85.81 87.55 86.34 87.32 86.75 87.06
lymph 82.43 81.35 81.62 80.27 84.73 79.05 82.3 82.7 83.51
mushroom 100 100 100 100 100 100 100 100 100
nursery 99.27 99.07 98.85 93.53 96.19 97.5 97.49 96.34 98.17
page 96.81 96.73 96.77 96.85 97.14 97.01 97.14 96.89 97.07
pendigits 99.3 99.18 99.05 98.97 99.07 98.08 98.87 98.75 98.88
phoneme 89.51 89.2 89.01 82.55 87.89 88.87 89 89.09 89.17
pima 74.48 73.75 73.52 72.58 75.34 76.04 76.12 75.6 76.48
primary 40.42 40.77 39.41 43.6 40.53 39.3 40.18 40.71 40.83
promoters 91.7 90.75 88.68 83.96 90.94 84.91 91.51 83.77 88.3
ringnorm 94.73 94 93.73 90.4 94.4 88.87 91.6 97 94.8
sat 91.6 91.23 90.71 91.09 91.25 90.03 90.97 90.15 90.62
segment 98.17 98.04 97.88 97.02 97.47 96.66 97.59 96.88 97.32
shuttle 99.99 99.98 99.98 99.88 99.95 99.96 99.98 99.94 99.96
sick 98.64 98.64 98.67 97.08 98.08 98.59 98.64 97.13 98.13
sonar 80.87 79.42 76.83 78.17 82.12 75.96 80.29 80 80
soybean 93.56 93.29 92.74 94.32 93.44 92.39 93.53 92.03 93.47
soybean-small 97.01 97.01 97.01 99.15 100 97.45 99.57 100 100
splice 95.7 95.18 94.76 96.45 94.61 94.26 96.65 74.04 87.35
threenorm 85.67 82.6 81.27 79.27 83 80.6 83.33 85.67 85.27
tic-tac-toe 98.14 97.66 96.74 72.8 85.72 90.52 92.86 84.61 90.75
twonorm 95.07 93.73 93.13 88.6 94.8 88.6 92.6 95.67 94.87
vehicle 76.52 76.1 76.36 74.78 75.04 74.16 74.52 73.59 74.04
vote 95.04 94.99 94.85 95.04 94.35 94.67 95.63 94.71 95.54
vote1 88.74 89.06 88.78 91.17 90.12 87.68 89.15 90.53 90.25
vowel 91.55 89.58 88.11 89.02 93.48 85.15 89.05 92.2 91.52
waveform 84.74 84 83 84.79 85.32 83.36 84.54 85.25 85.35
yeast 58.49 57.52 56.51 53.83 59.02 58.85 59.16 60.11 59.95
zip 96.21 95.73 95.25 95.17 96.31 92.84 96.11 94.88 95.55
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Table 4. Statistical results are shown for each data set. Results are displayed as 10Fold/5x2Fold
where a plus sign designates a statistically significant win and a minus designates a statistically
significant loss against bagging. Only data sets for which there were significant differences are
listed.
Data Set Bst Bst Bst RS RTB RF RF RF
1000 100 50 lg 1 2
zip +/+ +/+ +/+ +/+ +/+ +/+ +/ +/+
letter +/+ +/+ +/+ +/+ +/+ +/+ +/+
pendigits +/+ +/+ +/+ +/+ +/ +/+ +/
heart-c /+ +/ +/ +/
waveform +/ +/ +/
page +/ +/
sat +/ +/
sonar +/ +/ +/
krk +/+ +/+ +/ -/- +/ -/- +/+
splice /+ /+ +/ +/+ +/+ -/- -/-
autos +/
credit-a /+
lrs /+
promoters +/
vote1 +/
breast-w /-
led-24 -/ -/- +/+ +/+
tic-tac-toe +/+ +/+ /+ -/- -/ -/
dna +/ +/ +/ -/- -/-
breast-y -/ -/
horse-colic -/
car +/+ +/+ +/+ -/- -/- -/-
nursery +/+ +/+ +/+ -/- -/- -/-
yeast -/-
shuttle -/-
phoneme -/- -/-
krkp -/- -/ -/
sick -/ -/ -/-
Table 5. A summary statistical table is provided for each method showing statistical wins and losses
against bagging. The average rank is also shown.
Bst Bst Bst RS RTB RF RF RF
1000 100 50 lg 1 2
10 Fold Wins 10 8 8 6 10 8 1 8
10 Fold Losses 0 1 2 10 7 0 8 2
5x2 Fold Wins 8 8 6 5 2 6 0 5
5x2 Fold Losses 0 0 0 9 4 0 6 2
10 Fold average rank1 3.89 4.80 5.49 5.84 5.00 4.28 5.32 3.81
5x2 Fold average rank2 3.51 4.77 5.88 6.05 4.95 4.12 5.21 3.70
1 Average rank for 10 Fold Bagging is 6.56
2 Average rank for 5x2 Fold Bagging is 6.83
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The raw accuracy numbers show that random subspaces can be up to 44% less accurate than
bagging on some data sets. Data sets with which random subspaces performs poorly likely have
attributes which are both highly uncorrelated and each individually important. One such example is
the krk (king-rook-king) data set which stores the position of three chess pieces in row#, column#
format. If even one of the attributes is removed from the data set, vital information is lost. If half of
the attributes are dismissed (e.g. King at A1, Rook at A?, King at ??) the algorithm will not have
enough information and will be forced to guess randomly at the result of the chess game.
Boosting-by-resampling 1000 classifiers was better than boosting with 100 classifiers, and sub-
stantially better than boosting with 50 classifiers. Sequentially generating more boosted classifiers
resulted in both more statistically significant wins and fewer statistically significant losses. If pro-
cessing time permits additional classifiers to be generated, a larger ensemble than 50 is worthwhile.
In a separate set of statistical experiments, the accuracies from boosting 100 trees were compared
directly against those of boosting-50 and boosting-1000. Whereas boosting-1000 was statistically
significantly more accurate when compared to boosting-50 in the Friedman-Holm tests, this was not
the case between boosting-1000 and boosting-100. Determining the appropriate number of classi-
fiers to build without explicitly removing examples from the training set for a separate validation
set is a difficult problem which is addressed in the next chapter.
Random forests using only two attributes had a better average rank than random forests-lg in
both cross validation methods, but did worse in terms of number of statistically significant im-
provements. Experimentation with the splice data set resulted in statistically significant wins for
random forests-lg and statistically significant losses for random forests-2, with a 6-9% difference
in accuracy. Thus, while testing only two random attributes is likely sufficient, testing additional
attributes may prove beneficial on certain data sets. Breiman suggested using out-of-bag accuracy
to determine the number of attributes to test [16].
There are other potential benefits aside from increased accuracy, which are of particular im-
portance in the realm of complex simulations. Random forests, by picking only a small number
of attributes to test, allows for very rapid tree generation. Random subspaces, which tests fewer
attributes, can use much less memory because only the chosen percentage of attributes needs to be
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stored. Recall that since random forests may potentially test any attribute, it does not require less
memory to store the data set. Since random trees do not need to make and store new training sets,
they save a small amount of time and memory over the other methods, however this is not significant
enough to warrant further attention. Finally, random trees and random forests can only be directly
used to create ensembles of decision trees. Bagging, boosting and random subspaces could be used
with other learning algorithms, such as neural networks.
For the simulations, the random forest and boosting algorithms appear to be the most applicable.
While random forests is both fast and accurate, the standard framework for boosting would need to
be modified in order to make it more conducive to learning quickly. There have already been several
attempts at doing this for boosting such as divoting [41, 73], with several concentrating specifically
on neural networks [74, 75].
3.6 Towards an Appropriate Number of Classifiers
An arbitrarily large number of trees were created for the ensembles in the preceding chapter. The
boosting results, for example, show that an increase in the number of trees provides better accuracy
than the smaller ensemble sizes generally used. This suggests a need to know when enough trees
have been generated. It also raises the question of whether approaches competitive with boosting-
1000 may (nearly) reach their final accuracy before 1000 trees are generated. The easiest way
of determining when enough trees have been generated would be to use a validation set. This
unfortunately results in a loss of data which might otherwise have been used for training.
One of the advantages of the techniques which use bagging is the ability to test the accuracy of
the ensemble without removing data from the training set, as is done with a validation set. Breiman
hypothesized that this would be effective [16]. He referred to the error observed when testing each
classifier on examples not in its bag as the “out-of-bag” error, and suggested that it might be possible
to stop building classifiers once this error no longer decreases as more classifiers are added to the
ensemble. The effectiveness of this technique has not yet been fully explored in the literature. In
particular, there are several important aspects which are easily overlooked, and are described in the
following section.
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3.6.1 Complications
In bagging, only a subset of examples typically appears in the bag which will be used in training the
classifier. Out-of-bag error provides an estimate of the true error by testing those examples which
did not appear in the training set. Formally, given a set T of examples used in training the ensemble,
let t be a set of size | T | created by a random sampling of Twith replacement, more generally known
as a bag. Let s be a set consisting of T - (T ∩ t). Since s consists of all those examples not appearing
within the bag, it is called the out-of-bag set. A classifier is trained on set t and tested on set s. In
calculating the voted error of the ensemble, each example in the training set is classified and voted
on by only those classifiers which did not include the example in the bag on which that classifier
was trained. Because the out-of-bag elements, by definition, were not used in the training set, they
can be used to provide an estimate of the true error.
All the trees in the ensemble will vote on an item of test data, but only a fraction of the trees in the
ensemble are eligible to vote on any given item of training data by its being “out-of-bag” relative
to them. For example, suppose out-of-bag error was minimized after 150 trees were generated.
These 150 trees are most likely to be an overestimate of the “true number” because for any example
in the dataset, it would need to be out-of-bag on 100% of the bags in order to have all 150 trees
classify that example. Therefore, the out-of-bag results most likely lead to a larger ensemble than
is truly needed. Breiman showed [40] that with N possible examples to place in a bag and N
total examples to place in the bag, the probability that example n is selected 0, 1, 2, ... times is
approximately Poisson distributed with λ = 1 for large N . The probability that any example will
appear at least once in the bag is 1− (1/e) ≈ 0.632. Since any training example is only being voted
on by 63.2% of the classifiers that have been generated, using the total number of trees generated
as a target for how many classifiers are necessary will overestimate the number of classifiers by
approximately one third.
Experimentation with algorithms to predict an adequate number of decision trees is further
complicated by out-of-bag error estimate quirks on data sets with a small number of examples.
Small data sets, i.e. less than 1000 examples, can often have a very low error estimate with a rather
small number of decision trees (50 to 100), but then the addition of more trees results in a greater
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Table 6. Number of trees and test set accuracy of the stopping criteria for random forests and bag-
ging.
Data Set Algorithm Best OOB Oracle Algorithm Best OOB Oracle
# of Trees # of Trees # of Trees Accuracy Accuracy Accuracy
rf / bagging rf / bagging rf / bagging rf / bagging rf / bagging rf / bagging
credit-g 113 / 92 296 / 645 25 / 913 75.7 / 74.6 75.8 / 75.2 76.8 / 75.8
hypo 53 / 73 100 / 305 48 / 502 99.11 / 99.21 99.15 / 99.24 99.15 / 99.30
krkp 216 / 35 1997 / 159 161 / 13 99.06 / 99.41 98.84 / 99.47 99.09 / 99.56
led-24 204 / 290 2000 / 946 132 / 887 75.02 / 74.52 75.00 / 74.78 75.36 / 74.90
pendigits 181 / 215 911 / 449 1518 / 838 99.02 / 98.43 99.04 / 98.46 99.09 / 98.53
phoneme 118 / 189 1464 / 377 123 /269 90.49 / 90.03 90.49 / 90.01 90.58 / 90.18
ringnorm 243 / 192 1841 / 988 947 / 961 96.35 / 95.60 96.43 / 95.69 96.49 / 95.72
sat 291 / 204 1828 / 969 786 / 926 91.67 / 91.14 91.72 / 91.19 91.80 / 91.22
segment 217 / 167 1862 / 555 1822 / 721 98.18 / 97.53 98.18 / 97.62 98.31 / 97.66
sick 93 / 64 93 / 64 1990 / 13 98.33 / 99.05 98.33 / 99.05 98.41 / 99.18
splice 342 / 129 1863 / 536 1414 / 609 96.30 / 95.05 96.58 / 95.14 96.65 / 95.17
twonorm 311 / 419 1586 / 985 1863 / 429 96.96 / 96.86 97.07 / 96.78 97.14 / 96.99
waveform 182 / 185 1534 / 876 1562 / 920 84.98 / 83.86 85.28 / 84.22 85.36 / 84.36
error rate in both the out-of-bag error and the test set error, as might be shown in a ten fold cross
validation. This behavior is contrary to many experiments which have shown that test set error
steadily decreases with an increasing number of classifiers until it plateaus. We speculate that this
is a result of instability in the predictions leading to a “lucky guess” by the ensemble for such data
sets. Since the decision to stop building additional classifiers is more effective, in a time-saving
sense, for large data sets, it is more important to concentrate on data sets with a larger number of
examples.
An algorithm [10] has been developed which appears to provide a reasonable solution to the
problem of deciding when enough classifiers have been created for an ensemble. It works by first
smoothing the out-of-bag error graph with a sliding window in order to reduce the variance. A win-
dow size of 5 is used in these experiments. After the smoothing has been completed, the algorithm
takes windows of size 20 on the smoothed data points and determines the maximum accuracy within
that window. It continues to process windows of size 20 until the maximum accuracy within that
window no longer increases. At this point the stopping criterion has been reached, and the algorithm
returns the ensemble with the maximum raw accuracy from within that window. The algorithm is
shown in Algorithm 1.
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Algorithm 1 Algorithm for deciding when to stop building classifiers.
1: SlideSize← 5, BuildSize← 20
2: A[n]← Raw Ensemble accuracy with n trees
3: S[n]← Average Ensemble accuracy using SlideSize trees
4: W [n]←Maximum smoothed value
5: repeat
6: Add (BuildSize) more trees to the ensemble
7: NumTrees = NumTrees+BuildSize
//Update A[] with raw accuracy estimates obtained from out-of-bag error
8: for x← NumTrees−BuildSize to NumTrees do
9: A[x]← VotedAccuracy(Tree1 . . .Treex)
10: end for
//Update S[] with averaged accuracy estimates
11: for x← NumTrees−BuildSize to NumTrees do
12: S[x]← Average(A[x− SlideSize] . . .A[x])
13: end for
//Update maximum smoothed accuracy within window
14: W[NumTrees/BuildSize− 1]← max(S[NumTrees−BuildSize]...S[NumTrees])
15: until (W [NumTrees/BuildSize− 1] ≤W [NumTrees/BuildSize− 2])
16: Stop at tree argmaxj(A[j] |
j ∈ [NumTrees− 2 ∗BuildSize]...[NumTrees−BuildSize])
3.6.2 Experiments Using Out-of-Bag Error
The stopping points and the resulting test set accuracy are compared using ensembles built to 2000
trees using random forests-lg and a ten fold cross validation. For this comparison the following
results are examined, (a) the stopping point of the new algorithm, (b) the stopping point by taking
the minimum out-of-bag error over all 2000 trees, and (c) an oracle algorithm which looks at the
lowest observed error on the test set over the 2000 created trees (as trees are added sequentially).
Thirteen of the previously used data sets with greater than 1000 examples were used. The results
are shown in Table 6.
For most data sets, the out-of-bag error continues to decrease long into the training stage. This
often does not result in any improvement of test set performance. Across all thirteen data sets the
total gain by using the minimum out-of-bag error rather than the new algorithm was only 0.06%
on average. Comparing the new algorithm to the oracle, the accuracy loss is less than 0.25% per
data set. In comparing the number of trees used, the new method uses many fewer trees than the
other methods. On average this algorithm uses 1140 fewer trees compared to the minimum out-
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of-bag error, and 755 fewer trees compared to the oracle method. While these numbers are clearly
influenced by the maximum number of trees chosen to build, it is also evident that looking at the
maximum out-of-bag accuracy causes the algorithm to continue building a large number of trees.
This method has also been tested on bagged trees without the use of random forests. Half
(1000) the number of the trees used in the previous experiment are generated in order to shorten
the previously observed large over estimation on the number of trees using the minimum out-of-bag
error alone, and to reduce the training time. The results for this experiment are shown in Table 6.
The use of the new algorithm results in an average net loss of 0.12% per data set compared to the
minimum out-of-bag error meanwhile using 431 fewer trees. Compared to the oracle method, there
is a net loss of 0.25% per data set (consistent with the previous experiment) while using 442 fewer
trees.
Based on these results, it is possible to choose an acceptable stopping point while the ensemble
is being built and without losing training data. In experiments with the new algorithm, it has not
shown itself to be overly sensitive to the parameters of the sliding window size and the building
window size. On average, the number of trees built in excess for the purpose of choosing the
stopping point will be half of the building window size.
As shown previously, the probability of any particular example being included in the bag is
1 − (1/e) ≈ 0.632, meaning only about 1/e ≈ 0.368 of the examples are out-of-bag. Put another
way, for each example in the training set, only a little more than one-third of the trees generated a
vote on any unseen example. Therefore, the number of trees chosen to stop at may be as many as
three times the amount necessary for equivalent performance on a test set consisting of all unseen
examples. For this reason, the accuracy results obtained by using a random one-third of the number
of trees chosen to stop with in the previous experiments are included. These results are shown in
Table 7.
Figures 7 and 8 demonstrate the relationship of out-of-bag error and test set error for a given
number of trees in the full ensemble. Figure 8 is a worst case result with out-of-bag error decreasing,
but overall error being minimal early and higher with more trees before stabilizing.
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Table 7. Test set accuracy results using a third of the trees chosen in Table 6.
Data Set Original 1/3 Original 1/3
Algorithm Algorithm Max OOB Max OOB
Accuracy Accuracy Accuracy Accuracy
rf / bagging rf / bagging rf / bagging rf / bagging
credit-g 75.70 / 74.60 75.60 / 73.80 75.80 / 75.20 75.80 / 74.90
hypo 99.11 / 99.21 99.11 / 99.27 99.15 / 99.24 99.11 / 99.24
krkp 99.06 / 99.41 98.88 / 99.53 98.84 / 99.47 98.81 / 99.47
led-24 75.02 / 74.52 74.92 / 74.54 75.00 / 74.78 75.00 / 74.48
pendigits 99.02 / 98.43 99.02 / 98.38 99.04 / 98.46 99.02 / 98.40
phoneme 90.49 / 90.03 90.17 / 89.93 90.49 / 90.01 90.32 / 89.90
ringnorm 96.35 / 95.60 96.01 / 95.45 96.43 / 95.69 96.35 / 95.60
sat 91.67 / 91.14 91.52 / 90.89 91.72 / 91.19 91.76 / 90.97
segment 98.18 / 97.53 98.31 / 97.45 98.18 / 97.62 98.27 / 97.49
sick 98.33 / 99.05 98.28 / 99.07 98.33 / 99.05 98.28 / 99.07
splice 96.30 / 95.05 95.77 / 95.05 96.58 / 95.14 96.27 / 94.95
twonorm 96.96 / 96.86 96.78 / 96.58 97.07 / 96.78 96.95 / 96.83
waveform 84.98 / 83.86 84.36 / 83.58 85.28 / 84.22 85.02 / 83.96
Looking at the accuracy, one-third of the number of trees shows mixed results. Though there are
some data sets unaffected by the change, other data sets, especially the larger sized ones, benefited
from the greater number of trees. We believe this algorithm, which stops early at the very first
window when accuracy no longer increases, compensates for what might otherwise require three
times the number of trees to decide.
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Figure 7. Out-of-bag accuracy vs. test set accuracy results as classifiers are added to the ensemble
for satimage.
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Figure 8. Out-of-bag accuracy vs. test set accuracy results as classifiers are added to the ensemble
for segment.
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Chapter 4
Learning on Complex Simulations
Herein are described the unique issues surrounding the simulations which are performed by mem-
bers of the United States Department of Energy’s Advanced Strategic Computing (ASC) program.
Illustrative examples of real-world simulations will serve as the basis for the majority of subsequent
experimentation. They include a canister being crushed by a high speed impactor bar, and a casing
falling to the ground.
4.1 Considerations
Efficiency is a principle concern in performing the simulations. The most fundamental aspect of
this is nearby data points being kept in computational proximity. A physical simulation which
is spatially partitioned into a series of components without overlap is referred to as being spatially
disjoint. As an example, if a computer was to be simulated, one node might contain the motherboard,
processor, and memory, another node contains the disk drives, and on another node the power supply
is modeled. This spatial division of parts is potentially quite the hindrance to pattern recognition
algorithms, as it violates the concept of independently and identically distributed (iid) data.
The originations of iid data comes from Probability Theory where each random variable is
required to have the same probability distribution and be mutually independent. In Statistics, sam-
ples are often assumed to be iid because it tends to simplify the underlying mathematical methods
[52, 48] when making inferences about the data. For a pattern recognition algorithm to be accurate,
the data on which to apply the learned concepts must be representative of the data on which it was
trained. Otherwise, the concepts learned during the training phase might be substantially different
from the those the learning algorithm was expected to derive. Human assessment of what the result-
ing classifier has actually learned is often exceedingly difficult [76]. A frequently cited example is
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one in which the United States Army employed a neural network for detecting the presence of a tank
in an image [77]. Testing on a separate data set showed good results, however in the field, results
were quite disappointing. It was discovered that the data sets the neural network was provided with
showed tanks under cloudy skies, and no tanks under clear skies. As a result, the neural network
was only able to decipher between a cloudy and a not-so-cloudy day. The stark differences between
the data available for training and the data for testing precisely describes the problem which afflicts
Machine Learning researchers working with these simulations.
In order to solve the iid problem, a naive solution is to transfer data points corresponding to
all different physical regions of the simulation amongst the compute nodes. This solution forces
iid data, yet is not a good solution in several respects: the amount of time to broadcast gigabyte or
terabyte-sized data is prohibitive, the amount of space to store this additional data is limited, and it
requires new data structures and expensive parallel code to accomplish. Due to these limitations, a
potentially feasible solution, regardless of the challenge, is to learn directly on the compute nodes
with the data that has previously been acquired at that location. It is not as expensive in time or
computational power to transmit most types of classifiers between processors, so this is an avenue
that may be pursued.
There are additional complications as well. The simulations take place in four dimensions
including time. The concepts learned at earlier time steps may lose applicability as time moves
forward. Data points which were initially not relevant to the target concept could suddenly become
highly important. There may even be times when a concept is cyclical in nature, causing areas of
the simulation to manifest themselves as relevant only during certain non-contiguous time steps.
The target concept consists of identifying salient, or interesting, points. Saliency is defined as an
arbitrary characteristic of the data, and there is no reason to assume underlying physical properties
of the simulation support classification. One manifestation of this is in debugging. The simulation
programs themselves consist of many lines of code, and it is entirely probable that bugs exist. By
labeling the flawed regions of the simulation, one hope is to automatically discover other flawed
regions in unrelated spatial locations. By labeling a small instance of a flawed region, testers hope
to be able to automatically track the bugs throughout time. In practice, most of the simulation would
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have been debugged prior to applying Machine Learning algorithms. Thus the number of bugs is
likely to be small, which further hinders Machine Learning algorithms by presenting a problem
where one important class is hugely underrepresented. This is generally known as a minority class
problem.
Salient points are generally defined as being different from the rest of the simulation, hence a
pathological minority class problem is likely to be found. A minority class may surface in several
distinct areas. Within a node, only a few points may be salient. In this case, there are known
techniques such as minority class oversampling and majority class undersampling [78, 79, 80, 81]
or cost-sensitive learning algorithms [82, 83] which may be applied. A different type of minority
class problem can occur when only a few time steps include salient examples. A minority class in
time can be addressed using the previous techniques because all of the time steps for any one spatial
portion of the simulation are stored on the same compute node.
More interestingly, there can be a minority class presence in only a select number of nodes
such that a majority vote of classifiers developed on each node outweighs the minority class by
default. Such a minority class problem could include one-class classifiers which label all points
as belonging to the majority class. While it would be a simple matter to exclude these classifiers
from voting, valuable information about the examples making up this region is also thrown away.
Another concern is nodes that contain two opposing salient concepts. The goal of these simulations
is to combine the pattern recognition capabilities across nodes, yet in the case of opposing salient
concepts this is counterproductive. Even outside of the simulation and supercomputer realm this
would be a problem, although it is more likely to unknowingly manifest itself when the details are
hidden in terabyte-sized data sets spread out across several machines.
In the following sections, two representative data sets from simulations done at Sandia National
Laboratories are examined. The first simulation shows a canister being crushed at high speed by
an impactor bar. The second simulation involves a multi-component casing being “accidentally”
dropped. Each of these data sets are moderately sized, and provide meaniningful insight into the
problem of learning on large spatially disjoint data.
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 Figure 9. A visualization of the canister simulation as distributed across compute nodes is given.
There are four partitions shown with different colors as the storage canister is crushed.
4.2 The Canister Crush Problem
A simulation of a storage canister being crushed from above by an impactor bar at approximately
300 miles per hour is shown in Figure 9. The canister is rapidly crushed in much the same fashion as
a person might crush a soda can. The walls of the canister buckle under the pressure and the top of
the canister accelerates downward with the impactor bar until it meets the bottom. The above event
is simulated and recorded in 44 slices of time. Figure 9 also illustrates how the complete simulation
appears when divided into partitions. The four different colors represent the four different compute
nodes which originally modeled the simulation. Note that pieces of the impactor bar crushing the
canister are also broken up spatially according to the partition which is being crushed.
The data for each of the time steps is divided spatially according to the compute node to which
it is assigned. The partitioning is performed vertically along the Y axis of the canister, dividing the
canister into 4 disjoint spatial partitions of roughly equal size. Each compute node can see only one
of these partitions, and it is too expensive in time or storage space to move data to another compute
node.
40
Table 8. Physical and spatial characteristics for the canister simulation.
Bar initial velocity (in/s) 5,000
# nodal variables 9
# can nodes per time step 6,724
# bar nodes per time step 3,364
Total # nodes per time step 10,088
# time steps 44
Total # can nodes 295,856
% salient can nodes 64.7
Table 9. Feature ranges for canister simulation.
Feature Minimum Maximum
DISPLX -7.2 1.4
DISPLY -5.5 1.5
DISPLZ -17.8 0.1
VELX -4,820 2,252
VELY -7,891 3,357
VELZ -8,862 3,287
ACCLX -1.75E+09 2.39E+09
ACCLY -2.47E+09 3.38E+09
ACCLZ -3.99E+09 3.02E+09
Ten physical variables are stored for each of 10,088 nodes within each time step. They are the
displacement on the X, Y, and Z axes; velocity on the X, Y, and Z axes; acceleration on the X, Y, and
Z axes; and “equivalent plastic strain” which is a metric for the stress on the surface of the canister
[84]. Equivalent plastic strain is not included in the training and test data sets. Instead, it was used
as a template for labeling the data. The physical and spatial characteristics are provided in Table 8
with the range of the canister data shown in Table 9.
For every time step, those pieces of the canister that have buckled and been crushed are marked
as salient. At the beginning of the simulation, before the impactor bar has made contact, there are
no salient nodes within the mesh. As time progresses and the canister collapses, more and more
nodes are marked salient.
The process of marking salient nodes within the mesh can be as precise as the expert demands.
However, a high level of precision requires a correspondingly high level of effort marking the data.
In order to model a practical scenario where an expert is more interested in saving time than catering
41
Figure 10. A mosaic of different views of the canister simulation as labeled by an expert is provided.
Timesteps 1, 15, 32, and 44 are shown from left to right, top to bottom. Red areas have been marked
salient.
to the nuances of Machine Learning, a fair amount of noise has been included in the class labels
by using tools which mark areas as salient rather than individual points since there are over 10,000
points per time step. Since the impactor bar and the canister are in such proximity, it is quite rea-
sonable to assume the bar will often have overlapping areas selected by the tools and be incorrectly
marked as salient. Different views of the ground truth for this simulation are provided in a mosaic
in Figure 10. Time steps 1, 15, 32, and 44 are shown with the salient regions colored in red and the
non-salient regions colored in blue. The impactor bar has been removed from the figure so as not to
obscure the view of the canister being crushed.
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Figure 11. A visualization of partitions of the casing data as distributed across compute nodes is
provided. There are five partitions each represented with different colors. A separate view of how
the bolts are partitioned is also shown.
4.3 The Casing Problem
The casing problem is an order of magnitude larger than the canister crush problem. In this data set,
a casing is dropped on the ground. The casing is composed of four main sections: the nose cone, the
body tube, the coupler, and the tail. The coupler connects the body tube and tail through a series of
ten bolts. The ground has also been modeled. The casing is dropped from a short height and lands
on the ground at an angle on the tail. This simulation records the stress across the entire device as
might be found were it to be accidentally dropped during transport, storage, etc.
The goal using this dataset is to discover which nodes in the simulation belong to bolts. When
dropped at an angle on the tail, one group of bolts will experience a tensile force, while the other
group of bolts will experience a compressive force. Each will also be subject to sheer forces. These
forces are expressed in many other sections of the casing as well. The physical characteristics of
the individual nodes modeling the bolts are not substantially different from those modeling the rest
of the casing. In other words, there is no a priori reason to assume some underlying feature of
“boltness” which would make this an easy problem.
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The data for each of the time steps is divided spatially according to the compute node to which
it is assigned. Figure 11 shows the partitioning both of the actual simulation, and an unimpeded
view of how the bolts are distributed. There is also a data set imbalance problem here, as those
data sets with four bolts are much larger than the data set with only two bolts. The partitioning is
performed lengthwise in five pieces across the cylindrical body so as to distribute the bolts across
compute nodes. The data is purposefully partitioned so that two of the partitions have never seen
any node from a bolt. This creates two one-class classifiers which must be carefully dealt with
by the voting algorithm during classification. Two of the sections contain four bolts, and the one
remaining section has only two bolts. An exploded view of the bolts and how they are partitioned
is also shown in this figure.
The physical and spatial characteristics are provided in Table 10. The properties of the partition-
ing for the casing data set are shown in Table 11. In order to calculate stress and other forces within
the simulation, the number of nodal attributes has more than doubled. The same motion variables of
displacement, velocity, and acceleration are present as in the canister data set. In addition, several
interaction variables are stored such as contact force, total internal force, total external force, and the
reaction force. The ranges for each of these attributes are shown in Table 12. A time step showing
the ground truth data is shown in Figure 12. The bolts are colored in red and represent the salient
nodes in this simulation. Anything which is not a bolt is colored in blue and not salient.
There are several important differences between this data set and the canister data set. There
is not a large change in the structure of the casing data as the simulation runs through time. The
change in the structure occurs mostly at the end of the simulation after some amount of sheer has
taken place. Since the structural changes are more subtle, the deformation of the casing simulation
turns out to be more difficult than the canister simulation to accurately mark. Instead, for this data
set it is considered sufficient merely to identify the bolts. During the simulation, nodes belonging to
all of the bolts are specifically designated as their own substructure within the simulation. Therefore,
labeling of those points is a trivial matter of setting all those nodes as salient, and hence the training
and test sets are labeled perfectly. Recall in the canister crush simulation, the ground truth was
subject to the inaccuracies inherent in the tools available to designate saliency.
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Figure 12. A visualization of the ground truth of the casing data is provided. As opposed to the
canister simulation, the casing simulation does not change much as the simulation progresses.
Table 10. Physical and spatial characteristics for the casing simulation.
# nodal variables 21
# time steps 21
# non-bolt nodes per time step 69,150
# bolt nodes per time step 5,603
Total # nodes per time step 74,753
Total # non-bolt nodes 1,452,150
Total # bolt nodes 117,663
Total # nodes 1,569,813
Total % of bolt nodes 7.5%
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Table 11. Partitioning characteristics for the casing simulation.
non-bolt bolt
# nodes in partition 1 per time step 19,458 2,272
# nodes in partition 2 per time step 10,297 0
# nodes in partition 3 per time step 6,738 1,059
# nodes in partition 4 per time step 11,379 0
# nodes in partition 5 per time step 21,278 2,272
Total # nodes in partition 1 408,618 47,712
Total # nodes in partition 2 216,237 0
Total # nodes in partition 3 141,498 22,239
Total # nodes in partition 4 238,959 0
Total # nodes in partition 5 446,838 47,712
Table 12. Feature ranges for the casing simulation.
Feature Minimum Maximum
DISPLX -2.62 5.00
DISPLY -0.24 0.23
DISPLZ -10.34 0.55
VELX -4306 7437
VELY -2108 5943
VELZ -11518 3922
ACCELX -1.30E+09 8.79E+09
ACCELY -1.47E+09 1.46E+09
ACCELZ -2.23E+09 3.29E+09
F-CONTACT-X -463.9 392.4
F-CONTACT-Y -469.1 478.6
F-CONTACT-Z -4917 2354
F-EXT-X -1550 877.2
F-EXT-Y -354.1 345.8
F-EXT-Z -2561 2329
F-INT-X -1550 877.0
F-INT-Y -470.0 473.1
F-INT-Z -4920 2354
REACT-X -558.3 596.4
REACT-Y -354.1 345.8
REACT-Z -165.4 2328
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Chapter 5
A Probabilistic Approach Using Majority Vote
This chapter introduces a new algorithm for learning on complex simulations. Namely, a method
is discussed for weighting classifiers based on the a priori knowledge of which partitions contain
salient data in their training sets and which do not. Experimental analysis showing the success of
this algorithm on simulation data for the canister and casing data is provided.
5.1 Majority Voting
Majority voting is a standard way of combining multiple classifier systems [85, 16, 18, 40]. In
pattern recognition, more accurate results are obtained as more classifiers are incorporated into the
vote. Mathematically, majority voting is well defined under several assumptions [86, 87]. Define
pi as the probability that any individual, i, is correct. The first assumption is that the accuracy of
all individuals in the group, G, is the same, pi = pj for all i, j ∈ G. It is also assumed that each
classifier is independent of the other. In such a case, the probability that the group produces a correct
binary decision PC over n classifiers, is a binomial distribution:
PC(n) = Σnm=k
(
n
m
)
pm(1− p)n−m (10)
where
k =
 n/2 + 1, if n is even(n+ 1)/2, if n is odd (11)
In addition, the Condorcet Jury Theorem [88, 87] provides bounds on PC for several cases of p
when n ≥ 3. When the decision is binary:
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1. If p > 0.5 then PC(n)→ 1 as n→∞.
2. If p = 0.5 then PC(n)→ 0.5 as n→∞.
3. If p < 0.5 then PC(n)→ 0 as n→∞.
This states that if all individuals make decisions which are independently erroneous and each
individual is better than 50% accurate on a 2-class problem (i.e. voting the opposite does not produce
more accurate results), the majority vote will converge to 100% accuracy.
Machine Learning violates these assumptions. The errors are frequently not independent, hence
the accuracy of the ensemble, PC(n), will not converge to 1. Of particular importance to this
dissertation, the accuracy rates are often not equal. In the general case, this is not a problem. In fact,
attempts to correct this problem by weighting classifiers according to accuracy has led to, at best,
extremely minimal gains and more often, extra processing time for no significant gain in accuracy
[89, 59]. Weighted classifiers are needed in only some specialized areas of Machine Learning such
as for incremental learning [89, 90, 91] and tracking concept drift in streams [92, 93, 94, 95]. It has
also been found to be useful in the problem of learning on spatially disjoint data [11].
5.2 Probabilistic Majority Voting
Because any algorithm must work on simulations where only a few compute nodes have salient ex-
amples, a simple majority vote algorithm may fail to classify any points as salient if the number of
compute nodes trained with salient examples is less than half of the number of compute nodes. The
problem is dealt with by using a weighted majority vote. In the learning stage, several ensembles of
classifiers are trained. On each compute node, a fast parallel ensemble technique, such as random
forests, is applied. Each of these classifier ensembles is then transferred to a single node. Classi-
fication of a test point within the simulation involves a vote of the predictions by each partition’s
ensemble.
Mathematically, a set of data partitions Di ∈ D is presented for training, generating classifiers
Ci(x). Let duj describe an example dj ∈ Di having class u. Any individual classifier Ci(x) may
not have been trained on an example with class u. The number of partitions containing at least one
example of u is calculated and referred to as Nu. That is, Nu = Σini(u) where
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ni(u) =
 1, if d
u
j ∈ Di for some dj ∈ Di
0, otherwise
(12)
Under the Probabilistic Majority framework, the chosen label of a new example x is
argmaxu(
Σi,Ci(x)=u(1)
Nu
) (13)
As an example, if 3 of 5 partitions contain salient examples and 5 of 5 partitions contain non-
salient examples, then the number of partitions capable of voting salient, Ns, is 3 and the number
of partitions capable of voting non-salient, Nn, is 5.
In the two class saliency determination problem, Equation (13) can be simplified from that
of an argmax problem to that of finding an appropriate threshold given the number of partition
ensembles predicting saliency Vs and the number of partition ensembles predicting non-saliency
Vn, the number of partition ensembles capable of predicting saliencyNs and the number of partition
ensembles capable of predicting non-saliency Nn. Specifically, a vote for saliency is obtained if:
Vs
Ns
>
Vn
Nn
(14)
Any unlabeled example is considered to be non-salient by default. Thus, unless an entire partition
is classified as salient, partitions capable of predicting saliency are also capable of predicting non-
saliency. This can be represented by writing Nn = Vs + Vn. It follows that a vote for saliency
occurs when
Vs
Ns
> VnNn
Vs
Ns
> Nn−VsNn
NnVs > NnNs − VsNs
NnVs + VsNs > NnNs
Vs(Nn +Ns) > NnNs
Vs >
NnNs
Nn+Ns
(15)
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Equation (15) allows the a priori calculation of the number of required saliency votes given pa-
rameters calculated during the training phase of the ensemble. Simplifying the calculation of a
probability to that of a threshold number of salient votes to be met is very convenient.
Consider the previous example where 3 of 5 partitions included salient examples in the partition,
and each of the 5 contained non-salient examples. By Equation (15), the number of partitions
required to vote salient in order to classify a node as salient is (3 · 5)/(3 + 5) = 15/8 ≈ 2.
Equation (15) can be easily shown to simplify back to that of a simple majority vote when
Nn = Ns.
Vs >
NnNs
Nn+Ns
Vs >
N2s
2Ns
Vs
Ns
> 12
(16)
It can also be shown that these equations can deal with risk. This may be important when the cost
of misclassifying a salient example is greater than the cost of misclassifying a non-salient example,
or vice versa. Let 0 < λ < 1 represent the risk of misclassifying a salient example, 0 < 1− λ < 1
the risk of misclassifying a non-salient example.
λ VsNs > (1− λ) VnNn
λ
1−λ
Vs
Ns
> Nn−VsNn
λ
1−λNnVs > NnNs − VsNs
λ
1−λNnVs + VsNs > NnNs
(17)
Without loss of generality, when λ > 0.5 greater weight is given to a salient classification:
λ > 0.5
2λ > 1
λ > 1− λ
λ
1−λ > 1
λ
1−λVsNs > VsNs
(18)
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Equation (18) can be used in (17) to obtain:
λ
1−λNnVs +
λ
1−λVsNs > NnNs
λ
1−λVs >
NnNs
Nn+Ns
(19)
Hence we have a linear scaling factor on Vs which allows for the incorporation of risk. As λ→
1, p(u = salient|x) → 1 and as λ → 0, p(u = salient|x) → 0. The standard threshold derived
from the Probabilistic Majority Vote is applied when λ = 0.5. For a scientist using visualization
tools, the value of λ could be adjusted simply with a slider bar, without any additional learning
requirements. This would provide for an actual visualization of the cost function λ.
5.3 Weighted Probabilistic Majority Voting
In the original formula for Probabilistic Majority Voting, one partition is used for training one
classifier that provides one vote. While this classifier could itself be an ensemble, still only the local
majority vote from that partition is considered. The details behind the number of classifiers voting
for each class is hidden.
The convenient threshold form can also be easily extended to handle a similar yet subtly different
problem of combining each of the individual partition ensembles into one conglomerate super-
ensemble. This conversion is done by redefining Vs as the total number of classifiers voting salient,
Vn as the total number of classifiers voting non-salient, Ns as the total number of classifiers which
could predict saliency, and Nn as the total number of classifiers which could predict non-saliency.
Under this framework, a weighted classification could be said to be produced by each ensemble.
Thus this method is called the Weighted Probabilistic Majority Vote.
5.4 Smoothing
In these simulations, scientists are directed to areas containing salient examples. In theory, scientists
would need to examine even those areas consisting of a single salient point. In practice, single point
regions of saliency are often not truly salient. Another problematic observation is that in a large
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simulation, these false regions of saliency are often scattered. In order for scientists to have faith in
the accuracy of the classification, it is very important to remove these spurious decisions.
In order to remove small salient regions, a two step algorithm is applied. First, the entire data
set is smoothed by storing at each point the average value of nearby points within a specified radius.
This changes the saliency value from a binary true/false classification to a floating point value be-
tween 0 (not salient) and 1 (salient). Following this, each point in the simulation is compared with a
threshold, and only if the threshold value is exceeded does that node become salient. In this fashion,
small salient regions surrounded by non-salient regions are eliminated. Likewise, small non-salient
regions within salient regions are converted to salient.
The choice of an appropriate threshold can be particularly daunting, and is largely dependent
on the choice of smoothing radius. In the case of a radius larger than that of the salient region,
the true salient region needs an appropriately low threshold in order to avoid removing the region
entirely. Likewise, the radius must be appropriately high in order to remove the small salient regions
which have been misclassified. Manual specification of a threshold is complicated even further
should different time steps require different thresholds. A robust solution would be to determine the
threshold automatically.
In gray-scale image binarization [96, 97, 98, 99], there are several algorithms for determining
the best threshold for which pixel values greater than a determined value are turned to white, and
pixel values lower than the threshold are turned black. A popular one, Otsu thresholding [96, 97],
creates a histogram of values and choses the best possible threshold which maximizes the between-
class variance (functionally equivalent to minimizing the within-class variance).
In this application of Otsu Thresholding, a time step having saliency values with a range [0,1]
is converted into a histogram of N bins. Each bin i contains the number of examples fi. The
probability of an example appearing in bin i is
Pi = fi/N (20)
For each threshold value of t = 1, 2, . . . , N the probability that an example appearing in bin i less
than or equal to t is
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ω1t =
t∑
i=1
Pi (21)
Likewise, the probability of an example appearing in a bin greater than t is
ω2t =
N∑
i=t+1
Pi (22)
These values can be used to calculate the means for the class of examples less than or equal to the
threshold, and the class of examples greater than the threshold.
µ1t =
1
ω1t
t∑
i=1
iPi
µ2t =
1
ω2t
N∑
i=t+1
iPi
(23)
The mean value for the entire time step can be calculated as
µT =
1
N
N∑
i=1
iPi (24)
Finally, the between class variance, σ2B , as derived by Otsu for threshold t is
σ2B,t = ω
1
t (µ
1
t − µT )2 + ω2t (µ2t − µT )2 (25)
The appropriate threshold to choose is the value of t which maximizes σ2B,t.
5.5 Experimental Design
Experiments were done on both the canister and the casing simulations. For each simulation, Proba-
bilistic Majority Voting (PMV), Weighted Probabilistic Majority Voting (wPMV) and testing using
all the data was done. While testing on all the data involves shifting data between compute nodes,
this experiment provided a useful benchmark. The number of classifiers was chosen such that dur-
ing prediction, approximately 1000 classifiers were voting on each data example. The open source
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software package OpenDT [55] was used for building random forest decision trees in parallel. Each
tree in the random forest tested only blg nc + 1 attributes at a given node and was built until leaf
purity. In the case of a tie vote between classifiers, the unknown class is predicted, since a def-
inite salient vote has not been determined. This allows for less “false positive” predictions, and
smoothing helps mitigate the effect of not having enough classifiers vote for saliency.
5.6 Train and Test Sets
There are many ways of breaking up the simulation into train and test sets, with two being examined
here. In method one, the data is broken up according to time step information. For each partition,
data present in the time steps are collapsed into two segments, a training set and a test set, according
to the time step number: odd time steps (1, 3, 5, . . . ) are used for training and even time steps (2,
4, 6, . . . ) are used for testing. In this fashion, half of the data is used for training, and the other
half of the data is used for testing. In the case of the can, these experiments utilize four partitions
each having two data sets, for a total of eight data sets. In the case of the bolt, five partitions each
having two data sets are created, for a total of ten data sets. Predictions from classifiers learned on
the training sets are combined via PMV or wPMV to predict saliency. When training on all the data,
the individual training sets are combined into a single training set, and the ensemble predicts the
saliency.
In method two, an out-of-partition scheme is developed where each partition serves as a test set
for classifiers trained on the other partitions. Specifically, a partition is used to create classifiers and
then those classifiers are used to predict each of the remaining partitions. This process is repeated
until all partitions have been used for training and all partitions have been tested on by P − 1
partitions. For example, when there are four partitions, classifiers from partitions P1, P2, P3 vote on
P4; classifiers from partitions P1, P3, P4 vote on P2; etc. For PMV and wPMV, the out-of-partition
votes are combined to make a single ensemble prediction. When training on all of the data, the
individual partitioned training sets are combined. Continuing with the above example, this means
classifiers trained on P1 ∪ P2 ∪ P3 vote on P4; classifiers trained on P1 ∪ P3 ∪ P4 vote on P2; etc.
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5.7 Canister Odd/Even Experiments
In this section, the simulation is broken into train and test sets according to time step number: train-
ing occurs on the odd time steps and testing occurs on the even time steps. Prediction occurs using
1000 decision trees generated via the random forests algorithm. In the case of PMV and wPMV,
250 classifiers are generated on each of the four partitions for all of the odd time steps. During
prediction, all 1000 classifiers vote on every even time step. Since every node contains both salient
and non-salient examples, PMV and wPMV simplify to a majority vote of the ensemble predictions
and classifier predictions respectively. When using all of the data, 1000 trees are generated from
data obtained on all odd time steps, and they are used to predict on the even time steps. The nodal
accuracy for each method is recorded. Predicted saliency values are then smoothed using a radius
of 1 inch and thresholded automatically via Otsu thresholding. Screenshots of the simulation are
provided for comparison on time steps throughout the simulation in Figures 13, 14, and 15. The
nodal accuracy for both the unsmoothed and the smoothed versions are shown in Tables 13 and 14.
In every case, using all of the data provides for more accurate classification. This shows the
unfortunate predicament of only being able to train on a partition’s local data. PMV was more likely
to classify an example as not salient than was wPMV. This is explained by the choice of how ties are
broken, all to unsalient. PMV is using four individual predictions whereas wPMV is using 1000.
Therefore it is much more likely that a tie will occur for PMV than for wPMV. The overall accuracy
for wPMV is higher than that of PMV, but for this problem that can be again explained by the tie
breaking procedure, as there are more salient examples than non-salient examples in this simulation.
In comparing the three figures, the similarities are profound. They each seem to be capturing the
same concept of the crushed canister nodes. The accuracy differences seem to originate from the
fine detail of exactly how “crushed” a node has to be before it is classified as salient.
Smoothing increases the accuracy of both the true positive and the false negative results. The
number and percentage of differences are very small, usually around 0.5%. The smoothness of
the resulting canister figures shows that the smoothing algorithm has done well at connecting the
individual regions and removing salient speckle from the simulation.
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Table 13. The unsmoothed nodal accuracy results for the canister simulation for the odd/even ex-
periments are provided. For each true class, the percentage of correctly and incorrectly classified
examples is shown beneath the nodal counts. The overall accuracy is also given.
True Predicted PMV wPMV All
Class Class
Unsalient Unsalient 89776 87906 91772
89.87% 87.99% 91.86%
Unsalient Salient 10123 11993 8127
9.13% 12.01% 8.14%
Salient Unsalient 11267 6760 6563
9.23% 5.54% 5.38%
Salient Salient 110770 115277 115474
90.77% 94.46% 94.62%
Overall 90.36% 91.55% 93.38%
Table 14. Smoothed nodal accuracy results for the canister simulation for the odd/even experiments
are provided. For each true class, the percentage of correctly and incorrectly classified examples is
shown beneath the nodal counts. The overall accuracy is also given.
True Predicted PMV wPMV All
Class Class
Unsalient Unsalient 89827 88204 91940
90.68% 88.29% 92.03%
Unsalient Salient 10072 11695 7959
10.23% 11.71% 7.97%
Salient Unsalient 10503 6285 6001
8.61% 5.15% 4.92%
Salient Salient 111534 115752 116036
91.39% 94.85% 95.08%
Overall 90.73% 91.90% 93.71%
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Figure 13. An image mosaic of predicted saliency after smoothing on the canister simulation using
Probabilistic Majority Voting on time steps 10, 22, 32, and 44 for the odd/even experiments is
provided. Time step order is from left to right, top to bottom. Salient nodes are colored in red and
non-salient nodes in blue.
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Figure 14. An image mosaic of predicted saliency after smoothing on the canister simulation using
Weighted Probabilistic Majority Voting on time steps 10, 22, 32, and 44 for the odd/even experi-
ments is provided. Time step order is from left to right, top to bottom. Salient nodes are colored in
red and non-salient nodes in blue.
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Figure 15. An image mosaic of predicted saliency after smoothing on the canister simulation using
all the data on time steps 10, 22, 32, and 44 for the odd/even experiments is provided. Time step
order is from left to right, top to bottom. Salient nodes are colored in red and non-salient nodes in
blue.
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5.8 Canister Out-of-Partition Experiments
In this section, partitions which were not used for training are tested on. Prediction occurs using
approximately 1000 decision trees generated via the random forests algorithm. In the case of PMV
and wPMV, 333 classifiers are generated on each of the four partitions. During prediction, each
partition is voted on by the classifiers that were not trained on that partition. Thus each partition
is voted on by 3 · 333 classifiers. Since every node contains both salient and non-salient examples,
PMV and wPMV simplify to a majority vote of the ensemble predictions and classifier predictions
respectively. When using all of the data, 1000 trees are generated from data appearing in three of
the four partitions. The held-out partition is then voted on using those 1000 trees. This process is
repeated until all partitions have been classified. The nodal accuracy for each method is recorded.
Predicted saliency values are then smoothed using a radius of 1 inch and thresholded automatically
via Otsu thresholding. Screenshots of the simulation are provided for comparison on time steps
throughout the simulation in Figures 16, 17, and 18. The nodal accuracy for both the unsmoothed
and the smoothed versions are shown in Tables 15 and 16.
In these experiments using all the data is once again more accurate than using wPMV which is
more accurate than using PMV. In this case though, the difference between using PMV and wPMV
is very small. This experiment does not have the same tie breaking issues as was seen in the odd/even
experiments for PMV, a likely explanation for the closer accuracy results between PMV and wPMV.
In all cases, smoothing again increases the accuracy rate of the true positives and true negatives.
The increase in overall accuracy due to smoothing is approximately 0.5%. Looking at the mosaics
of the time steps shows that the resulting predictions are mostly large single regions of saliency,
without appreciable speckling. These experiments were evidently a bit more difficult to learn as the
accuracy dropped between 1-2% for each learning algorithm.
5.9 Casing Odd/Even Experiments
The same odd/even experiments used in the canister simulation are repeated here for the casing
simulation. That is, the odd time steps (1, 3, 5, . . . ) are reserved for training and the even time
60
Table 15. Unsmoothed nodal accuracy results for the canister simulation for the out-of-partition
experiments are provided. For each true class, the percentage of correctly and incorrectly classified
examples is shown beneath the nodal counts. The overall accuracy is also given.
True Predicted PMV wPMV All
Class Class
Unsalient Unsalient 171679 172752 173880
84.56% 85.08% 85.64%
Unsalient Salient 31356 30283 29155
15.44% 14.92% 14.36%
Salient Unsalient 17295 15986 10691
7.18% 6.64% 4.44%
Salient Salient 223542 224851 230146
92.82% 93.36% 95.56%
Overall 89.04% 89.58% 91.02%
Table 16. Smoothed nodal accuracy results for the canister simulation for the out-of-partition ex-
periments are provided. For each true class, the percentage of correctly and incorrectly classified
examples is shown beneath the nodal counts. The overall accuracy is also given.
True Predicted PMV wPMV All
Class Class
Unsalient Unsalient 172944 173382 174731
85.18% 85.40% 86.06%
Unsalient Salient 30091 29653 28304
14.82% 14.60% 13.94%
Salient Unsalient 16028 15037 8821
6.66% 6.24% 3.66%
Salient Salient 224809 225800 232016
93.34% 93.76% 96.34%
Overall 89.61% 89.93% 91.64%
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Figure 16. An image mosaic of predicted saliency after smoothing on the canister simulation using
Probabilistic Majority Voting on time steps 10, 22, 32, and 44 for the out-of-partition experiments
is provided. Time step order is from left to right, top to bottom. Salient nodes are colored in red and
non-salient nodes in blue.
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Figure 17. An image mosaic of predicted saliency after smoothing on the canister simulation using
Weighted Probabilistic Majority Voting on time steps 10, 22, 32, and 44 for the out-of-partition
experiments is provided. Time step order is from left to right, top to bottom. Salient nodes are
colored in red and non-salient nodes in blue.
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Figure 18. An image mosaic of predicted saliency after smoothing on the canister simulation using
all the data on time steps 10, 22, 32, and 44 for the out-of-partition experiments is provided. Time
step order is from left to right, top to bottom. Salient nodes are colored in red and non-salient nodes
in blue.
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steps (2, 4, 6, . . . ) for testing. Once again, prediction occurs using approximately 1000 decision
trees generated via the random forests algorithm. Since there are five partitions in this simulation,
data from each partition is used to learn 200 classifiers. In the case of PMV and wPMV, only 3
partitions will ever see salient examples. Therefore, the number of partitions predicting saliency for
PMV must be greater than or equal to (3 · 5)/(3 + 5) ≈ 2. Likewise for wPMV, the number of
partitions predicting saliency must be greater than or equal to (600 · 1000)/(600 + 1000) = 375.
For experiments using all the data, 1000 classifiers are generated on all the data throughout each
odd time step, and prediction occurs on each even time step. The nodal accuracy for each method
is recorded. Predicted saliency values are then smoothed using a radius of 2 inches and thresholded
automatically via Otsu thresholding. Screenshots of the simulation are provided for comparison on
time steps throughout the simulation in Figures 19, 20, and 21. The nodal accuracy for both the
unsmoothed and the smoothed versions are shown in Tables 17 and 18.
The results for the casing simulation show that PMV is more likely to result in a salient vote
than any of the other algorithms. Unfortunately, this results in large regions of non-salient examples
being classified as salient. This is borne out in the table results and plainly visible in the figures. On
the other hand, PMV does seem to find each of the bolts and label them mostly full after smoothing.
The results for wPMV and all the data look very similar. On the last time step, wPMV labels only
about 1/3 of one of the bolts, whereas using all of the data labels that bolt fully.
Once again the Otsu smoothing algorithm improves the accuracy of each training algorithm.
This time however, the accuracy difference between smoothed and unsmoothed for PMV and wPMV
is much larger. The accuracy increase for wPMV for true positives is 3.6% and for PMV it is 11.6%.
As neither of these increases produce a lower true negative accuracy, this is a welcomed improve-
ment. Using all the data only produced a true positive increase of 0.1%. Interestingly PMV had a
lower true positive accuracy than both wPMV and all the data before smoothing, as well as a higher
true positive rate after smoothing. Most likely PMV was able to speckle each bolt with salient pre-
dictions such that the smoothing algorithm was able to fill in the gaps. Unfortunately, PMV still had
the highest false positive rate.
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Table 17. Unsmoothed nodal accuracy results for the casing simulation for the odd/even experiments
are provided. For each true class, the percentage of correctly and incorrectly classified examples is
shown beneath the nodal counts. The overall accuracy is also given.
True Predicted PMV wPMV All
Class Class
Unsalient Unsalient 678953 686275 686450
98.19% 99.24% 99.27%
Unsalient Salient 12547 5225 5050
1.81% 0.76% 0.73%
Salient Unsalient 9667 8228 5673
17.25% 14.68% 10.12%
Salient Salient 46363 47802 50357
82.75% 85.32% 89.88%
Overall 97.03% 98.20% 98.57%
Table 18. Smoothed nodal accuracy results for the casing simulation for the odd/even experiments
are provided. For each true class, the percentage of correctly and incorrectly classified examples is
shown beneath the nodal counts. The overall accuracy is also given.
True Predicted PMV wPMV All
Class Class
Unsalient Unsalient 679285 686376 686558
98.23% 99.26% 99.29%
Unsalient Salient 12215 5124 4942
1.77% 0.74% 0.71%
Salient Unsalient 3153 6212 5622
5.63% 11.09% 10.03%
Salient Salient 52877 49818 50408
94.37% 88.91% 89.97%
Overall 97.94% 98.48% 98.59%
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Figure 19. An image mosaic of predicted saliency after smoothing on the casing simulation using
Probabilistic Majority Voting on time steps 6, 10, 16, and 20 for the odd/even experiments is pro-
vided. Time step order is from left to right, top to bottom. Salient nodes are colored in red and
non-salient nodes in blue.
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Figure 20. An image mosaic of predicted saliency after smoothing on the casing simulation using
Weighted Probabilistic Majority Voting on time steps 6, 10, 16, and 20 for the odd/even experiments
is provided. Time step order is from left to right, top to bottom. Salient nodes are colored in red and
non-salient nodes in blue.
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Figure 21. An image mosaic of predicted saliency after smoothing on the casing simulation using
all the data on time steps 6, 10, 16, and 20 for the odd/even experiments is provided. Time step
order is from left to right, top to bottom. Salient nodes are colored in red and non-salient nodes in
blue.
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5.10 Casing Out-of-Partition Experiments
The same out-of-partition experiments used in the canister simulation are repeated here for the
casing simulation. Once again, prediction occurs using approximately 1000 decision trees generated
via the random forests algorithm. Since there are five partitions in this simulation (of which one
will be held out each iteration), each partition has 250 classifiers learned on its data. In the case
of PMV and wPMV, only 3 partitions will ever see salient examples. Calculating the number of
salient votes required to predict saliency becomes a bit more complex in these experiments. If
the out-of-partition example comes from one of the partitions which did not see salient examples,
then 3 of the 4 partitions in training included salient examples in the training. In the case of PMV,
greater than or equal to (3 · 4)/(3 + 4) ≈ 2 ensembles must predict saliency, and in the case
of wPMV, greater than (750 · 1000)/(750 + 1000) ≈ 429 classifiers must predict saliency. On
the other hand, when the out-of-partition example comes from one of the partitions which did see
salient examples, then 2 of the 4 partitions were trained on salient examples. For PMV, the saliency
requirement does not change since (2 · 4)/(2 + 4) ≈ 2. In the case of wPMV, greater than or
equal to (500 · 1000)/(500 + 1000) ≈ 334 classifiers must predict saliency. For experiments
using all the data, 1000 classifiers are generated on each set of four partitions and tested on the
held-out partition. The nodal accuracy for each method is recorded. Predicted saliency values
are then smoothed using a radius of 2 inches and thresholded automatically via Otsu thresholding.
Screenshots of the simulation are provided for comparison on time steps throughout the simulation
in Figures 22, 23, and 24. The nodal accuracy for both the unsmoothed and the smoothed versions
are shown in Tables 19 and 20.
In these experiments, there are many more missed bolts in the simulation using PMV, wPMV,
and all the data. The difference in results when compared to the odd/even experiments suggest that
each of the bolts is behaving a bit differently. Further, the bolts which are most likely to be missed
are those on the outer partitions, especially the two bolts on either side which are further from the
others. Both of these observations suggest that each bolt is more like its neighbor than any other
bolt in the simulation.
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Table 19. Unsmoothed nodal accuracy results for the casing simulation for the out-of-partition ex-
periments are provided. For each true class, the percentage of correctly and incorrectly classified
examples is shown beneath the nodal counts. The overall accuracy is also given.
True Predicted PMV wPMV All
Class Class
Unsalient Unsalient 1448761 1449300 1448694
99.77% 99.80% 99.76%
Unsalient Salient 3389 2850 3456
0.23% 0.20% 0.24%
Salient Unsalient 27549 29108 21494
23.41% 24.74% 18.27%
Salient Salient 90114 88555 96169
76.59% 75.26% 81.73%
Overall 98.03% 97.96% 98.41%
Table 20. Smoothed nodal accuracy results for the casing simulation for the out-of-partition ex-
periments are provided. For each true class, the percentage of correctly and incorrectly classified
examples is shown beneath the nodal counts. The overall accuracy is also given.
True Predicted PMV wPMV All
Class Class
Unsalient Unsalient 1448478 1448996 1448484
99.75% 99.78% 99.75%
Unsalient Salient 3672 3154 3666
0.25% 0.22% 0.25%
Salient Unsalient 24078 24534 17928
20.54% 20.85% 15.24%
Salient Salient 93129 93129 99735
79.46% 79.15% 84.76%
Overall 98.23% 98.24% 98.62%
The propensity of PMV and wPMV to not vote as many bolt nodes as salient bolsters their true
negative accuracy rate, allowing the true negative accuracy rate of wPMV to overtake that of using
all the data. The true positive rate when using all the data is 5-6% higher than that of PMV or
wPMV. Nonetheless, the use of all the data still misses entire bolts from the simulation.
The smoothing results show a very slight decrease in true negative accuracy (the largest differ-
ence being 0.02%). In return, each of the true positive rates increases by 3-4%. Considering the
difficulty in this experiment with finding bolts, this is likely a welcomed trade-off.
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Figure 22. An image mosaic of predicted saliency after smoothing on the casing simulation using
Probabilistic Majority Voting on time steps 6, 10, 16, and 20 for the out-of-partition experiments is
provided. Time step order is from left to right, top to bottom. Salient nodes are colored in red and
non-salient nodes in blue.
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Figure 23. An image mosaic of predicted saliency after smoothing on the casing simulation using
Weighted Probabilistic Majority Voting on time steps 6, 10, 16, and 20 for the out-of-partition
experiments is provided. Time step order is from left to right, top to bottom. Salient nodes are
colored in red and non-salient nodes in blue.
73
Figure 24. An image mosaic of predicted saliency after smoothing on the casing simulation using
all the data on time steps 6, 10, 16, and 20 for the out-of-partition experiments is provided. Time
step order is from left to right, top to bottom. Salient nodes are colored in red and non-salient nodes
in blue.
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Chapter 6
A Semi-Supervised Incremental Approach
A typical Machine Learning problem exists in a static environment. That is, all of the data that
can be trained on is available during the “Learning Phase” and all of the testing can be performed
in the “Testing Phase”. The algorithm from the previous chapter is readily applicable to that en-
vironment, and the simulation problem can be readily converted to fit that scheme. In making this
conversion though, relevant and potentially valuable information about the future saliency of nodes
is dismissed. A salient node in one time step is likely to be again be salient in the next time step.
6.1 Semi-Supervised Methods
Most training sets must be manually labeled by a domain expert in order to provide an inductive
learner with the necessary data to generate a classifier. For large data sets, particularly those with
many examples, this process can become both time-consuming and tedious for the domain expert.
The amount of labeled data required for accurate classification is difficult to determine prior to clas-
sifier generation, and increases rapidly with the scaling of the number of attributes and/or classes.
Semi-supervised learning uses existing labeled data in conjunction with unlabeled data to gener-
ate more accurate classifiers than using the labeled data alone. It achieves this, in part, by providing
labels for new examples which have not yet been classified by an expert. The foundation for semi-
supervised classification is built around accurately modeling the problem which is to be solved.
Clearly, providing an excess of incorrect labels to the unlabeled data will introduce noise into the
inductive learner and adversely affect the choice of decision boundaries. It has been found that most
attempts at using semi-supervised classification shifts the responsibility of a domain expert from
labeling data to choosing the best model which fits the data [100]. Not all algorithms are successful
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in new domains. As an example, the accuracy of Hidden Markov Models in lexical analysis can be
reduced through select semi-supervised learning algorithms [101, 102].
There are several common practices in the design of semi-supervised learning algorithms. In a
generative model, the unlabeled data is clustered, and then assigned to the most likely class chosen
from the manually labeled examples. There are a multitude of methods by which this data may
be clustered. A “soft” clustering can be performed using an Expectation Maximization (EM) algo-
rithm in order to estimate the parameters of the underlying distributions. The mixture of Gaussian
model, or the mixture of multivariate Bernoulli models are representative. In theory, if the model
assumption is correct, unlabeled data examples are guaranteed to improve accuracy [103, 104, 105].
If the model assumption is not correct, accuracy can be negatively effected, as derived in [106].
By incorporating active learning, where the domain expert participates in providing labels for al-
gorithmically chosen samples, a more accurate application of the EM algorithm can be obtained
[107].
Another method for semi-supervised learning is referred to as co-training. In co-training, mul-
tiple models which can provide an estimate of the confidence in their prediction are generated from
the labeled data. Some or all of the unlabeled data is then classified according to the classifiers,
and the most confidently predicted examples are inserted into the labeled training sets with the pre-
dicted class labels. Many papers have been written which utilize this methodology. In [108, 109],
the attributes of the labeled training set are disjointly partitioned into two subsets which are used
for training two classifiers. If the class of an unlabeled example can be confidently determined by
one classifier, then that example is recursively added to the training set of the other classifier. In
order for this method to work, the partitioning of the attribute space must be such that the attribute
groups are not well correlated. In general, co-training can only work if the individual classifiers
are independent [110]. In [111], rather than partition the attributes, the full set of labeled data is
provided to both a top-down decision tree creator ID3 [12] and a bottom-up decision graph creator
HOODG [112]. This work was further extended to consider an ensemble of greater than two classi-
fiers, wherein the example was included in the training data if the majority of classifiers confidently
agreed upon the predicted class label [113].
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Finally, there is the method of self-training, in which a classifier is built on the labeled data,
and used to classify some portion of the unlabeled data. Typically the most confidently predicted
examples are then recursively inserted into the training set and a new classifier generated. In [114],
self-training was applied to the problem of deciphering context in written words, such as whether
“crane” is referring to a bird or a machine. The application of semi-supervised learning to this
problem is particularly fitting because of several known properties of word usage. Surrounding
words around the target word provide a strong sense as to its meaning. Therefore, higher accuracy
is obtained by incrementally adding (also called tagging) words which are found close to the target
word. Except for some specific words (such as “sake” meaning either the alcoholic beverage or
a benefit), accuracy using only two manually tagged words was on par with that of using a fully
labeled training set. Using the dictionary definition of the word produced slightly higher accuracy.
An increase in accuracy over supervised learning was obtained by increasing the confidence of all
tagged words in a document if there was high confidence in any tagged word in the document. This
was successful because target words are not often used in multiple contexts [115].
Self-training has also been used in object detection systems in order to reduce labeling associ-
ated with the large number of variations an object in a photograph may take [116]. A significant
conclusion of their work was that the measure of confidence from the classifier in the predictions
was not especially beneficial to increasing accuracy. Another measure, which they called the MSE
selection metric, performed much better. In this metric, the relative value of a newly labeled ex-
ample is determined by calculating the distance between said example and the groups of existing
labeled examples in feature space (whether or not those labels came from an expert, or via semi-
supervised classification). The confidence metric resulted in a steady decrease in accuracy, whereas
the MSE metric resulted in an overall increase in accuracy. The authors claim the confidence metric
and batch EM algorithms are particularly weak in this domain because the data distribution of the
sample is inherently not representative of the underlying distribution of the data. The authors pro-
vide an example which shows how self-training with a confidence metric can negatively change the
underlying distribution of the data for a class from that of its initial manually labeled distribution.
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Semi-supervised learning is designed to take advantage of unlabeled data, and is particularly rel-
evant when the quantity of unlabeled data is large. Unfortunately, most of the research has focused
on small data sets [100]. The scalability of such semi-supervised learning algorithms has largely
been left unaddressed. In the following section, a scalable and accurate semi-supervised learning
algorithm is applied to the large casing data set which has more than one million examples.
6.2 A Semi-Supervised Self-Training Algorithm
The problem of determining saliency has an analogue in the Operating Systems problem of deter-
mining page file allocation and replacement strategies [117, 118]. Spatial locality states that a page
and its neighbors once accessed are likely to be accessed again in the near future. Temporal locality
states that pages which have recently been used are likely to be reused in the future. Spatial locality
can readily be applied to the simulation data via smoothing of the class labels. That is, after the
testing phase has been completed, the saliency of every node is a function of the saliency of itself
and its neighbors. The use of this was shown in the previous chapter. Temporal smoothing would
also be possible. Namely, the saliency of every node is a function of the saliency of itself, and its
past and future selves.
While temporal smoothing would certainly be applicable in most problems, there are instances
where it would not. For example, in a fluid dynamics problem, the liquid nodes are often changing
location while the liquid container does not. Suppose fluid nodes are only salient when located in
a certain static area of the system. In an enclosed circuit, nodes would change from salient to non-
salient and repeat this cycle for each loop through the circuit. Temporal smoothing could change
the entire liquid substructure to salient (or not salient), harming the accuracy. In reconsidering the
Operating System analogy, temporal locality is not exhibited when the access pattern is sporadic,
such as in a SQL database. The properties of the fluid nodes in feature space as it passes through
the salient region of the container could likewise appear random. A more universal approach which
takes advantage of temporal locality is needed.
In the following semi-supervised self-training algorithm, the user presents to the learner a subset
of labeled data. The subset consists of several time steps from the beginning of the simulation. The
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learner uses these time steps to predict a small number of future time steps. The predicted future
time steps are smoothed spatially. Learning then starts again from the beginning, this time learning
on the additional predicted and smoothed time steps. This process continues recursively until all
data has been labeled.
Define Ti ∈ T as a time step in the simulation, and Ti,j an example j in Ti. T ui,j is the class label
of Ti,j . Let n be the number of time steps which are originally labeled by an expert andm the total
number of time steps. Classifier Ci(x) is a classifier which has been trained on T1 . . . Tm−1. The
semi-supervised learning algorithm is shown in Algorithm 2. Though this algorithm increments one
time step at a time, a multiple step increment could also be specified. We refer to this algorithm as
the Semi-Supervised Incremental (SSI) algorithm.
Algorithm 2 The Semi-Supervised Incremental (SSI) Learning Algorithm.
1: Initially Ti for all i ≤ n are labeled
2: i← n
3: while i < m do
4: Learn Ci(x) on T1 . . . Ti
5: Predict T uk,j = Ci(Tk,j) for all j and k ≤ i+ 1
6: Smooth Tk spatially for all k ≤ i+ 1
7: Perform Otsu thresholding on Tk for all k ≤ i+ 1
8: i← i+ 1
9: end while
In the following section, the application of the SSI algorithm produces very nice results despite
the initial lack of training data. Since labeled data can be tedious to obtain, this is a desirable
property.
6.3 Experiments
The free open source software package “OpenDT” [55] was used to generate random forest trees in
parallel on the casing simulation. Each of the trees was built to leaf purity or until no additional splits
could be made. The first third of the data (seven time steps) was labeled and used for training and the
final two-thirds (14 time steps) was initially unlabeled and used for testing. Learning occurred on the
first seven time steps and predictions were made on the eighth. Subsequently learning occurred on
the first eight time steps and predictions were made on the ninth, and so forth. A total of 1000 trees
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were created on every block of time steps, 200 per each of the 5 partitions. The individual ensemble
predictions were combined via PMV. In the previous chapter, Probabilistic Majority Voting was
shown to be less accurate than wPMV in classifying the casing simulation. Ideally the application
of the SSI algorithm would help the accuracy of PMV to meet or exceed that of wPMV or using all
the data.
After building an ensemble of classifiers on each group of time steps, the predictions for the
following time steps are smoothed, thresholded via Otsu’s algorithm, and recorded. In these ex-
periments, the trees were used to predict and smooth all of the remaining time steps. This is not
necessary for the SSI learning algorithm, where only the next time step needs to be predicted and
smoothed. The extra predictions were obtained because they allowed for analyzing how later pre-
dictions changed as a function of time.
Figure 25 shows the final predictions made by the SSI algorithm on four different time steps.
Time step 8, the first time step after which labeled training data has been provided, will have bolts
that are very similar physically. Time step 21, the last time step in the simulation and furthest in time
from the labeled data, will have bolts that have undergone the most amount of change physically.
Two intermediate time steps, 12 and 16, are also included in the mosaic.
For comparison purposes, Figure 26 shows the result when not using the SSI algorithm. Instead,
the first seven time steps are used for training, and each of the remaining time steps are predicted via
PMV. Figure 27 does not use the SSI algorithm either, but uses the entire unpartitioned amount of
data on the first seven time steps. In all of these figures, the resulting predictions have been smoothed
and Otsu thresholded just as in the case of the SSI algorithm. As smoothing and thresholding have
already been shown to increase accuracy, this process is necessary for a fair comparison. Table 21
provides an accuracy comparison.
6.4 Further Analysis of SSI Learning
Semi-supervised learning is a process by which additional labeled examples are added to the training
set. The number of additional examples to be added to the training set is fixed based on the number
of nodes in the time step of the simulation. The choice of class label for those new examples is
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Figure 25. An image mosaic of predicted saliency after using the SSI algorithm on the casing simu-
lation with Probabilistic Majority Voting is provided. Timesteps shown are 8, 12, 16, and 21. Time
step order is from left to right, top to bottom. Salient nodes are colored in red and non-salient nodes
in blue.
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Figure 26. An image mosaic of predicted saliency without the SSI algorithm on the casing simula-
tion using Probabilistic Majority Voting is provided. Timesteps shown are 8, 12, 16, and 21. Time
step order is from left to right, top to bottom. Salient nodes are colored in red and non-salient nodes
in blue.
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Table 21. Smoothed nodal accuracy results for the casing simulation using the SSI algorithm and
other approaches are provided. For each true class, the percentage of correctly and incorrectly
classified examples is shown beneath the nodal counts. The overall accuracy is also given.
True Predicted PMV PMV All
Class Class SSI No SSI No SSI
Unsalient Unsalient 959818 927364 955061
99.14% 95.79% 98.65%
Unsalient Salient 8282 40736 13039
0.86% 4.21% 1.35%
Salient Unsalient 316 34 4009
0.40% 0.04% 5.11%
Salient Salient 78126 78408 74433
99.60% 99.96% 94.89%
Overall 99.18% 96.10% 98.37%
Figure 27. An image mosaic of predicted saliency without the SSI algorithm using all the data is
provided. Timesteps shown are 8, 12, 16, and 21. Time step order is from left to right, top to bottom.
Salient nodes are colored in red and non-salient nodes in blue.
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subject to two processes. First, the decision trees label the nodes of the simulation. Next, the
smoothing and thresholding algorithms extend large regions of saliency and remove small regions
of saliency. Since predicting one time step ahead is easy compared with predicting multiple time
steps ahead, the hope is that small steps through the data will lead to better results overall.
In Figure 28, predictions made on the final time step are shown as SSI learning occurs. In the
first image, the first seven manually labeled time steps are being used to predict the final time step.
In the second image, the first seven manually labeled time steps plus the next four self-labeled time
steps are being used to predict the final time step. Initially the results are quite poor, as expected.
As SSI learning proceeds, the results clearly improve. By time step 15, very reasonable predictions
are being made on the final time step.
Further analysis is provided in the form of graphs by observing the changes in true positives and
true negatives (Figure 29), and false positives and false negatives (Figure 30) as SSI learning incre-
ments. The first seven time steps have been manually labeled and are not included in the figures. As
in Figure 28, the change in the predictions of the final time step is observed with reference to the
last time step used in SSI learning. The percentage of true negatives (non-salient nodes marked as
non-salient) steadily increases. The number of true positives (salient regions predicted as salient),
is slightly reduced between the beginning and end of the simulation.
During the intermediate time steps 13-16, the percentage of true positives demonstrates a clear
dip in accuracy. At approximately time step 13, the bolts begin to shear, a physical process which
the labeled data does not include. The same errors are made in this region whether or not SSI
learning is used, and whether or not the data is partitioned. It is notable these errors are removed
after training on later time steps.
False positive predictions (non-salient nodes marked as salient) and false negative predictions
(salient nodes marked as non-salient) correlate precisely with true negative and true positive predic-
tions, respectively. Hence the large dip in true positive accuracy between intermediate time steps
will be mirrored by a spike in false negative error. The overall increase in accuracy is largely ex-
plained by the reduction in false positive error. Indeed, the false negative error actually increases
slightly. Given that false positive error will direct scientists to explore areas of the simulation with
84
Figure 28. An image mosaic of predicted saliency showing SSI learning using PMV as time pro-
gresses forward is provided. Each image is of the final time step. Each image shows the predictions
on the final time step after learning on 7, 11, 15, and 20 time steps. Only the first 7 time steps used
labeled data. Time step order is from left to right, top to bottom. Salient nodes are colored in red
and non-salient nodes in blue.
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Figure 29. True positive versus true negative accuracy on the final time step after SSI learning
processes self-labeled data.
Figure 30. False positive versus false negative error on the final time step after SSI learning processes
self-labeled data.
86
no value, this is immensely beneficial. In practice, a scientist intending to trace a concept through a
simulation is more likely to prefer correctly identifying other instances of that concept than sorting
through numerous “red herrings”.
The trends in error on the final time steps largely characterize the whole of the simulation.
The same methods for producing the previous graphs are duplicated in producing a graph which
characterizes performance across the entire simulation. Figures 29 and 30 show the same large
reduction in false positive error at the slight expense of true negative accuracy. The trends are less
amplified throughout the whole simulation due to the number of time steps closer to the data labeled
by the expert.
Finally, the number of time steps which the SSI algorithm increments by in the prediction/retraining
phase can be increased to consider multiple time steps. It is possible to predict n time steps and then
choose the examples from those time steps with labels to include in the training set. Then retraining
can be done. All of the examples, or a representative set, or the best set of examples by some criteria
can be chosen to add to the training set in the same way as would be done when looking only one
time step ahead. An advantage of this is an increase in overall speed as a result of not classifying
and retraining every intermediate time step. As the number of time steps to increment approaches
the full number of time steps remaining in the simulation, the algorithm approaches PMV. We might
therefore expect that the accuracy of skipping multiple time steps is lower bounded by that of PMV.
The casing simulation was experimented upon using the out-of-partition strategy. The number
of time steps is incremented by two for each prediction/retraining iteration. The results are provided
in Table 22. The number of false positives and false negatives has increased, resulting in a net loss
of 0.61%. The overall accuracy is still better than using the unpartitioned data, but only by 0.20%.
PMV without SSI produces an accuracy of 96.20%, hence a reduction in running time of about 50%
was obtained without significantly harming the classificaiton accuracy.
6.5 Removing the Unknown
Most of the semi-supervised learning algorithms use less than the full amount of data for training.
Under the typical semi-supervised paradigm, each time step would have only its most confidently
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Figure 31. True positive versus true negative accuracy across all time steps after SSI learning pro-
cesses self-labeled data.
Figure 32. False positive versus false negative error across all time steps after SSI learning processes
self-labeled data.
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Table 22. Smoothed nodal accuracy results for the casing simulation using the SSI algorithm in-
crementing by multiple time steps. For each true class, the percentage of correctly and incorrectly
classified examples is shown beneath the nodal counts. The overall accuracy is also given.
True Predicted SSI SSI All
Class Class Inc 1 Inc 2 No SSI
Unsalient Unsalient 959818 954127 955061
99.14% 98.56% 98.65%
Unsalient Salient 8282 13973 13039
0.86% 1.44% 1.35%
Salient Unsalient 316 949 4009
0.40% 1.21% 5.11%
Salient Salient 78126 77493 74433
99.60% 98.79% 94.89%
Overall 99.18% 98.57% 98.37%
predicted data points classified as either salient or unsalient, with the remainder of the data falling
into a new “unknown” class. Examples having an unknown class are excluded from the training
set. In a typical semi-supervised approach, data would be recursively reclassified until all or most
of the unknown data has been assigned to an existing class. As has been cited previously, most
of these algorithms have not been considered in the paradigm of large scale learning. Repeatedly
reclassifying data is a time consuming process, and determining classifier confidence can result in
dubious numbers.
In this section a statistical method for determining whether data should be labeled or remain as
unknown is considered. The first seven time steps are used as training, and prediction occurs on the
next time step. The predicted value of each test set example is the real valued average prediction of
each classifier generated from each of five partitions, 200 classifiers per partition. The Expectation-
Maximization algorithm is used to model the distribution as that of two Gaussians, one Gaussian
describing the bolt class, and the other describing the not bolt class.
The Expectation-Maximization (EM) Algorithm [119, 120, 121] is a means of incrementally
deriving the parameters of a n-component distributions consisting of two steps: the expectation
step and the maximization step. In the expectation step, the parameters of the distribution (or initial
guesses of them) are used to calculate the data likelihood. For p being a joint probability distribution
with parameters given by θ, p(y,x|θ), the conditional distribution can be expressed as:
89
p(x|y, θ) = p(y,x|θ)
p(y|θ) =
p(y|x, θ)p(x|θ)∫
p(y|xˆ, θ)p(xˆ|θ)dxˆ (26)
using Bayes’ Rule and the Law of Total Probability. In the maximization step, the values of θn are
re-estimated to produce θn+1. The value θn+1 maximizes the conditional expectation obtained from
θn. Denoted as Q(θ), this can be given as:
Q(θ) = Ex [log p(y,x|θ) |y] =
∫ ∞
−∞
p(x|y, θn) log p(y,x|θ)dx (27)
Incremental refinement of the parameters θ continues until convergence.
In the case where two Gaussian distributions are being estimated, the following equations can
be used:
µi =
Σmj=1P (xi|yj , θt)yj
Σmj=1P (xi|yj , θt)
(28)
σi =
Σmj=1P (xi|yj , θt)(yj − µi)(yj − µi)T
Σj=1m P (xi|yj , θt)
(29)
P (xi, θ) =
Σmj=1P (xi|yj , θt)
Σnk=1Σ
m
j=1P (xk|yj , θt)
(30)
We consider examples with predicted values within 1.65 standard deviations of the mean, the
one-tailed value for which 95% of the examples are contained. If the two Gaussian distributions
are well separated, examples which are not do not lie between µunsalient + 1.65 · σunsalient and
µsalient − 1.65 · σsalient are considered unknown. Examples with a predicted saliency less than
µunsalient+1.65 ·σunsalient or greater than µsalient−1.65 ·σsalient are assigned to the unsalient (not
bolt) or salient (bolt) class, respectively, as in Figure 33. If the two distributions overlap, values less
than µsalient−1.65·σsalient are labeled as unsalient, values greater than µunsalient+1.65·σunsalient
are labeled as salient, and the remaining examples are labeled as unknown, as shown in Figure 34.
This equation for the assignment of class labels is shown in Equation 31.
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Figure 33. An illustration of the classification based on two well separated Gaussian distributions is
shown for predictions on time step 8.
Figure 34. An illustration of the classification based on two well overlapping Gaussian distributions
is shown.
Classification =

unsalient, if x < min(µunsalient + 1.65 · σunsalient,
µsalient − 1.65 · σsalient)
salient, if x > max(µunsalient + 1.65 · σunsalient,
µsalient − 1.65 · σsalient)
unknown, otherwise.
(31)
The classification accuracy results using this method do not compare well with the SSI algorithm
previously discussed. This is due largely to immense skew toward the classification of unsalient
examples. Looking only at time step eight, there are 74,753 examples of which 69,150 belong to
the unsalient class. Of these 69,150 examples, 30,305 examples are not classified as bolt by any
of the 1000 trees, and 60,407 are classified as salient by 20 or fewer trees. This rapid decline
in predicted saliency is not well modeled by a Gaussian distribution, which in this case causes
an underestimation of the variance for the calculated mean, as shown in Figures 35 and 36. The
EM algorithm, in maximizing the expected values for both distributions, incorrectly incorporates
very low predicted saliency values into the salient distribution. This adversely affects the salient
distribution by decreasing the mean and increasing the variance.
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Figure 35. An illustration of the histogram of predicted saliency is shown. The y-axis is cutoff at
1000 examples in order to show the histogram clearly.
Figure 36. An illustration of the two Gaussian distributions as estimated by the EM algorithm for
time step 8 is shown.
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As a result of the overestimation of the variance of the bolt class, many examples whose true
class is not bolt are labeled as bolts. These examples are further propagated to the following time
steps, but as ground truth labeled data. As a result of the incorrectly labeled “truth” data, a cascading
misprediction of unsalient examples ensues. The overall accuracy of this model is 75.26%, which
is approximately 24 percentage points lower than the corresponding SSI model on the same data.
The final time step had 22,483 false positives and an accuracy of only 69.92%. This illustrates in
alarming detail the benefits and drawbacks of semi-supervised learning, where a certain amount of
domain knowledge is necessary for proper classification.
6.6 Discussion
The SSI learning algorithm is most applicable when a scientist wants to track a salient concept
through time. This is a much harder problem than the experiments in the previous chapter. Specif-
ically, in the previous odd/even experiments, the decision trees have the advantage of interpolating
a salient concept from between time steps. In the case where saliency must be extrapolated, as in
these SSI learning experiments, the target concept is much more difficult to learn.
Tracking a salient concept through time is a more realistic depiction of a scientist’s interaction
with the program than labeling odd and even time steps. Likewise, obtaining labeled data from man-
ual scientist interaction with the program is consistently problematic. The SSI learning algorithm
allows scientists to mark only a few time steps at the emergence of a salient concept. We believe this
algorithm may also be useful in tracking salient targets backwards in time as well as forwards. The
SSI algorithm may also be useful for incrementing through partitions instead of time steps, such as
learning on partitions 1-4, then incorporating the predicted labels of partition 5 into the training set.
A major difference in accuracy can be seen between using SSI learning on the partitioned data
versus not using SSI on the partitioned data. The initial images are very similar because the bolts
are very similar to the labeled training data. In other words, the SSI learning algorithm is gaining
very little new and valuable data with the addition of each early time step. Later time steps show a
significant improvement for SSI. The SSI learning algorithm eliminates nearly all of the previously
false positive predictions for the final time steps of the simulation.
93
Using all the data without SSI learning shows much better accuracy results than does PMV
without SSI learning, a result we see replicated from the previous chapter. Surprisingly, SSI learning
using PMV produces much better results than does using all the data without SSI learning. Using
all the data violates our hypothesis about the inability to transfer data between nodes. Thus, this is a
very satisfying result. In fact, the raw numbers show that a higher accuracy is obtained using PMV
and SSI learning than any of the experiments of the previous chapter despite the greater difficulty
of the problem.
94
Chapter 7
Discussion and Future Work
This dissertation considers the problem of learning on large simulations such as those performed by
research scientists on supercomputers. Specifically, there are data sets so large that the duplication
of data across compute nodes is not feasible. As a result, the data must be partitioned spatially
according to requirements of the simulation program. Unfortunately, the computational optimiza-
tions needed by the simulator are at odds with the typical assumptions made in existing Machine
Learning algorithms. In this dissertation, a method for adapting existing base learning algorithms
to the challenging supercomputer simulation environment is considered and shown to be effective.
Results show that similar accuracy results can be obtained using spatially partitioned non-i.i.d. data
when compared to using the full data. In the case of the casing simulation and the SSI learning
algorithm introduced here, it was possible to exceed that accuracy.
Two frameworks for combining classifiers are mathematically derived from the majority voting
algorithm. The first is a Probabilistic Majority Voting algorithm (PMV) which takes into account an
unfair voting scheme. The second is a weighted version of the first, called Weighted Probabilistic
Majority Vote or wPMV. These algorithms were evaluated on two simulations: a canister being
crushed by an impactor bar, and a casing being dropped on the ground. Generally speaking, the
weighted version is more accurate than the unweighted version. This is mostly a reflection upon the
increased capability of wPMV to break ties and account for round-off error in the PMV calculation.
A new method for learning is introduced in the special circumstance when a scientist establishes
a few target concepts early on in the simulation and wishes to both track those concepts and discover
new variants. Semi-Supervised Incremental (SSI) learning works by predicting the class of new
data, deciding either to incorporate such data as a target region or as an anomalous false detection
into a new expanded training set. Thus, learning occurs little by little over time, until classifiers are
created which are successful at classifying all the data in the simulation. Even PMV, the weaker of
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the two voting algorithms, was able to obtain an increase in accuracy over using the unpartitioned
data when not using SSI learning.
SSI learning has an analog in stream processing Machine Learning algorithms. In the version
this dissertation considers, valuable new data is made available by smoothing predicted classes in 3D
space and automatically establishing a threshold which new data must exceed before being assigned
to the target class. By smoothing in feature space rather than 3D space, it may be possible to better
track how concepts change through time. For example, the k-nearest neighbor algorithm could be
used to establish both the 3D distance equivalent for the amount of smoothing to be done and the
required confidence to keep its assigned class label.
For a scientist using these algorithms in a simulation, the ability to be directed toward interest-
ing, or salient, regions is paramount. The visualization tools which scientists use show areas of the
simulation, not individual nodes. Many of the figures in this dissertation are captured through the
use of one of these tools called ParaView [122]. As scientists are directed toward regions of saliency,
it makes more sense to consider regional accuracy rather than nodal accuracy. Tools are currently in
development for this purpose. One of these tools connects “nearby” regions and determines whether
this region is contained within “enough” of the ground truth region. Determining what constitutes
nearby regions and what constitutes enough of the ground truth is problematic. True positive, false
positive, true negative, and false negative regional percentages can be insufficient. For example, a
true salient region can be made up of several predicted salient regions when the “nearby” parameter
is too low. As a result, many regions of the same general location are shown to a frustrated scientist,
meanwhile the true positive accuracy is uncertain.
In connection with which regions to show a scientist, there are issues pertaining to the order in
which those regions are displayed. In manual processing of simulations with ParaView, scientists
browse to a region of interest and create a “lookmark”, similar to a bookmark on web browsers,
which can immediately return the scientist to that region on a later date [123]. When the classifier
discovers a salient region, it notifies the scientists by forwarding the lookmark. The number and
ordering of the lookmarks has significant interactions with some human factors. If there are only
a few lookmarks, each will probably be looked at. If there are a large number, the capability and
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usefulness of the classifiers will likely be judged by only the first few lookmarks on the list before
fatigue sets in.
The problem of multiply defined salient regions diminishes if nearby regions are simply moved
to the bottom of the list of lookmarks. The lack of quantifiability in comparing different algorithms
remains, and now is exacerbated by the subjective nature of what qualifies as an appropriate order-
ing. Google has addressed the very similar issue of ordering hypertext documents in the PageRank
algorithm [124]. PageRank uses a recursive probability distribution to assign numerical values
based on the number of links to and from a web page given contextual information in the search
terms. Unfortunately, large scale simulations may have only a few scientists examining the results,
and each may be interested in very different regions of saliency.
It should also be noted that search engine algorithms do not address multiply defined true posi-
tive regions as in our previous example. A search on Google for “cars” (Figure 37) brings up many
new and used car pricing services and information about the recent 2006 movie “Cars”. In real-
ity, there are many different subtopics, analogous to regions, which fall under the general term of
“cars”. Instead of displaying a wide variety, the same popular subtopics are shown repeatedly. This
is precisely the problem which needs to be avoided in ordering the lookmarks.
7.1 Contributions
In summary, the contributions of this dissertation are as follows. Extensive experimentation was
performed on 57 publicly available data sets and five different learning algorithms and several vari-
ations [8, 9, 10]. The results showed that while for any individual data set, the number of statistically
significant differences may be small, a statistical conclusion about the general tendencies of the al-
gorithms can be obtained. Namely, boosting and random forests with greater than one attribute are
more likely to result in higher accuracy. Since random forests is the fastest of these algorithms, this
is a particularly pleasing result. A method using random forests was then introduced for determin-
ing when enough classifiers have been added to an ensemble. Random forests are then applied to
the previously unconsidered problem of learning on large complex simulations where the amount
of data is great and can not be transferred to other processors. Data from these simulations is dis-
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Figure 37. An internet search on Google for “cars” returns very few topics pertaining to the auto-
mobile.
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tributed in such a way that it is generally not, and can not be made, independently and identically
distributed, one of the basic assumptions in most Machine Learning and Statistics models [10]. Fi-
nally, a way to further increase the accuracy of these algorithms is considered which takes advantage
of the semi-supervised learning paradigm. Experimentation within the large simulation environment
showed that better accuracy results can be obtained using this method then using the entire amount
of unpartitioned data.
The Machine Learning field is rife with difficult challenges. An enormous amount of data is
generated with each passing day. Cheaper storage, faster processing and network speeds, and the
vast expansion of electronic data recording into nearly every aspect of life will only make these chal-
lenges harder. This dissertation offers naught but a glimpse into the kind of data-driven challenges
present today yet with implications long into tomorrow.
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