Facial landmark detection is an important step for many perception tasks.
Introduction
Facial landmark detection aims at predicting a geometric shape induced by an input face image. It plays an important role in face recognition and analysis. Therefore, it has been studied extensively in the recent years. However, this task remains a challenging problem due to the complex variations in the face appearance caused by the high variation in the pose, expression, illumination and by partial occlusions.
Facial landmarks are a set of key points on human face images as shown in Fig. 1 . Each key point is defined by the coordinates (x, y) in the image (x, y ∈ R). The number of landmarks is dataset or application dependent. Many approaches have been proposed for facial landmark detection. They can be divided into two main categories that include model fitting approaches [2, 3, 4, 5, 6] and regression-based approaches [7, 8, 9, 10, 11] .
Model fitting approaches aim at building face templates to fit test images [4, 5, 6] . As an example of such approaches, pictorial structure representation [12] has been used as a part-based model to fit the face shape [13, 4, 3] .
Despite their performance, these approaches still face difficulties to deal with large variations, mainly because one single linear model can hardly cover all the non-linearity between the input face and the output shape.
Regression-based models have been widely used for facial landmark detection. Such approaches estimate the landmarks location by local or global regression using image features. [14] uses local image patch with SVM regressors. A very successful regression technique has been applied based on cascading many regressors [7, 9, 15, 10] . Most of these techniques refine an initial guess of the landmarks location iteratively through the cascade which makes the initialization critical.
Another trend based on deep neural networks (DNN) has emerged recently as a powerful global regressor. [16] uses a cascade of stacked autoencoders to perform an iterative regression over all the key points. [17] proposes a deep convolutional multi-task framework where the main task is the landmark detection which benefits from secondary tasks such as: pose, smile, gender. [18] uses a cascaded convolutional network.
All these regression-based algorithms, including DNN, aim at learning the mapping function from the input to the output space by focusing on learning the dependencies between the input data to predict the landmark positions.
Given that the position of the points in the facial landmarks are spatially inter-dependent, the aforementioned approaches do not explicitly take into account these dependencies.
In this paper, facial landmark detection is considered as a structured output problem, where the challenge is to predict a structured output in high dimension, i.e. the set of coordinates of each landmark. The rationale behind structured output models is to include a prior knowledge about the output structure within the global model. This allows to learn the output space, which is expected to ease the learning of the mapping function from the input to the output space. Many approaches have been proposed in the literature to address structured output problems. One can cite kernel based methods [19, 20] , graphical models [21, 22] or neural networks [23, 24] .
Finding correlation between high dimension spaces is a nearby problem that has also been efficiently treated by neural networks [25] .
In this paper, we propose to solve the structured output problem of facial landmark detection using a Multi-Task Learning (MTL) formulation where a transfer learning is achieved between three tasks that are learnt in a parallel competitive scheme: (i) Input-Output task (traditional supervised regression task), (ii) Input task which tries to capture input dependencies (parallel unsupervised training), (iii) Output task which, this time, tries to capture output dependencies (parallel unsupervised training). The two last secondary tasks can be considered as a regularization mechanism to improve the model generalization of the first main task.
Here, this formulation is implemented by (i) a DNN for the main InputOutput task, (ii) an Input Auto-Encoder (AE) whose encoding part is tied to the DNN, and (iii) an Output AE with a decoding part tied to the DNN.
The idea of learning output dependencies using auto-encoders has already been proposed in [24] . In this latter work, the AEs and the main DNN are learnt sequentially, following a standard pre-training fashion. The present article introduces a MTL formulation that significantly extends the previous idea by embedding the input and output tasks into a regularization scheme where all tasks are learnt at the same time. Tasks are balanced by importance weights which may evolve along the learning epochs. This parallel transfer learning which includes an output reconstruction task constitutes the main contribution of this work.
Another major key point is that unlabeled data, including label only data, can be exploited for respectively input and output tasks during the whole learning. To the best of our knowledge, learning output dependencies using label-only data has never been proposed in the literature.
In order to evaluate our proposal, we experiment our framework on the facial landmark detection problem over two challenging datasets: LFPW and HELEN. The obtained results show that our proposed regularization scheme improves the generalization of deep neural networks and accelerate their training.
The rest of the paper is organized as follows. Section 2 presents the proposed formulation and its optimization details. Section 3 describes the instantiation of the formulation using a deep neural network. Finally, section 4 details the conducted experiments including the datasets, the evaluation metrics and the general training setup. In this last section, we explore two types of experiments: with and without data augmentation. Results are presented and discussed for both cases. We formulate our framework as a multi-task learning framework (MTL) [26] , which gathers a main task and two secondary tasks, as illustrated by 
Input task
The input task R in is an unsupervised reconstruction task which assists the main task. The role of this task is to project the input data x into an intermediate spacex through function P in , and to estimate a reconstructionx of it through function P in :
where w in = {w cin , w din }. The reconstruction parameters w din are
proper to this task and the projection parameters w cin are shared with the main task (see Fig.2 ).
The training criterion for this task is given by :
where C in is an unsupervised learning cost which can be computed on all the samples with features (i.e. on F).
Output task
The output task R out is an unsupervised reconstruction task which also assists the main task. Similarly, the role of this task is to project the output data y into an intermediate spaceỹ through function P out , and to estimate a reconstructionŷ of it through function
where w out = {w cout , w dout }. At the opposite of the input task the projection parameters, w cout are proper to this task, and the reconstruction parameters w dout are this time shared with the main task (see Fig.2 ).
where C out is an unsupervised learning cost which can be computed on all the samples with labels (i.e. on L).
Main task
The main task is a supervised task that tries to find the mapping function M between features x and labels y. In order to do so, the first part of the mapping function is shared with the projection part P in of the input task and the last part is shared with the reconstruction part P out of the output task. The middle part m of the mapping function M is specific to this task:
where w sup = {w cin , w s , w dout }. Accordingly, w cin and w dout parameters are respectively shared with the input and output tasks.
Learning this task consists in minimizing its learning criterion J s ,
Learning the three tasks is performed in parallel. This can be translated in terms of training cost as the sum of the corresponding costs. Given that the tasks have different importance, we weight each cost using a corresponding importance weight λ sup , λ in and λ out respectively for the supervised, the input and output tasks. Therefore, the full objective of our framework can be written as
where
is the complete set of parameters of the framework.
In this work, the objective is to evolve the importance of each task during the learning process. The rationale behind this idea is to give the focus to the secondary tasks at the beginning of the training, before lowering their importance and switching the focus to the main supervised task. In this context, Eq. 7 is modified as follows :
where t ≥ 0 indicates the learning epochs.
The setting for our evolving weight strategy is described in section 4.
Implementation
In this work, we implement our framework through a composed neural network. The main supervised task is performed through a DNN with K layers. Secondary reconstruction tasks are carried out by auto-encoders (AE):
the input task is achieved using an AE that has K in layers in its encoding part, with an encoded representation of the same dimension asx. Similarly, the output task is achieved using an AE that has K out layers in its decoding part, with an encoded representation of the same dimension asỹ. At least one layer must be dedicated in the DNN to linkx andỹ in the intermediate
Parameters w in are the parameters of the whole input AE, w out are the parameters of the whole output AE and w sup are the parameters of the main During training, the loss function of the input AE is used as J in , the loss function of the output AE is used as J out , and the loss function of the main NN is used as J s .
Optimizing Eq.8 can be performed using Stochastic Gradient Descent.
In the case of task combination, one way to perform the optimization is to alternate between the tasks when needed [26, 27, 28, 17] . The issue with Eq.8 is that we can not compute the gradient of all the sub-costs for all the samples. Therefore, at each batch iteration, we propose to alternate between tasks in order to calculate the gradient depending on the sets (S, F and/or L) to which the examples belong to. We illustrate our optimization scheme in Alg.1.
Experiments
We evaluate our framework on a facial landmark detection problem which is typically a structured output problem since the facial landmarks are spatially inter-dependent. The purpose of these experiments is not to outperform the state of the art [16] but to show that learning the output dependencies helps improving the performance of DNN on that task. Thus, we will com-Algorithm 1 Training our framework for one epoch 1: D is the shuffled training set. B a mini-batch.
B S ⇐ examples of B that contain both (x, y)
4:
B F ⇐ all the x samples of B
5:
B L ⇐ all the y samples of B
6:
Update w in :
→ Make a gradient step toward J in using B F
7:
Update w out :
→ Make a gradient step toward J out using B L
8:
Update w sup :
→ Make a gradient step toward J s using B S
9:
Update λ sup , λ in and λ out 10: end for pare a model with/without input and output training.
We first describe the datasets followed by a description of the evaluation metrics used in facial landmark problems. Then, we present the general setup of our experiments followed by two types of experiments: without and with data augmentation. An opensource implementation of our MTL deep instantiation is available online 1 .
Datasets
We have carried out our evaluation over two challenging public datasets for facial landmark detection problem: LFPW [1] and HELEN [29] .
LFPW dataset consists of 1132 training images and 300 test images taken under unconstrained conditions (in the wild) with large variations in the pose, expression, illumination and with partial occlusions (Fig.1) . This makes the facial point detection a challenging task on this dataset. From the initial dataset described in LFPW [1] , we use only the 811 training images and the 224 test images provided by the ibug website 2 . Ground truth annotations of 68 facial points are provided by [30] . We divide the available training samples into two sets: validation set (135 samples) and training set (676 samples). 
Metrics
In order to evaluate the prediction of the model, we use the standard metrics used in facial landmark detection problems.
The Normalized Root Mean Squared Error (NRMSE) [31] (Eq.9) is the Euclidean distance between the predicted shape and the ground truth normalized by the product of the number of points in the shape and the interocular distance D (distance between the eyes pupils of the ground truth),
where s p and s g are the predicted and the ground truth shapes, respectively.
Both shapes have the same number of points N . D is the inter-ocular distance of the shape s g .
Using the NMRSE, we can calculate the Cumulative Distribution Function for a specific NRMSE (CDF N RM SE ) value (Eq.10) overall the database,
where CARD(.) is the cardinal of a set. n is the total number of images.
The CDF N RM SE represents the percentage of images with error less or equal than the specified NRMSE value. For example a CDF 0.1 = 0.4 over a test set means that 40% of the test set images have an error less or equal than 0.1. A CDF curve can be plotted according to these CDF N RM SE values by varying the value of N RM SE.
These are the usual evaluation criteria used in facial landmark detection problem. To have more numerical precision in the comparison in our experiments, we calculate the Area Under the CDF Curve (AUC), using only the NRMSE range [0,0.5] with a step of 10 −3 .
General training setup
To implement our framework, we use: -a DNN with four layers K = 4
for the main task; -an input AE with one encoding layer K in = 1 and one decoding layer; -an output AE with one encoding layer and one decoding layer K out = 1. Referring to Beside these configurations, we consider the mean shape (the average of the y in the training data) as a simple predictive model. For each test image, we predict the same estimated mean shape over the train set.
To clarify the benefit of our approach, all the configurations must start from the same initial weights to make sure that the obtained improvement is due to the training algorithm, not to the random initialization.
For the input reconstruction tasks, we use a denoising auto-encoder with a corruption level of 20% for the first hidden layer. For the output reconstruction task, we use a simple auto-encoder. To avoid overfitting, the autoencoders are trained using L 2 regularization with a weight decay of 10 −2 .
In all the configurations, the update of the parameters of each task (supervised and unsupervised) is performed using Stochastic Gradient Descent with momentum [32] with a constant momentum coefficient of 0.9. We use mini-batch size of 10. The training is performed for 1000 epochs with a learning rate of 10 −3 .
In these experiments, we propose to use a simple linear evolution scheme for the importance weights λ sup (supervised task), λ in (input task) and λ out (output task). Following the work of [33] , we retain the evolution presented in Fig.4 .
The hyper-parameters (learning rate, batch size, momentum coefficient, weight decay, the importance weights) have been optimized on the LFPW validation set. We apply the same optimized hyper-parameters for HELEN dataset.
Using these configurations, we perform two types of experiments: with and without data augmentation. We present in the next sections the obtained results.
Experiments without data augmentation
In this setup, we use only the provided labeled data for each set (LFPW, An illustrative result of our method is presented in Fig.5, 6 for LFPW and HELEN using an MLP and MLP with input and output training.
Simulation of data augmentation using unlabeled data
In this section, we experiment our approach when adding unlabeled data (input and output). Unlabeled input data (i.e. image faces wihtout the landmarks annotation) are abundant and can be found easily for example from other datasets or from the Internet which makes it practical and realistic. In our case, we use image faces from another dataset.
In the other hand, unlabeled output data (i.e. the landmarks annotation 8.14 × 10 without image faces) are more difficult to obtain because we usually have the annotation based on the image faces. One way to obtain accurate and realistic facial landmarks without image faces is to use a 3D face model as a generator. Since the purpose of these experiments is to evaluate our approach when using unlabeled data, we use an easier way to obtain facial landmarks annotation. We consider taking them from another dataset.
In this experiment, in order to add unlabeled input data for LFPW dataset, we take all the image faces of HELEN dataset (train, valid and test). We do similarly for HELEN dataset by taking all LFPW image faces as unlabeled input data. For the unlabeled output data we do the same thing, but this time we take the facial landmarks annotation. We summarize the size of each train set in Tab.5. adding unlabeled input and output data can improve the generalization of our framework and the training speed.
Conclusion and Future Work
In this article we have proposed a generic regularization scheme for structured output problems tackled as a regression task by incorporating the structure of the output data into the training of the model. Our training approach is based on a Multi-Task Learning framework which uses parallel transfer learning and unsupervised learning. Our approach allows the use of unlabeled input and output data. We evaluated our training method on the facial landmark detection problem over two challenging datasets: LFPW and HELEN. The obtained results showed that our proposed regularization scheme improves the generalization of neural networks model and speeds up their training. Our work also demonstrated the capability of a DNN to perform a regression of a large vector for facial landmark detection simply based on the raw image. We believe that our approach opened a new door for training deep architectures for structured output problems where it al-lows the use of unlabeled input and label output data. We provide a public implementation of our framework.
As a future work, we plan to evolve automatically the importance weights.
One way to do so is by considering the use of other indicators based on the training and the validation errors instead of the learning epochs to better guide the evolution of the importance weights. 
