Abstract-In order to improve the recognition rate, this document proposes an automatic system to recognize isolated printed Tifinagh characters by using a fusion of 3 classifiers and a combination of some features extraction methods. The Legendre moments, Zernike moments and Hu moments are used as descriptors in the features extraction phase due to their invariance to translation, rotation and scaling changes. In the classification phase, the neural network, the multiclass SVM (Support Vector Machine) and the nearest neighbour classifiers are combined together. The experimental results of each single features extraction method and each single classification method are compared with our approach to show its robustness.
I. INTRODUCTION
The Optical Character Recognition (OCR) is a field of pattern recognition that focuses on character shapes.
In the recent years, some research works of Tifinagh characters are published, such as:
 Es Saady and all [1] are treated in their paper printed characters Amazigh isolated using an automatic character recognition based on the formalism of finite automata.
 Bencharef and all [2] are used the metric descriptors based on the calculation of the Riemannian metric. These descriptors are known for their reliability towards the change of scale, the existence of noise and geometric distortions. For the classification of Tifinagh characters, SVM and neural networks were used.
 El Ayachi and all [3] are developed a system Tifinagh characters recognition using a multilayer neural networks in classification step. In the extraction phase, Walsh transform is adopted.
In this work, the proposed system ( Fig.1 ) contains three phases to recognize isolated printed Tifinagh characters: Preprocessing, Extraction and Classification phases.
In the pre-processing phase, normalization is applied to remove unwanted areas using the method of histogram; In this phase, we first calculate the horizontal and vertical histograms, then the histogram is scanned horizontally in both directions:
respectively from the top to the bottom and from the bottom to the top until finding the first black pixels, thereafter, the vertical histogram is traversed in both directions: respectively from the left to the right and from the right to the left until finding the first black pixels. Finally, after determining the positions of the first black pixels, we eliminate the unwanted areas. To calculate the feature of image, Legendre moments, Hu moments and Zernike moments are used in the second phase which is the extraction phase.
The classification phase adopts the neural networks, the SVM (Support Vector Machine) and the nearest neighbour classifier to recognize the correct character.
Most of the reported works for recognition systems uses a single method for calculating the parameters of an image and a single approach in the classification phase. The objective of this paper is to combine three methods in the extraction phase and three approaches to classify the characters in order to improve the recognition rate and reduce the error rate.
The rest of the paper is organized as follows. The Section 2 discusses the primordial task of any recognition system. It's the classification problems using some classifiers based on a combination of several algorithms like neural network, SVM www.ijacsa.thesai.org and nearest neighbour classifiers. The Section 3 is reserved for another important task which is the features extraction problems in addition to a brief formulation for Hu moments, Legendre moments and Zernike moments as features extraction methods. The Section 4 presents the experimental results for the recognition system. Finally, the conclusion is given in the section 5.
II. CLASSIFICATION
The robustness of the recognition system is based on the decision given by the classification phase. As a result, this document presents some approaches (Neuronal Network, SVM, nearest neighbor classifiers) known in the recognition field [4] .
A. Neural network
Neural networks (or artificial neural networks) learn by experience, generalize from previous experiences to new ones, and can make decisions [5, 6] .
A multilayer neural network consists of an input layer including a set of input nodes, one or more hidden layers of nodes, and an output layer of nodes. Fig. 2 shows an example of a three layer network used in this paper, having input layer formed by M nodes, one hidden layer formed by L nodes, and output layer formed by N nodes. This neural network is trained to classify inputs according to target classes. The training input data are loaded from the reference database while the target data should consist of vectors of all zero values except for a one element, where its index is the class they are to represent. The transfer function used in this tree layer neural network is hyperbolic tangent sigmoid transfer function defined by:
According to authors in [7] , the number of neurons in the hidden layer is approximately equal to:
Where:
E(x) denotes the integer part of x.
M and N are respectively the number of neurons in the input and output layers. 
B. Support vector machine (SVM)
Support vector machine (SVM) were originally designed for binary classification. As shown in Fig. 3 , SVM is a classification method which is based on finding a hyper-plan that separates data sets into two classes. Several methods have been proposed to construct a multi-class classifier [9] by combining one-against-one binary classifiers or one-against-all binary classifiers. The data sets can be linearly separable or nonlinearly separable. The nonlinearly separable cases require the use of kernel function in order to obtain linearly separable data sets [8] [9] . Many other kernel functions can be used for each binary classifier.
1) One-against-one binary classifier
From N class in data sets, the one-against-one multiclass SVM method constructs N(N-1)/2 binary classifier where each one is trained on data from two classes. The Structure the oneagainst-one multiclass SVM classifier can be represented by the Fig. 4 . To design and extend SVM binary classifier into a oneagainst-one multiclass SVM, two groups of data examples are constructed from two classes. The obtained SVM binary classifier is trained to decide if the class is from the first class or it belongs to the second class. This process is repeated for another couple of classes until finishing all the possible couples of the classes from data sets. So, by following this way, multiclass SVM is transformed to a multiple N(N-1)/2 SVM binary classifier. Each SVM binary classifier is trained using a matrix of training data, where each row corresponds to the features extracted as an observation from a class. When classifying an object with an input features vector, each binary classifier from the multiclass SVM one-against-one model decides and votes for only one class. The class with the majority votes is the correct class which the object belongs to.
2) One-against-all binary classifier
The one-against-all multiclass SVM classifier contains N binary classifier, where N is the number of class in data sets. The i th binary SVM is trained with all of the data examples in the i th class with positive labels, and all other data examples with negative labels.
To construct a one-against-all multiclass SVM model from binary classifier, the classes are divided into two groups: the first group is formed by one class, and the second group is all the other classes. The obtained SVM binary classifier is trained to decide if the class is from the first group or it belongs to the second groups of classes. This process is repeated for the second group that contains more than two classes until having only one class for each group. The process must stop there. So, by following this way, multiclass SVM is transformed to a multiple SVM binary classifier. Each SVM binary classifier is trained using a matrix of training data, where each row corresponds to features extracted as an observation from a class. After training phase, the multiclass SVM model is able to decide the correct class for an input features vector. To classify an object, its input features vector is presented iteratively to the i th against all binary classifier from the first to the N th classifier while the result is negative. When the i th binary classifier gives a positive result, the process is stoped. This means that the object belongs to the i th class. The Structure of the one-against-all multiclass SVM classifier is given by the Fig. 5 . 
C. Nearest neighbour
The nearest neighbour classifier is used to compare the feature vector of the input image and the feature vectors stored in the database. It is obtained by finding the distance between the prototype image and the database. The class is found by measuring the distance between a feature vector of input image and feature vectors of images in reference database. The Euclidean distance measurement is used in this paper, but other distance measurement can be also used [10] .
Let X 1 , X 2 , …, X k be the k class features vectors in the database and X q the feature vector of the query image. The feature vector with the minimum distance is found to be the closest matching vector. It is given by:
The nearest neighbour classifier doesn't need any training phase. But, if the database is very large, it takes a considerable time to calculate all the distances between the query image and database classes.
III. EXTRACTION
Extraction is the second phase to apply in the recognition system. It is an important step, because the computed parameters will be used in the classification stage.
In this paper, the used approaches are: Hu moments [11] , Legendre moments [12, 13, 14] and Zernike moments [15, 16] . www.ijacsa.thesai.org
A. Hu moments
For a discrete image of M x N pixels with intensity function f(x, y), Hu [11] defined the following seven moments that are invariant to the change of scale, translation and rotation: 
B. Legendre moments
The Legendre moments were first introduced by Teague [12] . They were used in several pattern recognition applications [13] . The orthogonal property of Legendre polynomials implies no redundancy or overlap of information between the moments with different orders. This property enables the contribution of each moment to be unique and independent of the information in an image [14] . 
In order to increase the computation speed for calculating Legendre polynomials, we used the recurrent formula of the Legendre polynomials defined by:
C. Zernike moments
Zernike moments are the mapping of an image onto a set of complex Zernike polynomials. As these Zernike polynomials are orthogonal to each other, Zernike moments can represent the properties of an image with no redundancy or overlap of information between the moments [15] . Due to these characteristics, Zernike moments have been utilized as feature sets in many applications [16] .
The discrete form of the Zernike moments of an image size M × N represented by f(x, y) is expressed, in the unit disk 
 is the number of pixels located in the unit circle, and the transformed phase xy  and the distance xy r at the pixel of coordinates (x, y) are [17] :
Most of the time taken for the computation of Zernike moments is due to the computation of radial polynomials. Therefore, researchers have proposed faster methods that reduce the factorial terms by utilizing the recurrence's relations on the radial polynomials [17, 18] . In this paper, we obtained Zernike moments using the direct method and other method based on the recurrence's relations, defined by: 

The usage of direct method to compute radial polynomials in the case of q = 0 will considerably increase the computation time especially when p is very large.
IV. RESULTS
The Tifinagh alphabet adopted by IRCAM [19] is composed from thirty-three characters representing consonants and vowels as shown in Fig. 6 .
To test the accuracy of the combined classifiers and descriptors, we calculated the recognition rate of each classifiers and descriptors separately. In our experiment, we used voting rule classifier combination schemes. Then, each one of the 3 combined classifiers, for each descriptor, votes for the appropriate character. The character with maximum votes is selected and considered to be the suited character. Fig. 6 . Tifinagh characters adopted by IRCAM Finally, the efficacy of the recognition system is based on the decision given in the classification phase. The computation of recognition rate and error rate is presented in the following From the results in Table 1 and Table 2 , the recognition rate of the proposed system is improved in the recognition field of the isolated printed Tifinagh characters as shown in Fig. 7 , despite of the processing time which is significantly increased.
Fig. 7. Comparison of recognition rates
In order to show the robustness of the proposed approach, we give more details by calculating the confusion matrix of some method as presented in Fig. 8 and Fig. 9 . We can see from the 2 Figures of confusion matrix (Fig. 8 and Fig.9 ) that the misclassified characters (indicated by red color in the confusion matrix) in the case of using Legendre moment as single descriptor and neural network as single classifier are reduced in the case of using our proposed approach based on combination of many descriptors and classifiers.
All the tests are performed using a database containing a set of 33 reference characters and 165 image characters [20] . The proposed system has been implemented and tested on a core 2 Duo personnel computer using Matlab software.
V. CONCLUSION The objective of the recognition system is to choose one image of the references images which is similar to the input image. The recognition system adopted in this paper contains three phases: Preprocessing, Extraction and Classification.
In the extraction phase, Hu moments, Legendre moments and Zernike moments are used to compute the attributes of the input image. Neural network, Multiclass SVM and nearest neighbour are three methods used in the classification phase.
Generally, the recognition system uses one method to calculate the parameters of the input image and one approach in the classification. In order to increase the recognition rate, three methods are combined in the extraction phase and three approaches are combined to make classification.
The obtained results show the robustness of the system based on the proposed approach in the recognition field of the isolated printed Tifinagh characters. The use of other fast descriptors and classifiers may increase the recognition rate of Tifinagh characters.
