In this paper we give some results on abstract second order differential elliptic equations of mixed type. The study is performed in Holder continuous Banach spaces. Our main purpose is the study of necessary and sufficient conditions on the data for obtaining existence, uniqueness and maximal regularity properties of the strict solution. The techniques used are based on analytic semigroups theory.
introduction
. Let X be a complex Banach space and consider the second order abstract differential problem Here u 0 is a given element in X and A is a closed linear operator of domain D(A) not necessarily dense in X. We assume throughout the paper, the following ellipticity hypothesis: Our study will treat the existence, uniqueness and regularity of the solution under assumption (1.3 ). Here f belongs to C α ([0, 1]; X), 0 < α < 1. Let us recall, for the reader's convenience, that. Ae At x|| X < +∞ we call property (1.4) the maximal regularity of the solution. We give, then, an explicit representation of the solution using the square root of −A and Krein's method [9] based on order reduction of the equation. All the components of the solution have been analyzed using the Sinestrari method [14] , the Lion's reiteration theorem [10] and the semigroup techniques, see Krein [9] . Since the density of D(A) is not assumed, we must carefully use the square root of A, see Martinez-Sanz [13] . Several authors have been interested by equation where the second member f belongs to two classes of Banach spaces, L p and C α ([0, 1]; X). Different methods have been used; semigroups or Dunford integrals. We cite, at first, Da Prato and Grisvard theory on the sum of operators see [5] . In arendt [1] the author proved that problem:
has a unique solution u such that u ∈ W 2,p (0, δ; X) ∩ L p (0, δ; D(A)) and u ∈ L p (0, δ; D(B)), in the case where D(A) and D(B) embed continuously and densely into X and f belong to L p (0, δ; X). A new approach based on the semigroup techniques and fractional powers of operators have been developped by Favini et al [6] concerning the complete equation :
under Dirichlet boundary conditions. In Batty et al [3] , the authors studied maximal regularity results for problem (1.5) with boundary conditions:
Where f belongs to B α pq (0, T ; X) and (u 0 ,
In this paper, we are interested in the resolution of problem (1.1) with mixed boundary conditions (1.3) which make our study difficult especially when the domain of A is not dense in X.
We prove existence, uniqueness and maximal regularity of the strict solution. We also give some applications.
The plan of this paper is as follows. In section 2 and 3 we will recall some semigroup properties, and give some useful. Technical results to analyze the representation of the solution u. Section 4 is devoted to the existence, uniqueness and maximal regularity of the strict solution. Finaly, section 5 contains an application to a partial differential equation.
Preliminaries and Technical Results
Definition 2.1. we say that e xQ x≥0 is a generalized analytic semigroup if Q is a linear operator in X, with not dense domain and verifying :
where ω ∈ R and δ ∈ 0, π 2 . In this case e xQ x≥0 is not supposed strongly continuous semigroup (see E. Sinestrari [14] , A. Lunardi [12] ).
where γ is the sectoriel boundary curve of S ω,δ0 \B(ω, r) oriented positively. The following results are valable for all operator Q infinitesimal generater of analytic generalized semi group.
Proposition 2.1.
(1) Let ϕ ∈ X. Then the two following assertions are equivalent :
(a) e ·Q ϕ ∈ C([0, 1]; X).
Then the two following assertions are equivalent :
Considering the well known real interpolation space
Triebel [16] p. 25 et 76). We have also:
(1) Let θ ∈ ]0, 1[.Then the two following assertions are equivalent.
Then v ∈ C 1,θ ([0, 1]; X) ∩ C θ ([0, 1]; D(Q)).
(3) Let g ∈ C([0, 1]; X) and ϕ ∈ X. Set
Then the two following assertions are equivalent.
Proof. Statement 2 is obtained by applying the Da Prato-Grisvard sum theory [5] . Statement 3 which improves Statement 2 is due to E. Sinestrari [14] , see also G. Da Prato [4] .
Let g and h be two given X valued functions defined on [0, 1] and θ ∈ ]0, 1[. We write
Then Qw(·) θ e ·Q (Qϕ + h(0)) .
Proof. It is an easy consequence of Theorem 2.1 and Proposition 1.2, statement (ii) in Sinestrari [14] .
The operator (I − Z) has a bounded inverse given by
where γ # is a suitable curve in the complex plane.
Proof. see Lunardi [12] .
We put throughout the paper
For u 0 ∈ X, consider the follwing abstract function
we have the following result Lemma 2.1. we have:
Hence we deduce the first statement using proposition 1.1 in Sinestrari [14] .
(2) For x ∈ ]0, 1], we have: [15] , page 66, formula (3.27)). Thus, ∃C > 0 :
Let us specify the behavior of Q 0 (., B) near 0.
Proof. This result is a consequence of commutativity of (I − Z) −1 (I −e −B ) −2 and A on D(A) ( see Sinestrari [14] , Proposition 1.2, (ii), page 20), we also use the fact that
see Haase [8] , Corollary 3.1.11. Page 59.
For u 0 ∈ X, consider the following abstract function :
We have the following result :
Lemma 2.3. we have :
Proof. It is not difficult to prove this lemma, it is sufficient to replace x by 1 − x. Proof. The proof of this lemma is the same as lemma 2.2
Representation of the Solution
In this section we assume that (1.3) holds we set :
Let us suppose that problem (1.1)-(1.2) has a strict solution u . Then u is the strict solution of the following problem:
Therefore u is represented by :
where :
(see [6] ). By derivation we obtain
Using that u (0) = u (1) we obtain
Then we deduce :
Therefore u is formally given by : We write u as 
In view of lemmas 2.2 and 2.4 the first and second terms are in C ([0, 1]; X) and all other terms are continuous since f ∈ C α ([0, 1]; X). From which we deduce that u is in C ([0, 1]; X). By the same way, we write: 
Which is equal 
and by the same raisons as u , we prove that :
Au ∈ C([0, 1]; X) and u (x) + Au(x) = f (x)
and
Finally we obtain the following maximal regularity: using remark, (f), page 39. in [14] , we obtain 
Concrete application
Let X = L p (R) and f ∈ C α ([0, 1], L 2 (R)), 0 < α < 1 and 1 < p < ∞. Consider the problem : As X is a Hilbert space, D(A) is dense in X, moreover (−A) is a self adjoint operator, then D( √ −A) = (D(A), X) 1 2 ,2 = (H 2 (R), L 2 (R)) 1 2 ,2 = H 1 (R) see [11] . Using Fourier transformation, we prove that A verifies (1.3). The following result is a consequence of theorem 4.2 
