ABSTRACT Gravitational search algorithm (GSA) is a novel heuristic optimization algorithm which is used to search for the global optimal solution by iteration. However, GSA is easy to fall into local minima and convergence slowly. To improve the exploration and exploitation abilities of the GSA, a new hybrid GSA (HGSA) is proposed. In this algorithm, the local search technique (LST) is incorporated into the optimization process of the GSA. For each agent, GSA is performed with probability p, and LST is performed with probability 1 − p. The probability p is obtained using fuzzy logic. The strategy makes full use of the exploration ability of GSA and the exploitation ability of LST. The HGSA is tested on 23 benchmark functions. By comparing the HGSA with GSA and other algorithms that were published in recent studies, the numerical results demonstrate that the HGSA can improve the performance of GSA in terms of global optimality and solution accuracy.
I. INTRODUCTION
The gravitational search algorithm, which was introduced by Rashedi et al. [1] , is a heuristic optimization algorithm for global optimization problems that is inspired by the Newtonian laws of gravity. Numerical results showed that the original version of GSA [1] was superior to particle swarm optimization (PSO) [2] , genetic algorithm (GA) [3] , and central force optimization (CFO) [4] . In recent years, GSA has been successfully applied to various real optimization problems, e.g., neural network training [5] , [6] , mechanical engineering [7] , [8] , image processing [9] , control engineering [10] , [11] , civil and energy engineering [12] , [13] , and telecommunication [14] , [15] . In most applications, GSA has been reported to outperform PSO and GA. Due to the outstanding performance of GSA, it is becoming one of the most popular algorithms and has attracted much scholarly attention. Many scholars have proposed interesting approaches for improving the performance of GSA [16] - [18] .
The ''No Free Lunch Theorem'' by Wolpert and Macready [19] states that there is no single method that can solve all problems optimally. For heuristic optimization algorithms, the hybrid technique has become an important tool for improving their performance. Most GSA variants have been developed by combining other evolutionary algorithms and techniques with GSA. Han et al. [20] proposed a hybrid algorithm that hybridized the quantuminspired binary gravitational search algorithm (QBGSA) with the K-nearest neighbor (K-NN) method. Gu and Pan [21] developed a modified GSA that incorporated the concepts of the locally optimal solution and globally optimal solution from PSO into GSA. Guo [22] combined the artificial bee colony (ABC) algorithm with GSA. Ojugo et al. [23] incorporated an artificial neural network into GSA. Tsai et al. [24] presented the gravitational particle swarm (GPS) algorithm, which modified the velocity formula by combining the PSO velocity with the GSA acceleration. Jiang et al. [25] also proposed a hybrid PSO and GSA algorithm. Mirjalili and Hashim [26] proposed a new hybrid PSO and GSA algorithm (PSOGSA) that combined the social thinking of PSO with the local search capability of GSA. Liu and Ma [27] presented an improved gravitational search algorithm that introduced the free search differential evolution (FSDE) [28] into GSA to avoid premature convergence. Sarafrazi et al. [29] introduced a 'Disruption' operator into GSA to further explore and exploit the search space.
In GSA, the gravitational force guides a global movement of all agents toward agents with heavier masses. GSA has the advantage of extensively exploring the global search space. However, GSA has inferior exploitation ability in the last stage of iteration. As a result, the agents easily become trapped in local optima points in the search space [27] . To overcome this problem, in this paper, a LST is introduced into GSA to improve the performance of GSA. A new HGSA is proposed. In HGSA, the local search technique is based on the quadratic approximation operator, which has been used in many heuristic optimization algorithms [30] , [31] . The exploitation ability is promoted by introducing LST into GSA. However, if LST is used for many agents in each generation, the exploration ability of GSA can be significantly weakened and the computational cost will greatly increase. To hybridize GSA and LST reasonably, fuzzy logic is introduced into the HGSA presented in this paper. In recent years, fuzzy logic has been used in many heuristic optimization algorithms. Sombra et al. [32] used fuzzy logic to change the alpha parameter in the gravitational constant formula in GSA. Kumar et al. [33] used fuzzy logic to control the gravitational constant in the GSA. Askari and Zahiri [34] employed fuzzy logic to control the effective size of the set best K and the gravitational coefficient in GSA. Duman et al. [35] proposed a novel modified hybrid PSOGSA [26] based on fuzzy logic. These methods used fuzzy logic to control the parameters of the GSA. In HGSA, a new agent can be generated by using GSA with probability p or LST with probability 1−p, and fuzzy logic is implemented to adapt the parameter p dynamically.
The rest of this paper is organized as follows: Section 2 introduces the standard GSA. The proposed HGSA is described in detail in Section 3. In Section 4, the proposed algorithm is tested on 23 benchmark functions, and the numerical results are compared with those of GSA and other improved GSAs. Finally, Section 5 gives a brief conclusion based on the analyses in Sections 3 and 4.
II. GRAVITATIONAL SEARCH ALGORITHM
In this paper, we consider the following global optimization problem: In GSA, each solution in the search region is viewed as an agent with a mass that is defined by the fitness function. Based on the Newtonian laws of gravity, the gravitational force between two agents can be obtained. The agents attract each other through the gravitational force, which causes a global movement of all agents toward the agents with larger masses. The new trial agent can be obtained by the law of motion.
GSA is a swarm intelligence method for global optimization problems. Suppose a swarm consists of N agents moving around in . The i th agent at time t can be represented by
where x d i (t) is the position of the i th agent in the d th dimension at time t and D is the number of space dimensions.
The gravitational and inertial masses are updated by the following equations:
where M ai , M pi and M ii are the active gravitational mass, passive gravitational mass, and inertial mass of the i th agent, respectively. fit i (t) denotes the fitness value of agent i at time t, and best (t) and worst (t) are calculated as follows:
At time t, the force acting on agent i from agent j is calculated as follows:
where R ij represents the Euclidian distance between agents i and j, ε is a small constant, and G(t) is a gravitational constant, which is defined as follows:
where G 0 and α are two constants, which are given at the beginning, t is the current iteration number and T is the maximum number of iterations. The total force acting on the i th agent in the d th dimension can be calculated as
where rand j is a uniform random number in the interval [0, 1] and kbest is the set of the first K agents with the best fitness value. kbest will decrease linearly with time, and ultimately, there will be only one agent exerting force on the others; here, kbest is initialized to N . By the law of motion, the acceleration of the i th agent in the d th dimension can be defined as follows:
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For iteration t + 1, the velocity and position of the i th agent in the d th dimension are updated by the following equations:
where rand i is a uniform random variable in the interval [0, 1]. The agent generated by Eq. (13) 
The pseudo-code of the GSA is shown in Figure 1 . 
III. HYBRIDIZATIONS OF GSA AND LOCAL SEARCH A. LOCAL SEARCH TECHNIQUE
The quadratic approximation operator determines the point at which the minimum value of the quadratic polynomial function passing through three points in one-dimensional space is attained. The quadratic polynomial function can approximate the objective function near the locally optimal point. Therefore, quadratic approximation operator can approximate the optimal point of the objective function. In this paper, the quadratic approximation operator is applied along each coordinate axis. Based on the quadratic approximation operator, we present a new local search technique, which is described in Figure 2 . 
B. DESIGN OF THE FUZZY LOGIC
It is generally known that the exploration ability should be enhanced in early iterations and that the exploitation ability should be strengthened in later iterations. Moreover, the best agent should have high exploitation ability, and the worst agent should have high exploration ability. We know that GSA is designed for exploration ability, and that the local search is designed for exploitation ability. To balance the exploration and exploitation abilities, we design a fuzzy system. In this fuzzy system, the iteration and fitness value of the agent are selected as two input variables, and the probability is the output variable. The value of the probability expresses the likelihood of using GSA. Each input fuzzy variable has three fuzzy sets, namely, low (L), medium (M) and high (H), whereas the output fuzzy variable has five fuzzy sets, namely, very small (VS), small (S), medium (M), big (B) and very big (VB). The membership functions of every input and output variable are right-triangle, triangle and left-triangle functions: 
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In these membership functions, x 1 , x 2 and x 3 are critical parameters that determine the shapes and locations of the functions. The graphs of the membership functions of every input and output variable are illustrated in Figures 3 and 4 , respectively.
In Figure 3(a) , T denotes the maximum number of iterations; T 0 and Tm are two constants between 0 and T . In Figure. 3(b) , fmin, fave and Fave denote the best fitness value, the average fitness value and the average value of the fitness values that are better than fave, respectively. p 1 , p 2 , p 3 and p 4 in Figure 4 are given as follows: where t is the current iteration number and T is the maximum number of iterations. Nine rules in the fuzzy system are obtained as follows:
if the iteration is L and the fitness value is L, then the probability is M.
Rule 2: if the iteration is L and the fitness value is M, then the probability is B.
Rule 3: if the iteration is L and the fitness value is H, then the probability is VB.
Rule 4: if the iteration is M and the fitness value is L, then the probability is S.
Rule 5: if the iteration is M and the fitness value is M, then the probability is M.
Rule 6: if the iteration is M and the fitness value is H, then the probability is B.
Rule 7: if the iteration is H and the fitness value is L, then the probability is VS.
Rule 8: if the iteration is H and the fitness value is M, then the probability is S.
Rule 9: if the iteration is H and the fitness value is H, then the probability is M.
The maximum membership degree method is used as a defuzzification method in this study.
C. HYBRID GRAVITATIONAL SEARCH ALGORITHM
In HGSA, we combine GSA with LST, so a new agent can be generated by using GSA with probability p or LST with probability 1−p. The parameter p can be dynamically adapted by using fuzzy logic. The pseudo-code of HGSA is shown in Figure 5 .
IV. EXPERIMENTS A. BENCHMARK FUNCTIONS
To evaluate the performance of the proposed HGSA approach, it is applied to 23 standard benchmark functions, which are provided in [36] . The 23 benchmark functions are divided into unimodal functions (F 1 to F 7 in Table 1 ), VOLUME 5, 2017 multimodal functions (F 8 to F 13 in Table 2 ) and low-dimensional multimodal functions (F 14 to F 23 in Table 3 ). Detailed descriptions of the functions in Table 3 are given in the Appendix. In these tables, D represents the dimension of the function, is the search region, and f opt is the minimum value of the function. In our experiments, D is set to 30 or100. Table 2 with D = 30.
B. COMPARISON WITH GSA
In this section, we compare HGSA with GSA. For both algorithms, the population size N is set to 50; T (maximum number of iterations) is set to 1000 for the functions in Tables 1 and 2 and 500 for the functions in Table 3 ; and VOLUME 5, 2017 G 0 and α in Eq.(9) are set to 100 and 20, respectively. In the fuzzy logic design, T 0 and Tm of Figure 3 are set to 0 and 3T /4, respectively. In the local search process, θ and γ are set to (0.5) D and 0.2, respectively, and E is set to 1 for the functions in Tables 1 and 2 , and 2 for the functions in Table 3 . For each test function, 30 independent runs are performed for each algorithm. The codes were written in MATLAB 7.0 and run on a PC with2.00GB RAM memory, 2.10GHz CPU, and Windows 7 operating system. The results are averaged over 30 independent runs and the best, worst, average, and standard deviation of the best-so-far solutions are reported for unimodal functions with D = 30 and D = 100 in Tables 4 and 7 , respectively, multimodal functions with D = 30 and D = 100 in Tables 5 and 8 , and multimodal low-dimensional functions in Table 6 , respectively.
From Table 4 , it is clear that HGSA outperforms GSA except for function F 6 , where HGSA obtains the same Table 2 with D = 100.
performance as best as GSA. For function F 5 , HGSA and GSA have no ability to explore the search region and find the global optimum, and HGSA is slightly better than GSA. For function F 3 , GSA has poor exploration and exploitation abilities, whereas HGSA has a very powerful ability to explore and exploit the search region and has a high convergence rate.
From Table 5 , it can be seen that HGSA provides better solutions than GSA for all multimodal functions. However, HGSA does not perform well on function F 8 . For functions F 9 and F 11 , GSA has a poor ability to find the optimum, but HGSA performs much better than GSA and can find the optimum.
As Table 6 illustrates, for function F 15 , HGSA performs slightly better than GSA. For functions F 16 to F 20 and F 22 , HGSA and GSA obtain the same results, which are the optima of these problems. For function F 21 , HGSA obtains a significantly better solution than GSA. HGSA and GSA get similar best results for function F 23 , but GSA performs slightly better than HGSA. For function F 14 , HGSA and GSA cannot tune themselves and do not achieve good performances
In Table 7 , we see that HGSA finds the optimum solutions on functions F 1 , F 2 , F 4 , F 6 and F 7 , whereas GSA does not find. For functions F 3 and F 5 , HGSA does not find the optimum solutions but does perform better than GSA.
From Table 8 , we can see that HGSA outperforms GSA on all functions. GSA has a very poor ability to explore and exploit the search space and cannot find good solutions for all functions, whereas HGSA has a better ability to find the good solutions, except for function F 8 ; for functions F 9 and F 11 , HGSA finds the globally optimum solutions exactly. From Tables 7 and 8 , we conclude that HGSA performs significantly better than GSA in exploring and exploiting the search space for the high-dimensional test functions.
The convergence results of the average best solutions of HGSA and GSA over 30 runs for the selected unimodal test functions with D = 30 and D = 100, multimodal test function with D = 30 and D = 100, and multimodal low-dimensional functions are shown in Figures 6-10 , respectively.
From Figure 6 , we can see that HGSA has a high convergence rate for functions F 1 , F 3 and F 7 . For function F 5 , the performances of HGSA and GSA are almost the same. In Figures 7 and 9 , we can see that HGSA has better performance than GSA for all functions. According to Figure 8 , HGSA tends to find the global optimum faster than GSA for all functions. It is clear in Figure 10 that the performances of HGSA and GSA are almost the same for functions F 15 , F 20 and F 23 but that the convergence rate of HGSA is faster than that of GSA. For function F 21 , HGSA tends to find the global optimum much faster than GSA.
C. COMPARISON WITH OTHER IMPROVED GSAs
In this subsection, HGSA is compared with other improved GSAs, such as PSOGSA [26] , FPSOGSA [35] , GPS [24] , FSGSA [32] and IGSA [29] . The best best-so-far solutions (Best) and average best-so-far solutions (Average) are reported for unimodal functions in Table 9 , multimodal functions in Table 10 , and multimodal low-dimensional functions in Table 11 , where ''NA'' represents that the data is not available. The numerical results of PSOGSA, FPSOGSA, GPS, FSGSA and IGSA are derived from [35] , [24] , [32] , and [29] , respectively.
In Table 9 , for functions F 1 and F 6 , HGSA performs better than other improved GSAs. For functions F 2 , F 3 , F 4 and F 7 , HGSA and IGSA have a very powerful abilities to explore and exploit the search region and have high convergence rates. However, IGSA performs better than HGSA, and HGSA remains the second best algorithm. FPSOGSA, GPS and IGSA perform better than HGSA does for function F 5 , and HGSA outperforms PSGSA and FSGSA in this function. However, all methods cannot find the global optimum in function F 5 .
From Table 10 , we can see that HGSA and IGSA achieve nearly the same performances for functions F 9 , F 10 From Table 9 to Table 11 , it is observed that HGSA performs better than PSOGSA, FPSOGSA, GPS, and IGSA on sixteen, nine, eighteen, and eleven of the twenty-three functions, respectively. HGSA obtains nearly the same results as PSOGSA, FPSOGSA, GPS, and IGSA on four, eight, one, and five of the twenty-three functions, respectively. For functions F 1 to F 15 , HGSA outperforms FSGSA. Hence, the results show the effectiveness of the proposed algorithm.
V. CONCLUSION
GSA has a powerful ability to explore the global search space, but it has a poor exploitation ability in the last stage. The overall goal of this paper is to make full use of the exploration ability of GSA and the exploitation ability of local search. Thus, a new hybrid GSA is proposed based on fuzzy logic. The hybridization is performed by using GSA with probability p and the local search technique with probability 1 − p for each agent. The probability p is obtained by the fuzzy system. The performance of the proposed algorithm is evaluated based on 23 well-known benchmark test functions. The numerical results obtained from the proposed algorithm demonstrate that the proposed algorithm significantly improves the performance of GSA in terms of efficiency, reliability and robustness. It must be noted that the running time of the proposed algorithm can be influenced by the size of the probability p. If the probability p is very small, the probability of using local search is very large. This may lead to a longer running time. If the probability p is very large, the local search ability maybe weakened. Therefore, the choice of parameter p 1 in Eq. (18) is extremely important. In the future, it will be very interesting to study how to define the parameter p 1 .
APPENDIX
See Tables 12-16. 
