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Abstract
Perovskite solar cells (PSCs) are solar cells implemented with perovskite absorber.
Within 5 years of development, the power conversion efficiency (PCE) of PSCs has
reached 22.1%. It has been proposed that the ferroelectric polarization of perovskites
may affect the electronic performance of PSCs. CH3NH3PbI3 (MAPbI3) is one of the
most widely used perovskites in PSCs. Methylammonium ion (MA+) is believed to
be involved in inducing ferroelectric polarization as single MA+ in vacuum shows a
large dipole moment. On the other hand, MA+ are found to be disordered at room
temperature. However, the behavior of MA+ alignment, and the connection between
MA+ alignment and polarization are not fully understood. A better understanding
of these phenomena are crucial in improving the PCE of PSCs. In this thesis, studies
of the relationship between the performance and MA+ alignment, and polarisation
have been undertaken.
Band structures and effective masses of MAPbI3 in the α phase and the β phase
were calculated with MA+ orientated differently. It is found that these structures
have comparable energies. This is in agreement with the observed disordered MA+
in experiments. The influence of the orientation of MA+s on band gap is smaller
than 0.1 eV. There is a significant effect of orientation on the effective mass due to
the large dipole moment of MA+. However, overall reduced effective masses of differ-
ently orientated MA+ unit cells are comparable. It is also found that the electronic
properties of the α phase are similar to that of the β phase. This is the reason why
MAPbI3 PSCs are able to work stably near their phase transition point. These results
explained that the orientation of MA+ and phase transition near room temperature
have little influence on solar cell performance.
The energy landscapes for MA+ reorientations in the α phase and the β phase unit
cells and super cells are investigated in detail. The MA+ reorientation energy barrier
depends on the initial and final orientations, it also depends on the orientations of
its neighboring MA+. The energy barrier is smaller for MA+ rotating from anti-
parallel to parallel. This suggests MA+ prefers parallel alignment. It is also found
that the rotational energy barrier in the α phase is lower than that in the β phase.
The polarization induced by MA+ rotation is about 6-8 µCcm−2, which is about
three times higher than that produced by lead ion relaxation. Our work suggests
that polarization in MAPbI3 is mainly from MA
+ orientations, which gives us a new
understanding of the polarization of perovskite materials.
To study the influence of the specific microscopic characteristics of PSC’s on solar
cell power conversion performance, setting up of an appropriate transport model for
numerical simulations is required. Existing models to simulate solar cell efficiency
are unsuitable to study PSCs, as they are developed for silicon solar cells. Also,
they tend to be overparameterised, which compromises their predictive capacity. In
this thesis numerical models have been developed and implemented in efficient home-
made codes. Using these models, it is found that PCEs increase with charge carrier
lifetimes, mobilities and diffusion lengths. The open-circuit voltage (Voc) depends on
the intensity of the exciting radiation and charge carrier lifetimes. Diffusion length
and light intensity determine the saturated circuit current (Jsc). Additionally, three
theoretical guidelines are proposed for PSC fabrication and optimization. It is the-
oretically shown that concentrator PSCs may offer advantages. We thus argue that
the model developed here provides a framework for numerical modeling of perovskite–
based cells and the optimization of their performance.
Hysteresis is the performance difference between the forward and backward mea-
surements. There is considerable debate about the reasons for the observed hystere-
sis. Polarization and ion migration are two possible reasons causing hysteresis in J-V
curves for PSCs. However, there are no quantitative hysteresis simulations, also no
theory to show the possibility of hysteresis induced by polarization. By considering
two screening relaxation fields in numerical models, I quantitatively reproduced ex-
perimental hysteresis in J-V curves. It is theoretically shown that both polarization
and ion migration can induce screening fields and then produce hysteresis. Lastly, two
possible methods to reduce hysteresis in PSCs are proposed. One consists of reducing
defects in thin films and at interfaces; The other consists of using polarisable mate-
rials as a charge transfer layer to compensate for the field induced by polarization or
(and) ion migration. This work shows for the first time the role of polarization and
suggests two ways to eliminate hysteresis.
Our numerical work shows that polarization and ion migration are both possible
mechanisms inducing hysteresis in the J-V curves. In order to distinguish between
the role of polarization and ion migration in perovskite materials, two-dimensional
periodic thin film models for relaxations of ion migration and polarization of MA+ are
investigated. Dynamic simulations show both ion migration and MA+ polarization
are able to build screening fields and promote charge transfer in PSCs. Lifetimes of
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these two relaxation mechanisms increase with the thin film thickness and decrease
with the initial applied external field. The relaxation lifetime of ion migration ob-
tained with a model using experimental length scale and field strength is estimated
to be in the range from 1 ms to 1.5 s, which is comparable to measurement delay
times. While, the relaxation lifetimes of MA+ orientations are estimated to be about
several hundred ns to several µs, which significantly differ from experimental delay
times. This polarization relaxation lifetime is much shorter than others simulation
results. The discrepancy is due to the different model that has been used in this
work. Others have used three-dimensional periodic bulk models, which led to longer
relaxation lifetimes compared to the two-dimensional periodic thin film models. How-
ever, three-dimensional periodic bulk models can not consider surface and interface
charges, results from three-dimensional periodic models are thus misleading. Charge
behaviors in thin films should be mimicked by two-dimensional periodic thin film
models. Our results indicate that the hysteresis in PSCs is induced by ion migra-
tion rather than the polarization of MA+ due to the fast theoretical relaxation time
of MA+ polarization compared to experiments. This finding provides us a better
understanding of hysteresis in PSCs.
The influence of the density of the conduction band states (Nc) and the density of
the valence band states (Nv) on PSC performance are elucidated. Firstly, Nc and Nv
of silicon, CdTe, and typical perovskites are calculated from DFT calculations based
on two different methods. It is found that NcNv of CdTe and typical perovskites are
much lower than that of silicon. Using our developed numerical models, the lower
NcNv is expected to produce higher output voltage including Voc. The lower NcNv in
perovskite will result in 100 mV higher Voc and 10% higher PCEs compared to solar
cells with the same parameters except for NcNv. This provides a new guideline for
finding and developing new photovoltaic materials.
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1.1 The roadmap of solar cells
Clean energy is investigated intensively due to the increasing threat from environment
and energy problems over the last few decades. Among renewable energy technologies,
solar cells are one of the most realistic and promising. Their working mechanism is
the photovoltaic effect, which was first observed by Alexandre Edmond Becquerel
about two hundred years ago.[2] A practical solar cell was first invented in Bell labs
in 1954.[3] In the very early stage, all solar cells used single crystals. Hence, their
costs were extremely high. For example, the cost of the first commercial solar cell
was up to $1,785/watt.[2] Too high cost made it impossible to use solar cells in daily
life. It only can be used in satellites and space stations. The thought to lower its
cost began in the 1980s with thin film solar cells, as shown in Figure 1.1.[4] Thin
film solar cells were first made at the University of Delaware. Soon, polysilicon and
amorphous silicon solar cells were proposed and produced. After, dye-sensitized solar
cells (DSSCs) were invented by Brian O’Regan and Michael Gratzel.[5] This new type
of solar cells could be made from solution processes, which avoids the most expensive
process – physical vacuum deposition in solar cell fabrications. The DSSC invention
was very significant as they gave rise to a new research field. Based on DSSCs, organic
solar cells (OSCs), and perovskite solar cells (PSCs) have been developed.
DSSCs lower the fabrication cost. The problem is its very low performance, which
limits its application and commercialization. Improving the power conversion effi-
ciency (PCE) became the main goal in the research for optimization of DSSCs. A
general solar cell mechanism includes several processes: light absorption, exciton
splitting, charge carrier transport to electrodes. As well as these processes, there are
non-productive pathways, such as exciton relaxation, charge carrier recombination.
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Figure 1.1: Best research-cell efficiencies of various solar cells. PSCs show rapidly
growing PCEs. The figure was taken from NREL website.[4]
To enhance PCEs, we could improve light absorption by developing new dyes, increas-
ing exciton splitting rate (same as lowering the exciton splitting energy) and charge
carrier mobility. Several feasible methods have been attempted. The first is to lower
the exciton splitting energy barrier by introducing organic hosts. The charge transfer
is believed to be faster between organic materials. By replacing the TiO2 hosts in
DSSCs with organic materials, such as PCBM, DSSCs become OSCs. The second is
to optimize the dye that controls light absorption. A good dye is expected to have
high absorption coefficient across a broad wavelength range. In 2009, Kojima et al.
first introduced a perovskite into a DSSC as a dye.[6] This was the pre-model of PSCs.
1.2 What is perovskite and its solar cells
1.2.1 Perovskite materials
In the narrow sense, perovskite is just a calcium titanium oxide mineral with the
chemical formula CaTiO3.[7] It is named after the Russian mineralogist Lev Perovski.
The general description of a perovskite is a material with the structure shown in Figure
1.2. A, B and X are three different types of ions. The typical perovskite materials used
in solar cells are MAPbI3, MAPbClx I3–x and CH2(NH2)2PbI3. In these materials, A is
the organic ion, B is the lead ion, and X is the halogen ion. On one hand, perovskite
materials usually have several phases[8], for example, MAPbI3 has α phase and β
2
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Figure 1.2: The structure of perovskite materials (left) and the structure of its solar
cells (right). Original figure was reprinted from Ref. [12]
phase. Its phase transition point is 333 K, which is near its working temperature. On
the other hand, it is worth noticing that lots of ferroelectric materials are tetragonal
phase perovskite materials, such as BaTiO3, PbTiO3, and BiFeO3.[9, 10, 11] These
indicate that the β phase of MAPbI3 maybe ferroelectric.
1.2.2 Perovskite solar cells
A typical PSC has five function layers. They are the anode, the n-type Electron Trans-
port Layer (ETL), the perovskite layer, the p-type Hole Transport Layer (HTL) and
the cathode. A classic planar PSC is illustrated in Figure 1.2. The perovskite layer
is the core layer, where the light is absorbed, and excitons are formed, separated and
transferred. The n-type ETL is used for two reasons. One is for transferring electrons
and another is for blocking holes. Electrons are extracted at the interface between
the n-type ETL and the perovskite layer. Conversely, the p-type HTL conducts holes
and blocks electrons. Generally, photons and excitons are absorbed and formed in
perovskite, while electron and hole are separated at interfaces. The glass layer is
just the substrate without any other functions. PSCs have three typical structures.
Figure 1.2 shows the most common structures where photons impinge through the
n-type ETL. Other two are the inverted and the hole-conductor-layer-free solar cells.
In inverted solar cells, light comes from the side of p-type HTL.[13, 14, 15, 16] The
sequence is glass, cathode, p-type HTL, perovskite, n-type ETL and anode. Inverted
solar cells are intensively developed because they are more stable and exhibit less
hysteresis.[14, 15, 16] On the other hand, as the p-type HTL material is very expen-
sive, the lack of hole transporter will reduce the cost of solar cell fabrications.[17, 18]
PSCs without HTL are called hole-conductor layer free PSCs.[17, 18, 19, 20]
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Figure 1.3: The evolution of PSCs: from a mesoscopic to a planar embodiment of the
perovskite solar cell. This figure was reprinted from Ref. [21]
1.3 The development of PSCs
1.3.1 PSC’s PCE is soaring
Perovskite was first introduced to solar cells in 2009.[6] Its PCE only reached 3.81%.
In this solar cell, perovskites replaced the traditional dye in DSSCs. Due to its low
PCE, it did not attract much interest. In the next two years, little progress was made.
It was reported in 2011 that the solar cell with perovskite as quantum dot sensitizers
achieved a maximum PCE of 6.54%.[22] In 2012, significant progress was made in
PSCs, its PCE reached 11%.[23, 24] Strictly speaking, these two PSCs were still in
the form of DSSC, perovskite was only used as sensitizers, shown in Figure 1.3a.
The current use of PSC was introduced in the second half of 2012.[25, 26] Their
PCEs are lower than 10%. Structures of these two solar cells are illustrated in Figure
1.3b, the perovskite was mixed with mesoporous titanium dioxide. In these solar
cells, the perovskite layer was used as both absorber and hole transporter. In the
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next several years, PCEs of mesoscopic PSCs continued increasing and reached the
maximum PCE of 12.3%.[27] As these perovskite materials are ambipolar, they can
conduct both electrons and holes. Additionally, they show very high electron and hole
mobilities, which have reached several cm2/Vs.[28, 29] These high mobilities are much
higher than the mobilities of most used hole transporting materials in solar cells[30]
and the mobilities ( ≈ 0.02 cm2/Vs) of most used electron transporting materials
in solar cells.[31, 32] Theoretically, it is possible to let all of these processes of light
absorbing, electron transport and hole transport happen in the perovskite layer, which
will simplify solar cell‘s structure and lower its costs. Thus, why not use perovskite
to replace the hole transporter materials and electron transporter materials? In late
2013, Stranks et al. made planar PSCs.[33, 29, 34] In these solar cells, perovskite
layers absorb photons and transfer charge carriers. Within one year, PCEs of planar
PSCs surpassed mesoscopic PSCs and reached up to 15.7%.[34, 35] In the year of
2014, the PCE increased to 16.2%[36], 16.9%[37] 19.3%[1] and up to 20.5%.[38] After
that, it would be no surprise if someone made higher PCE PSCs. The record is being
broken again and again, and at the time of writing had reached 22.1 %.[39, 40, 4]
1.3.2 Stability and hysteresis problems
During the rapid development of perovskite, people found that there was an extremely
slow photoconductivity response in organic hybrid perovskite materials.[41] Due to
this slow response, PCEs of solar cells are increasing and then reach a stable value
about 5 – 10 seconds after illumination.[36, 37] It looks like that at the beginning
of measurement solar cells are self-improving. Gottesman et al. demonstrated that
the slow photovoltaic response not only could increase, it also may decrease.[41] This
extremely slow relaxation indicates that there are some structure changes under work-
ing conditions. In early 2015, Niu et al. reported that moisture degrades MAPbI3
materials in solar cells.[42, 43, 44] The normalized PCEs dropped to 20 percent and
even to zero compared to the initial PCE. Bryant et al. showed that the reduced PCE
of solar cells is due to the degradation of MAPbI3, which leads to low absorbance and
rough surface.[45, 46, 43]
The other problem of PSCs is the hysteresis in J-V curves. The working J-V
curve is determined by the scan direction and scan rate. Due to some slow relaxing
processes, the field in perovskite layers lags with respect to the applied field. The
hysteresis of PSCs was noticed and investigated since 2014.[36, 47, 48, 49, 50, 51]




The existence of these two problems has encouraged people to find out a way to
overcome them. In order to solve these problems, we should know how PSCs were
made and how they work.
1.4 Mechanisms in PSCs
1.4.1 Working mechanisms and material requirements of each
layer
General working processes of photovoltaic solar cells include light absorption – exciton
formation, exciton migration and separation, charge carrier transfer, charge extracting
and injection, as shown in Figure 1.4. Light absorption in the donor layer leads
to exciton formation. After excitons are formed, there are two possible cases: the
first is that if the exciton separation energy in the donor is high, excitons need to
be transferred to interfaces between donor and acceptor; the second case is that the
exciton separation energy is very small, so that excitons can be split within the donor.
The first case includes OSCs, DSSCs, and p-n junction solar cells, for example, silicon
solar cells. The second is the case that happens in PSCs. In the light absorption
process, the absorber should have a band gap such that it can absorb most photons
without losing too much potential. On the other hand, in order to absorb more
photons, the absorption coefficient should be high. After absorption, excitons can
undergo charge separation. The separation mechanism differs between different solar
cells. For p-n junction solar cells, a large built-in field is required. For OSCs, the fast
separation rate needs strong coupling between two molecules and small reorganization
energy. For PSCs, the exciton separation happens within perovskite. The exciton
separation energy in PSCs can be calculated from a hydrogen-like model.[52] It is
determined by the effective masses and dielectric constant. The small effective mass
and the large high-frequency dielectric constant of perovskite materials contribute to
a small separation energy.
After exciton dissociation, two free charge carriers are generated. Hole transport
and electron transport occur in the respective layers. Hence, HTL should have high
hole mobility and ETL should have high electron mobility. However, in PSCs, both
holes and electrons transport in perovskite materials. This indicates that the per-
ovskite material must be ambipolar and have high mobilities for both electrons and
holes. The last step is charge collection. Charge carriers will be conducted and in-
jected to electrodes. In the injecting process, energy barriers should be very small
or even be negative. Efficient injection requires the corresponding energy levels of
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Figure 1.4: Working mechanism of solar cells. The figure was derived from Ref. [53].
transporter and electrodes to be comparable. Ideally, their energy levels should be
the same. A high energy barrier leads to poor charge injection. On the other hand,
a negative energy barrier leads to lost potential and low voltage output. For PSCs,
an additional separation process is required as both electron and hole transfer occur
in the perovskite layer. Holes and electrons are separated through blocking. The
hole transporter in PSC functions as a hole extractor: conducting holes and blocking
electrons. Hence, the HTL is also called the electron blocking layer. The real function
of hole transporter or electron transporter is hole extraction or electron extraction
rather than charge transfer.
1.4.2 Energy levels and output voltage in PSCs
In PSCs, both electron and hole transfer in the perovskite layer. Electrons transfer on
the levels of LUMOs, while, holes transfer on the levels of HOMOs. They are driven
by the separate quasi-Fermi levels (Efn and Efp).[54, 55, 56] In a real PSC, the output
voltage is the potential difference between the electron Quasi-Fermi level at x = 0
and the hole Quasi-Fermi level at x = d. eV = Efn|x=0−Efp|x=d (Figure 1.5), where
these Fermi levels satisfy: n|x=0 = Nce
Ec−Efn
−kT and p|x=d = Nve
Ev−Efp
kT , where Nc and




Figure 1.5: A), One grid in simulation compared to the α unit cell. Six possible
hopping paths are shown in green arrows and text; B) the simplified grid and possible
final locations of six possible hops.
the output voltage can be expressed as:[57]
eV = Efn − Efp = Ec + kT ln(
n|x=0
Nc




= Ebgap + kT ln(
n|x=0
Nc





As shown in Figure 1.5A, at open circuit, the electron quasi-Fermi level in the
TiO2 layer is the same with the electron quasi-Fermi level in the perovskite layer and
the hole quasi-Fermi levels in perovskite and spiro-OMeATD (HTL) are the same.
There is no charge movement due to the same quasi-Fermi levels. The potential
difference between these two quasi-Fermi levels is the open circuit voltage. Under a
certain bias, the potential difference between Efn and Efp is narrowed. The lowering
of Efn in TiO2 and the raising of Efp in HTL tilt the quasi-Fermi levels in perovskites,
as shown in Figure 1.5B. The gradients of the tilted quasi-Fermi levels drive charge
to ETL and HTL.
1.4.3 Why PSCs can achieve high PCEs?
Since the invention of PSCs, their PCEs continue to increase without sophisticated
fabrication techniques. The most trusted and broadly believed reason is its good
electronic properties. Charge carrier diffusion lengths of PSCs are measured to be as
long as 1 µm.[28, 29] Their lifetimes are also estimated to be up to several hundred
ns.[19, 1] The long diffusion length means that charge carriers can freely travel a long
distance without scattering. Other widely accepted reasons include its appropriate
size band gap and large absorption coefficient. Experimental band gaps of MAPbI3
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are measured to be 1.45 eV,[58] 1.50 eV,[25] 1.54 eV,[8] 1.55 eV,[1] 1.61 eV[59] and
1.70 eV.[60] These band gaps are near the band gap with maximum efficiency in
Shockley-Queisser limit.[61] In experiments, Burschka et al. have illustrated that
organic hybrid perovskite materials have a very wide absorption wavelength range
with high IPCE.[34, 25, 62]
Theory has also found comparable results to experiments. The long diffusion
length is confirmed with theoretical small effective masses.[63, 64] The long charge
carrier lifetime in experiments is in concert with inert defects and intrinsically benign
grain boundaries.[63, 58, 65] Band structures have also been studied by theoreticians.[63,
64, 66, 67] Small exciton separation energy was estimated due to its large dielectric
constant and small effective masses.[52]
As perovskite materials often are ferroelectric,[68, 11, 10] there is debate about
whether the ferroelectric polarization contributes to the energy conversion process.
Frost et al. argued that the charge carrier is easier to be transferred along the ferro-
electric grain boundary.[69] We find that the polarization screens external hindering
fields, promotes charge transfer and improves its PCEs.[52] Our argument is in con-
sistent with the compensated field[70] and screening effect[71] described in references.
We will discuss the polarization debate in section 1.5.
1.4.4 What causes hysteresis?
Since the invention of PSCs, it is found that the working J-V curves are different in the
backward and forward measurements.[37, 36] The backward scanning produces higher
power conversion compared to the forward scan. The difference between forward and
backward measurements is called hysteresis. The existence of hysteresis brings about
the difficulty in PCE measurement. Very intensive studies have been performed to
investigate what causes hysteresis and how to eliminate hysteresis. [70, 51, 50, 72,
73, 74] Proposed reasons include ion migration,[49, 75, 76, 51, 70, 77] ferroelectric
polarization,[78, 71] space charge,[74] interface defects.[74] Debates continue.
1.5 Motivation of this research
My research focuses on two main questions: why PSCs can achieve high perfor-
mance and what causes hysteresis. These general applicational issues can only be
addressed if some more fundamental mechanistic questions are answered. These are:
Is the polarization of MAPbI3 ferroelectric? How does the polarization contribute
to power conversion and hysteresis? In order to answer these questions, we have to
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separate them into several parts. We will address these questions using first-principle
microscopic simulations, mesoscopic simulations using classic dynamic Monte Carlo
simulations, and macroscopic simulations based on numerical models.
1.5.1 What is the origin of electric polarization in MAPbI3,
and how does it improve PCEs?
The origin of electric polarization and its impact on PCEs has been discussed in OSCs.
It has been proved that the dipole moment of organic molecules increases the charge
separation rate and then improves the solar cell PCE.[79, 80] Perovskites are thought
to be ferroelectric. Frost et al. proposed that excitons may be easier to separate at the
internal junctions between ferroelectric domains.[69, 64] This internal junction also
may reduce the charge carrier recombination through segregation.[69] We examined
the effect of organic ion orientation and possible polarizations from organic ion and
lead ion using first-principle methods. We present the evidence for the existence of
ferroelectric polarization. This ferroelectric polarization screens external hindering
field, promotes charge transfer and PCEs. This part of work is shown in Chapter 2
and published as reference 52.
1.5.2 Problems in numerical PSC models
Numerical simulations are the bridge that connects microscopic properties and macro-
scopic performance. Numerical models are widely used for silicon solar cell analysis
and optimization, such as modeling of free-carrier absorption,[81] enhancement of
optical absorption,[82] wafer thickness optimization[83] and optimization of device
structure.[84] Numerical models for DSSCs and Bulk Heterojunction (BHJ) OSCs
are also developed.[85, 86, 87, 88, 89, 90, 91, 92, 93] With these numerical meth-
ods, details of charge transport in solar cells and how this factor affects solar cell’s
performance are revealed.
However, these models for silicon solar cells and DSSCs are unable to describe the
mechanism in PSCs. Silicon solar cells are formed by p-n junctions which are caused
by doping. Dopant density and its distribution determine solar cell’s performance,
especially the output voltage.[93] The model for DSSCs involves solvent, which con-
ducts ions and current. Additionally, its output voltage depends on the redox level
in electrolytes.[90] For PSCs, the output voltage depends on the electron and hole
quasi-Fermi energy levels at corresponding electrodes, with no relation to dopants
nor redox levels. Hence, the model should be adapted to PSCs. In PSCs, most of
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the charge carriers are photon-generated holes and electrons, and the output voltage
is determined by the difference of quasi-Fermi energy levels at the two perovskites
boundaries.
There has been some recent progress in numerical simulations of PSCs. Liu et
al. using a general solar cell simulation program – AMPS-1D, has shown how the
PSC’s PCE depends on thickness, defect density and charge mobility of its perovskite
layer.[94] As discussed, the general model is unable to describe the charge transfer
behavior and mechanism in PSCs exactly. Assuming the electric field in the whole
solar cell is constant and using general equations, Sun et al. derived an analytical
solution.[95] However their assumption contradicts the fact that the electric field
in a real solar cell is never constant. Additionally, though they derived analytic
solutions, the parameters employed are obtained from the fitting of experimental J-
V curves, which is a phenomenological approach that can be severely affected by
overparameterisation of the model. Foster et al. developed a numerical model with
specific parameters and physics for PSCs.[96] It was perhaps the best model, but it has
deficiencies. A difficulty with their model is that some parameters are unable to be
obtained from experiment directly and this requires solving with physically realistic
parameter values. Reenen et al. proposed a model to explain the hysteresis in PSCs
based on time evolution.[77] Although they could explain the hysteresis, their results
are in poor agreement with quantitative measurements in Tress’ experiments.[70]
Therefore, a new model is developed here, which uses diffusion equations and has
been implemented in a Fortran program. This model has no problem with solving
equations with physically realistic parameter values. It is also shown how to use this
model to analyze and optimize PSCs. This work was published as reference [57] and
presented in Chapter 3.
1.5.3 What is the influence of the screening field on PCE
and hysteresis?
In experiments, the compensated screening field was observed and considered to be the
reason to induce hysteresis.[70] Juarez-Perez et al. found a giant dielectric constant
(GDC) phenomenon consisting of a low frequency dielectric constant in the dark of
the order of ε0 = 1000.[97] They also found that ε0 further increases under illumination
or by charge injection at applied bias. Frost et al. reported that the increase at low
frequency and under illumination is due to the screening of ion migration and MA+
polarization.[98] However, how this screening effect will influence the performance
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of PSCs has not been much investigated. Using the numerical model developed, I
examined the influence of the screening effect in different PSCs.
On the other side, polarization, space charges, and ion migration are other possi-
ble causes for hysteresis.[74] Most researchers believe that ion migration is the cause
of hysteresis.[49, 75, 76, 51, 70, 77] Very little research supports the possibility of
polarization induced hysteresis. There are some reasons to believe that the hysteresis
comes from ferroelectric polarization. The first is the possibility of ferroelectricity
in the organic hybrid perovskites. The second is that ferroelectric P-E curve shows
hysteresis.[68] Ferroelectric materials show a spontaneous polarization and its direc-
tion can be reversed by a strong external field. Their polarization states depend not
only on the current applied electric field but also on their history, yielding hysteresis
loops.[99] Ferroelectric materials often show hysteresis phenomenon.[100, 101, 102]
Additionally, there are some theoretical models to simulate the anomalous hysteresis
in PSCs,[77] but all of them are qualitative. No quantitative modeling has been made.
Therefore, using our developed numerical model implemented with polarization re-
laxation and capacitive charge relaxation, we reproduced experimental hysteresis J-V
curves. Our numerical results demonstrated that polarization is able to bring about
hysteresis as ion migration does. To quantitatively reproduce experimental hysteresis
J-V curves, two relaxations with different relaxation times are required. Lastly, we
proposed some approaches to reduce the hysteresis in PSCs. This work was published
as reference [73] and shown in Chapter 4.
1.5.4 Does ferroelectric polarization exist? How do the po-
larization and ion migration produce hysteresis?
A fundamental question underlying both performance and hysteretic behavior of or-
ganic hybrid perovskites concerns their ferroelectric character. If it is ferroelectric,
the polarization certainly has effects on power conversion and hysteresis. If it is
not ferroelectric, there is no ferroelectric contribution. Theoretically, most people
believed that organic hybrid perovskites are ferroelectric.[103, 64] Frost et al. as-
sumed the presence of ferroelectric polarization and used it to explain the hysteresis
in PSCs.[104, 47] DFT studies demonstrated that organic hybrid perovskites have
ferroelectric polarizations.[69, 105, 106, 107] Whereas, there is no certain answer in
experiments.
In 2014, Kutes et al. claimed that they directly observed ferroelectric domains in
MAPbI3 thin films.[108] However in their experiment, they showed the polarization
of MAPbI3 thin films under different biases, which can not prove the polarization is
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ferroelectric rather than ion migration induced polarization. This polarization may
be built by iodine ion migration. In 2015, Beilsten-Edmands et al. argued that
there is no ferroelectricity in MAPbI3 perovskite-based photovoltaic device.[75] How-
ever this argument fails to estimate the intrinsic polarization. They excluded the
ferroelectric polarization by assuming the ferroelectric polarization is the intrinsic
polarization under extremely high frequency, which was set as the intercept of the
line of Q vs 1/f . All of the ferroelectric polarizations show decreasing trends at
very high frequency.[109, 110] Hence, the polarization should be very small at ex-
tremely high frequency as electronic orbitals and ions are unable to catch up with
the external field and respond. In the same year, Zhao et al. reported ferroelectric
polarization behaviors in hybrid halide perovskite films.[78, 71] They did not exclude
the contribution from ion migration. Fan et al. also reported that there should be
ferroelectric polarization in theory, but at room temperature they did not observe
ferroelectric polarization.[107] They drew the conclusion by comparing the I-E curves
of Au/MAPbI3/ PEDOT:PSS/ITO and Au/BiFeO3/SrRuO3. There are two issues in
their experiment. The first issue is that they used two different device structures. The
second is that they ignored the influence of applied voltage amplitude and frequency.
The amplitude and frequency of applied voltage for perovskite are 1 V and 10 Hz,
whereas, corresponding values for BiFeO3 are 26 V and 1 kHz. Since ferroelectric
polarization is frequency dependent, these two experiments with 100 times difference
in frequency cannot be directly compared.
Leguy et al. using quasielastic neutron scattering measurements showed that MA+
ions reorientate with a residence time about 14 ps at room temperature.[111] Their
Monte Carlo simulations demonstrated MA+ ions behave as either anti-ferroelectric
or ferroelectric, which depends on the interaction between neighboring MA+ ions.
However, they did not consider the polarization of the inorganic frame, which also
could contribute to ferroelectricity, such as BiFeO3. Therefore, we studied the inde-
pendent and collective movements of MA+ ions, and also possible polarization coming
from inorganic frames. This work is shown in Chapter 2. On the other hand, they
used a three-dimensional periodic bulk model, which is not the real case as the thick-
ness of a perovskite layer in solar cells is only several hundred nm. Additionally,
the three-dimensional periodic bulk model is unable to model the surface charge,
which exists at the interface of PSCs and plays an important role in charge behav-
ior. Hence, charge related behaviors in perovskite layers should be simulated with
two-dimensional periodic thin film models. This is also confirmed by our simulations
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Table 1.1: Experimental parameters related to band gaps and Voc.
Solar cells Band-gap(eV) Voc (V) Deficit (V) PCEs[4]
Amorphous silicon 1.55[122] 0.98[123] 0.57 13.6%
Multicrystalline silicon[124] 1.12 0.67 0.45 21.3%
CdTe[124] 1.51[125] 0.88;1.04[126] 0.63;0.47 21.1%
MAPbI3[1] 1.57 1.14 0.43 21.1%
that charge behaviors in two- and three-dimensional periodic models are totally dif-
ferent and even show opposite phenomenon. Due to the presence of these issues, we
build up two- and three-dimensional periodic models to simulate ion migration and
polarization relaxations. This part of the work is presented in Chapter 5.
1.5.5 To understand the high open-circuit voltage in PSCs
Open-circuit voltage of a solar cell is always lower than the band gap of the absorber.
The difference between them is called open-circuit voltage deficit. A large open-circuit
voltage deficit leads to a low performance. Table 1.1 shows the parameters of different
kinds of solar cells. It is worth noticing that the PSC has the smallest open-circuit
voltage deficit. This small deficit even surpasses that of silicon solar cells, which have
been developed for more than 40 years. I have found that the high Voc in PSCs is not
rare, many experiments have achieved Voc higher than 1.1 V.[39, 112, 113, 114] Thus,
why PSCs can achieve such a high Voc without sophisticated fabrication methods?
The open-circuit voltage deficit in OSCs,[115, 116, 117, 118] quantum dot solar
cells,[119] a-Si:H/c-Si heterojunction solar cells[120, 121] have been discussed. In
quantum dot solar cells, it was found that sub-bandgap states are the most likely
origin of the high Voc deficit.[119] For bulk heterojunction solar cells, theoretical works
showed that the Voc depends on (1) the donor-acceptor energy gap; (2) charge-carrier
recombination rates; (3) illumination intensity; (4) the contact work functions (if not
in the pinning regime); and (5) the amount of energetic disorder.[120, 121] The Voc
in OSCs seems more complicated: Garcia-Belmonte et al. found that small tails of
DOS distribution will lead to high Voc; Sulas et al. showed that the increased density
of charge-transfer states causes Voc loss;[116] The same conclusion was also obtained
by Collins et al.[118]
Do PSCs display similar Voc dependences? The unusual Voc in PSCs hasn’t been
noticed until 2015.[127, 128, 129] The theoretical study done by Yang et al. illustrated
that the reduced bimolecular recombination is the origin of high Voc.[127] Chen et al.
further demonstrated that the limiting of Voc of MAPbBr3 PSCs is due to the interface
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loss induced by the charge extraction layer rather than by bulk dominated recombi-
nation losses.[129] Hence, we calculated Nc and Nv of different materials including
typical perovskites and implemented them into our developed numerical models, it
is found that low Nc and Nv in perovskite materials could contribute 100 mV higher
Voc compared to PSCs with silicon Nc and Nv. Low Nc and Nv agree with the low
DOS tail of conduction band observed by Endres et al.[128] This work is reported in
Chapter 6 and published as reference [130].
1.6 Outline of the thesis
In this thesis, I employed DFT calculations to study the electronic and polarization
properties of MAPbI3 as well as numerical simulations to study the screening effect,
ion migration and polarization effect in PSCs. Chapter 1 gives an overview of current
PSC research, including the development of PSCs and mechanisms in PSCs. The
second half of Chapter 1 discussed the questions and debates in PSCs and stated my
research motivation. Two of my research questions are about why PSCs can realize
high PCEs and why there is hysteresis. Chapter 2, 5 and 6 are intended to investigate




Photovoltaic performance and the
energy landscape of CH3NH3PbI3
2.1 Introduction
A photovoltaic cell with a perovskite absorbing layer was first made by Kojima et al.[6]
The first perovskite solar cell (PSC) was made in 2012.[25, 26] The rapid development
of PSCs surpasses the understanding of its mechanisms. One year after its invention,
PSCs realized power conversion efficiency (PCE) above 15 % although the detailed
electronic properties of absorber were unknown.[12, 34] Within 4 years, PCE record
of thin film PSCs has reached 22.1%.[24, 25, 62, 34, 33, 131, 12, 1, 4] It is believed that
the benign defects, long charge carrier lifetimes and mobilities[28, 29] and very wide
wavelength range with high Incident-Photon to Current Efficiency (IPCE)[34, 25, 62]
are the reasons for PSCs realizing high PCEs.
CH3NH3PbI3 (MAPbI3) and MAPbIxCl3-x are widely used as light absorbers in
PSCs. At room temperature, MAPbI3 adopts a tetragonal structure, its β-phase.
It will turn into the cubic α-phase at 333 K.[8] In theory, the structural and elec-
tronic properties of its α phase have been discussed by the Aron group.[64] Zhao et
al. have studied the orthorhombic perovskite MAPbI3 and they show that van der
Waals (vdW) interactions are important in DFT calculations.[67] Du has discussed
the electronic structure of the β phase of MAPbI3, and reported small electron and
hole effective masses, large Born effective charge, and benign traps and recombination
centers, all of which contribute to exceptionally good carrier transport properties.[63]
Perovskite materials often exhibit ferroelectricity. Some experiments have re-
ported ferroelectric behavior in MAPbI3 thin films.[8, 108, 78] It is probable that
the spontaneous ferroelectric polarization affects the perovskite photovoltaic’s per-
formance if ferroelectricity exists. It has been reported that polarizations in dye-
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sensitized solar cells (DSCs) and organic solar cells (OSCs) improve their performance.[132,
133] By introducing a permanent electric field in an ultra-thin layer of ferroelectric
co-polymer at the interface between the electrode and semiconductor layer of organic
solar cells, the interface charge is decreased, and then the Schottky barrier is lowered,
which increases charge collection efficiency and PCEs.[134, 80, 135] These studies sug-
gest that polarizations may also affect PSC performance. Frost et al. proposed that
ferroelectric domains result in internal junctions, which promote the separation of ex-
citons, and reduction of recombination through segregation of charge carriers.[104, 69]
The bulk photovoltaic effect related with ferroelectricity and ferroelectric domain wall
have been discussed.[136, 66] The links between models and cell performance are not
clear.
The first aim of this part is to determine where the ferroelectric polarization may
come from and how this polarization influence PSC performance. We examine the
methylammonium ion (MA+) orientation impact on MAPbI3 electronic properties
using Density Functional Theory (DFT). We discussed the possible mechanism of po-
larization, the relative energies of MA+ structures, and the heights of energy barriers
between these structures. Additionally, by using theoretical methods, arguing from
three points, we show that the polarization of MA+ and perovskite unit cell are able
to provide the compensated field observed in Tress’s and Zhang’s experiment.[70, 137]
The first point is that the MA+ in its crystal can be reorientated by the external ap-
plied field; the second point is that the rotatable ordered MA+ can provide overall
polarization; The third point is that these polarized MA+ are able to provide a strong
compensated field (we call it the screening field), which promotes the charge transport
and improves PCEs in perovskite solar cells.
On the other hand, hysteresis in PSCs behaves anomalously. Hysteresis current-
voltage (J-V) curves is observed in silicon solar cells, DSCs and OSCs at high scan-
ning speeds.[138, 139, 140] This hysteresis is explained by capacitive charge, including
space charges and trapped charges. When the scanning is faster than the release of
traps, or faster than the space charge relaxation, but not so fast that the charges
cannot respond at all, hysteresis happens.[141] In hybrid perovskite solar cells, hys-
teresis behaviors are much slower, and also more complex and anomalous. Most
experiments on hybrid perovskite solar cells show stronger hysteresis when scanning
speed increases,[36, 37, 142, 50] but Snaith et al. also observed that slower scan-
ning could lead to larger hysteresis.[51, 47] They attributed this anomalous hysteresis
to a change to the nature of electronic contact between the perovskite and the p-
and n-type contact materials, which they verified by removing or changing the hole
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Figure 2.1: The scheme of charge distributions in a normal solar cell without a ferro-
electric medium (a), and a perovskite solar cell (b). The gray region on the left is the
photo-anode. The excited electrons generated in the absorber layer (the light green
region in the center) accumulate here. The dark green region on the right represents
the HTL, where holes accumulate. E0 is the hindering field. Capacitive charges are
shown in blue. The field due to polarization and the corresponding bound charges
are shown in red.
and electron transfer layer. However, hysteresis in the photovoltaic absorbing layer
without charge transfer layers is reported by Tress et al.[70] Some have focused on
how to reduce or eliminate hysteresis by using a mixed solvent in the deposition pro-
cess, increasing perovskite crystal size, and using mesoporous-TiO2.[48, 143] Here,
we argue the hysteresis in PSC is very likely due to the hysteresis of ferroelectricity
of perovskite materials as the ferroelectricity is defined by the P-E loop, which is a
hysteresis loop.
To explain the hysteresis effect in measurements of hybrid perovskite solar cells,
lots experiments have been set up. Tress et. al. carried out serial experiments and
confirmed that there is a compensated field induced by some slow processes. They
thought the ion migration is responsible for this slow process.[70] Zhang et. al. showed
that there is a field in the direction beneficial to charge collection in their solar cells.
They also believed this beneficial field is induced by the ionic motion.[137] Chen et al.
discussed the impact of slow transient capacitive current, trapping and detrapping
processes, ion migration, and ferroelectric polarization on the hysteresis behavior and
pointed out that ion migration is the most possible reason to induce hysteresis.[74]
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Whereas, the experiment done by Gottesman et al. refutes this conclusion.[41] In
their experiment, three mechanisms have been put forward. They are the migra-
tion of MA+, photo-induced traps for charge carriers in the MAPbI3 and the dipole
alignment in films. Their experiment of witnessing two opposite behaviors of de-
creased/increased photo-conductivity in the same material (different devices), makes
the first two mechanisms less possible. Ion migration only can result in one response
because ions always migrate towards to the negative electrode. This dismisses the
photo-induced traps as there is an increasing photo-conductivity over time.
The second aim of this part is to explain the anomalous hysteresis from first-
principles calculations combining with the previous experimental study. The source
of hysteresis may be not singular. Figure 2.1 shows the charge distribution in a
normal solar cell without a ferroelectric polarization medium (a), and a perovskite
solar cell with polarization(b). The left and the right region are electron transfer
layer (ETL) and hole transfer layer (HTL) respectively. The center part is absorber,
where excitons are generated. After exciton formed, they transfer and separate into a
pair of free electron and hole. Electrons go to and accumulate at ETL, while holes go
to and accumulate at HTL. These accumulated charges in the charge transfer layer
build a potential difference, which is observed as the output voltage. It equals to
the applied electric field (E0) when measures. The direction of this electric field is
from HTL to ETL. This field hinders the motion of electrons go to the left, and holes
go to the right, therefore reducing solar cell’s performance. Charge accumulation
also happens at the interfaces of ETL/absorber and absorber/HTL due to energy
level differences. These charges always exist in device with interfaces, which called
capacitive charges (blue charges). This charge induces a field (Ec), which will partly
cancel the hindering external field E0. For a perovskite solar cell, if polarization
exists in perovskite thin film, the polarization of absorber can produce bound charge
at interfaces (shown as red charges). The field induced by bound charges (Ep) will
further screen E0 and promote charge transport, and so improve performance. This
possible mechanism is consistent with the compensated field in experiments.[137, 70]
We based on the quantum calculations analyze the possible polarization from both
MA+ and lead ion. Collective behavior of MA+ and their orientation distribution
under room temperature are also discussed.
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2.2 Calculation Methods
The DFT calculations are performed by the Vienna Ab-initio Simulation Package
(VASP),[144, 145] which implements the projector augmented-wave (PAW) method[146]
using a plane-wave basis set. The generalized gradient approximation (GGA) have
been used to calculate the exchange correlations. Zhao et al. show that vdW in-
teractions are important to DFT calculations on orthorhombic perovskite.[67] Giorgi
et al. showed that hybrid methods applied on top of the spin-orbit coupling (SOC)
calculated structures are not able to open the band gap sufficiently to reproduce the
experimental value.[147, 148] More advanced methods give improved results, for ex-
ample GW+SOC calculations give the best agreement with experimental band gap
at 1.5 eV.[149] The GW approximation (GWA) is an approximation made in order to
calculate the self-energy of a many-body system of electrons by using the expansion
of the self-energy in terms of the single particle Green’s function G and the screened
Coulomb interaction W. The GW+SOC method, shown to give the band structure
closest to experiment, cannot feasibly be used with the nudged elastic band calcu-
lations that we use to map out the energy landscape of MAPbI3. We exclude the
GW method. In order to get relatively accurate results, we use GGA methods with
or without considering the vdW interactions,[150] SOC or both of them. Very small
band gaps calculated considering SOC in standard DFT do not agree with experiment,
while the standard GGA gives band gap closer to the experimental value.
We optimised the β phase of MAPbI3 with different methods, and then compared
these obtained lattice parameters to experiment. As shown in Table A.6, the sequence
of lattice parameters and volumes estimated by various methods is: PBE > optPBE-
vdW > optB86b-vdW > PBE-vdw > PBEsol > Experimental > PBEsol-vdw. The
PBEsol/GGA+vdW calculations will lead to cell vectors about 20 % smaller than
that in experiments. In general, for PBE/GGA calculations, vdW helps it to get
more accurate lattice parameters. While for PBEsol/GGA calculations, the imple-
ment of vdW interactions leads to inaccurate lattice parameters. Parameters cal-
culated by PBEsol are the closest parameters to experiment. Therefore, we chose
the PBEsol/GGA method without considering vdW interaction to calculate all the
properties reported below.
The exchange-correlation was calculated using the Perdew-Burke-Ernzerhof func-
tional as revised for solids (PBEsol).[151] The GGA PBEsol calculations are done
with the PBE-PAW potential considering 14 electrons 5d106s26p2 for lead. The pseu-
dopotentials with 5s25p2, 2s22p2, 2s22p3 and 1s valence electrons are used for iodine,
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carbon, nitrogen and hydrogen, respectively. An energy cut-off was set at 500 eV. A
Γ-centerd Monkhorst mesh of 9 × 9 × 9 for the α phase, and 7 × 7 × 5 for the β
phase, was used for static calculations, including density of states (DOS) and band
structure. The structures were optimized until the maximum force on each atom was
smaller than 0.01 eV/Å. For super-cells, 3 × 3 × 3 Γ-centered Monkhorst mesh are
used. All the geometries were optimized until the force on each atom is smaller than
0.02 eV/Å. At the beginning, we fully optimized the geometry of all the structure
without any constraint, but we found that the optimized structure is not the same
with the experiment. This because many local energy minimum configurations exist
for MAPbI3, while the phases that we interested are not stable at low temperature.
Most of the optimized structures go to γ phase (the phase at lowest temperature)
similar structures.[8] Here, we focus on the α and β phase, as both and only α and β
phases are possible near room temperature. Therefore, we optimized the structures
with the iodide ions fixed, the shape and volume of cells are allowed to change.
To get accurate second derivatives of energy, high-density points band-structure
calculations have been performed. 60 points were used between each two high-
symmetry points. The second derivative was calculated as twice quadratic coefficient
(a) obtained by fitting. The fitting polynomial is,
E(k) = a(k− k0)2 + c, (2.1)
where E(k) is the energy and k0 is the k vector where its energy is the minimum
(maximum) of the conduction (valence) band. Due to band crossing, the region over
which the energy varies quadratically in k is limited. This limits the data available
for the determination of effective mass. Here, we use six points to fit. In the absence
of band crossing, the results are very similar for any number of points between 3 and
10.
The polarization of crystals and Born charges were calculated by the Berry phase
method, which is widely used to analyze the polarization in crystals.[152, 153, 154,
155] The dielectric constant is estimated by means of density functional perturbation
theory.[156] The nudged elastic band (NEB) is a method used to find the minimum
energy reaction paths (MEP) when both of the initial and final states are known. It
has been implemented in VASP.[157] First, linearly interpolating a set of structures
between the known initial and final states gives an initial guess for the path. The
energy of this string of images is then minimized. Thus the MEP is revealed. A refined
climbing image NEB method calculates not only MEP but also the saddle point. It
drives one image to the highest energy up to the saddle point. The force at this
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Table 2.1: The energies of MAPbI3 with various MA
+ orientations with or without
lead atom relaxed. Structures show in Figure 2.2.









saddle point along the tangent changes sign. In this way, the image tries to maximize
its energy along the band, and minimize in all other directions. When this image
converges, it will be at the exact saddle point.[158] In this paper, energy barriers
for MA+ rotations are performed by climbing image NEB (cNEB) calculations. In
searching for the saddle points, the relaxation is stopped if all forces are smaller than
0.05 eV/Å.
2.3 Results and discussion
We set out here the properties of structures of the α and β phases, and most impor-
tantly, the energy barriers between these states. In this part, we will examine two
possible mechanisms for the PCE performance and three points for the explanation
of hysteresis we have suggested above.
2.3.1 Structures and energies
The MAPbI3 crystal includes an inorganic lead and iodide framework and MA
+.
The disordered MA+ is associated with the cage of Pb-I atoms as reported in x-ray
diffraction.[159, 160, 161] Due to the weak interaction between MA+ and the inor-
ganic frame, multiple local energy minimum structures exist. MA+ may point in dif-
ferent directions. In previous theoretical studies, MA+ orients to different directions
in orthorhombic,[67, 162, 163] cubic,[147, 64, 164] or tetragonal structures,[149, 63]
which leads to different results, such as band gap, effective mass. Here we system-
atically compare three representative structures with differently oriented MA+, in
both the α and β phases. The MA+ ion oriented along [001] direction is denoted
100-MAPbI3 (Figure 2.2(a) and (d)), in which MA
+ ion (C-N bond) is parallel to c
axis. The other two cases are MA+ ion oriented to [110] (110-MAPbI3, Figure 2.2(b))
and [111] (111-MAPbI3, Figure 2.2(c)). The unit cell of the β phase has four MA
+,
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Figure 2.2: The optimized structure of MAPbI3 with lead ions fixed, MA
+ were
initially oriented along direction (a) [001]; (b) [110]; (c) [111] in 2 × 2 × 2 super
cells of α phase. The unit cell of the β phase with MA+ were initially oriented along
direction (d) [001]; (e) [110]; (f) [111] in a single unit cell. The carbon and nitrogen
coordination difference was defined as the direction. The dash brown lines are the
boundaries of unit cells.
we start energy minimizations with all of the MA+ oriented to [001], [110] and [111].
These oriented MA+ change their orientations little on energy minimization. Two
different methods have been used to optimize its structure. The first method keeps
the inorganic component fixed during geometry optimization; the other method keeps
the iodide ions fixed, while relaxing lead ions and MA+. For α phase, the 111-MAPbI3
always has the lowest energy (Table 2.1). The energy differences between structures
are about 10 meV for the α phase, so that, barriers permitting, MA+ are able to
rotate at room temperature. This difference becomes about 100 meV (25 meV for
each MA+ ion) in the β phase, so that it is a little less thermodynamically favoured
for MA+ to rotate in β phase than that in α phase, but still possible.
2.3.2 Band structure of MAPbI3
Figure 2.3 shows the first Brillouin zone of the α and β phase MAPbI3. Since both of
them are tetragonal, the shape of their reciprocal unit cells and the high-symmetry K
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Figure 2.3: The first Brillouin zone of the α phase and the β phase MAPbI3.
points are the same. The band structure of the α and β phases with lead relaxed, are
shown in Figure 2.4. The valence band maximum (VBM) and the conduction band
minimum (CBM) are shown at R point in the α phase. This K point is Γ in the β
phase.
Borriello et al. have shown that the electronic properties of tin-halide perovskitic
compounds are strongly dependent on the structure of the inorganic cage, as the
valence and conduction bands are dominated by the inorganic cage.[165] This view
is confirmed with our calculation that band gaps with differently oriented MA+ are
similar, but we found that the shape at the bottom and top of the conduction and
valence band changes as the MA+ ion rotates. The band gaps are about 1.2 eV (α
phase) and 1.3 eV (β phase), due to the normal DFT underestimation of band gaps,
these are lower than the experimental value of 1.5 eV [159]. There is little difference
among these structures with differently oriented MA+. In the α phase, the band gap
of 110-MAPbI3 (1.21 eV) is smaller than that of 001- (1.24 eV) and 111-MAPbI3
(1.29 eV). The band gaps for the structures optimized with lead fixed are 1.22 eV,
1.15 eV, and 1.26 eV for 001-, 110- and 111-MAPbI3, shown in Figure A.1.
The band structures of the β phase are shown at the bottom of Figure 2.4. Band
gaps are 1.42 eV, 1.30 eV, 1.27 eV for 001-, 110- and 111- MAPbI3. They are 1.39 eV,
1.28 eV and 1.31 eV for lead-relaxed 001-, 110- and 111- MAPbI3. The band gaps of
the structures with lead fixed are about 3% different from that of the lead relaxed β
phase, shown in Figure A.1. Those theoretical band gaps are close to the experimental
value of 1.5 eV.[159] The electron DOS is shown in Figure A.2. The band divergence
of different oriented MA+ agrees with Brivio’s work on the α-phase.[64]
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Figure 2.4: The band structure of α phase and β phase optimized with lead relaxed.
The (a), (b) and (c) are the band diagrams of α phase, corresponding to 001-, 110-
and 111-MAPbI3, respectively. The band diagrams of β phase are shown as (d), (e)
and (f) corresponding to 001-, 110- and 111-MAPbI3, respectively).
We find that orientation of MA+ has a relatively weak effect on the band gap, too
small to have any significance consequences for photovoltaic performance.
2.3.3 The effective masses









where the E(k) is the energy of a band and k is the wave vector. The method to
calculate the second derivative of energy is illustrated in Method.
For the α phase, estimated masses are shown in Table 2.2. The effective hole
masses are about 0.16 m0. This hole effective mass in changes as the MA
+ ion
rotates by about 10%. For electron transport, effective masses are anisotropic, and
individual values differ greatly between different MA+ ion orientations. There are
three conduction bands with very little energy difference, which suggests all of them
could contribute to charge transport. The harmonic mean electron effective masses
are 0.174 m0, 0.180 m0 and 0.171 m0 for [001], [110] and [111] directions, respectively.
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Table 2.2: Effective hole and electron masses of the α phase with lead atoms relaxed.
These results were fitted with six points near the R point. The effective mass unit is
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The extrema of band structure are at the Γ point in the β phase. For hole
transport, effective masses differ little among reciprocal space directions, and change
little as the MA+ ion rotates. We find again in the β phase anisotropic band structure
for electron transport. The electron effective masses are very sensitive to the direction
of the crystal momentum k. For the first conduction band in the β phase (the lowest
energy conduction band), they have very small effective masses (lighter than 0.1
m0) in the direction of the Z point. While the band bottom becomes very flat in
the direction of the X point, especially for the 100- and 111-perovskite (Table 2.3).
Due to its highly anisotropic transport properties, we also calculated the effective
masses in the directions of other high symmetry k points, as shown in Table 2.3.
The calculated effective masses are about 0.1 m0. The inequivalence of the M and
M2 points for the configuration [001], is due to symmetry breaking by the hydrogen
atoms, and the MA+ ion not aligning exactly in the direction of [001]. The harmonic
mean electron effective masses are 0.199 m0, 0.192 m0 and 0.195 m0 for [001], [110]
and [111], respectively.
We find effective masses for some one-electron states are very sensitive to the
orientations of MA+, while the Harmonic mean effective hole masses change little.
This raises the possibility that in certain directions in the β-phase, for one electron
state, the electron mobility responds strongly to polarization. But the overall effective
masses and mobility have no much difference.
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Table 2.3: Effective hole and electron masses of the β phase along with different
directions with lead relaxed. These results were fitted with 6 points near the Γ(0, 0,
0) point. The effective mass unit is m0. The directions in k- space are: M (0.5, 0.5,
0), R (0.5, 0.5, 0.5), Z (0, 0, 0.5), X (0, 0.5, 0), M2 (0.5, -0.5, 0), R2 (0.5, 0.5, -0.5).
MA+




CB3 0.08 0.12 0.15 0.15 0.07 0.14
0.199
CB2 0.22 0.74 0.71 0.60 3.22a 0.51
CB1 1.28 0.23 0.18 0.15 0.93 0.20
Meanb 0.53 0.36 0.35 0.30 1.41 0.28
110
CB3 0.73 0.10 0.08 0.10 0.09 0.10
0.192
CB2 0.89 0.18 0.45 0.51 0.30 0.50
CB1 0.07 1.81 1.40 0.29 1.49 0.34
Meanb 0.56 0.70 0.64 0.30 0.63 0.31
111
CB3 0.78 0.11 0.08 0.10 0.08 0.10
0.195
CB2 1.01 0.18 0.62 0.67 0.62 0.67
CB1 0.07 1.02 0.94 0.29 0.95 0.29
Meanb 0.62 0.44 0.55 0.35 0.55 0.35
a is the effective masses calculated from fitting to 10 points around the numerically
determined minimum just off the Γ point. b is the Harmonic mean.
2.3.4 Born effective charge
For lead atoms in both the α and β phases, the diagonal elements are close to 4.6
e, where e is the magnitude of the elementary charge, while non-diagonal elements
are smaller than 0.5 e. In optimized structures, the MA+ are not at the center of
inorganic cages, carbon atoms of MA+ are always closer to the cage boundary. The
zz component of the Born charge of the lead atom reduces from 5.15 e to 5.01 e to
4.78 e, as MA+ ion rotates from [001] to [101] and to [111] for the α phase, as shown
in Table 2.4. Carbon atoms are strongly coupled to lead ions. The Born charges of
iodide ions are dependent on their position and coordination geometry around lead
atoms. In the α phase, the iodide Born charge is about -4.5 e in the Pb-I bond
direction, and almost zero in other directions. Trends are similar in the β phase, but
two types of iodides are present: one is apical, located at the center of two lead ions,
the other is equatorial.[63] The apical iodides behave as in the α phase, but for the
equatorial iodides, the Born charges in the plane of its two Pb-I bonds are about
-2.6 e, the direction out of plane is very small. More Born charges of the α and β
phases are listed at Table A.2-A.5. The Born effective charges are roughly twice as
large as the corresponding formal charge (2.0 e). The large Born effective charges are
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Table 2.4: Born charges of the lead ions in α phase. They vary as the MA+ ion
vectors.
MA+ orientation Direction X Y Z
[001]
X 4.688 0.007 -0.064
Y 0.007 4.682 -0.060
Z -0.063 -0.059 5.146
[101]
X 4.995 0.007 -0.030
Y 0.008 4.515 0.360
Z -0.030 0.372 5.010
[111]
X 4.863 0.021 0.072
Y 0.021 4.882 0.073
Z 0.071 0.073 4.776
related to the large static dielectric constant, or the ferroelectric character if there
is. The large dielectric constant and the resulting screening of defects and impurities
may promote transport properties.[166, 63] These results show modest changes in the
behavior of electrons in the inorganic framework with MA+ rotation. That argues
for the important of the ‘macroscopic’ mechanism of Figure 2.1 over the possibility
of changes in electronic structure with MA+ rotation.
2.3.5 Exciton separation energy
The energy needed for exciton separation is the energy difference between the lowest


















, M = me + mh, where, me and mh are the effective electron
and hole masses. ~ is the reduced Plank constant, ε is the relative dielectric constant
and ε0 is the vacuum permittivity. The last term is the kinetic energy of the exciton.
The first term is the orbital energy of different states. The maximum energy for
charge separation is to excite a two-charge system from the ground state (n=1) to
the highest excited state (n=∞). For MAPbI3 the harmonic mean effective hole
and electron masses are about 0.16 m0 and 0.20 m0 (shown in Table 2.2 and 2.3),
respectively, and the static dielectric constant describing the response of electrons
with ions fixed is about 6.0, shown in Table 2.5, calculated from density functional
perturbation theory. Using these parameters, we estimated the binding energy to be
30 meV, which agrees with experiment (37 meV,[167] 45 meV[168] and 50 meV[169]).
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Table 2.5: Dielectric tense including local field effects in DFT for the α and β phases
with representative MA+ ion orientations.
MA+ orientation Direction X Y Z
α [001]
X 5.90 -0.00 0.01
Y -0.00 5.88 0.02
Z 0.01 0.02 6.26
α [110]
X 6.20 -0.00 -0.01
Y -0.00 5.73 0.19
Z -0.01 0.19 6.21
α [111]
X 5.74 0.06 0.08
Y 0.06 5.74 0.07
Z 0.08 0.07 5.70
β [001]
X 5.70 -0.03 0.04
Y -0.03 5.70 0.04
Z 0.04 0.04 6.97
β [110]
X 5.95 0.06 0.09
Y 0.06 5.95 -0.09
Z 0.09 -0.09 6.49
β [111]
X 5.90 0.00 -0.10
Y 0.00 5.88 -0.05
Z -0.10 -0.05 6.78
The reduced mass (mex) calculated from our ab initio calculation is 0.09 m0, close
to the experimental value (0.12 m0[167], 0.11 m0[168], and 0.15 m0[169]). The small
exciton separation energy will promote charge separation, and increase their solar
cell’s working current.
The static dielectric constant, and effective mass averaged over different directions
change little on rotation of the MA+ ion, so we expect little change in the exciton
binding energy across the energy landscape. More importantly, our results are con-
sistent with experimental evidence that the formation of exciton is not a significant
performance limiting process.
2.3.6 Polarization due to motion of the lead ions
A typical perovskite material has a formula expressed as ABX3. B is the atom at the
center of the octahedron, whose movement is usually considered as the mechanism of
polarization for a ferroelectric perovskite. For MAPbI3, B is the lead ion. First, we
discuss the possible polarization due to lead atoms, which is estimated from the change
in dipole moment of the unit cells as the lead atom relaxes from the center of its iodide
coordination octahedron. The energy of the relaxed structure is slightly lower than
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Table 2.6: The lead ions displacement (∆r) and the dipole moment differences (∆M)
between the structures with or without lead ion relaxed for β phase MAPbI3.
Initial MA+ ∆r ∆M |∆P|
orientation (Å) (e Å) (µC/cm2)
β[001] (0.15,0.20,0.07) (-0.01,0.18,-1.86) 3.0
β[110] (0.04,0.18,0.15) (-0.70,-1.11,-0.65) 2.3
β[111] (0.21,0.07, -0.02) (-1.03,-0.47,-0.86) 2.3
Table 2.7: Average MA+ vector changes (∆r) and dipole moment difference (∆M)
for the β phase MAPbI3, MA
+ ion orientating from [110] or [111] to [001]
Initial MA+ ∆r ∆M |∆P|
orientation (Å) (e Å) (µC/cm2)
[110]a) (-0.94,-0.32, 1.19) (1.43,-1.44,-3.44) 6.40
[111]b) (-1.02, 0.22, 1.84) (2.12, 0.49,-4.54) 8.06
a)Calculated with center at (0.35, 0.86, 0.50); b)Calculated with center at (0.35, 0.85,
0.50).
that of the structure with lead fixed. Table 2.6 shows the average displacement of the
four lead atoms and the dipole moment difference between geometries with or without
lead atom relaxed in the β phase MAPbI3, with different MA
+ ion orientations. The
polarization change on the relaxation of the lead ions is roughly a half or a third of
that obtained by rotation of MA+ (see below). There is no obvious relation between
the polarization direction and the average lead atoms displacement. This effect is due
to the coupling of MA+ to the inorganic component of the crystal.
2.3.7 Polarisation due to rotation of the MA+ ion
MA+ ion has a dipole moment in its gas phase of 2.29 Debye,[104] and we can not rule
out the possibility that the crystal polarization is mainly contributed by the MA+ ion.
To study its polarization properties, the Berry phase of these crystals with differently
oriented MA+ have been investigated. Table 2.7 shows the dipole moments of these
unit cells. In this part of calculation, lead atoms are fixed in order to eliminate their
influence. As four MA+ are on the boundary of the β phase unit cell, to calculate
the dipole moment change, we need to choose a boundary not crossed by any ion.
Generally, if we select a center so that there is not much electron cloud or ions crossing
the cell’s boundary, the dipole moment change of the cell is proportional to change
in the MA+ ion carbon-nitrogen bond vector. As shown in Table 2.4 Born charges
on the inorganic frame change as MA+ ion rotates. This coupling between inorganic
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Figure 2.5: The energy landscape of MA+ ion rotates in representatives orientations
in the α unit cell.
and MA+ make it impossible to get a perfect linear relationship between the MA+
ion orientations and the dipole moments of their unit cells. The polarization induced
by MA+ ion rotation is two or three times larger than the polarization induced by the
lead atom. Therefore, we can draw a conclusion that the polarization of MAPbI3 is
controlled by the MA+ ion, but the coupling between these two is strong, and the role
of the inorganic frame cannot be neglected. This is the second point of the argument
that the rotation of MA+ is able to polarize the material.
2.3.8 Barriers to methylammonium ions rotation
The direction of spontaneous polarization in a ferroelectric depends not only on the
field but also on polarization history. As energy differences between structures in
the energy landscape with differently oriented MA+ are about the thermal energy at
room temperature (25 meV), MA+ can rotate at room temperature (see Figure 2.5
and Table 2.1). If the energy barrier for rotating MA+ ion is high, the rotation
will be slow, and then the polarization of MA+ ion cannot in a practical period of
time be tuned by external electric field. To determine the energy barrier for MA+
ion reorientation, cNEB calculations have been performed.[158] We estimated energy
barriers for the MA+ ion rotated between [001], [110] and [111] directions in the α
phase at first. The α phase unit cell only has one MA+ ion. When it rotates, the
neighbouring MA+ in the periodic images of the cell are also rotated. For α phase, the
energy barrier is about 14 meV for a MA+ ion rotates between [001] and [011], which
is lower than kT . The largest two energy barrier are for [111]-MA+ ion rotation to
[001] and [011], 82 meV or 98 meV, respectively, shown in Figure 2.5. Even the largest
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Figure 2.6: The energy landscape of MA+ ion flip over c axis in α and β phase. The
energy landscape of independent MA+ ion rotation of α phase (a) and of β phase (c);
The energy landscape of collective MA+ ion rotation of α phase (b) and of β phase
(d). The energy in (b) is the energy landscape per MA+ ion. Arrows in the figure
represent MA+ orientations.
energy barrier is only four times higher than kT , so the MA+ can rotate collectively
at room temperature.
Ferroelectric response favours collective polarization, and so we also calculate the
energy barrier of orientations of a single MA+ ion with either its neighbours fixed
or moving in parallel. This comparison is shown for both the α and β phases in
Figure 2.6. We choose the MA+ ion rotation from [001] to [001]. For the α phase, the
collective energy barrier for one MA+ ion is 74 meV, as shown in Figure 2.6(b). For
independent rotation, the barriers are about zero if the start MA+ ion configuration
anti-parallel to surrounding MA+, where the reaction coordinate(RC) ≈ 12 Å. If MA+
ion starting configuration is parallel to surrounding MA+ (RC ≈ 0 Å), the barrier is
about 300 meV, as shown in Figure 2.6(a). These results suggest that MA+ in the
α-phase have a kinetic preference to be arranged in parallel.
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For independent rotation in the β phase, as shown in Figure 2.6(c), the MA+ ion
rotates from [001] (RC ≈ 14 Å) to about [110] (RC ≈ 8 Å), with an energy barrier
of 172 meV. If this MA+ ion rotates further to [001] (RC ≈ 0 Å), the total energy
barrier is as high as 283 meV. While if the MA+ ion was oriented to [001] (RC = 0
Å) and the neighbouring MA+ vectors are [001], the energy barrier is smaller, but
still high compared to that of the α phase. Hence, the energy barrier to flip a MA+
ion is 129 meV if the MA+ ion is initially anti-parallel to the neighbouring MA+, and
becomes as high as 283 meV if the MA+ ion is initially parallel to the neighbouring
MA+. The concerted rotation barrier for one MA+ ion is 80-90 meV, which is higher
than that (60 -70 meV) rotated in the α phase. We expect collective reorientation to
be slower in the β phase in agreement with experiment.[161]
These results show MA+ ions are coupled each other. On one hand, the energy
barriers in the α are lower than these in the β phase, which is likely due to the in-
organic framework is smaller in the β phase.[8] On the other hand, energy barriers
of independent rotations in the β phase are higher than energy barriers of collec-
tive rotation per MA+ ion, which indicates that MA+ kinetically prefer the parallel
arrangement in both phases.
These low energy barriers also indicate that MA+ ion orientation responds to the
external field. An energy barrier of 100 meV corresponds to 9.6 kJ/mol, which is in
agreement with the low-temperature experimental activation energy 9.7 kJ/mol.[170]
The dipole moment of the MA+ ion in the gas phase is estimated at M = 2.29 D.[69]
We find a change in polarization on rotation of the MA+ ion from [001] to [110] is
about ∆M ≈ 5 D (shown in Table 2.7, it is 20 D for four MA+). This includes the
response of all the electrons, and the relaxations of the ions described above. The
energy change on rotating a dipole by 90◦ in an electric field E is |∆E| = |M|·|E|. The
barriers of rotation are not exactly at 90◦, but this provides a convenient comparison
of energy magnitudes. The field required to change the energy of a 2.29 D dipole
by 100 meV on 90◦ is 2.1 × 107 V/cm, and for a 5 D dipole 1.0 × 107 V/cm. Note
that these fields are the ‘cavity’ fields experienced by the MA+ ion or the unit cell.
For comparison the fields experienced by the perovskite layer at various times in its
history are close to 1.0 V/300 nm = 3.3×104 V/cm. Here, we assume the probability
of a MA+ to rotate is the exponential of Ed−Eb
kT
, where Ed is the energy of dipole
moment change, Eb is the energy barrier and the kT is its thermal energy. If there
energy barrier is 100 meV and kT= 25 meV and Ed=1 meV for 5 D dipole moment
in a field of 3.3 × 104 V/cm, the probability is 1.9 %. For smaller energy barriers,
the probability is larger. This is the first point arguing that MA+ can rotate under
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operating field conditions. We conclude that significant electric fields, or sufficient
times to overcome barriers, are needed to produce a polarization that may influence
performance.[37, 36] This is consistent with the observed slow hysteresis behaviour
discussed above.
2.3.9 Polarization, efficiency and hysteresis
We have found above relatively modest changes in electronic structure with MA+
rotation. This argues against the first possible mechanism that reorientation of the
MA+ ion affects performance by direct modification of electronic structure. The more
likely macroscopic mechanism coupling polarization to performance is illustrated in
Figure 2.1. We examine here this macroscopic mechanism, that accumulated charges
in charge transfer layers can induce a field that hinders charge transport, and that
performance is improved when the polarization screens this hindering field, denoted
above E0. The field produced by the polarization of MAPbI3 (red in Figure 2.1),
together with the capacitive charge (blue in Figure 2.1) induced field, counteract the
hindering field, promoting charge transport, and improving PCE. The slow polariza-
tion rates contribute to slow hysteresis behaviors.
In the α phase, energy differences between the 001-, 110- and 111- MAPbI3 struc-
tures are lower than 20 meV, and energy barriers for collective MA+ ion reorientation
are smaller than 100 meV, shown in Table 2.1. Based on these results, under normal
conditions, the MA+ in the α phase MAPbI3 are likely disordered overall.[159] For
the β phase, both energy differences and energy barriers become slightly higher,
so that MA+ rotate less freely and more slowly. At room temperature, experi-
ments show MA+ ions are dynamically disordered,[159, 160, 161] but the material
is ferroelectric.[8, 108, 78] The low energy barriers mean that applied fields could
rearrange MA+ ions. As MA+ controls the dipole moment of unit cell both of the
α and β phase, an external field rearranging MA+ ions can tune the polarization of
MAPbI3.
Here we examine whether or not the polarization field is strong enough to cause
hysteresis in hybrid perovskite solar cells. If we take the polarization difference from
MA+ rotation (∆P) as the polarization (shown in Table 2.7) induced by external
fields, then the polarized field should be E = ∆P
ε0(εr−1) = 3.6 × 10
8 V/m, where εr is
the low-frequency relative dielectric constant, about 25.[63] This field is about 100
times higher than the hindering field (E0 ≈ 3.3×106 V/m) under operating conditions.
This suggests that only a few part of polarized MA+ is enough to screen the hindering
field. Assuming MA+ ion alignment follows the Boltzmann distribution, the number
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of aligned MA+ is related to its potential energy, -M · E, where M is the dipole-
moment of the MA+. We assume only six orientations (one parallel to the field, four
perpendicular, and one antiparallel) are possible. Assuming it is measured at 1 V/s
scanning speed, in Ref [70] Figure 1a, as an example, trapped charges are able to
de-trap, and the capacitive screening field is able to respond to the hindering field.
Energies for MA+ aligning along six directions are |M| · |E|, zero and −|M| · |E|
respectively. If the total field E = 5.67 × 105 V/m, Boltzmann ratios are then
exp(2|M| · |E|/kT ) : 4 × exp(|M| · |E|/kT ) : 1.00 = 1.005 : 4 × 1.002 : 1.00. The
net percentage of the polarized MA+ is therefore about 1.005−1.00
1.005+4×1.002+1 = 0.08%. The
net polarized charge density ρ is about 6.4 µC/cm2 × 0.07 % = 0.0048 µC/cm2. In
a parallel-plate capacitor, the field can be estimated as Ep = ρ/ε0εr = 2.58 × 105
V/m, which is about half of the total field of 5.67 × 105 V/m For the same reason,
we estimated screening field is about 5.61× 105V/m for the operating hindering field
of 2.17 ×106 V/m. The screening field can screen about one fourth of the total field.
The mechanism illustrated in Figure 2.1 requires that ferroelectric polarization
cancels partly the hindering field. The polarization changes calculated here are con-
sistent with this mechanism, and we conclude from these calculations that rotation
of the MA+ is likely responsible for the hysteresis and performance characteristics.
We note also that the dipole moment is not limited to the MA+, and includes con-
tributions from inorganic ions and electron rearrangement. This is third point, that
polarization can induce a screening field that agrees with a measured compensated
field.
Based on three points, the compensated field observed in experiment comes from
the polarization of MA+ ions and capacitive charges. Normal hysteresis, seen for
example in a DSC, increases with shorter delay times, due to the relaxation of capac-
itive charges accumulated at interfaces (including trapping and de-trapping). Both
capacitive charges and bound charges play roles in hybrid perovskite solar cells. On
the increase of scanning speed, hysteresis appears when the charge structure can-
not relax quickly enough to keep up with the scan, and then disappears when the
charge structure changes hardly during the scan. The collective rotation of MA+ is
low (at that time, we don’t which one is faster and which one is slower. Now it is
proved that the capacitive charge relaxed more slowly than polarization.), and when
the scanning speed high, the polarization bound charge cannot respond, so capacitive
charge dominates hysteresis. For such scanning rates, shorter delay times lead to
stronger hysteresis, in agreement with experiment.[36, 37, 142, 50, 70] The capacitive
charge relaxation times are usually between 1 ms to 100 ms in silicon based solar cells
35
CHAPTER 2. PHOTOVOLTAIC PERFORMANCE AND THE ENERGY
LANDSCAPE OF CH3NH3PBI3
Figure 2.7: The dependence of the hysteresis of solar cells’ performance and scanning
speed. Hysteresis constant is defined as PCEbackwardmax −PCEforwardmax . A peak hysteresis
is exist when scanning speed increases.
(around 1 ms) and DSC (around 1-100 ms).[138, 139, 171, 140, 141] No hysteresis
occurs when the delay times are significantly larger than this relaxation.
A long delay time, such as 1 s, eliminates the hysteresis induced by capacitive
charges, but MA+ ions are still unable to be fully polarized under this delay time
due to the large polarization relaxation time of 1-100 s.[70, 50, 41, 51, 48] In this
case, the polarization charges dominate their hysteresis. Hence, for scanning de-
lay times longer than capacitive charge relaxation time, and shorter than the relax-
ation time of polarization charges, we expect significant hysteresis in agreement with
experiments.[70, 51] Figure 2.7 shows a measured[70] peak in hysteresis for MAPbI3
cells near the relaxation time seen in experiments, at 1 s to 100 s, along with analo-
gous data for a DSC.[138] We conclude that the slower hysteresis, seen to grow with
lower scan rates,[51, 70] is due to polarization by reorientation of MA+, and the faster
hysteresis, seen to grow at higher scan rates,[36, 37, 142, 50, 70] is due to the same
capacitive charge that produces hysteresis in DSCs.
Figure 1a in the paper by Tress et al.[70] shows a series of J-V curves of a hybrid
perovskite solar cell under different scan rates. They illustrate the connection between
relaxations and PCEs. They start measurement with the voltage of 1 V, where the
cell is fully polarized in the direction promoting charge transport. For fast scanning,
10 V/s and 100 V/s, the polarization field is unable to decay. Therefore, higher PCEs
occur with higher scanning speeds. When the voltage reaches -1 V and then increases
to 1 V, for a high scanning speed, the polarization state is unaltered, so there is no
change for its performance. For a slow scan speed, the relaxation is able to respond.
The polarization field prefer to align in the direction hindering charge transport when
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the voltage reaches -1 V and then increases to 0 V. Thus, lower PCEs are expected
in the sweep direction from -1 V to 1 V. Hysteresis will be observed, as illustrated in
Figure 2.7.
2.4 Conclusions
We calculated electronic properties with MA+ oriented to three representative di-
rections, in phases above and below the phase transition, and the heights of energy
barriers between these structures. Little change was found between the two phases
near room temperature. Thus MAPbI3 solar cells work stably near or through phase
transition point. We compared collective reorientation of all MA+ in the crystal, as
in a ferroelectric’s spontaneous, macroscopic polarization, to the reorientation of a
single MA+ ion with its neighbours fixed. Two possible mechanisms for the influence
of MA+ orientation in MAPbI3 on photovoltaic performance are examined.
The first possible mechanism is that reorientation of MA+ directly affects the
electronic structure, and so directly affects the creation and transport of electronic
excitations. We found only modest changes in their band gap, relative permittivity,
and most other electronic properties on rotation of MA+. We do see that some of the
effective masses vary a lot due to the conduction band bottoms change drastically as
the MA+ ion rotates, but found the overall pattern of effective masses changes little.
The second possible mechanism is that bound charges due to the polarization
of perovskite, controlled by the collective orientation of MA+ in part cancels the
hindering field due to the accumulation of carriers at charge transfer layers. This
‘macroscopic’ mechanism is illustrated in Figure 2.1. The field arising from polar-
ization, together with that of charge carriers accumulated at interfaces, counteracts
the hindering field, and promotes charge transport. Capacitive charges and polariza-
tion bound charges are also observed in experiments and proved to promote charge
transport.[137, 70]
We found significant polarization changes on reorientations of MA+. Though not
all changes in dipole moment are due to the reorientation of these cations, their con-
figuration does dominate the polarization. Relaxation of lead ions contributes less
than one half of the change produced by MA+ reorientation. The calculated polar-
ization changes are large enough to influence charge transport and so performance
of a photovoltaic. The rotation energy barrier of a MA+ ion, in the α or β phase of
MAPbI3, depends on orientations of neighbouring MA
+. If all the MA+ ions rotate
in concert, rotation barriers are lower than 100 meV per ion. If only one ion rotates
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with its neighbours fixed, the energy barrier can be as low as 10 meV, also can be as
high as 300 meV, depending on the direction of rotation. The MA+ in MAPbI3 prefer
to rotate collectively, and to be parallel to their neighbours. These results are consis-
tent with the measured ferroelectricity of the materials.[8, 108, 78] We further found
that energy differences between states of different polarization, and energy barrier
heights between different states, are low enough that reorientation is possible under
the operating conditions of a photovoltaic with MAPbI3 as the absorbing layer, and
on relevant time scales.
We interpreted the anomalous hysteresis in hybrid perovskite solar cells due to
relaxations of polarization and capacitive charges. The overall hysteresis is domi-
nated by the time scales of the scanning rate of measurement, the relaxation time of
polarization and the relaxation time of ion migration. In Chapter 5, the dynamic sim-
ulation of MA+ polarization and ion migration were designed and performed. Results
show that the relaxation time of ion migration is in the range of ms to s with good
agreement with experiments. However, the relaxation time of MA+ polarization is
approximately µs, which is much shorter than the delay time in experiments. Hence,
we could say that the hysteresis in PSCs is produced by ion migration.
Taken together with the experimental observation of slow relaxation times, and of
hysteresis, our calculations of the MA+ rotation energy changes, barrier heights, and
polarization responses show that collective MA+ rearrangement and ion migration
strongly influences power conversion efficiency.
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Chapter 3
A numerical model for charge
transport and energy conversion of
PSCs
3.1 Introduction
In chapter 2, basic electronic properties of the β and α phase MAPbI3 have been
systematically discussed. However, how these basic electronic parameters affect out-
put characters is unknown. To connect the basic electronic parameters to the output
performance, a numerical model is required. Structural and electronic properties of
different phases of MAPbI3 also have been discussed.[64, 67, 63, 52] They attribute
the high performance to the low band gap and large static dielectric constant. Frost
et al. have suggested that transport along domain boundaries makes polarization im-
prove performance.[104, 69] We studied the energy landscape of MAPbI3 and found
that polarization makes a positive contribution through screening.[52] Although these
theories have shown that perovskite materials have good electronic properties, it is
still not fully understood how these properties affect light harvest and charge move-
ment in its solar cells. To make this clear, numerical simulations are needed. Using
the numerical model reported below, we can analyze how basic electronic parameters
directly and quantitatively play roles in solar cells.
Numerical simulations for silicon solar cells have been used for more than 40
years.[172, 173, 81] In the late 1970’s, computer-aided numerical analysis of silicon
solar cells was developed by solving Poisson’s equation and the hole and electron
continuity equations.[172] The effect of interface states on high-performance amor-
phous silicon solar cells[174] and the effect of electrical mismatches in photovoltaic
cell interconnection circuits have been discussed in detail.[175] The PC1D program
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was distributed by UNSW,[173, 81] it is widely used for silicon solar cell analysis
and optimization, such as modeling of free-carrier absorption,[81] enhancement of
optical absorption,[82] wafer thickness optimization[83] and optimization of device
structure.[84] Numerical models for Dye Sensitized Solar Cell (DSCs) and Bulk Het-
erojunction (BHJ) organic solar cells are also developed.[85, 86, 87, 88, 89, 90, 91,
92, 93] With these numerical methods, details of charge movement in solar cells and
how a factor affects solar cells performance are revealed. These models help us to
understand its mechanism and optimize its fabrications.
However, these models for silicon solar cells and DSCs are unable to describe
the mechanism in PSCs. The model developed for silicon solar cells is based on
doping that forms a p-n junction. Dopant density and its distribution determine solar
cell’s performance, especially the output voltage.[93] The model for DSCs involves
solvent, which conducts ions and current. Additionally, its output voltage depends
on the redox level in electrolytes.[90] For PSCs, the output voltage is dependent on
the electron and hole quasi-Fermi energy levels at corresponding electrodes, with no
relation to dopants nor redox level. Its charge carriers are photon-generated holes
and electrons, no solvent ion migration contributes to current. The applied voltage
is determined by the difference of quasi-Fermi energy levels at perovskite two sides.
There has been a number of recent developments for numerical simulation of PSCs.
Liu et. al, using a general solar cell simulation program – AMPS-1D, show PSC’s
PCE dependence on thickness, defect density and charge mobility of its perovskite
layer.[94] As we have discussed, a general model is unable to describe the charge
transport behavior and mechanism in PSCs exactly. Assuming the electric field in
the whole solar cell is constant and using general equations, Sun et. al obtain an
analytical solution.[95] But their assumption contradicts the fact that the electric field
in a real solar cell is not constant. Additionally, though they obtain analytic solutions,
parameters they used are obtained from the fitting of experiment I-V curves, which is
more about fitting rather than prediction. Foster et. al developed a numerical model
with specific parameters and physics for PSCs.[96] It is perhaps the best model up
to now, but it has problem in solving equations. Not only are many parameters
unable to be obtained from experiment directly, but also they meet the difficulty
of solving their equations with physically realistic parameter values. Reenen et. al
proposed a model to explain the hysteresis in PSCs based on time evolution.[77]
Although they could explain the hysteresis, their results are in poor agreement with
quantitative measurements in Tress’ experiments.[70] Here, we are going to introduce
a new model for PSCs. Most of our equations are the same with Foster’s models, but
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non-uniform generation and more recombination mechanisms are implemented in our
model. Most importantly, there is not any problem with solving our equations with
physically realistic parameter values.
In this part, we build up a numerical solar cell model for PSCs based on the Con-
tinuity equations and the Poisson’s Equation. Most of our equations are the same
with Foster’s models, but also includes non-uniform charge carrier generation, more
reasonable output potential, and more recombination mechanisms. Most importantly,
the model is compatible with solving our equations with physically realistic param-
eter values. We first describe our equations and methods. Very specific details are
given in the Methods section and Appendix B. Using this model, we studied PSC
performance’s dependencies of various factors, such as light intensity, charge carrier’s
lifetime and mobility, to their performances including Voc, Jsc and PCEs. These
dependencies give us guidelines on how to design and optimize PSCs.
3.2 Methods
3.2.1 Semiconductor physics in PSCs
In PSCs, charge carriers include electrons and holes. Both of their diffusion and their
drift contribute to the output current. For hole transport, if the hole density is p, the
current induced by hole is given by:




where e is the elementary charge, F is the electric field and Dp is the hole diffusion
coefficient, µp is the hole mobility. In this work, we estimate mobilities from diffusion
coefficients through Einstein relation (µ = eD
kT





where, n is the electron density. Dn is the diffusion coefficient of electrons. In this
part, 0.017 cm2s−1 and 0.011 cm2s−1 are used for Dn and Dp, which come from
Stranks’ experiment[29]. There are different diffusion coefficient reported in other
experiments, such as 0.036 cm2s−1 and 0.022 cm2s−1.[28] The diffusion coefficient in
optimized solar cells can be as high as 1.5 cm2s−1 according to the mobility of 60
cm2s−1V−1.[176, 177, 178, 179] For mobility dependence calculation, Dn and Dp are
set at certain times higher than 0.017 cm2s−1 and 0.011 cm2s−1.
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+ eG− eR (3.3)
For a steady state, charge density is constant: ∂n/∂t=0. Therefore, we have:
∂Jn
∂x
= −eG+ eR (3.4)
∂Jp
∂x
= eG− eR (3.5)
where G and R are the generation rate and recombination rate, respectively. The







Generally, we have five equations: Equation (3.1), (3.2), (3.4), (3.5) and (3.6).
These five equations are used to solve five parameters: n, p, Jp, Jn and F . As all of
these equations are the first order differential, five boundary conditions are needed. At
the photon-anode, x = 0, TiO2 layer side, only electron can get out, thus Jp|x=0 = 0.





Other boundary conditions are electric field strengths at two boundaries and the




A built-in electric field reduces overall electric field within dielectric itself, when a di-
electric matter is placed in an external field. A screening field is built up by capacitive
charges, such as charged defects and charge in traps. It is difficult to determine the
specific boundary field due to the presence of TiO2 and Spiro-OMeTAD layers and
interface states. There are two extreme cases. One extreme case is that the built-in
and screening field is stronger enough, F0=Fd=0. The other extreme case is that
there is no built-in and screening field at all, F0=Fd=V/d, if the field in perovskite is
uniformly distributed. For a real solar cell, boundary fields should be between zero
and V/d. In this paper, without specific notation, the field boundary conditions are
F0=Fd=V/d. For more complex situations, we will discuss it elsewhere.
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Figure 3.1: Energy levels of TiO2/MAPbI3/Spiro-MeOTAD solar cells. The output
voltage of a solar cell is the potential difference between the electron Quasi-Fermi
level at x = 0 and the hole Quasi-Fermi level at x = d. V = Efn|x=0 − Efp|x=d. The
electron Quasi-Fermi level in TiO2 layer is the same with it in perovskite layer. The
hole Quasi-Fermi level in the Spiro-OMeATD layer is the same with it in perovskite
layer.
The output voltage of a PSC is the potential difference between the electron
Quasi-Fermi level at x = 0 and the hole Quasi-Fermi level at x = d. eV = Efn|x=0 −
Efp|x=d (Figure 3.1), where these Fermi levels satisfy: n|x=0 = Nce
Ec−Efn
−kT and p|x=d =
Nve
Ev−Efp
kT , where Nc and Nv are the DOS of the conduction band and the valence
band, respectively. Hence, the applied voltage can be expressed as:
eV = Efn − Efp = Ec + kT ln(
n|x=0
Nc




= Ebgap + kT ln(
n|x=0
Nc





For an intrinsic semiconductor, its Fermi level locates at the center of the gap between
the conduction band and the valence band. It requires Nc = Nv to keep semiconductor
neutral. In our simulation, Nc = Nv = 3.97 × 1018 cm−3, which is estimated from
our DFT DOS calculation.[52] The calculation details will be given in Chapter 6.




With these five equations and five boundary conditions, the solution is determined.
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3.2.2 Generation rate and recombination rate
The first process in solar cells is the photon absorption–exciton formation–exciton
separation. We name this process as photon-induced charge carrier generation, which
can be expressed as G = IPCE × I0, where IPCE is the Incident Photon-to-Current
Efficiency and I0 is the light incident density. Incident density decreases as photons








IPCE(λ)× I(λ)× α(λ)× e−α(λ)xdλ (3.11)
where λ is the wavelength and λ0 is the absorption edge. α is the absorption coef-
ficient, which is set as 5.7 × 104 cm−1 for photons with wavelength shorter than λ0.
It is the experimental value at λ= 500 nm.[28]. For good PSCs, IPCEs for pho-
tons with wavelength shorter than λ0 are usually higher than 80%.[24, 37, 180, 34]
It is worth noticing that the IPCE difference between experiment and Equation
(3.11). In the calculation of experiment IPCE(λ) = Current
Incident light density(λ)
, which
counts unabsorbed photons in. The relation between experiment and our IPCE is
IPCE(λ)exp = IPCE(λ)theory ×
∫ d
0
α(λ)e−α(λ)xdx < IPCE(λ)theory. Without an
infinite thickness perovskite layer, IPCE in theory should be higher than experimen-
tal IPCE. Hence, it is reasonable to set theoretical IPCE(λ) = 100% based on
experiment value of 80%. This assumption means each absorbed photon transferred
into one pair of electron and hole.
Experimental band gap of MAPbI3 differs in experiments, it is in the region from
1.45 eV to 1.70 eV.[58, 25, 8, 1, 59, 60] To have a direct comparison with Zhou’s
experiment I-V curve, a band gap of 1.55 eV from Zhou’s experiment is used.[1] I(λ)
is calculated from AM 1.5 spectrum provided by NREL.
When charges move, electrons and holes attract each other and try to combine.
Recombination of free charge carriers in materials with low defects concentration and
low mobility is often described with direct recombination. According to Langevin
theory, the charge recombination rate is proportional to the electron density and the
hole density:[181, 96, 182]
R = r × (n× p− n2i ) (3.12)
r is the recombination coefficient and ni = Nc × exp(−Egap2kT ), is the intrinsic carrier
concentration. As the band gap is big comparing to thermal energy (kT ), the intrin-
sic charge carrier density is very low compared to photon generated charge carrier
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densities. Recombination also could happen through traps and defects, which can be
described by the Shockley-Read-Hall (SRH) theory: [183, 184, 93]
R =
np− n2i
τp(n+ n1) + τn(p+ p1)
(3.13)
τp and τn are lifetimes for hole and electron, respectively. While, n1 and p1 are
dependent on the energy levels of the recombination centers: n1 = Ncexp[−(EC −
Ed)/(kT )] and p1 = Nvexp[(EV − Ed)/(kT )]. They are equilibrium electron and
hole concentrations in a sample whose Fermi level coincides with the position of
recombination centers. Due to its large band gap (np >> n2i ) and benign defects





which is also used in DSCs modeling.[87, 90] In our model, we assume that lifetimes
of hole and electron are the same due to limited experiment values.
3.2.3 Methods to solve partial differential equations
The numerical solution is computed using the method recommended for ‘Two Point
Boundary Value Problems’ in Numerical Recipes in Fortran.[185] It should be noted
that the simple shooting method with classical Runge-Kutta yields poor convergence
and performance, as the charge density ranges across several magnitudes from 1010
cm−3 to 1018 cm−3. The method set out in Numerical Recipes is further adapted so
that the array scalv is variable rather than constant, to accommodate the range of
charge density. For more details, please refer to information provided in Appendix B
and the Chapter 17 in Numerical Recipes in Fortran.
3.3 Results
3.3.1 Comparison of two typical recombination mechanisms
There are two possible recombination mechanisms, one is direct recombination, which
follows Equation (3.12); another is indirect recombination through defects, which
follows the SRH model, shown as Equation (3.14). Direct recombination happens
in intrinsic bulk materials without defects, while, indirect recombination happens at
bulk defects or surfaces and interfaces. In Xing’s experiment, the lifetime is measured
to be about 5 ns without charge transport layer, it decreases to 0.37 ns and 0.64 ns by
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Table 3.1: Parameters used to simulate PSCs.
Symbol Meaning Value
IPCE IPCE 100%
Ebgap Band gap 1.55 eV[1]
T Temperature 300 K
τ Lifetime 736 ns [1]
τintf Interface lifetime 6 ns
Il Light intensity 1.5 AM
d Perovskite thickness 350 nm[1]
F0, Fd Boundary Field V/d
Nc, Nv Density of States 3.97× 1018cm−3.[52]
α Absorption coefficient 5.7× 104cm−1.[28]
Dn Electron diffusion coefficient 0.017 cm
2s−1. [29]
Dp Hole diffusion coefficient 0.011 cm
2s−1. [29]
r Recombination coefficient 1.03× 10−9cm3s−1∗
*For direct recombination. The recombination coefficient (r) is estimated by fitting the
experimental Photoluminescence decay, more details are available in Appendix B.
adding a PCBM or a Spiro-OMeTAD layer respectively.[28] In Stranks’ experiment,
the thin film thickness is 180 nm, which is about three times thicker than Xing’s
(65 nm), carrier’s lifetime increases to 9.6 ns. The presence of interface in their
experiment also decreases its lifetime to 3.17 ns or 4.2 ns.[29] Improved methods
usually give longer lifetime. For a modified two-step deposited 280 nm thickness
MAPbI3 film without or with infiltrated mesoporous TiO2, the measured lifetimes
are about 200 ns (without) and 6 ns (with).[186] All of these experiments suggest
that the presence of interface reduces lifetime significantly, especially in a very thin
film. These experiments imply fast recombination occur at interfaces. Therefore, it
is promising to refine interfaces states to increase PCEs. Zhou’s work confirms our
understanding.[1] They engaged with interface engineering and made solar cells with
PCEs up to 19.3%, which was the highest PCE at that time. In their experiment, a
thin film deposed on glass substrate shows lifetime about 382 ns and 736 ns. With
this fact, the lifetime of intrinsic direct recombination should be about 736 ns. While
the lifetime of interface recombination should be in the range of 0.1-10 ns, which is
dependent on fabrication conditions, as illustrated in Ref[28, 29, 186].
Here, we simulate the highest performance solar cell in Ref 1 with these two
recombination mechanisms. The first model is implemented with SRH mechanism.
Its lifetime is set as 736 ns.[1] The second model, the recombination in solar cells is
direct recombination, R = rnp. Parameters we used are shown in Table 3.1. Most of
parameters come from the experiment did by Zhou et al.[1] Diffusion coefficients are
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Figure 3.2: Comparison of experiment with direct recombination and SRH models.
The red line is the experiment performance;[1] Direct recombination model result is
noted as green line; Result of SRH model without interface recombination is shown
in blue; Result of SRH model with interface recombination is shown in yellow. The
thickness of interface is 1 nm. Parameters are listed in Table 3.1.
taken from Stranks’ experiment.[29]
As shown in Table 3.2 and Figure 3.2, Jsc are 22.93 mAcm
−2 and 23.28 mAcm−2
for the SRH and the direct recombination model, respectively. They are close to the
experiment value of 22.75 mAcm−2. The direct recombination model gives a larger
filled factor (FF) of 79.89%. FF of the SRH model is 76.15%, which is closer to the
FF (75.07%) in experiments. The most significant difference between experiment and
simulations is Voc. Voc for the direct model is 1054 mV, varies away from the exper-
imental value of 1130 mV. Voc of the SRH model is 1153 mV, closer to experiment.
Implementing of an interface region with 1 nm thickness with 6 ns lifetime gives bet-
ter agreement on Voc. Hence, the performance reproduced by the SRH model is more
accurate than the direct recombination model compared to experiments. The FF of
direct recombination model is larger than that of the model with charge combined
through defects. This indicates defects in thin film may lead to low FF. Charges
densities, currents densities, and electric field in these simulated PSCs are shown in
Figure B.3 in Appendix B.
From these simulations, we draw two conclusions. The first conclusion is that
the SRH model is better than the direct recombination model to describe the recom-
bination in PSCs. This conclusion indicates that most recombination in perovskite
happens through defects rather direct intrinsic recombination. Together with the fact
that defects in the bulk of MAPbI3 perovskite are benign,[63] it suggests that the re-
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Table 3.2: Comparison of experiment performance and various simulation models
Source Voc (mV) Jsc (mA) PCEs (%) FF
Direct recombination 1054 23.28 19.61 0.7989
SRH model without interface 1153 22.93 20.12 0.7615
SRH model with interface 1130 22.90 20.03 0.7743
Experiment[1] 1130 22.75 19.30 0.7507
combination of charge carriers might mainly happen at domain surfaces and interfaces.
This suggestion is verified by experiments that the lifetime of perovskite without an
interface is much higher than that of perovskite film with interfaces.[28, 29, 1, 186]
The second conclusion is that in a real PSC, interface region with shorter charge
carrier’s lifetime is confirmed. This interface recombination leads to low Voc. For this
sake, a PSC with high Jsc and FF, and low Voc can be further improved by interface
engineering. It is one of the key reason for Zhou et. al. achieving high Voc.[1]
3.3.2 Charge carrier lifetime dependence
Higher charge collection efficiencies and PCEs are expected with longer charge carrier
lifetimes. This expectation is confirmed by our simulation results in Figure 3.3. PCEs
increase with carrier lifetimes. Without interface recombination, Voc shows a certain
relation with lifetime:
Voc(mV ) = A× ln(τ − τ0) + V0 (3.15)
for results calculated with boundary conditions of F0 = Fd = 0, V0 is 900.1 mV,
τ0 = 0.209 ns and A = 52.354 mV, which agrees well with approximated analytical
models (2kT = 52 meV) for DSCs. [187, 188, 189]. If we use diffusion coefficients with
0.034 cm2s−1 and 0.022 cm2s−1, parameters change very little: V0 = 902.902 mV, A =
51.810 mV. While for simulation results with boundary conditions of F0 = Fd = V/d,
V0 = 622.286 mV, τ0 = 3.635 ns and A = 80.633 mV, which varies a lot from 2kT .
Therefore, approximated analytical models are correct only when boundary fields are
zero.
The presence of interface breaks this relation. No matter how many fitting param-
eters are used, fitting curves vary away from simulation points, as shown in Figure B.7
in Appendix B. All of the V0, Jsc, FF and PCEs increase with charge carrier lifetime
no matter whether there is or not an interface. The Voc difference between models
with and without interface is 70 mV when the carrier lifetime is 700 ns. While, the
Jsc difference is only 1 mAcm
−2. The presence of a thin interface decreases a lot in
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Figure 3.3: Solar cells’ performances with different charge carrier’s lifetimes from 1
ns to 700 ns. Other parameters are shown in Table 3.1.
Voc and a little in Jsc for a solar cell with long diffusion length. J-V curves of these
simulations are shown as in Figure B.8 and B.9, in Appendix B.
3.3.3 Mobility dependence
It is well known that a solar cell with high charge carrier mobilities should have high
charge collection efficiency and large current. Here, we made a set of simulations
with series mobilities. If the charge carrier lifetime is set at 736 ns, performance
is almost constant when mobilities change. This is because the diffusion length is
much longer than cell’s thickness. Therefore, we set the lifetime as 20 ns for mobility
dependence calculations. Mobilities were multiplied with respect to the mobilities of
0.65 and 0.42 cm2/Vs, which are calculated from the diffusion coefficients of 0.017
cm2s−1(electron) and 0.011 cm2s−1 (hole). As shown in Figure B.10, there is not
much difference between performances of models with and without interfaces. This
is because the interface carrier lifetime is comparable to the short carrier lifetime of
bulk. Voc differences among these simulations are within 4 mV, relative differences are
within 0.5%. Therefore, mobilities are not reckoned as a factor affecting Voc. While,
it does change Jsc and PCEs very much. Jsc is improved from 12.6 mAcm
−2 to 23.3
mAcm−2 and PCEs are improved from 3.8% to 14.5%, if mobilities increase from 0.65
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Figure 3.4: Solar cells’ performances with various mobilities and lifetimes. Diffusion
lengths are kept at 1.12 µm and 900 nm for electron and hole, respectively. Both of
the electron and hole mobilities increase, at the same lifetime decreases. The interface
recombination width is 1 nm with 1 ns lifetime. Other parameters are listed in Table
3.1.
and 0.42 cm2/Vs to 13.08 (electron) and 8.46 (hole) cm2/Vs. Both Jsc and PCEs
increase significantly with mobilities increasing if the diffusion length (L =
√
D × τ)
is shorter than the length of 3 times of solar cell thickness. When the diffusion length
is 3 times longer than the solar cell thickness, further increasing of mobility gives
little improvement.
3.3.4 Diffusion length dependence
Diffusion length is one of the most important parameters of solar cells. It represents
overall charge transport character of a semiconductor. It is determined by charge
carrier’s lifetime and diffusion coefficient: Le =
√
De × τe. Figure 3.4 shows perfor-
mances of solar cells with various De and Dh, while the diffusion length is fixed. In
these simulations, τ decreases in order to keep diffusion length constant. The diffusion
lengths are 1.12 µm and 900 nm for electron and hole, respectively. Voc and PCEs
decrease as De increases due to τ decreasing. Jsc has not much change, especially
for the results of a solar cell without interfaces. Almost constant Jsc suggests that
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Jsc is only determined by carrier’s diffusion length. With diffusion length increasing
(diffusion coefficient or lifetime increasing), Jsc increases very fast at the beginning,
as shown in Figure B.10 in Appendix B. It almost reaches saturated value of 23.3
mAcm−2 when the diffusion length is about 1.7 µm, which is about 5 times thicker
than the thickness of perovskite layer.
3.3.5 Light intensity dependence
The toxicity of lead compound limits the wide usage of PSCs. To avoid pollution,
additional packaging is needed to seal whole solar cells. For large-scale solar cell
fabrications, large packing area increases the cost significantly. To reduce packing
cost requires small packing area. Here is the concentrator solar cell. As its inner
active part is much smaller than that of the non-concentrator solar cell, this will save
lots of packaging materials. Not only does it decrease the packaging materials, but
also reduce the usage of perovskite. Hence, concentrator solar cells are very promising
to reduce cost. The other motivation of concentrator solar cells is that it usually has
higher PCEs than that of non-concentrator solar cells. For example, according to the
data provided by NREL,[190] the PCE record of single junction crystal GaAs solar
cells is 26.4%. However, the record for its concentrator solar cell is 29.1%, about 10
percentage is improved.
Here, we discuss the possibility of making concentrator PSCs. Various light inten-
sities are implemented in simulations. Jsc is almost proportional to the light intensity.
The normalized Jsc per Sun light intensity keeps constant or varies very little. As
shown in Figure 3.5, when light intensities increase from 1 to 1000 Suns light inten-
sity, the normalized Jsc increases slightly from 23.07 mAcm
−2 to 23.19 mAcm−2 for
models without interfaces, from 22.06 mAcm−2 to 22.49 mAcm−2 for models with
interfaces. High light intensity produces high Voc in PSCs as well as in other types of
solar cells.[191, 192] Without interfaces, Voc increases from 1153 mV to 1542 mV for
irradiation intensity increasing from 1 to 600 Suns. The constant normalized Jsc and
increasing Voc with light intensity are in good agreement with the experiment.[193]
For 700 Suns irradiation, Voc is larger than its band gap 1.55 eV. This is due to the
photon generated charge carrier concentration being higher than the DOS of per-
ovskite, which never happens in real cases. Saturable absorption happens when the
irradiation light intensity becomes extreme. In this case, absorption does not in-
crease with light increasing. FF increases from 81.3% to 86.7% (with interfaces) or
from 76.2% to 85.6% (without interfaces). The most impressive is the improvement
of PCEs, which increases from 20.3% to 30.6% for models without interfaces when the
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Figure 3.5: Light intensity dependence. The interface recombination width is 1 nm
and its lifetime is 1 ns. Other parameters are shown in Table 3.1.
light intensity increases from 1 to 600 Suns. For models with interface, it raises from
19.4% to 29.3%, when the light intensity increases from 1 to 1000 Suns. Under high
incident light intensity, high-density charge carriers are generated and transported to
the two ends of perovskite layer, and then, higher Voc and PCEs are expected.
In experiments, one-junction GaAs cells show a logarithmic relation for the ef-
ficiency and concentration, if the concentration is lower than 500 times.[194] This
trend is in good agreement with our simulation result, as shown in Figure 3.6. When
the incident light becomes extremely intensive, PCE no longer increases and even
decreases.[195, 192] We interpret two reasons contribute the discrepancy at extreme
light intensities. The first is the saturable absorption, which refers to light absorption
does not increase with light intensity. The second reason is heat accumulation at high
light intensity. Heat accumulation increases solar cell’s temperature and then lowers
its performance. For a solar cell with interfaces, works at 300 K under 800 Suns, its
PCE is 28.5%. It decreases to 27.6% when it works at 350 K, shown as the blue cycle
in Figure 3.6. For a solar cell works under 1000 Suns, its PCE decreases from 28.8%
to 27.2% when the working temperature increases from 300 K to 400 K. For a solar
cell works under 1500 Suns, its PCE decreases from 29.3% to 26.6% when the work-
ing temperature increases from 300 K to 500 K. Therefore, for MAPbI3 concentrator
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Figure 3.6: Light intensity dependence tendency compares to experiment of GaAs
solar cells. Left are simulation results, right are results from experiment.[194] For
simulation, the interface recombination width is 1 nm and its lifetime is 1 ns. PCEs
of PSCs simulated under 300 K is shown in red or green. Blue points are results
simulated with temperature of 350 K, 400 K and 500 K, from left to right, respectively.
Other parameters are shown in Table 3.1.
solar cells, a cooling system is very crucial, as shown in Fig. 3.7 and Fig. 3.6. There
is another problem of heat accumulation for PSCs: phase transition. The β phase
MAPbI3 will go to its α phase when the temperature is above 330 K. Fortunately,
their electronic properties change little between the α and β phases as we have shown
in Chapter 2. Thus, phase transition hardly affects solar cells performance.
3.3.6 Temperature dependence
Temperature dependent performance is investigated in order to maximize solar cells
output under optimum conditions. It is found that the working temperature does not
alter Jsc in a significant manner. It decreases from 23.08 mAcm
−2 to 23.05 mAcm−2,
when the temperature increases from 200 K to 400 K, as shown in Figure 3.7. For
solar cells with interfaces, Jsc drops from 22.11 mAcm
−2 to 22.03 mAcm−2. However,
Voc significantly decreases from 1272 meV to 1037 meV as the temperature rising
from 200 K to 400 K. The PCE reduces from 24% to 17.5% as temperature raising
from 200 K to 400 K. Without phase transition, PSCs working at lower temperature
give higher PCEs.
A phase transition happens at 330.15 K, where MAPbI3 goes from the β phase to
the α phase. According to Landau-Ginzburg theory of fluctuations, the correlation
length near the transition temperature (Tc) is proportional to 1/
√
|T − Tc|. Long
correlation length gives high mobility and long diffusion length. If we assume that,
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Figure 3.7: Performances of PSCs under temperature from 200 to 400 K. The interface
recombination width is 1 nm and its lifetime is 1 ns. Other parameters are shown in
Table 3.1.
diffusion coefficients can be calculated by D = D
0
|T−Tc| . Considering electron and hole
diffusion coefficients are 0.017 and 0.011 cm2s−1 at 300 K, D0 for electron and hole
should be 0.51 and 0.33 cm2s−1, respectively. In this case, the highest performance
is found at low temperature or near Tc. Voc continuously decreases as temperature
rises. FF and Jsc show a ‘transition point’ at Tc. Jsc increases with temperature
increasing when the temperature is below Tc. It decreases when the temperature is
higher than Tc. The highest PCE in these simulations is 22.02%, which is at the
lowest temperature. Below Tc, PCEs decrease at first and then increase when the
temperature is near Tc. It decreases again when the temperature continues to rise.
Actually, different devices show different performance dependence. For a PSC with
very short diffusion length, the maximum PCE is found at 330 K, as shown Figure
B.11 in Appendix B.
3.3.7 Thickness dependence
Perovskite thin film thickness is one of the crucial parameters to make high perfor-
mance solar cells. On one hand, the perovskite layer needs to be thick in order to
absorb more possible photons. On the other hand, the perovskite layer needs to be
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Figure 3.8: The thickness dependent PCEs. The optimum thickness is determined by
the diffusion length. Simulations are carried out with boundary fields F0 = Fd = 0.
The simulation results with boundary fields of F0 = Fd = V/D are shown in Appendix
B. Lifetime changed in order to change the diffusion length. Other parameters are
listed in Table 3.1.
thin in order to collect more charge carriers. It is difficult for photon generated charge
carriers to be efficiently collected in very thick films. Hence, the optimum thickness
should be in a balance of its absorption length and diffusion length. For models with
boundary conditions of F0 = Fd = 0 and without interface recombination, solar cells
with a lifetime of 100 ns the optimum thickness is about 375 nm, as shown in Figure
3.8. If the lifetime increases to 300 ns, the optimum thickness is around 500 nm.
For lifetimes of 700 ns, 1000 ns and 1500 ns, optimum thicknesses are 600 nm, 650
nm and 700 nm, respectively. When we model it with interfaces, as shown in Figure
B.12, the optimum thickness are 375 nm, 500 nm, 550 nm, 550 nm and 600 nm for
lifetimes of 100 ns, 300 ns, 700 ns, 1000 ns and 1500 ns. Based on these trends, we
draw a conclusion that the upper limit of the optimum perovskite layer thickness is
600 nm with interface recombination. For models with F0 = Fd = V/d, results are
shown in Figure B.13 and Figure B.14 in Appendix B.
Figure 3.8 shows the thickness dependence of the model with 100 ns lifetime and
diffusion coefficients of 0.017 and 0.011 cm2s−1, is the same with that of the model
with 50 ns lifetime and diffusion coefficients of 0.034 and 0.022 cm2s−1. This fact
suggests that optimum thickness is solely dependent on the diffusion length. As the
absorption coefficient of perovskite thin film is 5.7 × 104/cm, the absorption length
is 175 nm. Shown in Figure 3.8, when the diffusion length is shorter than or close
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Figure 3.9: Performances of solar cells with two type structures and different lifetimes.
Boundary fields are Fx=0 = Fx=d =
V
d
. Results with boundary field F0 = Fd = 0 are
shown in Appendix B.
to the absorption length, the optimum length is about the diffusion length. For the
diffusion length much longer than absorption length, the optimum length is still near
the magnitude of the absorption length.
3.4 Discussion
Sunlight may enter the perovskite layer either through the TiO2 layer or the Spiro-
MeOTAD layer. The question is which structure can make higher PCE solar cells?
Due to large band gaps of TiO2 and Spiro-MeOTAD, it is reasonable to neglect the
absorption of these two layers. The model with light coming from TiO2 layer is
noted as T model. While, the model with light coming from Spiro-MeOTAD layer
is noted as S model. The difference between them is where the high-density charge
carrier generates. For S model, light in perovskite near Spiro-MeOTAD side is more
intensive than that near TiO2 side. Hence, more charge carriers are generated near
Spiro-MeOTAD side. In this model, electrons need travel a long distance from Spiro-
MeOTAD side to TiO2 side. In T model, for the same reason, holes need to travel a
long distance from TiO2 side to Spiro-MeOTAD side. As electron’s mobility is higher
than hole’s in MAPbI3, it is easier for electron traveling far distance. Therefore, S
model should exhibit better performance than T model could do.
Simulations give the same result as we analyzed. Voc is nearly the same. What’s
different is the Jsc. They are 23.07 mAcm
−2 and 23.32 mAcm−2 for T and S model
with the lifetime of 736 ns, respectively. PCEs are 20.25 and 20.30%, not much differ-
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ence, which is due to the diffusion length being much longer than the perovskite layer’s
thickness. For a solar cell with shorter lifetime, these two structures show larger dif-
ference. As demonstrated in Figure 3.9, Jsc of solar cells with lifetime of 50 ns are
19.70 mAcm−2 and 17.75 mAcm−2 for S and T models, respectively. Corresponding
PCEs are 10.13% and 8.77%, more than 2% PCEs is improved if we use S model.
Models with interface and different boundary conditions show the same results. De-
tails are provided in Appendix B. Generally, as the electron mobility is higher than
hole’s, it is better to fabricate solar cells with light coming from Spiro-MeOTAD side.
As we have shown in Results, short diffusion length leads to low Voc and small Jsc.
For such a solar cell, increasing of charge carrier’s mobility and lifetime improves its
performance. Therefore, a cell with low Voc and small Jsc can be improved by the en-
gineering of perovskite thin film. When should we focus on the interface engineering?
Figure 3.2 and Figure B.7 in Appendix B show that the presence of a very thin in-
terface reduces Jsc little, but reduces Voc significantly. Therefore, for a cell with large
Jsc and small Voc, we should refine its interface states. This conclusion was confirmed
by the experiment did by Zhou et. al.[1] In their work, interface engineering improves
interface states and avoids high interface recombination, and then yields unusual high
Voc.
3.5 Conclusion
In this part of work, we built a numerical model with two different recombination
mechanisms and methods. The model with SRH recombination is in better agreement
with experiment than the model with direct recombination, which indicates that the
recombination in hybrid PSCs is mainly through defects and traps. It is found that
PCEs are determined by charge carrier’s lifetimes, diffusion coefficients and diffusion
lengths. Jsc is solely determined by charge carrier’s diffusion lengths, and Voc depends
on the charge carrier’s lifetime. The temperature dependencies are discussed based
on two different assumptions. If the mobility is constant, performance decreases as
temperature increases. The other assumption is that mobilities may change near
phase transition point. The correlation length near the transition temperature (Tc)
is, we expect, proportional to 1/
√
|T − Tc|. Long correlation length leads to high
mobility and long diffusion length. Then, we expect to find the best performance
near Tc or at the lowest accessible temperature. Lastly, simulations show that the
presence of interface decreases Voc, Jsc and PCEs.
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We demonstrated how to use our model to provide guidelines for PSC design and
optimization. Firstly, for a material with electron mobility higher than hole mobility,
the cell with hole transport layer facing the sun has a higher PCE than the cell
with electron transport layer facing the sun. Secondly, the optimum thickness of the
active layer is dependent on its absorption length and its diffusion length. When the
diffusion length is shorter than the absorption length, the optimum length is about
the diffusion length. But for the diffusion length far longer than absorption length,
the optimum length is still in the magnitude of absorption length. Thirdly, a solar cell
with a thin rapid interface recombination shows a low Voc and high Jsc. It suggests
that solar cell with low Voc and high Jsc can be improved by interface engineering.
A solar cell with both low Voc and low Jsc, is mainly due to poor charge transport
ability in perovskite layer. Enhancing the quality of perovskite thin film is crucial.
Lastly, the light dependence of PSCs indicated perovskite concentrator solar cells is
the possible new developing direction for PSCs.
These equations and methods we have reported and tested provide a framework




Numerical analysis of a hysteresis
model in PSCs
4.1 Introduction
Perovskite solar cells have achieved PCEs up to 22% in just five years.[23, 24, 4] They
attract great attention due to their high performance and anomalous hysteresis. It is
believed that the large charge carrier diffusion lengths and the compensated field are
two key factors for high performances of hybrid PSCs.[28, 29, 176, 177, 178, 179] In
experiments, it was observed that the slowly built compensated field contributes to
the anomalous hysteresis.[70, 49] The compensated field is thought to be induced by
ion migration and electronic charge traps.[70, 49, 77] The compensated field works as
a screening effect resulting in a high dielectric constant, which has been observed up
to 1000 for MAPbI3.[97, 196] According to the experimental compensated field, we
use the numerical model developed in the last chapter to analyze the screening effect
and hysteresis behaviors.
At high frequencies, only electronic orbitals are able to respond and become polar-
ized, whereas all of the electronic orbitals, defect charges and ions are able to respond
at low frequencies. As a result, the high-frequency dielectric constants are observed
as low as 6-7,[52, 97] compared to the approximately 100 times higher low-frequency
dielectric constants. [97] This frequency dependent dielectric constant behaviour is
consistent with the compensated field and the extremely slow photo-conductivity re-
sponse in MAPbI3 solar cells.[41] We argue that both the compensated field and the
slow photo-conductivity come from certain slow relaxations. This relaxation screens
external fields and increases the dielectric constant. Ion migration is believed to be
one of the possible reasons for this relaxation.[49, 75, 76, 51, 70, 77] But the slow re-
sponse experiments carried out by Gottesman et al. shows two opposite behaviours of
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decreased/increased photoconductivity in identically constructed devices. This can-
not be explained by ion migration.[41] Hence, ion migration is not the only origin of
hysteresis. Van Reenen et al. modeled this hysteresis and found the combination of
ion migration and electronic traps brings about hysteresis.[77]
Besides ion migration, polarization is the other possible reason for hysteresis.
Beilsten-Edmands et al. claimed that there is no ferroelectric nature contribution
to hysteresis due to the intrinsic polarization being too small.[75] They treated the
polarization at very high frequency (f → ∞) as its intrinsic polarization. However,
for any ferroelectric polarizations under an extremely high frequency, the polarization
should be zero as the electronic orbitals and ions are unable to respond. Up to now,
there is no direct evidence to deny ferroelectric polarization in PSCs. Additionally,
Kutes et al. showed a direct observation of ferroelectric polarizations.[108] The debate
of ferroelectric polarization in PSCs and their hysteresis continues.
From a theoretical aspect, most research supports the existence of polarization.
First-principles studies have shown that the energy barriers for defect migrations are
from 0.08 eV to 0.40 eV depending on ion types[197, 198] These energy barriers are
low enough to be crossable at room temperature. We also reported the energy barrier
for MA+ reorientation is about 0.01 eV to 0.098 eV, which depends on the initial and
final MA+ orientations and neighboring MA+ orientations.[52] From the base of their
energy landscapes, polarization is easier to respond and screen external fields. As
we showed in Ref. 52 MA+ ions are able to be rotated collectively under an applied
external field, which then polarizes MAPbI3 crystals or thin films. This collective
reorientation and polarization combined with capacitive charges screen external hin-
dering field and promote power conversion efficiency. Hence, the other slow relaxation
should be polarization relaxation. Our argument is in good agreement with Sanchez’s
experiment that the slow dynamic process depends strongly on the organic cation,
MA+ or HC(NH2)2 (FA
+).[50] The rotation of MA+ ions and migration of I– ions are
systemically discussed by Frost et al.[104, 98, 199] They argued that the internal elec-
trical fields associated with polarization contribute to hysteresis in J-V curves.[104]
They also observed that a single cation rotation and anion migration take several
picoseconds.[98, 199] Hence, we argue here that polarization and ion migration are
both possible to induce screening fields and contribute to hysteresis.
We propose here that the screening charge contains two components: one is the
polarization charge resulted from MA+ reorientation and inorganic frame; the other
is capacitive charges from defects and trapped charges including ions. For normal
PSCs without polarization, photon generated charge carriers accumulate in defects
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Figure 4.1: Our proposed mechanism of PSCs
near interfaces, shown as the blue charge in Figure 4.1. These accumulated charges
induce a field that counteracts the applied hindering field. We name the applied
field hindering field because it is opposite to the work current vector. For PSCs,
polarization charges can further counteract the hindering field and promote charge
carrier transport. Due to these capacitive and polarization screening effects, high
PCEs are expected for hybrid PSCs. This is the first hypothesis we are going to test.
The second hypothesis we are going to test is that hysteresis in J-V curves come
from these two kinds of slow relaxations. As their relaxations are slow, screening fields
fall behind the applied hindering field if the measurement scanning is fast enough.
This delay induces hysteresis. We apply numerical simulations to reproduce and
explain the anomalous hysteresis effect in PSCs. Our results show both capacitive
charge and polarization charge could contribute to hysteresis effects. Relaxation times
of these two charges determine the overall behaviour of scan rate dependent hysteresis.
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Figure 4.2: Integral and fitting incident photon density of AM 1.5 Standard Spectrum.
The insert shows the integral and the fitting result of photon density with band gaps
between 1.45 eV and 1.62 eV. Error in this region is smaller than 2%.
4.2 Methods
4.2.1 Equations and boundary conditions
Our model is based on the continuity equations and Poisson’s equation in one dimen-





















where, Jn and Jp are the electron current and the hole current respectively; n is the
electron density and p is the hole density; µ and D are the charge carrier mobility
and the diffusion coefficient respectively; footnote symbols n and p mean they belong
to the electron and the hole respectively; G and R are the generation rate and the
recombination rate; F is the external applied electric field. Boundary conditions and
parameters are shown in reference 57.
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4.2.2 Generation rate
Light harvest and charge generation are expressed as G = IPCE ×N , where IPCE




dλ, where I(λ) is the incident light density, h is the Plank constant,
c is the speed of light and λ is the photon’s wavelength. According to the Beer-
Lambert law, light intensity inside a material decays exponentially from the surface
as: I(λ, x) = I(λ, 0)e−α(λ)x, where x is the incident depth from the surface and α(λ)











λ0 is the absorption edge, corresponding to the band gap. After a photon is absorbed,
an exciton formed by a hole and electron pair is generated. The hole and the electron
attract each other and try to combine. We assume each exciton separates to one















dλ; I(λ, 0) is the AM1.5 Standard Solar Spectra. The experi-
ment band gap of MAPbI3 is in the region from 1.45 eV to 1.70 eV.[58, 25, 8, 1, 59, 60]
In our simulations, we use a linear fitting to estimate incident photon density near
1.55 eV. N0 = −2.20× 1017×Ebgap (eV)+5.12×1017 (cm−2), where Ebgap is the band
gap of the perovskite thin film. As shown in Figure 4.2, for the band gap in the range
of 1.45 eV to 1.62 eV, the accurate integral density and the fitted density are nearly
the same. The incident photon density is calculated to be 1.59 × 1017 cm−2, if the
band gap is 1.60 eV.
4.2.3 Boundary field conditions: Potential and field distri-
butions in solar cells
A planar PSC has a sandwich structure. Two electrodes clip a compact (TiO2) layer,
a perovskite layer and a hole transport layer (Spiro-OMeTAD layer). Electrodes
are conductors and the potential in a conductor is constant, hence we neglect their
potential drop in this discussion. The active parts are the clipped compact layer,
perovskite layer and hole transport layer. Under light irradiation, charge carriers are
generated and flow. If we describe the resistances of the compact layer, perovskite
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layer and hole transport layer as Rt, Rp and Rs respectively. Based on Ohm’s law,
the voltage drop in the perovskite layer is Vp =
V0×Rp
Rt+Rp+Rs
, where V0 is the applied
voltage. However, two facts refute this assumption. The first is that Ohm’s law only
refers to drift current, in which case the current is in the same direction as the field,
while current in solar cells is opposite to the applied field. The second is that the
diffusion current, which is beyond the Ohm’s law and the Drude model description,
is larger than the drift current. Hence, it is much more reasonable to consider them
as dielectric materials. Then the voltage drop across the perovskite layer is:
Vp =
V0 × εt × εs × dp
(εt × εs × dp + εt × εp × ds + εs × εp × dt)
= A× V0 (4.4)
where ε and d are dielectric constant and thickness of corresponding layers, footnote t
for TiO2, p for perovskite and s for Spiro-OMeTAD.A is the percentage of applied volt-
age drop across the perovskite layer, which equals εt×εs×dp
(εt×εs×dp+εt×εp×ds+εs×εp×dt) . When
εt, εp and εs are 100,[200] 1000,[97] and 3,[30] and their corresponding layers thick-
ness are 50, 380 and 200 nm,[1] then the voltage drop across the perovskite layer
is A=0.56%. For the following simulations, the boundary field at the ends of the
perovskite layer are F (x = 0) = F (x = d) = Vp
dp
.
4.2.4 Field relaxation of screening capacitive charge and po-
larization charge.
Defects and traps in semiconductor interfaces are able to charge and discharge as
capacitors do. Hence, we name these charges the capacitive charge. In our previous
work,[52] we also showed that MAPbI3 can be polarized by external fields through
rotating MA+ ions and tilting inorganic frames. Due to energy barriers, MA+ ions
need some time to respond. We name this response the polarization relaxation.
Assume the polarization field relaxes (increases/decreases) exponentially with delay
time (δt): δF[δt] = δF[∞]× (1− e−δt/τc), where δF[∞] is the field difference between
the initial field and final field with infinite relaxation time.
The field in bulk materials within a static external field (F0) is F = F0 +Fc, where
Fc = −ScF0 and Sc is the screening coefficient for capacitive charges. If there is a
polarization field, then the total field becomes F = F0 + Fc + Fp, where Fp = −SpF0
and Sp is the screening coefficient due to polarization. If the measurement voltage is
applied step-by-step, then the field at time t with applied voltage V can be expressed:
F[V, t] = F0[V, t] + Fc[V, t] + Fp[V, t], (4.5)
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where:
Fc[V, t] = (Fc[V,∞]− Fc[V − δV, t− δt])(1− e−δt/τc) + Fc[V − δV, t− δt]
and
Fp[V, t] = (Fp[V,∞]− Fp[V − δV, t− δt])(1− e−δt/τp) + Fp[V − δV, t− δt]
in which, Fc[V,∞] and Fp[V,∞] are screening fields under applied voltage V with
infinite delay time for the capacitive charge and the polarization charge, respectively;
δt is the measurement delay time and τc and τp are relaxation times of these two
charges; F[V, t] and F0[V, t] are the total field and the hindering field at time t with
applied voltage V ; Fc[V − δV, t− δt] and Fp[V − δV, t− δt] are the field of capacitive
charge and the field of polarization charge of last step, respectively.
4.3 Results and discussion
4.3.1 Screening improvement from capacitive charge and po-
larization charge
According to Equation (4.4), the voltage drop across the perovskite layer is a function
of dielectric constant and thickness of each layer. For quick scans, dielectric constants
at high frequency are exhibited. The high-frequency dielectric constants of TiO2,
perovskite, Spiro-OMeTAD are 86,[200] 6,[97] and 3,[30] respectively. In this case,
the potential drop across the perovskite layer is 43% of the applied voltage. At very
slow scan rates (such as 25 mV/s), they exhibit low-frequency dielectric constants.
The low-frequency dielectric constants of TiO2 [200] and perovskite[97] have values
of up to 173 and 1000 respectively. In this case, A is 0.5%. With a long delay time,
screening fields of capacitive charge and polarization charge contribute to the large
dielectric constant, and this leads to a small A–the percentage of applied voltage
drop across the perovskite layer. We propose that the increased dielectric constant of
perovskites come from the slow polarization relaxation and ion migration, which has
been shown to be possible via DFT calculations.[52, 197, 198, 199]
Based on experimental parameters, the percentage of voltage drop across the per-
ovskite layer is between 0.5% to 43%. Here, solar cell performance of A with values
from 0 to 100% were simulated. The thicknesses of simulated solar cells are 350
nm.[1] Diffusion coefficients of the perovskite layer were set to be 0.017 cm2s−1(for
electrons) and 0.011 cm2s−1(for holes).[29] The band gap is 1.55 eV.[1] Carrier life-
times in bulk materials without interfaces are assumed to be 736 ns.[1] The presence
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Figure 4.3: Performances of PSCs with different A (in Equation 4.4). A 2 nm thick
interface with a lifetime of 7 ns is implemented. All of the Jsc are 22.77 mAcm
−2.
The measurement delay time is assumed to be infinite.
Table 4.1: Performance of PSCs with different values of A.
A Voc (mV) Jsc (mA) PCEs (%) FF
0 1176 22.77 22.44 0.8380
25 1154 22.77 21.36 0.8131
43 1142 22.77 20.93 0.8044
100 1117 22.77 19.90 0.7821
Experiment 1130 22.75 19.30 0.7507
of interfaces decreases charge carrier lifetime which indicates a high recombination
rate at interfaces. More details have been discussed in reference 57. Thus, a 2 nm
interface recombination region with charge carriers lifetime of 7 ns was implemented.
The implement of this interface is determined according to experimental Jsc. In our
simulation, for all values of A, Jsc is 22.77 mAcm
−2, which is close to the experimental
value of 22.75 mAcm−2. Figure 4.3 and Table 4.1 show experiment and simulation
current density–voltage (J-V) curves of solar cells with various A. The orange square
line is the experiment performance of a solar cell fabricated by Zhou.[1] Our simulated
FFs are larger than the experiment value of 75%. Voc in these simulations are around
the experiment value of 1130 mV. When A is 100%, no screening effect is exhibited,
and the J-V curve is closest to experiment. However, as shown in the insert of Figure
4.3, the experiment current decreases between theoretical lines with A = 25% and
A = 43% between 0 - 500 mV and 22 - 23 mAcm−2. Below 300 mV, the blue diamond
line simulated with A = 25% is the closest to Zhou’s experiment. The simulated Voc,
Jsc, FF and PCE are 1154 mV, 22.77 mA, 81.3% and 21.36%, respectively.
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S =  0%
S = 100%
Figure 4.4: Performance of an unoptimized PSC and simulated PSCs with different
screening coefficients, S=1-A. The thickness of the simulated solar cell is 350 nm.
The diffusion coefficients of the perovskite layer were assumed to be 0.017 cm2s−1
and 0.011 cm2s−1 for electrons and holes respectively. The band gap is 1.45 eV. The
lifetime in the cell is 57 ns. The working conditions were set to be at 300 K and 1 sun
(1.5AM). The charge carrier lifetime in the perovskite layer is 57 ns. The interface
region is set as 12 nm thick with an interface charge carrier lifetime of 0.37 ns.
As we proposed that polarization charges can further reduce the hindering field at
very low scan rate, then the dielectric constant can be up to 1000.[97] In this case, the
voltage drop across the perovskite layer is almost zero, which implies the hindering
field has disappeared. With these parameters, our model gives a PCE of 22.4%.
This suggests that by measuring with slow scan rate a high dielectric constant of the
perovskite layer results, which reduces the voltage drop across the perovskite layer.
Therefore, charge carriers are easier to transfer out, and a higher PCE is achieved.
This conclusion is consistent with Sherkar’s result that devices having polarizations
in the plane of devices show high Jsc and FF.[201] The difference is that the screening
effect in our simulation comes from both polarization and ion migration.[52]
The screening improvement is small for solar cells with very high mobilities and
long lifetimes. But PCEs of solar cells with poor electron transport ability can be
significantly improved through screening effects. A simply made, unoptimized PSC
exhibits poor performance as shown by the green triangle in Figure 4.4. Its perfor-
mance can be reproduced by our model with short charge carriers lifetime and a thick
interface recombination. The simulated Jsc is 10.5 mA/cm
2, in agreement with ex-
periment. For an ideally screened solar cell, its current is almost constant before 700
mV. Whereas, for a solar cell without screening effect its current decreases drastically
near 0 mV then linearly with voltage until 700 mV.
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Figure 4.5: Quasi-Fermi levels for electron and hole in solar cell at oupput voltage
of 800 meV with different screening coefficients. The thickness of the simulated solar
cell is 350 nm. The diffusion coefficients of the perovskite layer were assumed to be
0.017 cm2s−1 and 0.011 cm2s−1 for electrons and holes respectively. The band gap is
1.55 eV. The lifetime is 736 ns. The working conditions were set to be at 300 K and
1 sun (1.5AM). The generation rate in PSC is uniform.
The simulated curve with 70% screen coefficient is in good agreement with the
experimental curve when the output voltage is lower than 600 mV. The variation in
high voltage is due to the higher fill factor of our idealized model. This implies the
remaining percentage of the applied voltage in the experimental solar cell is about
30%, which is in good agreement with the range of 0.5% - 43% calculated from
experimental parameters. This is the evidence that screening effects present in PSCs.
The PCE of the solar cell without screening is 4.3%, which is improved to 5.9% if a
70% screening effect is present. With an ideal screening, the PCE would reach 7.5%.
This results in a more than 70% improvement compared to the unscreened solar cell.
The screening effect in solar cells improves PCE, especially in solar cells with poor
charge carrier conductivity. Therefore, we draw a conclusion that the screening effect
is the reason why simply made PSCs could achieve high performance.
In order to have a better understanding of the screening effect, models with dif-
ferent screening coefficients are simulated. Figure 4.5A) is the working J-V curves of
these two models. The quasi-Fermi levels are shown in 4.5B). Since the quasi-Fermi
levels are almost the same near the sunlit surface for different screening in the model
with exponential generation due to high density of charge carriers are produced near
there, the plotted quasi-Fermi levels for comparison are calculated by the model with
uniform generation,[52] which gives more obvious band bending. The output voltage
is the energy level difference between Efn(x = 0) and Efp(x = d), which is 800 meV.
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For the model with ideal screening effect, the quasi-Fermi levels are little changed.
However, for the non-screening effect model, the quasi-Fermi level is bended, which
agrees with literatures.[55] The current of the model with Sc = 100% is higher than
that of the model with Sc = 0.0% at 800 meV, this means more carriers are collected
in the Sc = 100% model even the gradient of its quasi-Fermi level is smaller than that
of the Sc = 0.0% model. It is shown that the quasi-Fermi level for the non-screen
model is closer to the conduction band or the valence band. This suggests to realize a
same output voltage, the non-screen model requires higher density of charge carriers.
In a normal solar cell without polarization, screening is also present. But all of the
screening charges are capacitive charges due to defects and trapped charge carriers.
These trapped charges will take part in charge recombination, which in turn reduces
its current and PCE. For MAPbI3, polarized charges cannot be combined unless
polarizations become totally disordered. This also gives the benefit of a large current
in the device. It is worth noticing that the polarization is not only from MA+ ions
but also from the inorganic frame. For perovskite materials, even there are no cations
with dipoles, the materials can be ferroelectrically polarized as in BaTiO3.[202] This
means perovskite materials, such as FAPbI3 and C(NH2)3PbI3 also have the potential
to make high performance solar cells.
In the above simulations, diffusion coefficients were assumed constant. Actually,
screening fields also make charge carrier transport easier and then increase diffusion
coefficients. Therefore, PCEs of PSCs can be further improved.
4.3.2 Numerical simulation of anomalous hysteresis
Capacitive charges are believed to be the main factor for hysteresis in silicon solar
cells and DSCs.[138, 139, 140] When the measurement scan rate is too fast, capaci-
tive charges are unable to catch up with the changing of scanning field and hysteresis
is observed. Usually, more obvious hysteresis is observed with faster scanning. As
charges are able to be trapped and de-trapped in silicon solar cells quickly, an ex-
tremely fast scan rate (short delay time) is required to observe hysteresis in silicon
solar cells. The measurement delay time is estimated to be around 1 ms in order
to observe hysteresis.[140] Charges in DSCs move slower and the trap and de-trap
process take longer. Therefore, the relaxation time to see hysteresis in DSCs can be
up to 100 ms. The corresponding scanning speed is about 100 mVs−1.[138, 139]
What makes PSC hysteresis mysterious is not only its large relaxation time, but
also the changing of hysteresis with scan rate. For silicon solar cells and DSCs, a
shorter delay time (higher scan rate) brings about more obvious hysteresis.[138, 139,
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140] In contrast, in PSCs, a shorter delay time can either induce a more or less obvious
hysteresis.[49, 70, 51] Even in the same time region, some measurements indicate
an increase whilst others show a decrease.[143, 70, 51] In this work, the hysteresis
constant is defined as the difference between the maximum PCEs of forward and
backward measurements. The presence of two peaks may reflect two different sources,
polarization and ion migration. A single MA+ ion takes several ps to rotate,[98,
199, 111] while, the slow charge relaxation time in PSCs is in the order of 1-30
s.[49, 51, 41, 70, 47] This may be because the collective relaxation of millions of
ions should take much longer. The timescale for a domain wall to traverse a typical
device is estimated to be about 0.1-1 ms.[111] For ion migration, it should take longer
due to its larger energy barrier than MA+ rotation. If we select a typical 0.2 eV
[197, 198]energy barrier for I– ion migration and 0.05 eV[52] for MA+ rotation, and
assume the relaxation time is proportional to e−Eb/kT , where Eb is the energy barrier
and kT is thermal energy, the relaxation time of I– ions is about 320 times higher
than the relaxation time of MA+ ions polarization. Considering longer relaxation
time for the experiment, we set capacitive charge relaxation time as 2.5 s and 250 ms
for polarization in below simulations.
Lots of experiments have been designed to study hysteresis, the most systematic
experiment is the work done by Tress et al.[70] They measured one PSC forward
and backward with different scan rates from 10 to 100,000 mVs−1. Every measure-
ment begins with certain polarization states which are pre-polarized with the same
condition.
As all the measurements were taken from a single solar cell with a certain initial
state we could model their J-V curves under different scan rates with one set of basic
parameters. Parameters used to model the work by Tress et al. are shown in Table 4.2.
In Figure 4.6, experimental J-V curves are drawn with dashed lines, while simulated
J-V curves are plotted with solid lines. The PCE is higher during backward scan.
The voltage decreases during the backward scan, and the screening field falls behind.
Hence, the actual screening field at a certain voltage is higher as the screening field is
positive related to the previous applied field. For the same reason, the screening field
at a certain voltage is lower during the forward scan. That means the screening field
is higher during the backward scan than during the forward scan. Higher efficiency is
achieved when the hindering field is screened to a greater extent during the backward
scan.
Our simulated Voc are about 915 mV, which are in good agreement with Tress’s
experiment. As we expected, the simulated performance of the backward scan is
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Table 4.2: Assumed and experimental parameters used to simulate Tress’ solar cells.
Symbol Meaning Value
Ebgap Band gap 1.52 eV
T Temperature 300 K
Il Light intensity 1.5 AM
IPCE IPCE 100%
d Perovskite thickness 350 nm
Nc,Nv Density of States 3.97× 1018cm−3.[52]
α Absorption coefficient 5.7× 104cm−1.[28]
A Voltage drop percentage 8.4%
Dn Electron diffusion coefficient 0.030 cm
2s−1
Dp Hole diffusion coefficient 0.063 cm
2s−1
τp Polarization relaxation time 0.25 s
τc Capacitive charge relaxation time 2.5 s
Sp Polarization screen coefficient 50%
Sc Capacitive charge screen coefficient 49%
τ Charge carriers lifetime 10.2 ns
higher than that of the forward scan. The current at voltage of -1 V with scan rate of
100 Vs−1 is 22.10 mAcm−2, which is close to the experimental value of 20.40 mAcm−2.
At -1 V, currents modeled with scan rates of 10 Vs−1, 1 Vs−1, 100 mVs−1 and 10
mVs−1 are 21.87 mAcm−2, 20.18 mAcm−2, 15.27 mAcm−2 and 13.97 mAcm−2, respec-
tively. All of these current densities are close to the experiment 20.90 mAcm−2, 19.4
mAcm−2, 16.20 mAcm−2 and 14.90 mAcm−2 with errors smaller than 1.0 mAcm−2.
Not only do these typical values agree, but the J-V curves also have similar shapes.
By applying one set of parameters for a certain solar cell, we reproduce its hysteresis
J-V curves under different conditions. The agreement between Tress’ experiment and
our simulation suggests that our model and the proposed mechanism are correct.
For normal hysteresis from typical capacitive charges, as seen in DSCs made by
Koide et al.[138, 139] it becomes more extreme when the scan rate increases, as
shown in Figure 4.7. In contrast, Snaith et al. observed anomalous hysteresis, which
becomes less extreme as the scan rate increase. Even at extremely slow scan rates,
it is still significant.[51] We interpret this phenomenon as being a result of slower ion
migration. As observed in experiments, the relaxation time can be as short as 1 s,[50]
or alternatively as long as several tens of seconds.[49, 51, 41, 70, 47] The performance
is similar in Tress’ and Snaith’s experiments which suggest their solar cells have
similar electronic parameters. If we just change the capacitive relaxation time from
2.5 s to 50 s without changing other parameters, our simulations give hysteresis in
good agreement with Snaith’s experiment.[51] Jeon’s solar cells show higher PCEs,
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Figure 4.6: Performances of a solar cell measured forward and backward with different
scan rates. Solid lines are simulation results. Dashed lines are results from Tress et
al.’s experiment. We use direct recombination without an interface. Different color
is for the different scan rates.
hence, their solar cells should have better electronic properties.[143] To model Jeon’s
solar cells, the charge carrier lifetime was increased to 80 ns and Sc was decreased
to 10%. Hysteresis observed in Jeon’s experiment is also repeated with a capacitive
charge relaxation time of 0.9 s. All of the simulation and experimental hysteresis
constants are shown in Figure 4.7. It is found that for very low or high scan rate
measurements, the hysteresis decreases. This is due to the relaxation field undergoing
little change under extremely high scan rates. The screening field is constant during
a forward-backward measurement. No hysteresis is expected as there is no difference
between forward and backward scans. While, for the case of very slow scans, there is
enough time to relax. Hence, the screening field is always proportional to the external
applied field. Screening fields are the same under a certain applied voltage no mater
72
CHAPTER 4. NUMERICAL ANALYSIS OF A HYSTERESIS MODEL IN PSCS
Figure 4.7: Scanning rate dependent hysteresis constants. The hysteresis constant is
defined as the difference between the maximum PCEs of forward and reverse mea-
surement. Experimental data is depicted by solid lines with filled points. Numerical
simulation results are plotted as dashed lines with open points. Tc is the polarization
relaxation time used in the model.
it is a forward or a backward scan. Therefore, hysteresis will not happen at very slow
scan rate either.
4.3.3 To eliminate hysteresis
Hysteresis-free inverted PSCs have been made from interface engineering or using
PCBM electron transfer layer.[203, 204, 205] We argue these hysteresis-free devices are
due to the improvement of interface states rather than the inverted structure, because
normal structure PSCs also have been made without large hysteresis by implementing
C60[206] or PCBM[16]. As illustrated in Figure 4.1, both the polarization charge and
the ionic charge are accumulated near interfaces. These charges could be compensated
or neutralized by contact layers. For an ideal crystal without any defects, ions cannot
migrate because there is no vacancy to go. Whereas, defects exist at interfaces,
such as dangling bonds. Therefore, it is possible to reduce and even to eliminate
ion migration and the induced hysteresis through interface engineering or decreasing
defects in thin films. For uniform polarizations, there is no net charge overall and
also no net charge in the bulk. All of the polarization charges are near surfaces or
interfaces. In PSCs, if polarizations are presented, net charges should be presented at
interfaces between perovskite and contact layers: one end of perovskite is positive and
the other is negative. If we impose a contact layer with negative charges at the surface
on the end with positive charges, and a contact layer with positive charges at the
surface on the end with negative charges, these polarization charges are neutralized.
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Therefore, this part of the hysteresis also could be reduced or eliminated through
interface engineering. The slowly relaxed polarization of perovskite is also possible to
be compensated by the polarization of contact layers. Fullerene and its derivatives,
such as C60[207] and PCBM[208, 209] are polarisable. Hence they are good candidates
to compensate the polarization of perovskite and eliminate hysteresis of PSCs. Some
of these materials have been successfully applied to reduce or eliminate hysteresis,
such as C60 in Ref.206 and PCBM in Ref.205, 203, 204, 16.
4.4 Conclusion
Using numerical simulations we have confirmed that the screening effect improves
PSC performance. This improvement is more obvious in solar cells made from simple
methods. On the basis of our previous DFT calculations, we argue that the screening
field comes from both ion migration and polarization charge. This field weakens the
hindering field, promotes charge transport and improve PCEs.
Due to slow polarization and ion relaxation, the screening field is delayed, which
leads to hysteresis. As the relaxation time of capacitive and polarization charges are in
different scales, rate dependent hysteresis behaviors become more complicated. With
the relaxation of capacitive and polarization charges, we reproduced various measured
hysteresis curves.[49, 70, 143] Using similar parameters and different scan rates, we
also reproduced the hysteresis effects observed by Snaith et al. These results suggest
that hysteresis is caused by two kinds of very slow relaxations. This agreement with
measured hysteresis, in turn, supports our proposed mechanism that polarization
and capacitive charge take part in the screening of the hindering field and improve its
PCE. We show that not only can ion migration cause hysteresis, but also polarization
can as well. Although, both ion migration and polarization are bulk properties, they
could be affected by interface states and contact layers. Polarizable contact materials,
such as fullerene and its derivatives, may be good candidates to compensate screening
fields from polarization or ionic charges and eliminate hysteresis of PSCs.
In this paper we assumed that one of the relaxations is polarization based on
Gottesman’s experiment,[41] but this is not necessary. Any slow relaxation response
with the ability to screen external hindering field could bring about hysteresis. This
slow relaxation could also be different kinds of ion migration. As polarization relax-
ation and ion migration usually exhibit similar behaviors, such as thickness dependence.[210,
211] To determine whether these slow responses are polarization or ion migration,
more experiments and theoretical works should be carried out further. Theoretical
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works on dynamics of ion migration and polarization are shown in Chapter 5, which
supports ion migration and refutes MA+ polarization.
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Chapter 5
Ion migration and polarization
relaxations
5.1 Introduction
In Chapter 4, we showed that both ion migration and MA+ polarization have the
ability to bring about screening fields. MA+ polarization relaxation and ion mi-
gration usually exhibit similar behaviors, such as thickness dependence.[210, 211]
Lots of theoretical work has been done to illustrate the possible effects of ion migra-
tion and ferroelectric polarization, however it is unclear whether they really occur
in PSCs. Many experiments claim that they observed ion migration [74, 212] or
polarization,[78, 108] but they cannot distinguish the fundamental difference between
these two mechanisms. In this chapter, we discuss the dynamic relaxation behaviors
of ion migration and MA+ polarization, and try to specify their contributions.
Most perovskites are ferroelectric. On the other hand, most ferroelectric materials
are perovskites. Additionally, polarizations in organic solar cells have positive effects
on their photovoltaic performances,[132, 133] Frost et al. assumed the presence of
ferroelectric polarization and used it to explain hysteresis in PSCs.[104, 47] DFT work
demonstrated that organic hybrid perovskites might be ferroelectrically polarized,[52,
69, 105, 106, 107] however, there are contrary results observed in experiments.
Kutes et al. claimed that they directly observed ferroelectric domains in MAPbI3
thin films in 2014 and 2015.[108, 78, 71] In the same year, Beilsten-Edmands et al.
demonstrated that there is no ferroelectricity in a MAPbI3 perovskite-based pho-
tovoltaic device.[75] We found that the evidence in all of these experiments is not
enough to support their conclusions. Kutes et al. showed the polarization of MAPbI3
thin films under different biases,[108] but this polarization may also come from ion
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migrations. In Beilsten-Edmands’ experiment, they excluded ferroelectric polariza-
tion as there is no polarization at infinite high frequency.[75] However this argument
fails to estimate the intrinsic polarization. For ferroelectric materials, the polarization
should be near zero at an extremely high frequency as the electronic orbitals and ions
are unable to catch up with the external field and respond. All of these ferroelectric
polarizations show decreasing trends at very high frequency, such as experiments in
reference [109] and [110]. Fan et al. reported that perovskites should have ferroelec-
tric polarizations in theory, but at room temperature they didn’t observe it.[107] They
drew the conclusion by comparing the I-E curves of Au/MAPbI3/ PEDOT:PSS/ITO
and Au/BiFeO3/SrRuO3. There are two issues with their experiments. The first is
that they used two different devices structures. The second is that they ignored the
influence of applied voltage amplitude and frequency. The amplitude and frequency
of applied voltage for perovskites were 1 V and 10 Hz, whereas, corresponding values
for BiFeO3 were 26 V and 1 kHz. Since ferroelectric polarization is frequency depen-
dent, these two experiments with 100 times difference in frequency cannot be directly
compared.
Azpiroz et al. estimated that the energy barriers of defect migrations are from
0.08 eV to 0.40 eV depending on ion type.[197, 198] We also reported the energy bar-
rier for MA+ reorientation is about 0.01 eV to 0.098 eV, depending on the initial and
final MA+ orientations and neighboring MA+ orientations.[52] Single cation rotation
and one anion migration step are observed to be several picoseconds.[213, 214] These
studies show the possibility of ion migration and polarization, but whether they con-
tribute to PSC’s photovoltaic performance and hysteresis is unknown because PSC
behaviors are influenced by the collective behaviors of ion migration and polarization
not the single ion migration step or polarization step.
Frost et al. showed a dynamic polarization model and concluded that the internal
electrical fields associated with microscopic polarization domains contribute to hys-
teresis J-V curves in PSCs.[104] The rotation of MA+ and migration of I– are system-
atically discussed.[98] These two theoretical studies are too general. They showed the
result of possible mechanisms rather than a verification of their mechanism. Leguy
et al. used quasi-elastic neutron scattering measurements to show that MA+ re-
orientate with a residence time of approximately 14 ps at room temperature.[111]
Their Monte Carlo simulations demonstrated MA+ behave either as anti-ferroelectric
or ferroelectric, which depends on the interaction of neighboring MA+. However, they
did not consider the polarization of the inorganic frame, which could also contribute
to ferroelectricity, such as in BiFeO3.[11] Therefore, we studied the independent and
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collective movements of MA+, and also the possible polarization originating from the
inorganic frames. This work was shown in Chapter 2. More importantly, the fully
periodic model they used to mimic the dynamic of polarizations is not reasonable,
because the fully periodic model is unable to consider the effect of surface charges,
which plays a very important role in polarizations. On the other hand, the 300 nm
thick layers of perovskite in PSCs are more like a thin film rather than bulk mate-
rials. We found here that behaviors of thin films (two-dimensional periodic models)
and bulk materials (three-dimensional periodic models) are totally different and even
show opposite phenomenon. In this chapter, we set up two and three-dimensional pe-
riodic models to mimic relaxations of ion migration and polarization in perovskites.
Our result show that the charge dynamic behaviors of thin films is much different to
that of bulk materials. Additionally, we exclude the MA+ polarization contribution
to hysteresis J-V curves in PSCs.
5.2 Methods
5.2.1 Coulomb Hamiltonian
Ions are considered as point charges and only the Coulomb interactions were calcu-
lated. The MA+ dipole moment was set as 0.25 eÅ, which is described by two opposite
0.25e charges with a fixed distance of 1 Å. With periodic boundary conditions, the



















Where, n is the number of charges; −→a ,
−→
b and −→c are unit cell basis vectors; rij is
the displacement between charge i and charge j; l, m and k are integers for the
Ewald summation;
−→
F0 is the external field, and
−→r is the dipole moment. For the
two dimensional model, k = 0. Because the interaction summation converges slowly
in real space, it is usually split into a long range interaction term and a short range
interaction term, which converge quickly in reciprocal and real space respectively. The
specific method used here is FMM,[215] which is implemented in the library ScaFaCoS
(“Scalable Fast Coulomb Solver”).[216] Programs were written in FORTRAN. The
electric convergence energy was set as 1.0 ×10−6 eV for static energy calculations.
For dynamic simulations, the electric convergence energy was based on relative energy
error, which is set as 1.0 ×10−6.
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Figure 5.1: Energy cost of flipping one polar in the two and the three-dimensional
periodic 4× 4× 4 models.
5.2.2 The difference between two and three-dimensional pe-
riodic models
It is well known that polarization in a thin film induces surface charges. For the
fully periodic model, there is no surface, not to mention a surface charge. Hence,
polarization behaviors cannot be mimicked by the three-dimensional periodic model.
In order to realize the surface charge, a two-dimensional periodic model is required.
To confirm this hypothesis we built two 4×4×4 grid models with all MA+ aligned in
one direction, as shown in Figure 5.1. Then we estimated energy costs for flipping a
MA+ in the two-dimensional and the three-dimensional periodic models. It is found
the energy goes up when we flip a dipole in the fully periodic model, which agrees with
our commonsense that dipoles prefer to align in the same direction. However, the
energy goes down for flipping a MA+ in two-dimensional periodic models. This result
confirms our initial assumption. Because their behaviors differ, the result simulated
with fully periodic models such as in Leguy et al.[111] are not reasonable as actual
thin films in PSCs are very thin and have surface charges.
5.2.3 Ion migration dynamics
We made some reasonable assumptions in order to simulate ion dynamics: (1) only
one defect is permitted in one inorganic cage, which is the unit cell of α phase; (2)
the defect can hop from one cage to any of its six neighboring cages with one step,
the hopping rate follows the Arrhenius equation. Figure 5.2A shows the α unit cell
of MAPbI3. The cage is colored with red lines; six possible hopping paths are shown
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A)
B)
Figure 5.2: A), One grid in simulation compared to the α unit cell. Six possible
hopping paths are shown in green arrows and text; B) the simplified grid and possible
final locations of six possible hops.
as green arrows. These six hopping directions are x(100), -x(-100), y(010), -y(0-10),
z(001) and -z(00-1). After one hop, the defect goes to one of the six sites (gray
spheres) in Figure 5.2B. In our simulations, we calculate the relaxation steps rather
than the relaxation time. The relaxation time can be estimated by t = n ∗ δ, where
t is the relaxation time, n is the relaxation steps and δ is the time for one hop. In
Figure 5.2A, lead (Pb) is shown at the center, but it is not only representative of a
Pb ion, it could also be an iodine ion as the hopping behavior of Pb2
+ and I– should
be similar.
The difference between Pb2
+ and I– is their hopping energy barriers, which de-
termine the hopping time δ. According to the Arrhenius equation, the hopping rate
r = Ae−
Ea
kT , where Ea is the activation energy. For ion migration the activation
energy is the hopping energy barrier. Considering the energy barrier for MA+ rota-
tion is about 80 meV [52] and the energy barrier of iodine migration is about 300




26 = 1 : 4729,
where the thermal energy is 26 meV. The ion hopping time is estimated to be 66.2 ns
as the MA+ polarization rotation time is observed about 14 ps by Leguy et al.[? ] The
estimated ion migration time is in concert with experiments that no ion migration
was observed within 200 ps.[111]
The process flow diagram of this program is shown in Figure 5.3. At first, an
xn × yn × zn grid network is built. Each grid corresponds to an α unit cell. Ionic
defects are randomly generated in grids with density of 1.0×1018 cm−3, which is high
enough to make sure the external field could be screened. After defects are generated,
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Kinetic Monte Carlo (KMC) dynamics was performed to reach equilibrium states.
During these dynamics simulations, extra defects will be eliminated. We calculate
the total energy and fields on each ion by FMM method at every step.[216] The
hopping probability is e
−Ea
kT . We generate a random number (rdn), this ion is going
to hop if rdn < e
−Ea
kT . If the force felt by the ion is
−→
F , the ion prefers to move along
the direction of
−→
F . Thus, we call it the driving force. Due to this driving force, the













kT . The hopping
probability of a specific path Pj is calculated by Pj = rj/
∑6
i=1 ri. A random number
(rdn) between 0 and 1 was generated for each hop, if
∑j−1
i=1 Pi < rdn <
∑j
i=1 Pi, the
ion hops along path j.
Relaxation lifetimes are estimated from relaxations between the equilibrium state
with certain external fields to the equilibrium state without external fields. In these
simulations, we record net fields, non-combined defect charges and system Coulomb
energy. The relaxation lifetime step is obtained by fitting the field in the z direction
with the exponential decay function Fz(i) = Fz0e
− i
τ , where i is the simulation step
and τ is the relaxation lifetime step. The system was considered to have reached an
equilibrium when |Ei−Ei−1
Ei
| < 10−6 during the last 200 steps, where Ei is the energy
at the current step and Ei−1 is the energy at the last step.
5.2.4 MA+ dipole dynamics
Similar to ion migration dynamics, dipoles are randomly aligned in every grid and
then a classic dynamic Monte Carlo simulation is run under a certain external field.
When the system has reached an equilibrium state, we remove the external field and
let the system relax to another equilibrium state without external fields. Due to the
screening effect of inorganic frame, the dipole moment we used is 0.25 eÅ, which is
smaller than the dipole moment of 0.477 eÅin its gas phase
The smaller dipole moment of 0.25 eÅ was used due to a screening effect when
compared to the gas phase MA+ dipole moment of 0.477 eÅ.[69]
MA+ dipoles are described by two opposite 0.25 e charges with a fixed distance
of 1 Å. Hence, Hamiltonian of polarizations also can be described by Equation 5.1.
The overall flowchart is the same with the dynamic of ion migrations. Two types of
dynamics were tried.
The first is that dipoles are allowed to align in every direction and move continu-
ously. We calculate forces on each charge and torques of each dipole. The torque is
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Figure 5.3: Flowchart of the Metropolis Monte Carlo dynamics of ion migrations.
We first run dynamic to reach an equilibrium state with an external field. Then we
remove the external field, and let it relax to an equilibrium state without external
fields. The relaxation lifetime steps are estimated from the relaxation between these
two equilibrium states.
estimated by T = 0.25e −→r+ ×
−→
F+ − 0.25e −→r− ×
−→
F−. The rotation angle is obtained by
α = |T |dt, where dt is the step scale. Physically, dt = δt/M , where M is the moment
of inertia of MA+ and δt is the time step. In this work, M was set as one unit and




The second is a hopping model. Only 26 possible alignments are allowed for MA+
ions. There are 6 face centers (010), 8 corners (111) and 12 edges (110) of grids.
The rotation probability is also defined by e
−Ea
kT , where Ea is the barrier energy for
reorientation. The calculation difference between this dipole dynamic and the ion
migrations dynamic is the probability calculation of each rotation. For ion migration,
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Figure 5.4: Dynamic energies, dipoles and fields in a two-dimensional periodic 50 ×50
×20 grids (31.5 ×31.5 ×12.6 nm3) model.
the driving energy is q
−→
F −→r , while it is
−→
F δ−→p for dipole rotation, where δ−→p is the
dipole moment change induced by the MA+ reorientation.
5.2.5 Dynamics simulation convergence criteria
Figure 5.4 shows the dynamic simulation energies, dipoles and fields in a two di-
mensional 31.5 ×31.5 ×12.6 nm3 model. Before the 22,000th step, energies, dipoles
and fields are relaxing towards equilibrium states. It reached a stable state after the
25,000th step. Because these relaxations are Metropolis Monte Carlo dynamics, en-
ergies fluctuate during steps from 22,000 to 35,000. Even though we know the system
reached equilibrium at step 22,000, there is no significant change in energy difference
at each step from step 5,000 to step 35,000. Hence, there is no way to estimate the
equilibrium state based on energy difference at each step. The dynamic energy dif-
ference in an equilibrium state and a non-equilibrium state is whether the averaged
energy is decreasing. Therefore, we use the average energy of previous N steps. The
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N steps average energy difference was calculated by:
DE = En−N,n − En,n+N (5.2)
where En−N,n and En,n+N are the average energies of the previous N steps and the
current N steps. We tried to use N=100, but it still failed to determine the convergence
state. Sometimes the field has not arrived at relative stable value. Others will continue
to run even after the system has reached a very stable state (the criteria aren’t met).
In our simulations, we set three criteria to determine the convergence state. The
first criteria is the N-step average energy difference, which is set as <= 0.02 eV. The
second is relative N-step average difference, (En−N,n − En,n+N)/En,n+N , which is set
as <= 1.0 × 10−4. The last is the N-step average field, (Fn−N,n − Fn,n+N)/Fn,n+N ,
which is set as <= 0.1%. When these three convergence criteria were continuously
satisfied for 10 times, the system was considered to be reached the equilibrium state.
5.3 Result and discussion
5.3.1 Pre-relaxation of ion migration
Ionic defects are randomly generated in all grids. Relaxation lifetime is estimated
from the relaxation between two equilibrium states. Therefore, a pre-relaxation to
reach an equilibrium state is required. As shown in Figure 5.5A-C, total charges in
half cells (0 < z <= 0.5d, where d is the cell thickness) decrease with relaxation.
It is found that charges in thicker thin films decrease slower. This suggests that the
screening field induced by ion migration relaxation relaxes slower in thicker thin films.
After a long relaxation, net charges in half cells converge. The converged number of
charges in each half cell is 76, 77 and 71 for the field of 1 V/300 nm with thicknesses
of 63 nm, 126 nm and 189 nm grids respectively. For a stronger field 10 V/300 nm,
these charges are 783, 784 and 812 for thicknesses of 63 nm, 126 nm and 189 nm grids
respectively. For the initial field of 100 V/300 nm, the number of charges are 7300,
7314 and 7348 under equilibrium states. The net number of charges is approximately
proportional to the applied external field. Meanwhile, there is no obvious thickness
dependence. Figure 5.5D shows the field change in pre-relaxations. The initial field
equals the applied external field. During relaxation, the applied field is screened by
ions and decreases. At the equilibrium state, the average net fields are -2.235 ×10−4
V/nm, -6.272×10−4 V/nm and -6.925×10−4 V/nm for thickness of 63 nm, 126 nm and
189 nm, respectively, comparing to the external field of 33.333×10−4 V/nm. Though
the relaxation energy change at each step is very small, it is always lowering. Due to
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A) B)
C) D)
Figure 5.5: Pre-relaxation: number of charges in half cells of two-dimensional periodic
models with sizes of 1000×1000×100 (≈ 630 nm× 630 nm× 63 nm), 1000×1000×200,
1000 × 1000 × 300 with fields of 1 V/300nm A); 10 V/300nm B) and 100 V/300nm
C). D) The average z component field in cells with different thicknesses under the
external field of 1 V/300nm.
extremely slow relaxation at the end, we set reasonable convergence criteria to save
time.
5.3.2 Relaxation of ion migration between two equilibrium
states
After pre-relaxation, ion diffusion models reach equilibrium states. We then remove
the external field and let them relax again. This relaxation process will be used to
estimate its relaxation lifetime. Figure 5.6A) shows the average fields in the z direction
in thin film models. The simulated data is shown with points and fitting results are
lined by curves. It is found that these fields decrease exponentially with relaxation
steps. The thicker film decays slower. We fit these curves with the exponential decay
function Fz = A × e−
x
τ + C, where τ is the relaxation lifetime steps and x is the
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Figure 5.6: A), Fields decay in ion relaxation of two-dimensional periodic models
with sizes of 1000× 1000× 100 (≈ 630nm × 630nm× 63nm), 1000× 1000× 200 (≈
630nm × 630 nm× 126 nm), 1000× 1000× 300 (≈ 630nm × 630nm× 189 nm) with
field of 10V/300nm; B) The relation between fitted relaxation lifetime step, thickness
and applied external fields.
step. These estimated relaxation lifetimes are shown in Table 5.1. For these initial
external field of 10 V/ 300 nm models, relaxation lifetime steps are 13,544, 32,676 and
48,881 for thicknesses of 63 nm, 126 nm and 189 nm grids respectively. Relaxations
of these models with different initial external fields are also investigated. Figure
5.6B shows relaxation lifetime steps of models with different thickness and external
fields. The relaxation lifetime steps increase linearly with the thin film thickness
for the same initial external fields. It is also seen that the equilibrium state with a
stronger initial external field decays more rapidly. As shown in Table 5.6, 10 times
higher fields will roughly lead to 5 times faster decay. In experiments, thicknesses
of typical PSCs are 300 nm - 500 nm and the external fields are 1 V/300 nm to 1
V/500 nm, the relaxation lifetime is in the region of 1 - 3 ×106 steps. Assuming each
step of ion migration and polarization are chemical reactions, their reaction rates
follow the Arrhenius equation k = Ae−Ea/kBT , where Ea is the activation energy.
For ion migration and polar rotation, these activation energies are equal to their
energy barriers.[52] Therefore, the time per step of ion migration and polarization are
ti : tp = e
−0.32/0.026 : e−0.08/0.026 ≈ 1 : 104. If the rotation time of polar is 0.3 ps - 50
ps,[111, 213, 214] the time for one step ion migration should be 3 ns - 500 ns. Thus,
the real relaxation lifetime of ion migration induced screening field is 3 ms
- 1,500 ms, which is in good agreement with experimental delay times to
produce hysteresis.[51, 70, 217] Hence ion migration relaxation is a very possible
source to induce hysteresis.
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Table 5.1: Ion migration relaxation lifetimes of two-dimensional periodic models with
different thicknesses and different external fields. Thin film areas are 630× 630 nm2.
Different simulations produce different lifetime relaxations (most simulations within
a relative error of 30%) due to the random process, thus, only the magnitude is
meaningful.
Thickness Lifetime steps
Grids (nm) 1V/300nm 10V/300nm 100V/300nm
100 (63) 62,731 13,545 2,331
200 (126) 310,761 32,676 4,405
300 (189) NA 48,881 6,508
5.3.3 Polarization relaxation in the continuous model
Figure 5.7A and Figure 5.7B show the total fields and dipole moments of 63×63×12.6
nm3 and 63 × 63 × 63 nm3 models in pre-relaxation. Initial net dipole moments in
all directions are near zero as dipoles are randomly aligned. Average dipoles in the z
direction are immediately polarized to respond the external field. It reaches a relative
stable state after about 3,000 steps. Whereas, average dipole moments in x and
y directions are still relaxing even near equilibrium states. This finding
suggests fields and dipoles relax slower on periodic directions. Therefore,
polarization relaxation lifetime was longer in Leguy’s simulation[111] because their
models are three-dimensionally periodic. In order to confirm this hypothesis, we also
calculated dipoles relaxation in three-dimensional periodic models in Section 5.3.5.
All of the fields and dipole moments are stable at the end of pre-relaxations. Figure
5.7C-D show the fields and dipole moments after removing external fields when they
reached equilibrium states. Relaxations of z component fields and dipoles decay
exponentially, while, these parameters in x and y directions decay slowly and linearly.
The fields in the z direction are fitted with the exponential decay functions (orange
line). These fitted parameters give relaxation lifetime steps. These fitted functions
are Fz = −0.055 ex−37510557.67 − 0.0039 and Fz = −0.054 ex−101610573.70 − 0.0029 for thicknesses
of 12.6 nm and 63 nm, respectively. Hence, their lifetimes are 557.67 and 573.70
steps. If one step is the rotation of polar and the time for each rotation is 0.3 ps
-50 ps[111, 213, 214], then the real relaxation time will be in the range of 170 ps to
28.5 ns. These relaxation lifetimes are too short compared to experiment delay times
of 1 ms - 1 s. Thus, it is impossible for MA+ polarization to induce hysteresis with
experimental delay times.
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Figure 5.7: Fields and dipole moments during pre-relaxation of two-dimensional pe-
riodic model 63×63×12.6 nm3 A) and model 63×63×63 nm3 B); Fields and dipole
moments during relaxation between two equilibrium states of model 63 × 63 × 12.6
nm3 C), and model 63× 63× 63 nm3 D).
5.3.4 Polarization relaxations in two-dimensional periodic hop-
ping models
In the continuous model, the MA+ is allowed to align along any directions. Due to
non-uniform potential surfaces, MA+s prefer to align on specific directions.[52, 218,
219] There are 6 face centers (010), 8 corners (111) and 12 edges (110) of grids. Three
different thickness models were built with grids of 63×63×12.6 nm3, 63×63×31.5 nm3
and 63× 63× 63 nm3 and applied initial external fields of 1 V/300 nm, 10 V/300 nm
and 100 V/300 nm. All of the dipoles were randomly aligned at the initial step. KMC
dynamics simulations were then performed to reach equilibrium states. Figure 5.8A-
C show the dipole moment in z directions at the initial state, the equilibrium state
with the external field (100 V/300 nm) and the equilibrium state without external
field of the in 63×63×63 nm3 cell. Figure 5.8A shows the initial randomly generated
dipoles. Dipoles are uniformly aligned. At the equilibrium state with external fields,
dipoles are positively polarized, as shown in Figure 5.8B. Dipoles prefer to align head-
to-tail and form dipole lines. While, neighboring dipoles are aligned oppositely. The
alignment is similar to the results of simulation done by others.[104] This polarization
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Figure 5.8: z component polarizations in 63 × 63 × 63 nm3 cell of two-dimensional
periodic model with the applied initial external fields of 100 V/300 nm at initial state
A), equilibrium state with external field B) and equilibrium state without external
field C). D) is the total field in 63×63×63 nm3 cell at equilibrium state with external
field.
screens the external field. Total fields in the thin film are nearly uniform, as shown
in Figure 5.8D. The polarization will disappear during the relaxation after we remove
the external fields. Figure 5.8C demonstrates the dipole alignment at the equilibrium
state without external fields. Domains can be seen from the top. However, within a
domain, dipoles aligned in lines opposite to neighboring lines, which produces zero
polarization overall.
Figure 5.9A-B shows the dynamics of summation of fields in all grids during
dynamic simulations with an initial external field of 10 V/300 nm. The average field
can be calculated by dividing the summation of field with the number of grids. For
the model of 63×63×12.6 nm3, at the beginning, z component total field is 1.24×104
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Figure 5.9: Total fields of polar dynamics model 63 × 63 × 12.6 nm3 A) and model
63× 63× 63 nm3 B) during pre-relaxation with the initial external field of 10 V/300
nm; Total fields of model 63 × 63 × 12.6 nm3 C), and model 63 × 63 × 63 nm3 D)
during relaxation between two equilibrium states.
V/nm, then its average field is 1.24×10
4
2×100×100×20= 0.031 V/nm, which is almost equal to
the external applied field (10 V/300 nm = 0.033 V/nm). This is because dipoles are
randomly aligned, the net dipole should be around zero without screening. In the
next 20 steps, the external field is screened to one third of the original value. After
that, the total field increases to 0.015 V/nm when the system reached equilibrium.
At this time, the screening field is 0.033- 0.015= 0.018 V/nm. Then the external field
is removed to let the dipoles relax again. The screening field decays. The relaxation
lifetime is estimated by fitting with an exponential decay function. Their lifetimes are
39.16, 61.1 and 86.19 steps for thickness of 12.6 nm, 31.5 nm and 63 nm, respectively.
They increase with thickness. For the stronger initial field of 100 V/ 300nm, all of
them decay faster. The lifetime steps are 12.23, 13.40 and 13.87 for thickness of
12.6 nm, 31.5 nm and 63 nm, respectively. This indicates that dipoles relax faster
under stronger initial fields. The experimental initial field is about 1 V/300 nm and
their thickness is approximately 300- 500 nm, corresponding to 476-793 grids. We
extrapolate the data simulated under a field of 1 V/300 nm to the experimental
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Table 5.2: Polarization relaxation lifetimes of two-dimensional periodic hopping mod-
els with different thicknesses and different external fields.
Thickness Lifetime steps
Grids (nm) 1V/300nm 10V/300nm 100V/300nm
20 (12.6) 993* 39.16 12.23
50 (31.5) 319 61.01 13.40
100 (63) 472 86.19 13.87
*noise is too obvious to fit, not reliable.
thickness region, their lifetimes are estimated between 300- 1000 steps. Hence, the
polarization relaxation lifetime is about 0.1 ns -50 ns if the time for each rotation
is 0.3 ps - 50 ps[111, 213, 214]. Therefore, the polarization relaxation is excluded to
be a source of hysteresis as the scale of its relaxation lifetime differ too much to the
experimental delay time in hysteresis.
5.3.5 Polarization relaxations in three-dimensional periodic
hopping models
To have a direct comparison, we also set up two three-dimensional models to perform
dipole relaxations under two different external fields. Cell sizes are 31.5× 31.5× 31.5
nm3(A) and 63 × 63 × 63 nm3 and initial applied external fields are 10 V/ 300 nm
and 1 V/ 300 nm. There are periodic conditions in all directions. Dipoles relax
slower than two-dimensional periodic models under the same conditions. The lifetime
in three-dimensional periodic models are several hundred times longer than that in
two-dimensional periodic model. Additionally, lifetimes in two-dimensional periodic
models are independent on the size of simulated unit cell, however, they do depend on
the initial fields. The lifetime for 10 V/300 nm is about 5000 steps, while the lifetime
for 1 V/500 nm (0.0020 V/nm) ranges from 50,000 to 200,000 steps. If the time for
each rotation is 0.3 ps - 50 ps[111, 213, 214], then the collective relaxation lifetime
is around 150 ns- 10 µs, which is shorter than Leguy’s simulation of timescale for a
domain wall to traverse a typical device to be 0.1- 1 ms. The discrepancy between us
is due to the field influence, as we have shown that the dynamic relaxation is strongly
dependent on initial fields. For a domain wall reverse in Leguy’s experiment, the
field is weaker than the field we applied. Hence, their estimated domain traverse time
should be longer than our simulations.
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A) B)
Figure 5.10: Field relaxations in the three-dimensional periodic 31.5 × 31.5 × 31.5
nm3(A) and 63× 63× 63 nm3 (B) models.
5.4 Conclusion
In this chapter, we revealed that dipole relaxation behaviors in two and three-dimensional
periodic models are totally different. Because polarization induces surface charges,
which cannot be implemented in the fully periodic model, conclusions of polarization
relaxation behaviors simulated by three-dimensional periodic model are misleading.
The polarization in PSCs should be mimicked with two-dimensional periodic model.
Based on simulation results, we draw three conclusions. Firstly, both the ion mi-
gration and polarization could counteract with external fields and induce screening
fields. This suggests both can possibly induce screening field and hysteresis based
on the conclusion made in Chapter 4 that the slowly relaxed screening field induces
hysteresis. Secondly, the relaxation processes of ion migration and polarization are
dependent on the initial field strength and thin film thickness. The relaxation time
increases linearly with thin film thickness, and it decreases drastically with increas-
ing initial field. Lastly, the ion migration relaxation lifetime of experimental thin
films are estimated in the region of 1 - 3 ×106 steps corresponding to 3 ms - 1500
ms. This estimated region is in concert with experimental delay times to produce
hysteresis.[51, 70, 217] However, the relaxation lifetime of polarization is estimated
to be 50 ns, which is about six magnitudes smaller than experimental delay times.
Hence, the polarization of MA+ is not a plausible reason to induce hysteresis in PSCs.
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Chapter 6
Low Density of States Contribute
High Open Voltage in PSCs
6.1 Introduction
Open-circuit voltage (Voc) of a solar cell is always lower than the absorber band
gap. The difference between them is called open-circuit voltage deficit. A large Voc
deficit means large potential energy lost and leads to a lower performance. The effort
to reduce the open-circuit voltage deficit never stops. Most of this kind of work
is focusing on fabrication technics and methods,[220, 119, 221] a few of them focus
on the influence from the intrinsic properties of perovskites. Here, we discuss the
open-circuit voltage deficit from the aspect of material itself and propose that we can
reduce the open-circuit voltage deficit by using materials with low DOS and small
effective mass.
PSCs have realized Power Conversion Efficiencies (PCEs) up to 22 %.[33, 131,
24, 12, 1, 4] Excellent electron and hole diffusion ability[28, 29] and a very wide ab-
sorption wavelength range with high IPCE[34, 25, 62] are considered as two main
factors for PSC’s high performance. Both theoreticians[165, 64, 163, 149, 67] and
experimentalists[28, 29, 222, 159] are trying to find more fundamental reasons. They
attribute the high performance of PSC to its proper band gap and large static dielec-
tric constant.[64, 67, 63, 52] Others believe that polarization of perovskite benefits
its high PCEs through grain boundary[104, 69, 223, 105] or screening effect.[52] By
careful examination, we found that the reason of excellent electronic properties found
by both experimental and theoretical works only benefits the high output current,
whereas the maximum Jsc (21 mA/cm
2) of PSCs[1] is much lower than the Jsc (30
mA/cm2) of CdTe solar cells[224], which has similar band gaps. Therefore, there
must be other reasons.
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The other most possible reason is the high Voc, which has not been fully discussed
for PSCs. Before our investigation, we collected experimental band gaps and Voc
related data of different type solar cells. For amorphous silicon, its band gap ranges
from 1.55 to 2.10 eV,[122] whereas its highest Voc is only about 0.98V.[123] Its voltage
deficit is 570 mV. For multi-crystalline silicon solar cells, the highest Voc is 660 mV,
which is 460 mV lower than its band gap at 1.12 eV.[124] The maximum Voc of CdTe
solar cells is 1.10 V,[225, 126, 226] which is 400 mV lower than its band gap of 1.5 eV at
300K.[125] However, the high Voc in CdTe solar cell is obtained by sacrificing its PCE.
For CdTe solar cells with Voc larger than 1.0 V, the maximum PCE is 13.6%.[226]
For the best performance CdTe solar cell the voltage deficit is 630 mV.[124] For a
PSC, its Voc reaches 1.14 V corresponding to the band gap of 1.57 V.[1] The voltage
deficit is 430 mV. It is obvious that the PCE is higher when its voltage deficit is lower.
Therefore, we are going to discuss some factors related to Voc and check whether there
is a rule governing solar cell’s Voc and performance.
Open-circuit voltage deficits were discussed in organic solar cells,[115, 116, 117,
118] quantum dot solar cells,[119] a-Si:H/c-Si heterojunction solar cells.[120, 121]
In quantum dot solar cells, it was found that sub-bandgap states are the most likely
origin of the high Voc deficit.[119] For bulk heterojunction solar cells, theoretical works
showed that the Voc depends on (1) the donor-acceptor energy gap; (2) charge-carrier
recombination rates; (3) illumination intensity; (4) the contact work functions (if not
in the pinning regime); and (5) the amount of energetic disorder.[120, 121]
In 2013, Edri et al. showed that PSCs can realize high Voc up to 1.3 V. While,
this high Voc is based on its large band gap of 2.3 eV, Its open-circuit voltage deficit
is as large as 1.0 V. Shao’s experiment showed that reducing the energy disorder
in the fullerene electron transport layer through a simple solvent annealing process
increases the Voc from 1.04 V to 1.13 V.[227] It was also found that the tuning of
the work function can improve Voc in devices.[228] Chen et al. demonstrated that
the limiting of Voc of CH3NH3PbBr3 PSCs is due to the interface loss induced by
the charge extraction layer rather than by bulk dominated recombination losses.[129]
In theory, Yang et al. illustrated that the reduced bimolecular recombination is the
origin of high Voc.[127] With numerical simulations, we also showed the inert interface
defects, long charge carrier lifetime and strong incident light intensity increase Voc.[57]
Kirchartz et al. showed that photon recycling enhances the Voc in the range of 10-100
mV.[229] The upper limit of Voc was estimated to be 1.24-1.32 V based on different
recombination mechanisms.[230]
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For organic solar cells, Garcia-Belmonte et al. found that small tails of DOS dis-
tribution will lead to high Voc.[115] Sulas et al. also showed that the increased density
of charge-transfer states causes Voc loss.[116] The same conclusion was observed by
Collins et al.[118] So the question is whether DOSs in perovskite contribute to its
solar cell high Voc? Specially, there are some works reported that perovskites exhibit
low DOSs at the edges of the valence and conduction band.[128, 231]
In this chapter, we show that besides the defects, charge carrier lifetime and
incident light intensity, there are other parameters that affects Voc. They are Nc and
Nv. With two different methods based on ab initio calculations, we calculated the
effective conduction band and valence band DOSs (Nc and Nv) of silicon, CdTe and
typical hybrid perovskites, such as CH3NH3PbI3[196, 232] and HC(NH2)2PbI3,[142,
233, 234, 235, 236] which have been widely used in solar cells. It was found that Nc
and Nv of hybrid perovskites and CdTe are several times lower than that of silicon.
These low Nc and Nv are in good agreement with the low DOS observed by Endres et
al.[128, 231] By implementing these Nc and Nv into the numerical model we developed
for PSC,[57] we found that low Nc and Nv in perovskite materials could contribute
100 mV higher Voc compared to the ‘PSC’ with silicon’s Nc and Nv.
6.2 Methods
6.2.1 DFT calculation details
In this chapter, we calculated Nc and Nv of typical perovskites, silicon and CdTe in
order to find out the effect of DOS on their power conversion performance. Perovskite
structures came from Ref. 8. All of the calculations are performed by VASP.[144, 145]
Silicon band structure based on GGA-PS functional,[151] GW method[237, 238] and
HSE[239, 240] functional are carried out and compared in order to find the opti-
mum method. It is found that the GW method and HSE functional do give correct
band gaps of 1.10 eV and 1.14 eV comparing to 1.12 eV of experiments. Whereas,
their effective masses are very similar to the masses from GGA-PS functional. Ef-
fective mass calculations in MAPbI3 have been carried out with HSE functional and
GW methods.[241, 149] The harmonic mean effective electron and hole masses of
HSE+SOC calculations are 0.18 m0 and 0.22 m0 respectively.[241] Their average ef-
fective masses are 0.19 m0 and 0.25 m0 for the method of SOC+GW.[149] Both of
these effective masses close to 0.192-0.199 m0[52] and 0.21 m0 (Shown in Table D.3)
in our GGA-PS calculations. The effective mass error between our GGA-PS method
and these two highly accurate methods is smaller than the error between these two
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accurate methods themselves. This confirms that GW and HSE functional do give
correct band gaps while their effective masses are the same with GGA-PS functional.
For the sake of computational time limitation and little accuracy sacrifice, we use
GGA-PS functional in this work. The effective masses are the quadratic coefficients
of the fitting quadratic function with five points near the high-symmetry k-point.
Fittings are performed by R code.[242] Detailed processes and methods are described
in SI.
6.2.2 Nc and Nv calculation from DOS(E)
When the charge concentration is low, the interaction between charges is weak and
can be neglected. We assume there is no interaction between charge carriers, the
charge carrier density follows the Maxwell-Boltzmann distribution. It is expressed
by: f(E) = f0 exp(−E−EfkT ), where, E is the energy level of charges, Ef is the Fermi
energy level, and f0 is the charge density at Fermi level. Thus, the electron density
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where, Ec and Efn are the lowest energy of the conduction band and quasi Fermi
level, Vcell is the volume of the unit cell, T is the temperature and k is the Boltzmann









The integration of DOS(E) is very sensitive to calculation methods, in this work we
used tetrahedron method with Blochl corrections (ISMEAR=-5) as recommended by
VASP for accurate electronic DOS calculation.
6.2.3 Nc and Nv calculation from effective mass
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where, 2 is for the spin, dSk = 4πk
2 for the integral of the energy surface. For free
electrons, its energy is calculated by E = ~
2k2
2m0
















Equation 6.4 is based on free electrons with parabolic energy band. This equation
can also be used for semiconductors with parabolic energy bands by replacing the free
electron mass with the effective mass of electron or hole.[243] Choosing the conduction
band edge as the reference level, Equation 6.4 can be expressed by




(2m∗)3/2(E − Ec)1/2. (6.5)







































is the Fermi integral.
For the non-spherical constant-energy surface, the effective mass is replaced by




where g is the number of equivalent band minima, ml and mt are the longitudinal
and transverse effective masses respectively. Equation 6.7 is calculated for the DOS
calculation of materials with parabolic bands. The Nc and Nv are dominated by
the bottom of the conduction band or the top of the valence band, the bottom and
the top can be fitted by parabolic curves without bringing about significant errors.
For hybrid perovskites, the conduction band bottom is strongly affected by MA+
orientations.[52] Under certain cases,[164] hybrid perovskites can show two valleys.
We think the Nc and Nv with and without disordered MA
+ should be similar. Hence,
we use one valley band to calculate the effective mass. All fittings in this work are
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reasonable without significant variation, as shown in Appendix D. For a material has
several conduction bands with small energy difference, the total Nc is the summation
of these conduction band Nc if their energy levels are the same. If their energy levels





where Ni and Ei are the effective DOS and the energy level of the ith band.
6.3 Results
6.3.1 Known factors that influence Voc
Open circuit voltages are always lower than their band gaps, which is due to charge
carrier densities being lower than the effective DOSs of conduction band and valence
band. In silicon solar cells, it was already found that Voc is related to the charge
density.[187, 188, 189] We point out that the output voltage of a solar cell is deter-
mined by its charge densities at two electrodes and Nc and Nv: [57, 230]
eV = Efn − Efp = Ec + kT ln(
n|x=0
Nc




= Ebgap + kT ln(
n|x=0
Nc




= Ebgap + kT ln(n|x=0p|x=d)− kT ln(NcNv)
(6.9)
According to Equation (6.9), there are three approaches to reduce the voltage
deficit. The first is operating solar cells at low temperature. If the working tempera-
ture is close to zero Kelvin, then kT ≈ 0, which leads to V ≈ Ebgap. But keeping solar
cells working under low temperature may cost more. This conclusion agrees with ex-
periment and theory done by Sachenko et al.[245] The second is increasing the charge
carrier densities at two boundaries (n|x=0p|x=d). To do so, both increasing the gen-
eration rate by using concentrated incident light and efficient charge transport are
feasible. Using high-density incident light source to generate high density charge car-
riers is already applied in concentrator solar cells that higher concentrated solar cells
have higher Voc.[246, 192, 193] We also verified this with numerical simulations.[57]
The other method is to improve charge transfer efficiency by either reducing recom-
bination or increasing carriers lifetime and mobility. Numerical simulations showed
that the longer the lifetime the higher the Voc outputs.[57] We also demonstrated that
the presence of interface recombination lowers Voc,[57] which was verified by recent
publications that Voc is primarily limited by the interface losses.[127, 129] Here, we
find that besides the light intensity, charge carries lifetime and mobility and recom-
bination, there is another parameter controls Voc.
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Table 6.1: Nc and Nv calculated from integration of conduction and valence band
DOS(E) of unit cells through Equation (6.2).




α-FAPbI3 765.85 4.55×10−3 8.99×10−4 5.94×1018 1.17×1018 6.97×1036
MAPbCl3 716.61 8.56×10−3 3.11×10−4 1.19×1019 4.34×1017 5.18×1036
MAPbI3 984.66 1.03×10−2 6.26×10−4 1.04×1019 6.36×1017 6.62×1036
CdTe 271.72 8.19×10−6 5.53×10−3 3.00×1016 2.03×1019 6.09×1035
Si 40.05 4.56×10−4 6.17×10−5 1.14×1019 1.54×1018 1.75×1037
6.3.2 Nc and Nv from DOS(E)
The last approach to improve Voc is using materials with low Nc and Nv. Here,
we calculated DOS(E) of typical perovskites, CdTe and silicon by VASP. DOS(E) are
displayed in Figure 6.1. Nc and Nv were then calculated by integrating these DOS(E),
as illustrated by Equation (6.2). Table 6.1 shows Nc and Nv of these materials. It was
found that all the perovskites have similar Nc and Nv, with product around 6× 1036
cm−6, which is about one third of silicons. CdTe has a very low Nc of 3.0×1016
cm−3 as a result of the very sharp DOS(E) at bottom of conduction (Figure 6.1D).
While, its Nv is the largest. According to Equation (6.9), only the product of Nc and
Nv influences Voc as the output potential is the relative potential difference between
quasi hole and electron Fermi levels. Among them, Si has the highest Nc and Nv
product, which is up to 1037 cm−6. The lower Nc and Nv in perovskite and CdTe
are supposed to have higher Voc than silicon under same parameters and conditions.
The Nc and Nv calculated from DOS(E) integration is very sensitive to calculation
methods, although we used recommended settings for accurate electronic DOS(E),
the integration of discrete DOS(E) brings about errors as well. The accuracy of Nc
and Nv calculated from DOS(E) integral here is poor. Only the relative magnitude
of the calculated Nc and Nv are reliable.
6.3.3 Nc and Nv from effective mass
Nc and Nv calculated from effective mass are expected to be more accurate. The
error comes from the evaluation of effective mass. Here, we calculated both Nc and
Nv from effective electron mass and effective hole mass respectively. The effective
mass is calculated according to its definition and estimated by fitting band curves
near conduction band bottoms and valence band tops. Details about the calculation
method can be found in Ref. 248 and 52. Related band structures and fittings are
available in SI. The calculated reduced effective mass of MAPbI3 for conductivity with
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Figure 6.1: Density of states of A), α-FAPbI3; B), MAPbCl3; C), MAPbI3; D), CdTe
and E), Si respectively.
the same method is 0.09 m0,[52] similar to experimental values ranging from 0.09-
0.15. (0.09-0.12 m0,[249] 0.12 m0[167], 0.11 m0[168], 0.10 m0[250] and 0.15 m0.[169])
This agreement confirms that our calculations are reliable.
The estimated silicon hole effective masses are 0.12-0.76 m0, and effective electron
mass is 1.20 m0. Both the calculated Nc and Nv are comparable to reference data.[247]
Effective electron masses of the lowest conduction bands are 0.31-0.70 m0 and 0.17-
0.53 m0, for MAPbCl3 and MAPbI3. Both of them are similar to the SOC-GW
calculated 0.28-0.40 m0 and 0.18-0.30 m0.[251] These comparisons suggest that our
Table 6.2: Nc, Nv and simulated solar cell performance parameters for α-FAPbI3,
MAPbCl3, MAPbI3, CdTe and silicon.
Compound Nv (cm
−3 ) Nc (cm
−3 ) NcNv Voc (mV) PCEs (%)
α-FAPbI3 2.90×1018 1.20×1019 3.47×1037 1132.02 19.70
MAPbCl3 3.64×1018 1.36×1019 4.94×1037 1123.32 19.53
MAPbI3 2.49×1018 6.98×1018 1.74×1037 1149.14 20.04
CdTe 4.54×1019 4.25×1017 1.93×1037 1146.46 19.99
Si 2.32×1019 3.35×1019 7.76×1038 1055.70 18.18
Si[247] 2.85×1019 1.85×1019 5.27×1038 1065.21 18.37
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Figure 6.2: J-V curves of various materials with same electronic parameters except
for Nc and Nv. The thickness of simulated solar cell is 350 nm. Diffusion coefficients
of the perovskite were assumed to be 0.017 cm2s−1 and 0.011 cm2s−1.[29] The band
gap is set as 1.55 eV.[1] The interface recombination width is 5 nm and its lifetime is
5 ns. The charge carrier lifetime is assumed to be 736 ns.[1] Cells operate at 300 K
and 1 sun (1.5AM). More simulated details can be found in Ref. 57.
method is reliable. According to Equation (6.9), the product of Nc and Nv determines
the voltage deficit from DOS. Therefore, Nc, Nv and their products are calculated in
Table 6.2. The product sequence is Si > MAPbCl3 ≈ α-FAPbI3 ≈ MAPbI3 ≈ CdTe,
which is in concert with the result calculated from integration. The absolute value
difference between the Nc and Nv from effective mass and the Nc and Nv from the
integral is due to the poor accuracy of Nc and Nv from DOS(E) integral. Although
CdTe has a very small Nc, its Nv is large as it has three flat valence bands. The Nc and
Nv products of CdTe and perovskites are in the same scale, which is much smaller than
that of silicon. Considering Equation (6.9), the voltage deficits of perovskites should
be about 100 mV smaller than silicon’s due to the products of hybrid perovskites are
about 45 times lower than that of silicon.
6.3.4 Numerical simulations
In order to figure out how Nc and Nv influence solar cell performance and eliminate
other parameters influences, such as band gap and carrier mobility influences, we
assumed all of these materials have same parameters except for Nc and Nv. Several
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other parameters are correlated withNc andNv, such as effective mass and absorption.
A low Nc or Nv is related to the small effective electron or hole mass, which also
contributes to the high performance. As the small effective mass produces high charge
carrier mobility and small exciton separation energy,[52] mobilities and IPCEs are
assumed the same in order to avoid the influence from the small effective mass. The
low Nc and Nv may lead to low absorption. The absorption influence was excluded as
we use same absorption coefficients. Using the numerical model we have developed
for PSCs,[57] we simulated the working J-V curves of these materials. All of the
simulated solar cells are ‘perovskite’ solar cells. For the simulated silicon and CdTe
solar cells, they are not real silicon solar cells or CdTe solar cells, they are PSCs just
with the Nc and Nv of silicon and CdTe. Figure 6.2 shows performances of their solar
cells with different Nc and Nv. For the solar cell with silicon Nc and Nv, its Nc ×Nv
is 7.76×1038 cm−3, the corresponding simulated Voc is 1055.70 mV. For the MAPbI3,
its Voc is calculated to be 1149.14 mV, which is about 93 mV higher than that of the
silicon solar cell. If we lower the silicon Nc and Nv to the Nc and Nv of MAPbI3, its
PCEs will be improved from 18.18 % to 20.04 %. The relative improvement is about
10 %.
6.4 Discussion
Since the effective mass is calculated from the second derivative of bands, and number
of K point in the band structure calculation are limited, this second derivative is not
accurate. The error in effective mass evaluation is approximately 10 % in our calcu-
lations. , and the error for the reduced mass (m∗) is estimated to be approximately
15 %. The error in Nc or Nv is therefore approximately 23 %. The error in these two
methods is obvious, but the sequence of Nc and Nv magnitude calculated from these
two methods are the same. This confirms the low Nc and Nv in perovskite.
An important question is does low Nc and Nv lead to low charge density near
electrodes (n|x=0p|x=d)? We find there will be no enhancement if the changing of
n|x=0p|x=d is the same as the changing of Nc×Nv. Charge carriers are generated and
then migrate to the electrodes. Hence, charge carrier densities at the two ends should
increase with generation rate and mobilities, and decrease with thickness and recom-
bination rate. The DOS has no effect on the recombination rate as the recombination
rate is mostly dependent on the charge carrier density itself, defect density and defect
energy levels according to the Shockley-Read-Hall Model.[243, 183, 184, 93] Low Nc
and Nv are related with small effective masses according to Equation 6.7, and produce
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high mobilities. The mobility effect was excluded in our simulations by using same
mobilities. If take this into consideration, Voc will be further improved.
The generation rate and thickness greatly influence each other. Theoretically,











I(λ) × α(λ) × e−α(λ)xdλdx =
∫ λ0
0
I(λ) × IPCE(λ, d)dλ, where α is the absorption
coefficient and I(λ) is incident photon density; R(λ) is the reflect coefficient and
ηg is the generation quantum efficiency; IPCE(λ, d) is the quantum efficiency of
a whole device, which is also called External Quantum Efficiency (EQE).[252] In
some experiments, solar cells show IPCE(λ) of approximately 80% in the visible
light range.[253, 254, 13, 255, 24, 34] For a small α material, a thicker thin film is
required to reach the same IPCE. The low Nc and Nv in perovskite might lead
to low absorption, which will lower solar cell performance. As shown in Ref. 256,
saturable absorption happens at extreme incident light intensities. The intensity to
exhibit saturable absorption for Bi2Se3 is about 41-53 MW/cm
2,[257, 258] which is
about 108 times strong than 100mW/cm2 (the light intensity of AM1.5). There is
no experimental saturable absorption data for perovskite materials, but the intensity
should be of similar magnitude. Hence, the Nc and Nv’s influence on absorption of
sunlight is negligible for normal solar cells. Furthermore, the absorption of MAPbI3
is higher than silicon as shown in Ref. 259. As such, to reach the same IPCE, PSC
could be thinner. This thin film also leads to high n|x=0p|x=d. In summary, if we
consider the Nc and Nv related parameter influences, higher n|x=0p|x=d are expected.
The high Voc calculated from numerical models will be further improved.
6.5 Conclusion
In conclusion, using two different methods based on ab initio results, we estimated
Nc and Nv of silicon, CdTe and typical perovskites. It was found that the DOSs
of perovskites and CdTe are much lower than that of silicon. The low Nc and Nv
consist with the small effective mass, which directly contributes to high mobility. To
avoid the small effective mass induced improvement, the mobility in these simula-
tions is fixed. Analytic and numerical results show that the material with lower Nc
and Nv can realize higher open circuit voltage and higher PCEs. With systematic
discussions, we determined how the Nc and Nv of material works on its solar cell per-
formance. The lower Nc and Nv of perovskites lead to about 100 mV higher Voc and
10 % (relative) higher PCEs. Considering low Nc and Nv consist with small effective
masses, the performance of solar cells with low Nc and Nv will be further improved.
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In this chapter, we show that besides inert interface defects,[129, 57] long charge car-
rier lifetime,[57] and reduced bimolecular recombination,[127] that low Nc and Nv in
perovskites contribute to the high Voc and high performance of PSCs. Therefore, the




In this thesis, I demonstrated that the influence of the orientation of MA+ on the
electronic properties of MAPbI3 is strong along specific directions, while the influence
on overall electronic properties is very little. The minor electronic property difference
in the β and α phases explained why MAPbI3 PSCs can work near its phase transition
point. The small energy barriers for MA+ rotations in different phases with different
MA+ neighboring alignment explained the nature of disorder in MA+ ions. A nu-
merical model for charge transport and energy conversion was developed for PSCs,
and was used to analyze and optimize PSCs. Using numerical simulations of the
dynamics including two mechanisms describing the slow relaxation of the screening
field, experimental hysteresis in J-V curves was reproduced. With dynamic Monte
Carlo simulations, we showed that the polarization of MA+ is not ferroelectric but
the possibility of ferroelectricity of Pb ions remains. The simulation of the relaxation
dynamics suggests ion migration is the most likely cause of the observed hystere-
sis, while polarization is excluded. By combining DFT and numerical modeling, we
showed perovskite materials display low NcNv and these DOSs lead to high Voc and
PCEs.
In Chapter 2, we studied the influence of the orientation of MA+ on the electronic
properties of MAPbI3 in α and β phase. It was found that the structure with MA
+
orientating to [111] is the most stable configuration in the α phase, while [001] is the
most stable in the β phase. The maximum energy difference in these configurations
is smaller than 30 meV. Therefore, MA+ ions should be totally disordered at room
temperature. The conduction band minima and the valence band maxima are located
at the R point in the α phase, whereas, they are located at the Γ point in the β
phase. The MA+ distorts the bottom of the conduction bands, effective masses on
specific directions change a lot, while the band gaps and reduced effective masses do
not change too much. The constant reduced effective mass indicates the rotation of
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MA+ has little impact on its photovoltaic phenomenon. Effective hole and electron
masses are estimated to be about 0.17 m0 and 0.20 m0 respectively. We also found
effective masses in the α phase are just slightly smaller than that in the β phase.
This suggests that MAPbI3 based solar cells can work near their phase transition
point with no significant change in their performance. Lastly, the calculated large
Born effective charge and large dielectric constant lead to a small exciton separation
energy, which is about 30 meV. This small exciton separation energy enables efficient
charge generation and improves PCE. Our results indicated that the rotation of MA+
has little impact on the electronic properties of MAPbI3.
In Chapter 2, it was also found that the unit cell dipole moment changes due to
MA+ rotation and lead ion displacement are about 6 - 8 µCcm−2 and 2 - 3 µCcm−2
respectively. This suggests both MA+ reorientation and lead ion displacement could
polarize MAPbI3 in principle. The energy landscapes for MA
+ rotation are investi-
gated in details. The rotation energy barrier of different MA+ ranges from 0.01 eV
to 0.30 eV, which depends on its phase and orientations of neighboring MA+. It is
found that MA+ ions prefer to align in the same direction and rotate collectively.
This indicates MAPbI3 is very likely to be ferroelectric. Additionally, I showed that
polarization of MA+ is able to screen the hindering external field.
Chapter 3 shows a numerical model for PSCs. Advantages of our model are (1)
no free parameters; (2) equations are solvable with every physical realistic parameter;
(3) good agreement with experiments. Using this numerical model, it was found
that performances of solar cells increase with charge carrier lifetimes, mobilities and
diffusion lengths. The Voc of a solar cell depends on light intensities and charge
carrier lifetimes. Diffusion length and light intensity determine the Jsc. Additionally,
three possible guidelines for the design and fabrication of perovskite solar cells are
suggested by our calculations: (1) for a material with electron mobility higher than
hole mobility, the cell with HTL facing the sun has a higher PCE compared to the
cell with ETL facing the sun; (2) the optimum thickness of the active layer depends
on its absorption length and its diffusion length. When the diffusion length is shorter
than the absorption length, the optimum length is about the diffusion length. While,
for the diffusion length far longer than the absorption length, the optimum length is
still in the magnitude of absorption length; (3) solar cells with thin rapid interface
recombinations show low Voc and high Jsc. This suggests that a solar cell with low
Voc and high Jsc can be improved by interface engineering; a solar cell with both low
Voc and low Jsc is mainly due to the poor charge transport ability of the perovskite
layer. Enhancing the quality of perovskite thin films is crucial. Lastly, the light
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intensity dependence of PSCs indicates that concentrator perovskite solar cells are
promising. These equations and methods we have reported and tested provide a
framework for numerical modeling of perovskite-based cells and the optimization of
their performance.
By implementing in our model two mechanisms describing the slow relaxation of
the screening field assumed to originate ion migration and polarization, combined
with the numerical model we developed in Chapter 3, we quantitatively reproduced
the hysteresis in J-V curves in Tress’s and Snaith’s experiments. The agreement of the
results of our simulations with experimental data suggests that the hysteresis in PSCs
is due to two different relaxation mechanisms with different relaxation times. These
two mechanisms could be ion migration and polarization, but they also may be due
to migration of two different types of ions. Possible strategies to reduce hysteresis in
PSCs are proposed. One consists of reducing defects in thin films and interfaces; the
other consists of using polarizable materials as charge transfer layers to compensate
the field induced by polarization and/or ion migration.
Although we showed that both the ion migration and polarization are possible to
bring about hysteresis in J-V curves in Chapter 4, we cannot exclude or confirm any
of them as we are unable to distinguish the difference between these two relaxations
from mesoscopic simulations. Firstly, our simulation illustrated that the polarization
of MA+ is able to screen the external field, but it is dielectric rather ferroelectric. Sec-
ondly, lifetimes of these two relaxation mechanisms depends on the thin film thickness
and initial applied external fields. It takes longer to relax in thicker thin films and
films with weaker external fields. Lastly, the relaxation lifetime of ion migration is
estimated in the range from 1 ms to 1.5 s, which are comparable to experimental
delay times. On the other hand, the relaxation lifetimes of MA+ are estimated to be
several hundred ns to several µs, which significantly differ from experimental delay
times. Therefore the hysteresis observed in the J-V curve in PSCs cannot be caused by
MA+ polarization but could be caused by the polarization of lead ions displacement.
Chapter 6 showed that Nc and Nv in perovskite and CdTe materials are much
lower than that in silicon. Using numerical models, it was found that low NcNv in
perovskite and CdTe produce higher Voc and PCEs. The improvements of Voc and
PCE are about 100 meV and 10% (relative) respectively. This result explains the
high Voc in PSCs. It also points out a way to look for future solar cell materials.
In conclusion, by means of the results obtained in this thesis and outlined above,
we believe we have provided new insight into the two main research questions stated
in the introduction to this work.
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The first main question is why PSCs can achieve high PCEs. We examined three
possible reasons. (1) The first reason is related to the ferroelectric phase of perovskites
and its consequence for the PSC performance. Our results indicate that the major
part of polarization come from the rotation of MA+. This polarization is dielectric
rather ferroelectric. The dielectric polarization screens external hindering fields, pro-
motes charge transfer and then improves PSC’s PCE. The screening effect increases
the dielectric constant at low frequencies, which has been observed in experiments.
(2) The second reason is related to whether the orientation of MA+ increases the elec-
tronic properties of MAPbI3. It was found that the overall electronic properties of
MAPbI3 with differently orientated MA
+ are similar. This suggest the power conver-
sion improvement from the enhancement of electronic properties from MA+ rotation
is small. (3) The third reason explored here investigates the influence of Nc and Nv
on the high Voc and high PCE. Low Nc and Nv are verified and their contribution to
the improvement of PCEs is also confirmed.
The second main question is what causes hysteresis in PSCs. Numerical simula-
tions showed that the hysteresis in PSCs was caused by two relaxation mechanisms
with different relaxation time. Mesoscopic relaxation simulations of MA+ polariza-
tion and ion migration demonstrated the relaxation of MA+ is not the reason for
hysteresis due to its short relaxation compared to experiments, while, ion migration
is confirmed as its relaxation time is in agreement with experiments. I also put for-
ward two possible strategies to eliminate hysteresis. My simulations contributed to
a deeper understanding of hysteresis and attempted to suggest some guidelines to
eliminate this problem.
My work is aimed to the understanding of perovskite materials and PSCs. These
findings are expected to accelerate the development of PSCs and provide guidelines






Table A.1: Orientations of MA+ ions in the β phase, which is calculated by: Coordi-
nate of N atom − Coordinate of C atom.
MA vectors MA
Lead fixed Lead relaxed
X Y Z X Y Z
00-1
1 0.70 0.70 -1.11 0.66 -0.69 -1.15
2 -0.49 -0.49 -1.31 -0.72 -0.60 -1.16
3 -0.49 -0.49 -1.31 0.66 -0.69 -1.15
4 0.70 0.70 -1.11 -0.67 -0.65 -1.16
Average 0.11 0.11 -1.21 -0.01 -0.66 -1.16
-110
1 -1.03 1.06 -0.06 -1.03 -0.95 0.48
2 -0.76 0.98 -0.8 -0.96 -1.00 -0.54
3 -0.72 0.70 -1.09 -1.02 -1.07 0.01
4 -1.06 1.03 -0.10 -0.99 -1.08 0.07
Average -0.89 0.94 -0.52 -1.00 -1.02 0.00
1
1-1 0.88 0.96 -0.71 -0.97 -0.88 0.72
2 -0.57 0.76 -1.13 -1.16 0.27 0.89
3 0.95 -0.57 -0.99 -1.09 -0.52 0.84
4 0.75 0.73 -1.05 -1.08 -1.00 0.17
Average 0.50 0.47 -0.97 -1.08 -0.53 0.66
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A.2 Band structures of structures optimized with
lead fixed
Figure A.1: The band structures of the α phase and the β phase with lead fixed. The
upper three are the band diagrams (from left to right corresponding to 001-, 110-
and 111-MAPbI3, respectively) of the α phase. The band diagrams of β phase are
shown at bottom (from left to right corresponding to 001-, 110- and 111-MAPbI3,
respectively).
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A.3 Density of states of the structure of lead atom
relaxed
Figure A.2: Density of states of the structures with lead atom relaxed. a), b) and c)
are DOS of α phase 001-,110-,111-MAPbI3, respectively. d), e) and f) are the DOS
of β phase 001-,110-,111-MAPbI3, respectively.
A.4 Born Charge
Born charge tensors vary as MA+ ions rotate. In optimized structures, MA+ ions are
not at the center of the inorganic cage, carbon atoms are always closer to the cage
boundary. The no-diagonal elements of Born charge tensors close to zero. For lead
atoms, the zz component born charge reduces from 5.15 to 5.01 to 4.78, as MA+ ions
rotate from [001] to [011] and to [111]. It is found that the born charge of iodine ions
is very big only at one component. Among these three iodine ions, one maximum is
at xx component, one takes yx component and the last one must take zz component.
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Table A.2: Born charges of the lead and iodine ions in MAPbI3 unit cells with differ-
ently orientated MA+. (α phase, lead fixed)
MA orientation ION DIRECTION X Y Z
(accurate direction) (coordinate)
100 (0.0,0.0,0.24)
lead X 4.688 0.007 -0.064
(0.5 0.5 0.5) Y 0.007 4.682 -0.06
Z -0.063 -0.059 5.146
iodine X -0.723 -0.007 0.035
(0.5 0.5 0) Y -0.007 -0.705 0.033
Z -0.007 -0.009 -4.543
iodine X -0.905 0.010 -0.083
(0.5 0.0 0.5) Y 0.001 -4.239 -0.038
Z -0.087 0.018 -0.654
iodine X -4.063 -0.002 -0.033
(0.0 0.5 0.5) Y 0.009 -0.882 -0.096
Z 0.021 -0.100 -0.659
110(-0.01, 0.11, 0.20)
lead X 4.995 0.007 -0.03
(0.5 0.5 0.5) Y 0.008 4.515 0.360
Z -0.030 0.372 5.000
iodine X -0.801 0.012 0.010
(0.5 0.5 0) Y 0.008 -0.674 -0.230
Z 0.001 -0.056 -4.410
iodine X -0.991 0.015 -0.010
(0.5 0.0 0.5) Y 0.022 -4.076 -0.050
Z -0.010 -0.240 -0.710
iodine X -4.299 0.000 0.000
(0.0 0.5 0.5) Y 0.000 -0.716 -0.030
Z 0.018 -0.049 -0.740
111(0.13 0.14, 0.13)
lead X 4.863 0.021 0.072
(0.5 0.5 0.5) Y 0.021 4.882 0.073
Z 0.071 0.073 4.776
iodine X -0.759 -0.113 -0.018
(0.5 0.5 0) Y -0.111 -0.739 -0.015
Z -0.032 -0.030 -4.198
iodine X -0.758 0.006 -0.114
(0.5 0.0 0.5) Y -0.028 -4.452 -0.037
Z -0.109 -0.031 -0.745
iodine X -4.246 -0.031 -0.042
(0.0 0.5 0.5) Y 0.004 -0.742 -0.108
Z -0.034 -0.104 -0.749
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Table A.3: Born effective charges of the β phase 001-MAPbI3 with lead fixed.
ION DIRECTION X Y Z
Pb(0.00, 0.00, 0.00)
X 4.581 -0.487 0.024
Y 0.412 4.597 0.065
Z 0.037 0.051 5.06
Pb(0.50, 0.50, 0.50)
X 4.581 -0.487 0.024
Y 0.412 4.597 0.065
Z 0.037 0.051 5.06
Pb(0.00, 0.00, 0.50)
X 4.597 0.412 0.065
Y -0.487 4.581 0.024
Z 0.051 0.037 5.06
Pb(0.50, 0.50, 0.00)
X 4.597 0.412 0.065
Y -0.487 4.581 0.024
Z 0.051 0.037 5.06
I(0.00, 0.00, 0.25)
X -0.696 0.035 -0.041
Y 0.014 -0.68 0.025
Z -0.079 0.016 -5.398
I(0.50, 0.50, 0.75)
X -0.696 0.035 -0.041
Y 0.014 -0.68 0.025
Z -0.079 0.016 -5.398
I(0.00, 0.00, 0.75)
X -0.68 0.014 0.025
Y 0.035 -0.696 -0.041
Z 0.016 -0.079 -5.398
I(0.50, 0.50, 0.25)
X -0.68 0.014 0.025
Y 0.035 -0.696 -0.041
Z 0.016 -0.079 -5.398
I(0.21, 0.71, 0.00)
X -2.569 1.767 0.099
Y 1.767 -2.569 0.099
Z 0.088 0.088 -0.621
I(0.79, 0.29, 0.00)
X -2.576 1.858 -0.031
Y 1.858 -2.576 -0.031
Z -0.017 -0.017 -0.602
I(0.29, 0.21, 0.00)
X -2.665 -1.761 -0.137
Y -1.754 -2.459 0.009
Z -0.082 0.012 -0.636
I(0.79, 0.71, 0.50)
X -2.665 -1.761 -0.137
Y -1.754 -2.459 0.009
Z -0.082 0.012 -0.636
I(0.71, 0.79, 0.00)
X -2.459 -1.754 0.009
Y -1.761 -2.665 -0.137
Z 0.012 -0.082 -0.636
I(0.21, 0.29, 0.50)
X -2.459 -1.754 0.009
Y -1.761 -2.665 -0.137
Z 0.012 -0.082 -0.636
I(0.29, 0.79, 0.50)
X -2.576 1.858 -0.031
Y 1.858 -2.576 -0.031
Z -0.017 -0.017 -0.602
I(0.71, 0.21, 0.50)
X -2.569 1.767 0.099
Y 1.767 -2.569 0.099
Z 0.088 0.088 -0.621
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Table A.4: Born effective charges of the β phase 110-MAPbI3 with lead fixed.
ION DIRECTION X Y Z
Pb(0.00, 0.00, 0.00)
X 4.690 0.506 0.169
Y -0.570 4.871 -0.033
Z 0.138 -0.025 4.713
Pb(0.50, 0.50, 0.50)
X 4.592 0.567 0.150
Y -0.449 4.830 -0.012
Z 0.127 -0.006 4.757
Pb(0.00, 0.00, 0.50)
X 4.752 -0.484 0.084
Y 0.538 4.654 -0.100
Z 0.082 -0.077 4.766
Pb(0.50, 0.50, 0.00)
X 4.824 -0.604 0.073
Y 0.484 4.765 -0.100
Z 0.087 -0.091 4.687
I(0.00, 0.00, 0.25)
X -0.688 -0.141 -0.178
Y -0.119 -0.790 -0.002
Z -0.112 -0.007 -4.909
I(0.50, 0.50, 0.75)
X -0.786 -0.093 -0.176
Y -0.062 -0.606 0.006
Z -0.120 -0.017 -5.007
I(0.00, 0.00, 0.75)
X -0.653 -0.079 -0.060
Y -0.112 -0.733 0.129
Z 0.010 0.099 -5.053
I(0.50, 0.50, 0.25)
X -0.771 -0.104 -0.001
Y -0.127 -0.727 0.136
Z 0.063 0.107 -4.905
I(0.21, 0.71, 0.00)
X -2.821 1.958 0.048
Y 1.932 -2.601 0.060
Z -0.001 0.100 -0.612
I(0.79, 0.29, 0.00)
X -2.644 1.979 -0.023
Y 2.037 -2.812 0.015
Z -0.082 0.052 -0.624
I(0.29, 0.21, 0.00)
X -2.530 -1.931 -0.111
Y -1.969 -2.561 0.100
Z -0.141 0.084 -0.811
I(0.79, 0.71, 0.50)
X -2.526 -1.903 -0.087
Y -1.926 -2.562 0.052
Z -0.102 0.065 -0.812
I(0.71, 0.79, 0.00)
X -2.626 -1.990 -0.004
Y -1.987 -2.628 0.016
Z -0.024 -0.016 -0.645
I(0.21, 0.29, 0.50)
X -2.640 -1.998 -0.009
Y -2.030 -2.667 -0.002
Z -0.026 -0.011 -0.639
I(0.29, 0.79, 0.50)
X -2.490 1.839 -0.061
Y 1.868 -2.717 -0.082
Z -0.146 -0.058 -0.630
I(0.71, 0.21, 0.50)
X -2.700 1.846 0.073
Y 1.873 -2.530 0.047
Z 0.062 0.134 -0.627
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Table A.5: Born effective charges of the β phase 111-MAPbI3 with lead fixed.
ION DIRECTION X Y Z
Pb(0.00, 0.00, 0.00)
X 4.688 0.652 -0.203
Y -0.366 4.734 -0.063
Z -0.186 -0.073 4.832
Pb(0.50, 0.50, 0.50)
X 4.668 0.503 -0.163
Y -0.483 4.632 -0.076
Z -0.182 -0.034 4.953
Pb(0.00, 0.00, 0.50)
X 4.634 -0.504 -0.130
Y 0.494 4.722 -0.145
Z -0.125 -0.121 4.865
Pb(0.50, 0.50, 0.00)
X 4.683 -0.375 -0.143
Y 0.652 4.701 -0.142
Z -0.111 -0.149 4.943
I(0.00, 0.00, 0.25)
X -0.831 0.018 0.075
Y 0.043 -0.633 0.060
Z 0.025 0.017 -5.110
I(0.50, 0.50, 0.75)
X -0.683 0.001 0.126
Y 0.035 -0.691 0.170
Z 0.030 0.081 -5.339
I(0.00, 0.00, 0.75)
X -0.781 -0.021 0.121
Y -0.074 -0.617 0.052
Z 0.051 0.026 -5.159
I(0.50, 0.50, 0.25)
X -0.609 0.057 0.179
Y 0.034 -0.834 0.077
Z 0.054 0.027 -5.229
I(0.21, 0.71, 0.00)
X -2.621 1.838 0.154
Y 1.830 -2.503 0.060
Z 0.215 0.059 -0.691
I(0.79, 0.29, 0.00)
X -2.445 1.735 -0.016
Y 1.761 -2.641 -0.111
Z -0.017 -0.184 -0.611
I(0.29, 0.21, 0.00)
X -2.829 -2.033 -0.057
Y -1.986 -2.666 0.056
Z -0.001 0.110 -0.574
I(0.79, 0.71, 0.50)
X -2.646 -1.809 -0.050
Y -1.835 -2.496 0.031
Z -0.028 0.110 -0.664
I(0.71, 0.79, 0.00)
X -2.601 -1.913 -0.003
Y -1.984 -2.731 0.026
Z 0.062 0.092 -0.677
I(0.21, 0.29, 0.50)
X -2.524 -1.888 0.081
Y -1.894 -2.703 -0.128
Z 0.174 -0.093 -0.588
I(0.29, 0.79, 0.50)
X -2.728 1.921 -0.066
Y 1.897 -2.569 0.009
Z -0.095 0.006 -0.612
I(0.71, 0.21, 0.50)
X -2.500 1.804 0.045
Y 1.855 -2.681 0.114
Z 0.048 0.140 -0.698
115
APPENDIX A. SUPPLEMENTAL INFORMATION FOR CHAPTER 2
A.5 Estimation of screening field
A.6 Calculation method benchmark
Some theoretical calculations show that van der Walls (vdW) force is very important
for hybrid perovskite.[67, 260, 261, 262, 263] But all works are calculated on the
level of PBE. They shown that the PBE+vdW method is better than that of the
PBE method. Here, we use the PBE functional revised for solid. There are four
papers using PBEsol without vdW.[164, 264, 64, 104] We show below that PBEsol is
better than other methods with vdW. As shown in Table A.6, the sequence of lattice
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parameters and volumes estimated by various methods is: PBE > optPBE-vdW >
optB86b-vdW > PBE-vdw > PBEsol > Experimental > PBEsol-vdw. Parameters
calculated by PBEsol are the closest parameters to experiments. If we consider the
thermal expansion, lattice parameters get smaller. Hence, PBEsol is better than
optB86b-vdW, optPBE-vdW and PBE-vdW.
Table A.6: Lattice parameters of tetragonal (β) phase MAPbI3 calculated by various
methods.
Method a (Å) b (Å) c (Å) V (Å3)
PBE 9.074 9.029 13.175 1078.800
optPBE-vdW[265, 266] 9.007 9.015 13.010 1056.360
optB86b-vdW[265, 266] 8.891 8.869 12.811 1010.130
PBE-vdW[267, 268] 8.868 8.802 12.806 999.549
PBEsol 8.880 8.816 12.723 995.723
Exp[269] 8.855 8.855 12.659 992.600
Exp[8] 8.849 8.849 12.642 990.000
Exp[159] 8.860 8.860 12.453 975-987
PBEsol-vdW[267, 268] 8.544 8.642 12.048 888.578
Table A.7: Lattice parameters of orthorhombic (γ) phase MAPbI3 calculated by
various methods.
Method a (Å) b (Å) c (Å) V (Å3)
PBE 9.075 12.838 8.698 1013.250
optPBE-vdW 8.980 12.821 8.699 1001.480
Exp3 8.861 12.620 8.581 959.500
optB86b+vdW 8.853 12.059 8.557 959.101
Exp2 8.836 12.580 8.555 951.010
PBEsol 8.855 12.573 8.474 943.523
PBE-vdW 8.707 12.579 8.522 933.338
PBEsol+vdW 8.435 12.256 8.388 867.038
PBE[67] 9.226 12.876 8.619 1023.880
optB86b+vdW[67] 8.831 12.648 8.570 957.180
Table A.7 shows the geometry parameters of the unit cell in orthorhombic phase
optimized with different methods. Our calculations obtained geometries are closer
to experiments than that of Wang’s.[67] Both optB86b+vdW and PBEsol give good
agreement. If we take the Exp3 as the standard, then optB86b+vdw gives better
results in volume, but it gives a shorter b cell vector, the error is 0.57 Å. The largest
difference for PBEsol is c cell vector, its error is only 0.11 Å. Thats to say, PBEsol
gives a better shape. If we set the recent result Exp2 as standard, PBEsol gives
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better results both in volume and shape. In general, the PBEsol method is better





B.1 Numerical solution process details
B.1.1 Adapted equations and boundary conditions
The specific method we used to solve our equations are the relaxation method for
‘Two Point Boundary Value Problems’ in Numerical Recipes in Fortran.[185] Here,



















and five boundary conductions:
Jn|x=d = 0; Jp|x=0 = 0; Fx=0 = F0




If we want to use the “Two point Boundary Value Problems” method in Numerical
Recipes in Fortran,[185] all equations must be the first order differential and the
boundary condition at two point is not coupled. As the last boundary condition in
Equation B.2 is coupled. To decouple it, we add a new equation n0(x) = n|x=0, which
is the electron density at x=0. It is a constant. For simple, we set Jn = Jn/e,Jp = J/e,
n = ne and p = pe. We rewrite Equations B.1 in the form used in Numerical Recipes
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∂p
∂x
= (pµpF − Jp)/Dp;
∂n
∂x

















Jp|x=0 = 0; F |x=0 = F0; n|x=0 = n0|x=0







To implement these six (total number of equations, noted as N in Numerical
recipes) equations into Fortran code, differential Equations B.3 are approximated by
finite-difference equations (FDEs) on a grid of points (total point number, noted as
M in Numerical recipes, we will discuss it in section B.1.7) that spans the whole
perovskite layer:
n0(k)− n0(k − 1) = 0
Jp(k)− Jp(k − 1)− h(G−R) = 0











n(k) + n(k − 1)
2
F (k) + F (k − 1)
2
) = 0
p(k)− p(k − 1)− h( µp
Dp
p(k) + p(k − 1)
2
F (k) + F (k − 1)
2
− Jp(k) + Jp(k − 1)
2Dp
) = 0
Jn(k)− Jn(k − 1)− h(−G+R) = 0
(B.5)
where h = x(k)−x(k−1). Then, the problem becomes FDEs on a mesh of M points,
a solution consists of values for N dependent functions given at each of the M mesh
points. In total there are N ×M variables. The method determines the solution by
starting with an initial guess and improving it iteratively. As the iterations improve
the solution, the result will relax to the true solution.
B.1.2 General procedures
To simplify illustration, we set all these parameters as: y1 = n
0; y2 = Jp; y3 =
F ; y4 = n; y5 = p; y6 = Jn. We use the notation yk to refer the entire set of
120
APPENDIX B. SUPPLEMENTAL INFORMATION FOR CHAPTER 3
dependent variables y1, y2, . . ., y6 at point xk, and use the notation gk to refer all
the functions. Then Equation B.5 can be written:
0 = Ek ≡ yk − yk−1 − (xk − xk−1)gk(xk, xk−1,yk,yk−1) (B.6)
Where Ek is the errors of guessed solution. Equation B.6 provides six equations
coupling twelve variables at point k, k − 1. There are M − 1 points, k = 2, 3, ...,M .
At the first boundary (x = 0) , we have three conditions (first three in Equation
B.4)
0 = E1 ≡ B(x1,y1) (B.7)
while at the second boundary (x = d, last three in Equation B.4)
0 = EM+1 ≡ C(xM ,yM) (B.8)
The solution of Equation B.6, B.7 and B.8 consists of six variables yj at the M points
xk. We give an initial guess (we will give it later), then corrections were applied
to approximate to the solution. The correction is developed by expanding the FDEs
in first-order Taylor series with respect to small changes ∆y. At an interior point
(2 < k < M), this gives:












To approach a solution, E(y + ∆y) should be updated to be zero. The general set of













. The dimension of Sj,i is 6× 12 at each k.
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Figure B.1: Matrix structure of a set of linear six FDEs with three boundary con-
ditions imposed at both endpoints. One X represents a coefficient of the FDEs, V
represents a component of the unknown solution vector, and B is a component of
boundary condition. Empty spaces represent zeros.
Similarly, the algebraic relations at the boundaries can be expanded in a first-
order Taylor series for increments that improve the solution. Since E1 depends only
on y1, we find at the first boundary:
6∑
i=1




. At the second boundary,
6∑
i=1





We thus have in Equations B.10, B.11 and B.12 a set of linear equations to be
solved for the correction ∆y, iterating until the corrections are sufficiently small.
The equations have a special structure, because each Sj,i only couples with points k,
k − 1. Figure B.1 shows the structure of the complete matrix equation for the case
of M = 3. There are three boundary conditions each boundary. The block boxed by
red at left-up corner comes from the boundary condition Sj,i at point k = 1. Next
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two are Sj,i from k = 2 and k = 3. The last block is corresponding to the three
boundary conditions at the other boundary. This special form matrix is diagonalized
by splitting into it M small matrix, and then diagonalize the matrix from the first
point k = 1 to the last points k = M + 1. For more details, please check Numerical
recipes.
B.1.3 S matrix
S matrix varies for different models. Here, we use direct recombination model (R =
r × n × p, Equation 12 in main text) as an example. For SRH model and other
models, the Sj,i at each k points can be obtained by its definition in Equation B.6,
B.7 and B.8. To simplify illustration, we set all these parameters as: y1 = n
0; y2 =
Jp; y3 = F ; y4 = n; y5 = p; y6 = Jn. Here, we only shows non-zero element. h is the
size of discretion, h = x(k) − x(k − 1) = d
M





and R with rnp. Equation B.5 can be rewritten:
y1(k)− y1(k − 1) ≡ E1 = 0
y2(k)− y2(k − 1)− h(G− r
y5(k) + y5(k − 1)
2
y4(k) + y4(k − 1)
2
) ≡ E2 = 0






) ≡ E3 = 0
y4(k)− y4(k − 1)− h(




y4(k) + y4(k − 1)
2
y3(k) + y3(k − 1)
2
) ≡ E4 = 0
y5(k)− y5(k − 1)− h(−





y5(k) + y5(k − 1)
2
y3(k) + y3(k − 1)
2
) ≡ E5 = 0
y6(k)− y6(k − 1)− h(−G+ r
y5(k) + y5(k − 1)
2
y4(k) + y4(k − 1)
2
) ≡ E6 = 0
(B.13)
For convenience’s sake, we define tmp1 = y(4, k) + y(4, k − 1); tmp2 = y(5, k) +
y(5, k − 1); tmp = tmp1 + tmp2. The S matrix is shown below written in Fortran.
Here, LT is the charge carrier lifetime ans r is recombination coefficient, ne is the
number of equations, noted as N in Numerical recipes. S(i, jsf) is the last element
for calculating E, then jsf= 2N + 1.
For interior points k = 2, 3, . . . ,M
s(1,1)=-1; s(1,ne+1)=1; s(1,jsf)=y(1,k)-y(1,k-1)
s(2,4)=0.25*h*tmp2*LT; s(2,ne+4)=s(2,4); s(2,5)=0.25*h*tmp1*LT
s(2,ne+5)=s(2,5); s(2,2)=-1.0 ; s(2,ne+2)=1.0
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In our model, the applied voltage (V) is implemented as one boundary condition. The
current density is obtained from solutions. We start with V = 0V , giving an initial
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guess, solving equations. Then, the solution of V = 0V will be used as the initial
guess for the applied voltage V = 10mV . We increase the voltage with increment of
10 mV, until The desired voltage reached. The first initial guess are shown as below,
where D is the thickness of perovskite layer. myE0 = V/D.










B.1.5 Error calculation and converged criteria











where scalv(j) is the scale of variable y(j). In Numerical recipes, the scalv vector
is defined by a constant vector. In this numerical model, charge densities are in the
scale of 1010 to 1018. If we define the scalv as a constant, the error should in a very
wide range. Therefore, we set scalv(j) as the maximum value of previous y(j, k). The
convergence criteria (conv) is 1.0−20. When error is smaller than conv, the solution
was reached.
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B.1.6 Charges densities, electric field and currents in per-
ovskite solar cells
Figure B.2: J-V character curve simulated with boundary fields are F (x = 0) =
F (x = d) = V/d. Other parameters are shown in Table 3.1. Charges densities,
currents and field at A, B and C points are shown in Figure B.3.
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Figure B.3: Simulated charges densities, electric fields and currents in perovskite
solar cells. Left shows parameters at short circuit, point A in Figure B.2. Right
shows parameters near open circuit, point B and C in Figure B.2. Boundary fields
are F (x = 0) = F (x = d) = V/d. Other parameters are shown in Table 3.1. The
enlarged current distribution near TiO2 side is shown in Figure B.4.
Figure B.4: Currents near TiO2 side in perovskite solar cells near open circuit sim-
ulated with interfaces. Boundary fields are F (x = 0) = F (x = d) = V/d. Other
parameters are shown in Table 3.1.
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B.1.7 Mesh test
Here, we are going to test how many discretion points (M) are enough for our model.
Models with and without interface recombination are carried out. As shown in Fig-
ure B.5, for model without interface recombination, 801 points is enough to get an
accurate solution. For the sake of safety, we set M = 3001 for model without inter-
face recombinations. While, for the model with interfaces, more points are required.
We performed more test with an interface recombination with thickness of 2nm and
charge carriers lifetime of 1 ns. It is found that there is no much difference between
solutions solved with M = 20001 and M = 300001. As the computation time is pro-
portional to the number of M points, high density points needs long time. Therefore,
we choose M = 20001 for models with interface recombination.
Figure B.5: J-V curves of a solar cell with different number of mesh points and inter-
face recombination thickness. In the interface recombination region, charge carrier’s
lifetime is set as 1 ns. More parameters are shown in Table B.1
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Table B.1: Parameters for M test.
α Absorption coefficient 5.7× 104cm−1.[28] T Temperature 300 K
IPCE IPCE 100 % Il Light intensity 1.5 AM
Nc,Nv Density of States 3.97× 1018cm−3.[52] Bgap Band gap 1.55 eV[1]
Dn Electron diffusion coefficient 0.017 cm2s−1. [29] τ Lifetime 736 ns [1]
Dp Hole diffusion coefficient 0.011 cm2s−1. [29] F0, Fd Field at boundary
V
d
d Perovskite thickness 350 nm[1] τintf Interface Lifetime 1 ns
Figure B.6: J-V curves of a solar cell with different number of mesh. The interface
recombination thickness is 2 nm. More parameters are shown in Table B.1
B.1.8 Parallelization
With a given V, J is determined by solving Equation B.3. Every solution only give
one point in J-V curve of a solar cell. On the other hand, the mesh points need to be
large in order to achieve accurate solutions. Hence, it is time-consuming to draw a J-V
curve of a solar cell. Here, we implement MPI into our code for parallel calculations.
The solution matrix is diagonalized by splitting it into M 6 × 13 submatrixs and
diagonalizing the submatrix from k = 1 to k = M . It is not wise to divide this
process into several parts and to diagonalize on separated CPUs. Therefore, we
scatter all of the V array to every CPU, and then solve them separately. Lastly, all
solutions are collected by MPI GATHERV function.
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B.2 Lifetime dependence:
Figure B.7: Voc lifetime dependence.
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Figure B.8: Solar cell’s performance with various lifetimes with interface recombina-
tion. F0=Fd=V0/d.
Figure B.9: Solar cell’s performance with various lifetimes without interface recom-
bination. F0=Fd=V0/d.
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B.3 Mobility dependence:
Figure B.10: Solar cell’s performance with different mobilities. Both of the elec-
tron and hole mobilities increase to certain times of 0.65(electron) and 0.42 (hole)
cm2/V s, the corresponding diffusion coefficients are 0.017cm2/s and 0.011cm2/s.
F0=Fd=V0/d.
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B.4 Temperature dependence:
Figure B.11: Temperature dependence with different diffusion coefficients. The thick-
ness of simulated solar cell is 350 nm. The band gap is 1.55 eV. The interface recom-
bination width is 5 nm and its lifetime is 5 ns. The lifetime in cell is assumed to be
736 ns. The cells work under 1 sun (1.5AM).
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B.5 Thickness depends performance
Figure B.12: The thickness dependence PCEs. The optimum thickness depends on
the diffusion length. Modeled with interface. F0 = Fd = 0
Figure B.13: The thickness dependence PCEs. The optimum thickness depends on
the diffusion length. Modeled without interface. F0 = Fd = V/d
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Figure B.14: The thickness dependence PCEs. The optimum thickness depends on
the diffusion length. Modeled with interface. F0 = Fd = V/d
B.6 Structure optimization
Figure B.15: Models comparison of T and S model with or without interface, with
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Figure B.16: Model comparisons of T and S model with or without interfaces, with
life time of 736 ns or 50 ns. Fx=0 = Fx=d = 0
B.7 Recombination coefficient estimation
Figure B.17: Measurement of lifetime: In the yellow shadow region, the cell is irra-
diated by the pulse, in this region photon generate charge carriers become more and
more until charges are saturated. Gray shadow covered region means the irradiation
have been removed, the charge density decrease with time past.
As we have illustrated that Equation 3.14 is the charge carriers lifetime educe from
Equation 3.12 under the condition of small charge injection under illumination.[87, 90]
However, in real case, the condition of small injection is not satisfied. In experiments
only the lifetime of charge carriers are available. Hence, we have to educe the recom-
bination coefficients from charge carrier lifetimes. The lifetime measurement process
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is [28, 29]: giving a short time illumination pulse, remove it, measure the charge
density. Their processes are shown in Figure B.17. At first, the cell is irradiated by
a pulse, during this period, photon generate charge carriers become more and more
until charges are saturated. Then remove the pulse, the charge density decrease with
time past. After a time of lifetime, the charge density become the n0
e
. Here, we
will give the accurate relationship between the lifetime and recombination rate. It is
assumed that the electron density is the same with the hole density (n = p). Then
charge carriers recombination rate can be expressed as
dn
dt





As shown in Figure B.17, the charge density dynamics in solar cell has reached a
balance when illumination is removed. The time of turn off the pulse is defined as








B.7.1 Uniformly distributed charge density
After the pulse removed, if the charge density in the device is uniformly distributed,










That’s to say the charge carriers lifetime depends on the initial charge density rather
than a certain value. Larger charge densities will lead to short lifetimes. If the charge
density has reached a balance before remove the pulse, the charge generation rate
should equal to the recombination rate: G/d = r × n20. Combining with equation









= 3.51499× 10−6cm3/s (B.18)
These calculations is based on the assumption that carriers lifetime is 736 ns and
charges are generated uniformly.
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B.7.2 Estimation of the initial light intensity at x = 0
Before remove the pulse, the total generated carriers should be the same with the








































For a more accurate case, the charge density near the light surface is much higher
than the charge density inside thin film. This high density will play a very important
role in the process of recombination. If the generate rate is exponential decay, the





Where nx = n0e
−x
L , L is the decay depth. n0 is the initial light intensity at x = 0. It






































If we use the data provided by Zhou [1], (τ = 736 ns, d=350 nm, band gap = 1.55 eV),
then r is calculated to be 1.23 × 10−9cm3/s. The decay curves from the experiment
and decay estimated with r = 1.23 × 10−9cm3/s are shown in Figure B.18 left. As
this method is an approximation, if we change r to 1.03 × 10−9cm3/s, its fit better,
as shown in Figure B.18 right.
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Figure B.18: Coefficient estimation. Decay exponentially-1
B.7.4 Decay directly-2
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Figure B.19: Coefficient estimation. Decay directly-2
If we use the data provided by Zhou [1], (τ = 736 ns, d=350 nm, band gap =
1.55 eV), then r is calculated to be 1.33 × 10−9cm3/s. The decay curves from the
experiment and decay estimated with r = 1.33×10−9cm3/s are shown in Figure B.19.




























Figure C.1: Hysteresis constants of Tress’s experiment, simulated normal structures
and simulated inverted structure.
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Figure C.2: Performances of a solar cell measured forward and backward with different
scan rates. Solid lines are simulation results of normal structure perovskite solar cells.
Dashed lines are simulation results of inverted structure perovskite solar cells. We






In order to obtain relative more accurate DOS, GGA-PS,[151] GW[237, 238] and
HSE06[239, 240] functions are carefully testified. GW and HSE06 functions could
give accurate results. But the computational time is massive comparing to normal
DFT calculation. Therefore, we will use normal DFT if its result is comparable to
GW and HSE06. Table D.1 and Figure D.1 show the band structure and effective
masses of silicon. It is found that there is a large difference for band gaps between
different methods. We also found that their band structure, especially the sharp are
very similar, which indicates that the effective mass maybe similar. We confirm it
with calculations. The effective masses are shown in Table D.1. We found that the is
very little differences between them. The error between GGA-PS and GW are about
10%. Therefore, we use GGA-PS function to perform our calculations.
The effective mass is calculated by fitting 5 points near the high-symmetry k-
point with quadratic function. The reduced mass for silicon is defined as mr =
(m1 ∗m2 ∗m3 ∗ ..∗mn)1/n. S points is where th the conduction band minimum locate.
The band structure data was generated from Wannier90 program.[270, 271]
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Table D.1: The effective masses of silicon on different directions calculated by GGA-
PS, HSE06, GW methods. Unit is m0, which is the free electron rest mass.
Method GGA-PS HSE06 GW
Band gap (eV) 0.44 1.14 1.10
G-S CB 0.61 0.89 0.47
S-X CB 0.58 1.14 0.43
Reduced mass CB 0.59 1.01 0.45
L-Γ
VB1 -0.58 -0.42 -0.65
VB2 -0.65 -0.68 -0.65
VB3 -0.09 -0.12 -0.11
Γ-X
VB1 -0.45 -0.30 -0.35
VB2 -0.27 -0.71 -0.29
VB3 -0.14 -0.16 -0.15
K-Γ
VB1 -1.07 -0.71 -0.80
VB2 -0.28 -0.61 -0.31
VB3 -0.11 -0.13 -0.12
Reduced mass
VB1 0.65 0.45 0.57
VB2 0.36 0.66 0.39
VB3 0.12 0.14 0.12







































Figure D.1: Band structure of silicon calculated by different methods. A) Normal
DFT with PBEsol exchange function, noted as PS; B) HSE method; C) GW method.
The band gaps is 0.44 eV, 1.14 eV and 1.10 eV for GGA-PS, HSE06 and GW method
respectively.
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D.2 Effective mass and DOS of Silicon
Table D.2: Silicon effective masses for DOS and DOS.
K points Coordinates K points Coordinates
Γ (0,0,0) Y (0,0.5,0)
R (-.5,-.5,-.5) M (.5,0,.5)
W (.375,.375,.75) S (0.417391, 0, 0.417391)
N (.5,0,-.5)
Table D.3: Silicon effective masses for DOS and DOS.
Bands Γ-S S-N S-Y g Meff DOS of band Total DOS Product
CB 1.04 0.19 0.25 6 1.20 3.35×1019 3.35×1019
7.76×1038
R-G G-M W-G
VB1 -0.64 -0.26 -2.70 1 0.76 1.69×1019
2.32×1019VB2 -0.64 -0.26 -0.25 1 0.35 5.18×1018



























































































































































































































































































































































































Figure D.2: Silicon Conduction band near S point on the direction of A) Γ-S; B) S-N;
C) S-Y and its fitting for mass evaluation. Only left half is the wanted fitting. This
plot calculation is specially performed for the effective mass calculation of S point.
High density points near S points are implemented. Energy levels are raised.
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Figure D.3: Silicon Valence band near Γ point on the direction of R-Γ, Γ-M, W-Γ of
A) VB1; B) VB2; C) VB3 and its fitting for mass evaluation.
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D.3 Effective mass of α-FAPbI3
Table D.4: α-FAPbI3
Bands M-Z Z-Γ Energy g Meff DOS of band Total DOS Product
CB3 0.12 0.17 0.77 2 0.21 2.51×1018
1.20×1019
3.47×1037CB2 0.28 0.16 0.73 2 0.37 5.60×10
18
CB1 0.17 0.23 0.69 2 0.30 4.24×1018
VB -0.14 -0.16 -0.68 2 0.24 2.90×1018 2.90×1018
































































Figure D.4: α-FAPbI3 CB3, CB2, CB1 and valence band near Z point on the direction
of M-Z (left half), Z-Γ (right half) and its fitting for mass evaluation.
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D.4 Effective mass of MAPbCl3
Table D.5: MAPbCl3
Bands Z-Γ Γ-X Γ-R Energy g Meff DOS of band Total DOS Product
CB3 0.11 0.30 0.19 1.63 1 0.18 2.00×1018
1.36×1019
4.94×1037CB2 1.36 0.14 0.21 1.49 1 0.34 5.08×10
18
CB1 0.70 0.35 0.31 1.45 1 0.42 7.00×1018
VB -0.32 -0.24 -0.26 -0.85 1 0.27 3.64×1018 3.64×1018






























































































































































































Figure D.5: MAPbCl3 CB1 near Γ point on the direction of Z-Γ (left half of top-
left), Γ-X(right half of bottom-left), M-Γ (left half of top-mid), Γ-R (right half of
bottom-left), R’-Γ (top-right) and its fitting for mass evaluation.
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Figure D.6: MAPbCl3 A) CB2; B) CB1; and C) valence band near Γ point on the
direction of Z-Γ (left half of left figure), Γ-X(right half of left figure), M-Γ (left half
of middle figure), Γ-R(right half of middle figure), R’-Γ (right figure) and its fitting
for mass evaluation.
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D.5 Effective mass of MAPbI3
Table D.6: MAPbI3
Bands Z-Γ Γ-X Γ-R Energy g Meff DOS of band Total DOS Product
CB3 0.08 0.13 0.13 0.86 1 0.11 8.90×1017
6.98×1018
1.74×1037CB2 0.46 0.09 0.11 0.83 1 0.16 1.66×10
18
CB1 0.53 0.36 0.17 0.79 1 0.32 4.55×1018
VB -0.23 -0.20 -0.21 -0.77 1 0.21 2.49×1018 2.49×1018
























































































































































































Figure D.7: MAPbI3 CB1 near Γ point on the direction of Z-Γ, Γ-X, M-Γ, Γ-R, R’-Γ
and its fitting for mass evaluation.
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Figure D.8: MAPbI3 A) CB2; B) CB1; and C) valence band near Γ point on the
direction of Z-Γ (left half of left figure), Γ-X(right half of left figure), M-Γ (left half
of middle figure), Γ-R(right half of middle figure), R’-Γ (right figure) and its fitting
for mass evaluation.
D.6 Effective mass of CdTe
Table D.7: CdTe
Bands Γ-X M-Γ Γ-R g Meff DOS of band Total DOS Product
CB 0.06 0.07 0.07 1 0.07 4.25×1017 4.25×1017
1.93×1037VB1 -0.51 -2.68 -1.11 1 1.15 3.14×10
19
4.54×1019VB2 -0.51 -0.51 -1.11 1 0.66 1.37×1019
VB3 -0.06 -0.06 -0.06 1 0.06 3.86×1017
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Figure D.9: CdTe valence (top-left) and conduction bands near Γ point on the direc-
tion of M-Γ, Γ-R and its fitting for mass evaluation.
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Figure D.10: CdTe Valence and conduction bands near Γ point on the direction of
Γ-X and its fitting for mass evaluation.
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