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A new two-dimensional material, the C2N holey 2D (C2N-h2D) crystal, has recently been synthe-
sized. Here we investigate the strain effects on the properties of this new material by first-principles
calculations. We show that the material is quite soft with a small stiffness constant and can sustain
large strains ≥ 12%. It remains a direct gap semiconductor under strain and the bandgap size can
be tuned in a wide range as large as 1 eV. Interestingly, for biaxial strain, a band crossing effect
occurs at the valence band maximum close to a 8% strain, leading to a dramatic increase of the hole
effective mass. Strong optical absorption can be achieved by strain tuning with absorption coefficient
∼ 106 cm−1 covering a wide spectrum. Our findings suggest the great potential of strain-engineered
C2N-h2D in electronic and optoelectronic device applications.
Since the discovery of graphene, two-dimensional (2D)
materials have attracted tremendous interest due to their
many fascinating properties.1–4 One current focus is to
explore new 2D materials with suitable semiconduct-
ing bandgaps for device applications. Recently, such a
new 2D crystal, C2N holey 2D (C2N-h2D) crystal, has
been successfully synthesized.5 The material has a direct
bandgap (with reported optical gap size around 2 eV),
and a field-effect-transistor fabricated based on it shows
a high on/off ratio of 107, suggesting its great potential
for applications in electronics and optoelectronics.5–8
For application purposes, it is crucial to have the abil-
ity to tailor electronic properties of the material. Strain
has long been known as an effective mechanism for tun-
ing properties of semiconductors. It is especially use-
ful for low-dimensional systems since they can usually
sustain much larger strains than their bulk crystals. In
particular, it has been shown that 2D materials, such
as graphene, MoS2, and phosphorene, have excellent
mechanical flexibility (with critical strains ≥ 25%),9–13
which makes strain an extremely powerful approach for
engineering the properties of 2D materials.14–19
Motivated by the urgent need in understanding the
physical properties of the newly discovered C2N-h2D ma-
terial and by the great interest in engineering it for appli-
cations, in this work, we investigate the effects of biaxial
and uniaxial strains on the electronic and optic proper-
ties of monolayer C2N-h2D crystals using first-principles
calculations. We find that the material is quite flexible
with a small stiffness constant and can withstand strains
≥ 12%. Under different types of strain, while still main-
taining a direct bandgap, the gap size can be tuned in a
wide range as large as 1 eV. More interestingly, for bi-
axial strain, due to different bonding characters of the
bands, there is a switch of band ordering near the va-
lence band maximum (VBM) at a critical strain < 8%,
leading to a strain-induced dramatic increase of the hole
effective mass. Despite its atomic thickness, this mate-
rial shows fairly large optical absorption over most visible
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FIG. 1. (a) Unit cell of monolayer C2N-h2D crystal struc-
ture. (b) Illustration of armchair and zigzag directions. (c-e)
schematically show the unit cells (in blue), the Brillouin zones
(in red), and the irreducible Brillouin zones (filled with green
color) corresponding to (c) biaxial strain, and uniaxial ten-
sile strain along (d) armchair or (e) zigzag direction. High
symmetry points are labeled.
light spectrum, and the absorption profile as well as the
peak positions can be effectively tuned by strain.
The first-principles calculations were performed based
on the density functional theory (DFT) as implemented
in the Vienna ab-initio simulation package.20,21 The pro-
jector augmented wave (PAW) potentials were used to
treat the core electrons.22,23 The crystal lattice geometry
was optimized using the Perdew-Burke-Ernzerhof (PBE)
functional.24 For semiconductors, in order to obtain a
more accurate description of the electronic states, the
band structures were calculated using the hybrid func-
tional (HSE06).25,26 The plane-wave energy cutoff was
set to be 520 eV, and Γ-centered k-point meshes of sizes
9×9×1 and 11×11×1 were used for the geometry opti-
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2mization and static electronic structure calculations, re-
spectively. The thickness of the vacuum region was taken
to be at least 16 A˚ to avoid artificial interactions between
the layer and its periodic images, and the results for stress
and dielectric functions are suitably renormalized to ex-
clude the vacuum region by using the experimental inter-
layer distance of 3.28 A˚ as the effective thickness.5 The
convergence criteria for energy and force were set to be
10−6 eV and 0.005 eV/A˚, respectively.
As shown in Figs. 1(a) and 1(b), the monolayer C2N-
h2D crystal is a single 2D sheet of atoms with uniform
periodic holes in a fused aromatic network structure. It
can be viewed as a 2D honeycomb lattice of benzene rings
connected through nitrogen atoms. From geometry opti-
mization, we find that the lattice constant is 8.330 A˚, and
the bond lengths are 1.337 A˚, 1.429 A˚, and 1.470 A˚ for
the C-N bond, the C-C(1) bond, and the C-C(2) bond, re-
spectively (see Fig. 1(a)). The C-C(2) bonds, which face
the holes, are about 3% longer than the C-C(1) bonds.
Hence each benzene ring is slightly distorted due to the
surrounding N atoms. Our results agree well with the
experimental values with a lattice constant ' 8.30 A˚.5
Starting from the fully relaxed structure, we consider in
this work three types of strain, namely, the biaxial strain
and two uniaxial strains along the zigzag and armchair
directions, as indicated in Fig. 1(b). Since 2D materi-
als are prone to wrinkle under lateral compression, we
will focus on tensile strains here, which are defined as
ε = (`− `0)/`0 × 100% where ` and `0 are the lengths of
the cell (along the strain direction) of the strained and
original structures, respectively.
First, to estimate the elastic limit of C2N-h2D, we cal-
culate the strain-stress relations.27,28 The results are pre-
sented in Fig. 2(a). One observes that C2N-h2D exhibits
linear elastic response until a strain of about 8%. While
the material can sustain a biaxial strain up to 12%, the
uniaxial tensile strain limits are 13% and 17% along the
armchair and zigzag directions, respectively. These val-
ues are smaller than those for graphene and hexagonal
boron nitride due to the presence of holes and relatively
weaker C-N bonds,9,10,29 nevertheless, they are still quite
large compared with conventional 3D materials. One also
notices that strain is more easily applied along the arm-
chair direction than the zigzag direction. For small de-
formations, the elastic properties of 2D materials can be
characterized by the in-plane stiffness constant, defined
as C = (1/S0)(∂
2ES/∂ε
2),30 where S0 is the equilibrium
area and the strain energy ES is given by the energy dif-
ference between the strained and unstrained systems. We
plot the strain energy as a function of strain strength in
Fig. 2(b), from which the typical quadratic dependence
can be observed at small deformations. The calculated
stiffness constants along armchair and zigzag directions
have similar values about 71 N/m. Such values are signif-
icantly smaller than that of graphene (∼ 340±40 N/m),10
MoS2 (140 N/m),
31 and BN (267 N/m),32 showing that
C2N-h2D is much softer, which would facilitate the strain
engineering of its properties.
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FIG. 2. (a) Strain-stress relations for monolayer C2N-h2D
with different types of strain. The vertical dashed lines indi-
cate the critical tensile strains (up to 12%, 13%, and 17% for
biaxial strain and uniaxial strain in the armchair and zigzag
directions, respectively). (b) Strain energy ES as a function
of strain (for the three types of strain). (c) Poisson ratio ν
as a function of uniaxial strain in the zigzag and armchair
directions, respectively. (d) The variation of the three bond-
lengths versus applied biaxial strain.
For uniaxial strains, a tensile strain applied in an axial
direction generally results in a compression in the trans-
verse direction. This behavior is reflected by the Poisson
ratio, here defined as ν = −εtransverse/εaxial. Fig. 2(c)
shows the results of Poisson ratios for the two types of
uniaxial strain. One finds that in the small strain limit
(εaxial → 0), the Poisson ratios for the two directions
converge to the same value ≈ 0.28, showing the response
is isotropic at small strains. However, for larger strains,
their values decrease monotonically at different speeds
with the applied strain, manifesting the anisotropy in the
crystal structure. Compared with graphene (ν ∼ 0.16
under small strains33,34), the Poisson ratios of C2N-h2D
are much larger, which can be expected due to its ho-
ley structure. In addition, we note that at large strains
νa > νz (here and hereafter, subscripts a and z stand for
armchair and zigzag directions, respectively) for mono-
layer C2N-h2D.
Then we analyze the strain effects on the electronic
band structures C2N-h2D. The calculated band structure
in the absence of strain is shown in Fig. 3(a). It shows
a semiconductor with a direct bandgap at Γ point about
2.46 eV, which compares well with the reported opti-
cal bandgap and agrees with other theoretical studies.5,7
Around the conduction band minimum (CBM), there are
three bands almost degenerate at Γ point. The lowest
conduction band is quite flat along Γ-M . Around VBM,
there are two bands with different dispersions (heavy-hole
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FIG. 3. Band structures of C2N-h2D with biaxial strains (a)
ε = 0%, (b) ε = 4%, (c) ε = 8%, and (d) ε = 12%. Besides
the change in bandgap size, the band ordering around VBM
is switched for ε . 8%. The dashed lines are guide for eye for
the energy shifts of states A and B. The energy is referenced
to the vacuum level.
and light-hole) but degenerate at Γ point.
The band structures of C2N-h2D under biaxial strains
ε = 4%, 8%, and 12% are shown in Fig. 3(b)-(d). One
observes that while the system remains a direct-gap semi-
conductor in the considered range, the bandgap size is
modified by strain. As shown in Fig. 4(a), the bandgap
increases from 2.46 eV to about 2.89 eV around a strain
of 8%. Interestingly, above 8% strain, the gap size starts
to decrease (with a value ∼ 2.81 eV at ε = 12%). This
non-monotonic dependence can be understood by a closer
look at Fig. 3. The CBM energy has little change with
strain. In contrast, the bands around VBM are strongly
affected by strain: the heavy hole and light hole bands at
the original VBM (marked by point A) are shifted down
in energy leading to an increase of bandgap; meanwhile,
another valence band initially below the VBM by about
1 eV (marked by point B) is moved up with increasing
strain. Close to ε = 8%, A and B cross each other and
the band ordering is reversed. After this transition, B
becomes the new VBM and keeps moving up in energy,
thereby turning the trend of bandgap change from in-
creasing to decreasing.
To better understand this interesting strain-induced
band crossing, we analyze the character of the relevant
electronic states. In Fig. 4(c)-(d), we plot the charge den-
sity distributions corresponding to A and B, respectively.
One can observe that the states at A mainly consist of pz-
orbitals of C and N atoms, while B is mainly composed
of px and py-orbitals. More importantly, A shows anti-
bonding character along the C-C(2) bonds, over which
B instead shows the bonding character. In Fig. 2(d), we
plot the variation of the three bond-lengths versus the
biaxial strain. It clearly shows that the C-C(2) bonds
are most sensitive to strain. The lattice expansion can
be mostly attributed to the stretching of C-C(2) bonds.
Therefore, due to the different bonding characters along
C-C(2), A and B respond differently to strain: A is pulled
down while B is pushed up.
The switch of band ordering changes the character of
VBM, which is expected to have strong effects on the
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FIG. 6. (a) The real and imaginary parts of the dielectric
function for unstrained monolayer C2N-h2D. (b) and (c) show
the strain effects on the optical absorption coefficient for (b)
biaxial strain and (c) uniaxial strain.
system properties. In particular, we note that the band
with B is quite flat. Hence upon the band crossing, there
will be a dramatic increase in the hole effective mass.
In Fig. 4(b), we plot the inverse of hole effective mass
1/m∗i = (1/~2)|∂2E/∂k2i | (i = a, z labels the armchair
and zigzag directions) as a function of strain. Before
band crossing (ε < 8%), there are two types of hole car-
riers, heavy hole (hh) and light hole (lh), with different
effective masses mhhi and m
lh
i . One observes that for
both hole bands, ma is about half of mz, and they in-
crease slightly with strain. Indeed, close to 8% strain,
there is a dramatic increase in the effective mass due to
the band crossing. The inverse of effective masse is close
to zero for ε ≈ 8% along both directions. This jump in
effective mass could potentially quench the hole trans-
port. It hence suggests the possibility to control the hole
transport using strain.
Next, we consider the effects of uniaxial strain. The
resulting band structures for a few representative strains
are shown in Fig. 5. The system remains a semiconductor
with direct bandgap at Γ point. However, different from
the case of biaxial strain, the gap monotonically decreases
for both εa and εz . This bandgap variation is illustrated
in Fig. 4(a). The decrease of gap size can be up to 0.6
eV at εa = 12%. The average effective masses for both
electrons and holes are decreased by strain. In addition,
from the band structures in Fig. 5, we notice that due
to the breaking of C3 symmetry by strain, the originally
degenerated states at both CBM and VBM are split up
in energy.
The discussions above demonstrate that strain is an
effective approach for tuning the band structures of C2N-
h2D monolayers. With different strains, the gap can be
tuned in a wide range from about 1.8 eV to 2.9 eV. Since
the material maintains a direct bandgap in the visible
light spectrum under stain, it is naturally expected to
have promising applications for optoelectronic devices.
In Fig. 6(a), we plot the real (1) and imaginary (2)
parts of the dielectric function (ω) for the unstrained
system. The curves show typical features of dielectric
functions for insulators. The first peak of 2(ω) is around
3 eV, where the real part changes sign. From the dielec-
tric function, we can obtain the optical absorption coeffi-
cient α(ω) = ω2/(cn), where c is the speed of light, and
n = (
√
21 + 
2
2 + 1)
1/2/
√
2 is the index of refraction. In
Fig. 6(b) and 6(c), we plot the absorption coefficient for
biaxial and uniaxial strains, respectively. One observes
that the absorption for unstrained case has a broad peak
around 3 eV with a maximum value as large as 106 cm−1.
The absorption profile including the peak position can
be effectively tuned by strain, resulting in a large ab-
sorption in a wide range from 2.5 eV to 5 eV. The value
of α is comparable to that of graphene, MoS2 or phos-
phorene (. 106 cm−1 in the corresponding range).35–38
Since C2N-h2D is of only one atom thickness, thinner
than MoS2 and phosphorene, it will have great potential
for compact and flexible optoelectronic devices.
In summary, based on first-principles calculations, we
demonstrate that strain can effectively tune the elec-
tronic and optic properties of the newly discovered C2N-
h2D material. The material can sustain a large strain
≥ 12% and has a small stiffness constant. The bandgap
remains direct under strain and can be tuned in a wide
range from 1.8 eV to 2.9 eV. For biaxial strain, an inter-
esting band crossing effect occurs for VBM at ε . 8%.
This changes the character of hole carriers and especially
leads to a dramatic increase of the hole effective mass.
With strain, large optical absorption can be achieved in
a wide range from 2.5 eV to 5 eV. Our results suggest
effective methods to engineer the C2N-h2D material for
future electronic and optoelectronic device applications.
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