Abstract: Software refactoring is to restructure the internal structure of object-oriented software to improve software quality, especially maintainability, extensibility and reusability while preserving its external behaviours. According to predefined refactoring rules, we may find many places in the software where refactorings can be applied. Applying each refactoring, we may achieve some effect (quality improvement). If we can apply all of the available refactorings, we can achieve the greatest effect. However, the conflicts among refactorings usually make it impossible. The application of a refactoring may change or delete elements necessary for other refactorings, and thus disables these refactorings. As a result, the application order (schedule) of the available refactorings determines which refactorings will be applied, and thus determines the total effect achieved by the refactoring activity. Consequently, conflicting refactorings had better be scheduled rationally so as to promote the total effect of refactoring activities. However, how to schedule conflicting refactorings is rarely discussed.In this paper, a conflict-aware scheduling approach is proposed. It schedules refactorings according to the conflict matrix of refactorings and effects of each individual refactoring. The scheduling model is a multi-objective optimisation model. We propose a heuristic algorithm to solve the scheduling model. We also evaluate the proposed scheduling approach in non-trivial projects. Evaluation results suggest that refactoring activities with the scheduling approach lead to greater effect (quality improvement) than refactoring activities without explicit scheduling.
Introduction
Software refactoring is to restructure the internal structure of object-oriented software to improve software quality, especially maintainability, extensibility and reusability [1] . According to new requirements, software is modified again and again (software evolution). As a result, the source code (and the models) is jumbled, and the quality of the design is reduced [1] . Furthermore, the poor quality makes further adaption difficult and expensive. As an attempt to solve this problem, software refactoring was proposed [2] . Objectoriented software (source code) is refactored to improve its quality and facilitate further adaption and extensions. Source code refactoring is so successful that people cannot resist trying to apply refactoring to other software artifacts. Up to now, it has been applied to almost all types of software artefacts, including source code, designs and software requirements [1] . Software refactoring not only improves software quality by restructuring its internal structure, but also guarantees that the external behaviours of software are preserved. So, software refactoring is an effective and relatively safe means to improve software quality [3] . It is accepted as an important activity in software development and maintenance. In eXtreme Programming (XP) [4] and other agile software development processes, refactoring is one of the core activities [5, 6] . In order to facilitate further iterations, we had better refactor software products to improve their extensibility before the next iteration begins. With the popularity of refactoring, more and more CASEs and IDEs, such as Eclipse [7] and Visual Studio [8] , begin to provide support for software refactoring. Professional refactoring tools, such as Refactoring Browser [9] , are also developed. Tool support is crucial for the successful application of refactoring activities [10] .
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Experts have defined many refactoring rules according to their experience [3, 11] . For software developers, they just try to find places in software where refactorings should be applied according to the refactoring rules defined by experts. Since refactorings are helpful in improving software quality, developers of course hope to apply refactorings in all the found places so as to achieve maximal quality improvement. However, conflicts among refactorings often make it impossible.
Software refactorings may conflict with each other because the application of one refactoring may change or delete elements that are necessary for other refactorings, and thus disables these refactorings [12] . Conflicts among refactorings may be asymmetrical or symmetrical [12] . If a refactoring can be applied before but not after another refactoring, there is an asymmetrical conflict. If two refactorings can not be applied together in any order, the conflict is symmetrical. Conflicts among refactorings can be detected automatically.
Since the application of some refactorings may disable others, the application order (schedule) of the available refactorings determines which refactorings can be applied (and others will be disabled by these refactorings), and thus determines the total effect of the refactoring activity. So, in order to maximise the total effect (quality improvement), the conflicting refactorings better be scheduled rationally. We should manage an appropriate application order to apply more refactorings, especially the most effective (important) refactorings.
However, how to schedule refactorings is rarely discussed [13] . In this paper, we propose a conflict-aware scheduling approach to schedule conflicting refactorings. The goal of the scheduling approach is to improve software quality as much as possible by arranging an appropriate application order for the available conflicting refactorings.
The rest of this paper is structured as follows. Section 2 presents a motivating example to illustrate the necessity to schedule conflicting refactorings. Section 3 introduces some concepts and technologies related to software refactoring and scheduling of refactorings. Section 4 proposes a conflict-aware scheduling approach. Section 5 presents evaluation of the proposed scheduling approach. Section 6 discusses related work. Section 7 makes a conclusion.
Motivating example
We take two refactoring rules from [11] into consideration.
1. Delete Dead Field: If a field of a class is not used by the class or any of its subclass, the field is a dead field which should be deleted [11, Chapter 5] .
2. Pull Up Field: If all subclasses of class A contain the same field f, the field should be pulled up into the superclass A [11, Chapter 11] .
Suppose that the two refactoring rules have been formalised and automated (implemented) by a refactoring tool and a program which contains three classes A, B and C (as shown in the top left corner of Fig. 1 ) is being processed by the refactoring tool. Furthermore, the public field fa is accessed by methods of class C, but not accessed by class B Although the public field fa is useful for class C, that is, accessed by methods of class C, it is definitely useless for class B. As a result, the refactoring tool will suggest that the refactoring rule Delete Dead Field can be applied to the field fa of class B. The result of the refactoring is presented in the bottom left corner of Fig. 1 .
The refactoring tool will also suggest to apply refactoring rule Pull Up Field to the same program. Since both subclasses (B and C ) of A contain public field fa, the common field should be pulled up to the superclass A according to refactoring rule Pull Up Field. The result of the refactoring is presented in the top right corner of Fig. 1 .
As discussed above, either of the refactoring rules can be applied to the program. However, they cannot be applied to the program together (as shown in the bottom right corner of Fig. 1 ). When the dead field fa of class B is removed by applying refactoring rule Delete Dead Field, it is impossible to pull field fa from class B any more (i.e. applying refactoring rule Pull Up Field). When the common field fa is pulled up from subclasses B and C by applying refactoring rule Pull Up Field, it is impossible to remove field fa from class B or A neither.
Consequently, the result of the refactoring activity on the program depends on the application order (schedule) of the two available refactorings. If Pull Up Field is applied first, the result is the top right corner of Fig. 1 . Otherwise, the result is the bottom left corner of Fig. 1 . Definition 2 (bad smells): Bad smells are the design or structures that may need to be restructured to improve software quality.
Once bad smells are defined, solutions should be proposed to restructure the design so as to improve software quality. A solution to a category of bad smells is usually presented as a refactoring rule.
Definition 3 (refactoring rules): A refactoring rule is a solution on how to restructure a category of bad smells so as to improve software quality.
Refactoring rules can be specified in formal languages, such as graph transformation languages [10, 14, 15] . In graph transformation systems, a transformation rule is represented as a production
The left pattern L of the production is in fact an abstraction of bad smells. In order to apply a refactorings rule, we have to find occurrences of the left pattern L of the rule, that is, bad smells.
Definition 4 (matches): A match for a refactoring rule
As indicated by the definition, a match is a morphism from the left pattern L to the occurrence of the pattern. In this paper, the image of the morphism is also called a matches of the pattern for convenience when the meaning of the word can be distinguished from its context.
Once bad smells (matches) are found out, refactoring rules are applied to restructure them.
Definition 5 (applications of refactoring rules): An application of refactoring rule p : L ! r R on software S via match m : L ! S is formalised by the following pushout [14] .
where m Ã is a co-match of m [14] . By replacing the occurrence of L with a corresponding occurrence of R, the software S is transformed into S 0 . The application is usually notated as
An application of a refactoring rule is also called a refactoring for convenience when the meaning of the word refactoring can be distinguished from its context. The word refactoring means an application of a rule if and only if it is used as a countable noun.
Conflicts among refactorings
Refactorings (applications of refactoring rules) may conflict with each other [12] . The extract meaning of conflicts among refactorings is defined in Definition 7.
Definition 6 (asymmetric refactoring conflicts): Given
!S 00 , t 1 has an asymmetric conflict to t 2 if and only if (if f) t 2 can be applied before, but not after t 1 .
We use t 1 9 t 2 to indicate that t 1 has an asymmetric conflict with t 2 .
Conflicts are directed. The fact that carrying out t 1 will disable t 2 does not necessarily means that the application of t 2 will disable t 1 . In other words, t 1 9 t 2 and t 2 9 t 1 are not equal. Symmetric conflict between t 1 and t 2 is noted as t 1 = t 2 .
The main cause of refactoring conflicts is that the application of a refactoring may delete or change elements that are necessary for other refactorings. When refactoring t 1 : S À m 1 , p 1 !S 0 is applied, m 1 (L 1 2 R 1 ) will be deleted and m Ã 1 (R 1 À L 1 ) will be added [14] . If m 1 (L 1 À R 1 ) > m 2 (L 2 ) = 0 =, refactoring t 1 will disable t 2 : S À m 2 , p 2 !S 00 because elements of m 1 (L 1 À R 1 ) > m 2 (L 2 ) which are necessary for match m 2 will be deleted by t 1 . As a conclusion, t 1 has an asymmetric conflict with t 2 if and only if (iff): 
Automation and schedule of refactorings
Once refactoring rules are formalised, it is possible to automate refactorings [10, 16, 17] . For example, if refactoring rules are formalised as graph transformation rules (productions), they can be automated by state-of-theart graph rewriting tools, such as PROGRES [18] , Fujaba [19] and AGG [20] .
When formalised refactoring rules are carried out by graph rewriting tools, such as AGG [20] , all applicable refactoring rules are applied in a non-deterministic fashion until no more refactoring rules are applicable [21] . In other words, available refactorings are not scheduled. Instead, they are applied in random.
However, as indicated by the motivating examples in Section 2, different application orders of conflicting refactorings lead to different quality improvement. In other words, in order to improve the software quality as much as possible. The application order of the available refactorings is critical, and obviously random scheduling is not a good solution. Although some rewriting tools also make it possible to apply refactoring rules in a predefined order, there is no guidance available on how to arrange the application order (schedule) of the rules.
For each refactoring rule, there are many places where the rule can be applied. As a result, it also necessary to determine where the rule should be applied first. Furthermore, it is not necessarily the best solution (schedule) to apply a refactoring rule in all the places where the rule can be applied before the next rule gets chances to be applied. It may be more effective to apply the rules alternately in some cases.
Some refactorings can only be semi-automated. Some refactoring rules (such as Rename Variable) are hard to formalise. For example, it is not easy to formalise which kind of variable should be renamed, and what the new name should be. For such kind of refactoring rules, experts should find out matches (bad smells) manually or with some help of detection tools and assign parameters or free variables of the refactorings (the new name in this case). And then, refactoring tools (such as Eclipse) can automatically apply the refactorings by restructuring the matches (bad smells) according to corresponding refactoring rules and the assigned parameters, that is, applies the rules via the corresponding matches (Definition 5).
Usually, the application order of the semi-automated refactorings is determined implicitly by software engineers. But it is not only expensive (time consuming), but also inducts uncertainty. Experienced engineers may do it well, but inexperienced engineers may be confused and lead to poor schedule.
All in all, we need a scheduling approach to schedule the large amount of refactorings so as to improve software quality as much as possible.
Software quality assessment
Even since the very beginning of computer software, software quality has been a big concern, and the assessment of software quality has been a hot topic in both academia and industry.
In order to assess software quality, people have proposed many quality models for software products, such as McCall's quality model [22] , Dromey's quality framework [23] and QMOOD [24] . In these quality models, a set of high-level quality attributes are selected to indicate software quality. These quality attributes are then linked to a set of characteristics (or design properties) which are in turn quantitated with automatically gathered metrics.
For example, QMOOD proposed by Bansiya and Davis [24] includes six high-level quality attributes: reusability, flexibility, understandability, functionality, extendibility and effectiveness. And these attributes are linked to design properties: hierarchies, abstraction, encapsulation, coupling, cohesion, composition, inheritance, polymorphism, message and complexity. They also weight the linkages from design properties to quality attributes. For example, the quality attribute understandability is linked to design properties by the following formula [24] . The metrics can be automatically collected by tools such as QMOODþþ [25] . In such a way, we can assess software quality by quantitative quality attributes
Quality assessment with other quality models is similar. In general, software quality can be presented as
and quality improvement is presented as Quality improvement achieved by refactorings can also be assessed. The quality improvement can be measured by comparing software quality before and after refactoring. It is also possible to estimate the effect of refactorings on software quality before they are applied [13, [26] [27] [28] . The estimation may be qualitative [28] or quantitative [13, 26, 29] . It may be done by experts manually [13, 26] or by computer automatically [29] .
Kaotaoka et al. [30] illustrate the quantitative evaluation of quality improvement achieved by refactoring. They suggest to apply refactoring in three steps:
1. identify refactoring candidates; 2. validate refactoring effect; 3. apply refactorings.
In the second step, we should assess the quality improvement (refactoring effect). Kaotaoka et al. [30] focus on one quality attribute only: maintainability. In that paper, Kaotaoka et al. link the maintainability to coupling, and thus the quality improvement (refactoring effect) is evaluated by comparing the coupling before and after refactoring.
Scheduling approach

Overview
In this section, we present and discuss a conflict-aware scheduling approach for conflicting refactorings. The goal of the scheduling approach is to promote quality improvement achieved by refactoring activities.
As the first step of scheduling, conflicts among refactorings are detected. Section 4.2 proposes an approach to detect conflicts among refactorings. And then, Section 4.3 proposes a scheduling model. The target of the scheduling model is the maximal quality improvement achieved by the selected refactorings. And then, a heuristic algorithm is proposed in Section 4.4 to solve the scheduling model proposed in Section 4.3.
Conflict matrix
Before conflict-aware schedule can be applied, conflicts among refactorings should be detected first.
Suppose there are two applicable refactorings (t 1 and t 2 )
As discussed in Section 3.2, refactoring t 1 asymmetrically conflicts refactoring t 2 if and only if
This is the key for the detection of conflicts between refactorings.
The algorithm to detect the conflict matrix of the refactorings is shown in Fig. 2 . Every element element j involved in matches is scanned twice. In the first scan, the algorithm records the matches element j .AffectedMatches, which will be affected (destroyed) if element j is deleted, and the matches element j .DestructiveMatches by restructuring which element j will be removed or changed. In the second scan, the algorithm detects conflicts according to the records made in the first scan: restructuring any match in element j .DestructiveMatches will destroy element j , and thus destroy all the matches in element j .AffectedMatches. At the end, C(i, i) is set to zero because a refactorings will not conflict with itself.
For each pair of conflicting refactorings, for example, an asymmetrical conflict from t 1 to t 2 , some elements of the overlap of m 1 and m 2 will be deleted by carrying out t 1 . Suppose that the average amount of the deleted elements for each overlap is k, the amount of refactorings is n, and the conflict probability is g, then the time complexity of the detection algorithm in Fig. 2 is O(n 2 Ã g Ã k).
Scheduling model
All available refactorings and the conflicts among them are formalised as a directed graph G as shown in Fig. 3 . Each vertex v i represents a refactoring t i . A directed edge from vertex v i to v j indicates that the application of refactoring t i will disable refactoring t j . If there is also a directed edge from vertex v j to v i at the same time, there is a symmetric conflict between refactorings t i and t j . www.ietdl.org
For each refactoring t i , the effect (quality improvement) of t i is represented as DQ i ¼ [Dq i,1 , Dq i,2 , . . . , Dq i,n ], where Dq i,;j is the effect of refactoring t i on the jth quality attribute f j . The assessment of software quality and quality improvement has been discussed in Section 3.4. Since the scheduling model is not confined to any specific quality model, the quality improvement (effect of refactorings) is represented in a general form. But before the proposed approach can be applied to a specific project, a specific quality model (such as QMOOD [24] ) should be selected for the specific project.
The scheduling approach is to select a sequence of the available refactorings to maximise the quality improvement
. . .
where E is the edges of the directed graph G and N the size of G. SQ is a sequence of refactorings selected to be applied. TQF i is the total effect of the selected refactorings on the ith quality attribute f i . The last constrain
guarantees that no selected refactoring will be disabled by the previously applied refactorings.
Heuristic algorithm
In this section, we propose an algorithm to solve the scheduling model proposed in Section 4.3.
The scheduling problem is a multi-objective optimisation problem (MOP) which is known to be an NP-complete combinatorial optimisation problem. The central ideal of aggregation-based strategy to MOP is to transform MOP into a single-objective optimisation problem (SOP). All of the objectives (TQF 1 , TQF 2 , . . . , TQF n ) are combined into a single one:
where w i is the weight of the ith objective TQF i .
To transform MOP into SOP, we should decide the weights for the objectives. The weights for the objectives indicate the relative importance of the corresponding quality attributes. Yu et al. [31] suggest that we should quantitatively assess software quality so as to decide the priorities of quality attributes (soft goals) in software refactoring activities. The decision is usually made by experts.
Even if the scheduling model is successfully transformed into a single-objective model, it is still hard to compute its optimum solution. The time complexity is O(N !), where N is the total amount of the available refactorings. So, a heuristic algorithm which results in a suboptimum solution with much lower complexity is preferred.
Given a set of refactorings and their conflict matrix
The following heuristic algorithm is given to schedule the refactorings.
Step 1 (Initialising G): Draw the initial directed graph G to represent the refactorings and conflicts among them.
G ¼ kV , El
where V and E are the vertexes and edges of G, respectively. Refactoring t i is represented as a vertex v i , and e i;j [ E if and only if C i;j ¼ 1
Step 2 (Initialising SQ): Initialise the restructuring sequence SQ to empty.
SQ ¼ kl
Step 3 (applying uninjurious refactorings): Vertexes without outgoing edges represent uninjurious refactorings which will not hurt (disable) other refactorings. In order to prevent them from being destroyed by other refactorings, they are applied first. If jGj ¼ 0, the algorithm ends. If there is no uninjurious refactorings, go to Step 4. Otherwise, if vertex v i represents an uninjurious refactoring (outdegree ¼ 0), remove v i and its edges and apply (carry out) the corresponding refactoring t i (SQ ¼ SQ þ t i ). Go back to Step 3 to apply the next uninjurious refactoring.
Step 4 (computing synthetical effect): For each vertex v i [ V , compute its synthetical effect
where Dq i, j is the effect of refactoring t i on the jth attribute attribute j , and w j is the weight of the jth attribute attribute j . So, SynQ j is the weighted total effect of refactoring t i .
Step 5 (computing potential effect): The application of a refactoring may disable other refactorings. This should be counted on as potential negative effect. Furthermore, the application of refactoring t i also reduces the potential negative effect of refactorings which have asymmetrical conflicts to t i . The potential effect PQ i of refactoring t i is computed in the following way
Step 6 (selection and application): Select a vertex v i from G which has the greatest potential effect. Apply the corresponding refactoring t i .
Step 7 (update potential effect): Once the selected refactoring is applied, the corresponding vertex v i is removed from G. Before that we should update the potential effect of vertexes adjacent to v i . For each e i, j [ E, that is, there is an edge from v i to v j , remove v j and its edges from the directed graph. The edge from v i to v j indicates that the application of refactoring t i will disable refactoring t j . As a result, once t i is applied, refactoring t j should be removed from candidate (available) refactorings. For each e ',i [ E, that is, there is an edge from v ' to v i . Update the potential effect of v ' according to (10)
Once v i is removed, the potential quality improvement of v ' should be updated according to (9) . The result of the update is equivalent to (10) . If no vertex is left, the algorithm ends. Otherwise, go back to
Step 6.
In each iteration, a refactoring (vertex) is selected and applied. And every edge is visited three times: the first and second times in the initialisation of potential effect of its initial and terminal vertexes; the third time in the deletion of the edge. So, if vertexes and edges contain references to each other, the time complexity of the algorithm is
, where N is the total amount of the available refactorings.
If the directed graph G is an directed acyclic graph, the algorithm will stop at Step 3 (applying uninjurious refactorings), that is, there is no need to get into the heuristic part of the algorithm (Steps 4 -7) . For an directed acyclic graph, the algorithm is equal to topological sorting algorithms.
Evaluation
The evaluation purpose is to validate that conflict-aware schedule of conflicting refactorings is helpful in promoting quality improvement achieved by refactoring activities.
Evaluation subjects
As stated in Section 3.3, quite a few refactorings are not yet automated. As a result, it will be very hard and expensive to refactor large projects for software engineers who are not familiar with these projects. On the contrary, it will be much easier for them to refactor projects they developed. For this reason, we decide to select projects developed in our institute for evaluation to reduce the evaluation cost. Evaluations on projects outside the institute are also in plan. In order to reduce risk, the developers decide to develop a prototype based on Eclipse. The prototype has be finished which is composed of 312 files containing about 70 000 lines of source code. It has also successfully generated a UML (Unified Modelling Language) modelling tool according to the UML metamodel [32, 33] . With the success of the prototype, they decide to extend it into a complete metamodelling tool. However, they find that it is very hard to extend the prototype because the source code is jumbled. So, they decide to refactor it before any extension is made. 
PKU BPEL modelling tool:
Evaluation process
The purpose of the evaluation is to compare the new refactoring approach, in which refactoring conflicts are explicitly considered and conflicting refactorings are scheduled with the proposed scheduling approach (conflictaware schedule), with the traditional refactoring approach, in which scheduling is not explicitly proposed (implicit schedule). So, we decide that both the refactoring approaches should be applied to the evaluation projects (two identical copies of the projects in fact) independently.
In traditional refactoring approach (implicit schedule), experts look around, find bad smells restructure the bad smells, and then go ahead for more bad smells. Some of the bad smells are found with the help of professional detecting tools such CCFinder [35] . But as stated in Section 3.3, some complicated bad smells are not easy to formally specified, and thus they usually have to be detected by experts manually.
In the new refactoring approach (conflict-aware schedule), experts find out bad smells (but no refactoring is applied in this stage). And then, the proposed scheduling approach is applied to these candidate (available) refactorings to detect the conflicts among them, and then manage a schedule In the evaluation, we adapt the QMOOD [24] to assess the software quality. In order to determine weights of different quality attributes in the quality model (soft goals of refactoring activities [31] or the priorities of quality attributes), we compare the quality of the evaluation projects with that of similar mature projects to reveal in which aspects (quality attributes) the evaluation projects need improvement. If the comparison suggests that the evaluation projects are poor in quality attribute AttributeA, the quality attribute AttributeA will be given a higher priority (weight). These weights are necessary for the heuristical algorithm proposed in Section 4.4.
PMMT is compared with the Eclipse Modelling Framework Project (EMF [36]) which is a mature opensource metamodelling tool. PMMT and EMF have the same functions: metamodelling. Furthermore, both of them base on the same platform: Eclipse. PBMT is compared with BPEL Project of Eclipse [35] . They also share similar functions and platform.
Evaluation results and analysis
The refactoring rules used in the evaluation are listed in Table 1 and the conflicts among them are listed in Table 2 .
5.3.1 PKU metamodelling tool: Metrics of the PMMT (original version) and EMF are presented in Table 3 . Before the quality attributes can be computed, actual metric values should be normalised because actual metric vaules of different ranges are combined in the computation of the quality attributes [24] . Since EMF and PMMT have similar functions and are developed on the same framework, it is reasonable to normalise the metrics of PMMT by dividing them by the corresponding metrics of EMF. The normalised metrics are presented in Table 4 , and the quality computed with the normalised metrics are presented in Table 5 . Since the software quality presented in Table 5 suggests that PMMT is best in Understandability with respect to EMF (20.4357 against 20.99), Understandability is assigned the lowest weight (1). Other quality attributes are assigned similarly. Weights of quality attributes are presented in Table 6 .
After the refactoring activities on PMMT with the two refactoring approaches, respectively, are completed, metrics of the two resulting systems are gathered. The results are presented in Table 7 . The normalised metrics and quality attributes are presented in Tables 8 and 9 , respectively. The results suggest that the resulting system of conflict-aware schedule has better quality than that of implicit schedule. It is better in almost all aspects (five out of six) as indicated by the evaluation results in Table 9 . The improvement in www.ietdl.org understandability achieved by the conflict-aware schedule approach is not as great as other quality attributes because the original version of the system is already very good at understandability with respect to EMF as suggested in Table 5 , and thus the conflict-aware schedule gives the lowest weight (priority) to understandability.
PKU BPEL modelling tool:
The evaluation is applied on PBMT in a similar way. For space limitation, we only present the final quality of the original system and resulting systems of the two refactoring approaches. The results are presented in Table 10 .
The results in Table 10 suggest that the resulting system of the conflict-aware schedule approach is better in all aspects than that of the implicit schedule approach.
Comparing with the expected results:
As stated in the beginning of Section 5, the purpose of the evaluation is to validate that conflict-aware schedule of refactorings helps to promote quality improvement in refactoring activities. So, we expect the resulting systems refactored with conflict-aware schedule to be better (higher quality) than those refactored without explicit schedule (implicit schedule). The evaluation results of the two projects are consistent with those expected. In other words, the evaluation results confirm that scheduling conflicting refactorings with the proposed conflict-aware scheduling approach can lead to greater quality improvement.
Threats to validity:
The first threat to validity is the quality model. Different quality models usually lead to different evaluation results. In this evaluation, we select a representative quality model QMOOD [24] instead of a customised quality model to reduce this treat. The second threat to validity is the decision of goals and priorities of quality attributes. In the evaluation, we determine goals by comparing the object systems with corresponding mature systems (references). As a result, the evaluation depends on qualities of these reference systems.
In this evaluation, we compare PMMT with EMF and PBMT with Eclipse BPEL. EMF and Eclipse BPEL are open-source mature projects, and their quality is recognised. More important, EMF and PMMT are based on the same framework and implement the same functions. This makes the comparison (comparing PMMT to EMF) more reasonable. The same is true for PBMT and Eclipse BPEL.
The third threat to validity is the experience of the software engineers involved in the evaluation. In the implicit scheduling approach, the results of the refactoring activities depend on the experience of the software engineers. In order to reduce this threat, we select the most experienced engineers to do the implicit schedule. The evaluation results suggest that the scheduling approach is better than implicit schedule done by the most experienced engineers. This comparison makes the evaluation more acceptable.
Related work
Software refactoring was proposed by Opdyke [2] in 1992. After that people have made great advances in research and application of software refactoring. In the early days of software refactoring, people mainly focused on source code refactoring. With the success of source code refactoring, more and more software artefacts are considered for refactoring. Philipps and Rumpe [37] , and Tokuda and Batory [38] [42] proposed an approach to detect overlapping use cases. Balazinska et al. [43] and Ducasse et al. [44] proposed approaches to detect clones in source code. Simon et al. [27] detected bad smells with the help of software metrics. Kataoka et al. [45] developed a bad smells detection tool Daikon to detect invariables. Formalisation of refactorings is also an important issue of software refactoring. Mens et al. [10, 16] tried to formalise software refactorings as graph transformations, and thus made it possible to automate software refactoring with existing graph transformation tools, such as PROGRES [18] , Fujaba [19] and AGG [20] . Cornelio [46] formalised refactorings as refinements described in ROOL (Refinement Object-Oriented Language). Porres [17] formalised refactorings in SWM. Whittle [47] formalised model refactorings with MAUDE. Bottoni and Parisi Presice [48] formalised integrated refactorings as distributed graph transformations. www.ietdl.org
People also investigate refactoring constraints to guarantee that software refactoring will not alter the external behaviours of software. Proietti and Pettorossi [49] proposed an approach to detect whether refactorings on Prolog source code is behaviour-preserving or not. Gheyi et al. [50, 51] proposed similar approaches for Alloy. But for complex languages without formal semantics, the proof is much harder, if not impossible [1] . For such kind of languages, people propose some looser constraints, such as objectpreserving by Bergstein [52] and inheritance constraint by Straeten et al. [53] and Liu et al. [54] .
How to detect conflicts among refactorings is a critical problem in scheduling of refactorings. Mens et al. [12] suggested to detect structural refactoring conflicts by critical pair analysis, and Lambers et al. [55] proposed a more efficient detection algorithm to detect conflicts in graphbased model transformations. The detection is also supported by tools such as AGG [12, 20, 56] .
However, scheduling of refactorings is rarely discussed [13] . Bouktif et al. [13] suggest that it is necessary to find out an appropriate schedule to optimise clone refactoring activity under constraints and priorities. The main constraint of the refactoring activity is resource limitation. By selecting the right clones to restructure, we can maximise refactoring effect while satisfying resource limitation. The authors formalise the scheduling problem as a constrained Knapsack problem and solve it with a genetic algorithm.
However, Bouktif et al. [13] do not deal with conflicts among refactorings. They just assume that clones can be restructured independently. But in fact, refactorings may conflict with each other, that is, carrying out a refactoring may disable other refactorings. As indicated by the second motivating example in Section 2, extracting a clone may destroy other clones and thus prevent them from being extracted.
In this paper, we discuss the schedule of conflicting refactorings in detail and propose a conflict-aware scheduling approach based on a multi-objective optimisation model. The scheduling approach is well integrated with existing software quality models, which makes the assessment of quality improvement of refactorings more accurate, and thus improves the effect of the scheduling approach.
A comprehensive survey of software refactoring is given by Mens and Touwe [1].
Conclusion and future research directions
In this paper, we first illustrate the necessity to schedule conflicting refactorings according to their effects and conflicts among them. The motivation is illustrated with an intuitive example. And then, we propose a conflict-aware scheduling approach for conflicting refactorings. We first propose an algorithm to detect conflict metrics among conflicting refactorings. And then, we propose a multiobjective scheduling model. We also propose a heuristic algorithm to solve the scheduling model. The proposed scheduling approach has been validated in projects, and the evaluation results suggest that scheduling refactorings with the proposed approach do help to promote quality improvement.
We also plan to support negative application conditions (NACs) [10, 16, 20, 57] . In order to formalise more refactorings by graph transformation in an intuitive way, NACs are important. More case study and evaluation are also in plan.
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