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Abstract
Testing independence and testing equality of distributions are two tightly related
statistical hypotheses. Several distance and kernel-based statistics are recently pro-
posed to achieve universally consistent testing for either hypothesis. On the dis-
tance side, the distance correlation is proposed for independence testing, and the
energy statistic is proposed for two-sample testing. On the kernel side, the Hilbert-
Schmidt independence criterion is proposed for independence testing and the max-
imum mean discrepancy is proposed for two-sample testing. In this paper, we show
that two-sample testing are special cases of independence testing via an auxiliary
label vector, and prove that distance correlation is exactly equivalent to the energy
statistic in terms of the population statistic, the sample statistic, and the testing p-
value via permutation test. The equivalence can be further generalized to K-sample
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testing and extended to the kernel regime. As a consequence, it suffices to always
use an independence statistic to test equality of distributions, which enables better
interpretability of the test statistic and more efficient testing.
Keywords: distance covariance, energy statistic, Hilbert-Schmidt Independence Crite-
rion, maximum mean discrepancy
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1 Introduction
Given two sets of sample data {ui ∈ R
p, i = 1, . . . , n} and {vj ∈ R
p, j = 1, . . . , m}
where p denotes their common dimension, a fundamental statistical hypothesis is the
two-sample test for the equality of two distributions. Assuming ui and vj are indepen-
dently and identically distributed as FU and FV respectively for all i, j, one would like to
test
H0 : FU = FV ,
HA : FU 6= FV .
The two-sample hypothesis can be generalized to the K-sample testing: given K ≥ 2
sets of sample data {uki , i = 1, . . . , nk} for k = 1, . . . , K, assume u
k
i are independently
and identically distributed as FUk for each i and k. One would like to test
H0 : FU1 = FU2 = · · · = FUK ,
HA : there exists at least one FUk that is different from other distributions.
On the other hand, given paired sample data {(xi, yi) ∈ R
p+q, i = 1, . . . , N} where p
denotes the dimension of xi and q denotes the dimension of yi, the independence testing
problem is as follows: assuming (xi, yi) are independently and identically distributed as
FXY for all i, one aims to test
H0 : FXY = FXFY ,
HA : FXY 6= FXFY .
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Many tests have been proposed for two-sample and independence testing. As tradi-
tional tests often are not applicable to or perform poorly for high-dimensional and nonlin-
ear data, there is a recent surge in testing via distances or kernels to achieve universally
consistent testing against any distribution at any dimensionality. On the distance side,
the energy statistic is developed for two-sample testing [33, 37], while the distance corre-
lation is proposed for independence testing [35, 39]. On the kernel side, several methods
and theory are developed via embeddings of the probability distributions into the repro-
ducing Hilbert spaces [9–12], for which the associated two-sample statistic is called
maximum mean discrepancy and the independence statistic is called Hilbert-Schmidt
independence criterion. The kernel and distance methods are tightly related to each
other, and there exists a transformation between metric and kernel [28, 30]. As we shall
see later, kernel statistic and the respective distance statistic virtually share the same
formulation, so it suffices to concentrate on one of them.
These methods share many salient properties. Each has a population statistic de-
fined by the underlying distribution. When the metric being used is of strong negative
type or the kernel is characteristic [11, 19], the population statistic equals 0 if and only
if the respective null hypothesis holds, i.e., FU = FV or FXY = FXFY . The respective
sample statistic is defined by sample observations, has an elegant matrix formulation
by the distance or kernel matrices, converges to the population statistic as sample size
increases, and is universally consistent for two-sample or independence testing against
any distribution of finite second moments. The computational efficiency, unbiasedness,
convergence, universal consistency, and flexibility of metric or kernel choices not only
make these methods popular under the hypothesis testing framework, but also motivate
a rich literature of follow-on works in related areas, such as K-sample testing generaliza-
tion [26, 27], conditional independence testing [7, 38, 42], feature screening [2, 18, 32,
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41, 44], clustering [26, 34], time-series dependence [6, 20, 45], as well as other consis-
tent independence statistics and further extensions [13, 14, 16, 17, 22, 29, 40, 43, 46].
In this work, we aim to connect two-sample distribution testing and independence
testing under the same hood. By constructing a proper auxiliary label vector. we show
that the two-sample testing problem is a special case of independence testing, and prove
that the energy statistic for two-sample testing is the same as distance covariance for
independence testing. As a consequence, many existing works for testing independence
can be directly carried over to two-sample testing. The equivalence can be generalized
to K-sample testing as well as the kernel statistics. All proofs are put into the appendix.
2 Background
In this section we briefly review the energy statistic for two-sample testing, the gener-
alized energy statistic for K-sample testing, the distance correlation and distance covari-
ance (the un-normalized distance correlation) for independence testing, the respective
counterparts in kernel, and translation invariant metric.
Two-Sample and K-Sample Testing via Energy Statistic
Let U = [u1|u2| . . . |un] ∈ R
p×n be the first sample data matrix, V = [v1|v2| . . . |vm] ∈
R
p×m be the second sample data matrix, and N = m+ n. The sample energy statistic is
defined as
ENERGYN (U,V) =
2
nm
n∑
i=1
m∑
j=1
d(ui, vj)−
1
n2
n∑
i,j=1
d(ui, uj)−
1
m2
m∑
i,j=1
d(vi, vj),
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where d(·, ·) : Rp × Rp → [0,∞) denotes the distance metric, by default the Euclidean
distance. Once the sample statistic is computed, the random permutation test is used
to compute the p-value, i.e., randomly switch observations in U and V, compute the
permuted statistics for r Monte-Carlo replicates (say r = 100 or 1000), derive the p-value
by comparing the original sample statistic to the permuted statistics, and reject the null
hypothesis when the p-value is smaller than a pre-set significance level [8].
Suppose (U
′
, V
′
) is an independent and identical copy of random variables (U, V ),
the population energy is defined as
ENERGY(U, V ) = 2E[d(U, V )]− E[d(U, U
′
)]− E[d(V, V
′
)].
Assume finite second moments of U and V , the sample statistic converges to the popu-
lation:
ENERGYN(U,V)
m,n→∞
→ ENERGY(U, V ).
When the metric d(·, ·) is of strong negative type (e.g., the Euclidean distance, see [19]),
it was further shown that
ENERGY(U, V ) = 0 if and only if FU = FV .
Thus the sample energy statistic is asymptotically 0 if and only if independence. As a
consequence, the energy statistic is universally consistent for two-sample testing against
any distribution of finite second moment, i.e., as sample size increases, the testing power
converges to 1.
A K-sample version of energy statistic is later introduced to test distributional equiv-
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alence for more than two sets of samples. It was called the DISCO analysis, or the
between-sample component in [26, 27]. For simplicity we call it the generalized en-
ergy statistic in this paper. Suppose there are K groups of data, denoted by Uk =
[uk1|u
k
2| . . . |u
k
nk
] ∈ Rp×nk for k = 1, . . . , K, and
∑K
k=1 nk = N . The generalized energy
statistic equals
ENERGYN ({U
k}) =
∑
1≤k<l≤K
{
nknl
2N
ENERGYnk+nl(U
k,Ul)}, (1)
which is a weighted summation of pairwise energy statistics. One can derive its popu-
lation statistic, show the sample statistic converges to the population, use it with permu-
tation test to derive a p-value, and prove its universal consistency under strong negative
type metric like the case of pairwise energy.
Independence Testing via Distance Covariance / Correlation
Denote (X,Y) = {(xi, yi) ∈ R
p+q, i = 1, . . . , N} as the paired sample data equipped
with a distance metric d(·, ·). Note that one could use two different metrics for X and Y,
but for ease of presentation we shall assume it is the same metric. The original (biased)
sample distance covariance is defined as
DCOVN(X,Y) =
1
N2
trace(HDXHHDYH),
whereDX denotes the N×N distance matrix ofX such thatDXij = d(xi, xj),D
Y denotes
the distance matrix ofY,H = I− 1
N
J denotes the N×N centering matrix, I is the identity
matrix, and J is the matrix of ones. A permutation test is then applied to yield the p-value:
compute the permuted statistics, in this case, by randomly permuting the columns of X
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(or Y) r times, compare to the sample statistic for the original data, and reject the null
hypothesis for small p-values.
Suppose (X
′
, Y
′
), (X
′′
, Y
′′
) are two independent and identical copy of the random
variable pair (X, Y ). The population distance covariance can be defined as
DCOV(U, V ) = E[d(X,X ′)d(Y, Y ′)] + E[d(X,X ′)]E[d(Y, Y ′)]− 2E[d(X,X ′)d(Y, Y ′′)],
and the sample statistic converges to the population:
DCOVN (X,Y)
N→∞
→ DCOV(X, Y ).
When the metric d(·, ·) is of strong negative type, it holds that
DCOV(X, Y ) = 0 if and only if FXY = FXFY .
Thus sample distance covariance is universally consistent for testing independence
against any distribution of finite second moment.
Despite the elegant matrix formulation of the original sample statistic, it turns out to
be biased, i.e., one can show that
E(DCOVN(X,Y)) 6= DCOV(X, Y )
for finite N , which can cause interpretation issues for the sample statistic. For example,
even when X is independent of Y and the population statistic is exactly 0, the sample
statistic can be very large than 0 especially at small sample size and high-dimension
[36]. The unbiased statistic from [38] eliminates the bias, which replaces the doubly
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centered matrix HDXH by a modified matrix CX:
C
X
ij =


D
X
ij −
1
N−2
N∑
t=1
D
X
it −
1
N−2
N∑
s=1
D
X
sj +
1
(N−1)(N−2)
N∑
s,t=1
D
X
st, i 6= j
0, otherwise.
Namely, CX always sets the diagonals to 0 and slightly modifies the off-diagonal entries
from HDXH. Similarly compute CY from DY. Then the unbiased sample distance
covariance is denoted as
DCOVunN (X,Y) =
1
N(N − 3)
trace(CXCY),
which converges to the population statistic and is unbiased in expectation, i.e.,
E[DCOVunN (X,Y)] = DCOV(X, Y ),
DCOVunN (X,Y)
N→∞
→ DCOV(X, Y ).
The unbiased distance covariance can be normalized by Cauchy-Schwarz into [−1, 1],
which is called distance correlation and also satisfies the convergence and unbiased-
ness properties:
DCORunN (X,Y) =
DCOVunN (X,Y)√
DCOVunN (X,X)DCOV
un
N (Y,Y)
∈ [−1, 1],
DCOR(X,Y) =
DCOV(X,Y)√
DCOV(X,X)DCOV(Y,Y)
∈ [−1, 1],
E[DCORunN (X,Y)] = DCOR(X, Y ),
DCORunN (X,Y)
N→∞
→ DCOR(X, Y ).
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Distance covariance and distance correlation are essentially the same in testing inde-
pendence, which share the same p-value and consistency property under the permu-
tation test. Moreover, the biased and unbiased sample statistics also share the same
p-value and consistency in permutation test. The main advantage of using unbiased
distance correlation is for the interpretation of the strength of the relationship, which is
popular and useful for variable selection [4, 5, 18, 32, 41].
Kernel-Based Testing
The kernel-based statistics have virtually the same formulation and consistency prop-
erties as the respective distance-based statistics. Instead of a metric, suppose d(·, ·) :
R
p × Rp → [0,∞) is now a kernel function. Then the sample and population maximum
mean discrepancy are defined as
MMDN(U,V) = −
2
nm
n∑
i=1
m∑
j=1
d(ui, vj) +
1
n2
n∑
i,j=1
d(ui, uj) +
1
m2
m∑
i,j=1
d(vi, vj),
MMD(U, V ) = −2E[d(U, V )] + E[d(U, U
′
)] + E[d(V, V
′
)],
MMDN(U,V)
m,n→∞
→ MMD(U, V ).
which is formulated as the negative of the energy statistic.
Similarly, the distance covariance counterpart in the kernel-testing was called Hilbert-
Schmidt independence criterion, which is also the negative of distance covariance if we
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assume d(·, ·) now stands for a kernel function:
HSICN(X,Y) =
1
N2
trace(HDXHHDYH),
HSIC(U, V ) = E[d(X,X ′)d(Y, Y ′)] + E[d(X,X ′)]E[d(Y, Y ′)]− 2E[d(X,X ′)d(Y, Y ′′)],
HSICN(X,Y)
N→∞
→ HSIC(X, Y ).
When d(·, ·) is a characteristic kernel, by default the Gaussian kernel with the median
distance as the bandwidth, maximum mean discrepancy and Hilbert-Schmidt indepen-
dence criterion satisfy
MMD(U, V ) = 0 if and only if FU = FV ,
HSIC(X, Y ) = 0 if and only if FXY = FXFY .
Thus they are universally consistent for the two-sample testing and the independence
testing respectively.
Not surprisingly, the above sample statistics are also biased in expectation. One
can also compute the unbiased and normalized Hilbert-Schmidt independence crite-
rion in the same manner as the unbiased distance covariance [32]. Moreover, one
can compute a kernel-based K-sample statistic by replacing ENERGYns+nt(U
k,Ul) with
MMDns+nt(U
k,Ul) in Equation 1. Furthermore, it was shown that there exists transfor-
mations from kernel to metric such that distance statistics can be exactly the same as
the kernel statistics, as long as the distance and kernel can be induced from each other
[28, 30].
Therefore, kernel testing and distance testing are very much the same except one op-
erates on kernel and another operates on metric. We chose to concentrate on distance
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correlation and energy statistic for the remainder of the paper, as all results carry over
to Hilbert-Schmidt independence criterion and maximum mean discrepancy directly.
Translation Invariant Metric and Kernel
Next we introduce translation invariant metric and kernel [21], which will be used in
the main result.
Definition 1. Let Z be a non-empty set. A metric or kernel d(·, ·) : Z × Z → [0,∞) is
translation invariant when there exists a function g(·) such that
d(xi, xj) = g(xi − xj).
Examples of translation invariant metrics include the Euclidean distance, Lp norm,
taxicab metric, and any metric induced by a norm. One can also define translation
invariant kernel in the same manner by replacing the metric by kernel in the definition.
Most common kernels are translation invariant, e.g., the Gaussian kernel, the Laplacian
kernel, and the inner product kernel when all sample observations are normalized to unit
norm. In particular, all the common metric and kernel choices utilized in [12, 19, 39] are
translation invariant. We always assume translation invariant metric and kernel in this
paper.
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3 Main Results
Using independence statistic for Two-Sample Testing
We first show that the two-sample testing problem can always be solved by an inde-
pendence statistic via an auxiliary label vector. Given sample dataU and V of size p×n
and p × m respectively, create the concatenated data matrix X and the auxiliary label
vector Y as
X = [ U | V ] ∈ Rp×N
Y = [ 01×n | 11×m ] ∈ R
N .
Namely, (xi, yi) = (ui, 0) for i ≤ n, and (xi, yi) = (vi−n, 1) for i > n. As X and Y are
now paired, one can compute the sample distance covariance DCOVN(X,Y) or other
independence statistics then apply the permutation test. The population version can be
defined as follows: denote Y as the Bernoulli random variable of probability pi, I(·) as
the indicator, and X as a mixture:
X
d
= UI(Y = 0) + V I(Y = 1).
As long as U and V have finite second-moments, the population distance covariance
DCOV(X, Y ) is well-defined, and the sample statistic converges to the population. The
question is whether DCOV(X, Y ) is consistent for testing FU = FV or not, which we show
in the following theorem:
Theorem 1 (Testing Equal Distribution by Independence Statistic). Under the above
setting, X is independent of Y if and only if U
d
= V . Namely, FXY = FXFY if and only if
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FU = FV . Assuming
n
N
→ pi ∈ (0, 1), any test statistic that is universally consistent for
testing independence between (X, Y ) is also universally consistent for testing equality
of distributions between U and V .
Therefore, two-sample testing is a special case of independence testing, so dis-
tance covariance and other consistent independence statistics can be directly utilized
to achieve consistent two-sample testing. On the other direction, it is well-known that
the independence test can be viewed as a special case of two-sample test by letting
FU = FXY and FV = FXFY . However, it is not straightforward to utilize the two-sample
sample statistic to directly test independence. For example, independence testing is de-
veloped based on two-sample testing [1, 19, 25], but sample energy statistic cannot be
directly used to test independence on sample data.
Equivalence between Distance Covariance and Energy Statistic
In the next theorem, we prove that DCOVN (X,Y) is not only universally consistent for
testing U
d
= V of finite second moments, but also equals ENERGYN(U,V) up to scaling,
as long as the same distance metric is used in distance covariance and energy statistic.
Therefore, it suffices to always use distance covariance between the concatenated X
and the label vector Y to do two-sample testing instead of energy.
Theorem 2. For any translation invariant metric d(·, ·), denote α = d(0, 1)−d(0, 0). Then
distance covariance and energy statistic are equivalent in sample and population:
DCOVN (X,Y) =
2n2m2α
N4
ENERGYN(U,V), (2)
DCOV(X, Y ) = 2pi2(1− pi)2α ENERGY(U, V ).
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As a consequence, DCOVN and ENERGYN share the same testing p-value under the
permutation test.
Note that Theorem 2 still holds as long as the same metric d(·, ·) is maintained
throughout U , V , and X, i.e., one could use a different metric for the label vector Y .
For example, one could always use the Euclidean metric for the label vector Y , in which
case the theorem always holds at α = 1.
As a result of the above theorem, the sample energy statistic is actually biased for
two-sample testing, e.g., E(ENERGYN(U,V)) 6= 0 when U
d
= V . On the other hand, the
unbiased distance covariance is also unbiased for two-sample testing.
Corollary 1. Up-to a scalar constant, the original sample distance covariance converges
to the energy statistic and is biased in expectation:
DCOVN(X,Y)
N→∞
→ 2pi2(1− pi)2αENERGY(U,V)
E(DCOVN (X,Y)) 6= 2pi
2(1− pi)2αENERGY(U,V).
Whereas the unbiased sample distance covariance converges to the energy statistic and
is unbiased:
DCOVunN (X,Y)
N→∞
→ 2pi2(1− pi)2αENERGY(U,V)
E(DCOVunN (X,Y)) = 2pi
2(1− pi)2αENERGY(U,V).
Extending Distance Covariance to K-Sample Testing
The equivalence between independence and two-sample testing can be extended
to K-sample testing by concatenating all sets of data into X and create a label ma-
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trix Y ∈ RK via one-hot encoding (also called label encoding). Concatenate X =
[ U1 | U2 | · · · | UK ] ∈ Rp×N , and create Y ∈ RK×N where
Y(k, l) =


1 if the ith observation comes from Uk,
0 otherwise.
Then DCOVN(X,Y) or other independence statistics can be used for the K-sample test
under the permutation test.
The population version is defined as follows: let Y ∈ RK be the 1-trial multinomial
distribution of probability (pi1, pi2, . . . , piK), and X be the following mixture:
X
d
=
K∑
k=1
UkI(Y (k) 6= 0).
Thus DCOV(X, Y ) is well defined, and the results in Theorem 1, Theorem 2 and Corol-
lary 1 can be similarly proved in the K-sample testing regime.
Theorem 3 (Using Distance Covariance for K-Sample Testing). Under the above setting,
• X is independent of Y if and only if U1
d
= U2
d
= · · ·
d
= UK . Assuming ns
N
→ pis ∈
(0, 1) for all s = 1, . . . , K, any test statistic that is universally consistent for testing
independence between (X, Y ) is also universally consistent for K-sample testing.
• Given a translation invariant metric d(·, ·) for K-sample testing, denote α = d(Y (k), Y (l))−
d(Y (k), Y (k)) for k 6= l. Then the sample distance covariance equals
DCOVN(X,Y) =
∑
1≤k<l≤K
α{
N(nk + nl)−
∑K
s=1 n
2
s
N4
nknl · ENERGYnk+nl(U
k,Ul)}.
(3)
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• Under the above K-sample testing setting, distance covariance and generalized
energy statistic are equivalent if and only if either K = 2, or n1 = n2 = . . . = nK , in
which case
DCOVN (X,Y) =
2α
NK
ENERGYN({U
k}).
• DCOVN(X,Y) and ENERGYN({U
k}) are biased K-sample statistics while DCOVunN (X,Y)
is unbiased. In particular, when U1
d
= U2
d
= · · ·
d
= UK , it holds that
E(DCOVN(X,Y)) > 0
E(ENERGYN({U
k})) > 0
E(DCOVunN (X,Y)) = 0
Comparing Equation 1 with Equation 3, both the generalized energy statistic and the
distance covariance consist of the same number of pairwise energy components, but
weight them differently. When K = 2, Equation 2 is the same as Equation 3. Note
that because d(·, ·) is a translation invariant metric, α = d(Y (k), Y (l)) − d(Y (k), Y (k)) is
always the same positive constant for any k 6= l.
Equivalence Among Distance Covariance, Energy Statistics, and their
Kernel Counterparts
The same equivalence holds between HSICN(X,Y) and MMDN(U,V) when they
use the same kernel choice.
Corollary 2. When d(·, ·) is a translation invariant kernel, Theorem 2, Corollary 1, and
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Theorem 3 hold for the Hilbert-Schmidt independence criterion and maximum mean
discrepancy by replacing DCOV with HSIC and ENERGY with MMD.
When the metric and the kernel choice can be induced from each other via either the
fixed-point transformation [28] or the bijective transformation [30], distance covariance,
energy statistic, Hilbert-Schmidt independence criterion, and maximum mean discrep-
ancy become the same method.
Corollary 3. Given a metric d(·, ·) used in distance covariance and energy statistic, and
an induced kernel k(·, ·) via either [28] or [30] is used in Hilbert-Schmidt independence
criterion and maximum mean discrepancy. Then these four methods are equivalent for
two-sample testing between U and V up-to scaling by a constant c:
DCOVN(X,Y) =
2n2m2[d(0, 1)− d(0, 0)]
N4
ENERGYN(U,V)
= c · HSICN(X,Y) =
2cn2m2[k(0, 0)− k(0, 1)]
N4
MMDN(U,V).
The equivalence also extends to the population statistic and the p-value under the per-
mutation test.
Note that this result does not mean distance covariance is always the same as
Hilbert-Schmidt independence criterion: given any data, distance covariance using Eu-
clidean distance is not the same as Hilbert-Schmidt independence criterion using the
Gaussian kernel in terms of the test statistic or the testing p-value, because Euclidean
metric and Gaussian kernel cannot be induced from each other. Only when the metric
and kernel choice correspond to each other, these four methods become the same.
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4 Simulations
In this section we demonstrate the equivalence results using numerical examples.
Equivalence between Two-sample and Independence statistics: Let n = 100, m =
200. We create the following example representing U
d
6= V : let ui =
i
n
for i = 1, . . . , n,
and vj = 0.1 +
j
m
for j = 1, . . . , m. The observations are ordered and equally spaced for
illustration purpose. Using the Euclidean distance, it follows that
2n2m2[d(0, 1)− d(0, 0)]
N4
= 0.0988,
ENERGYN(U,V) = 0.0184,
DCOVN(X,Y) = 0.0018 =
2n2m2[d(0, 1)− d(0, 0)]
N4
ENERGYN(U,V),
which verifies Theorem 2. Note that when using the R energy package, the distance
covariance code there outputs the square root of 0.0018, and the energy code there
outputs 0.0184 multiplied by mn
m+n
. Similarly, using the Gaussian kernel and setting the
bandwidth equals the median distance in the kernel statistics, they are also numerically
equivalent:
MMDN(U,V) = 0.0187,
HSICN(X,Y) = 0.0012 =
2n2m2[k(0, 0)− k(0, 1)]
N4
MMDN(U,V).
Equivalence between Distance Covariance and Energy Statistic for K-sample test-
ing: We let U1 = U, and split V in the middle to form U2 and U3 such that n1 = n2 =
19
n3 = 100. Then concatenate X and Y according to Section 3, it follows that
ENERGYN (U
1,U2,U3) = 17.28,
DCOVN(X,Y) = 0.0384 =
2
NK
ENERGYN(U
1,U2,U3),
which verifies Theorem 3 when each group has same size.
To verify the general case with unequal group size, we re-split V at the first quarter
into U2 and U3 such that n2 = 50 and n3 = 150. Compute each energy component and
the corresponding weight in Theorem 3 yield that
ENERGYn1+n2(U
1,U2) = 0.2478,
N(n1 + n2)−
∑3
l=1 n
2
l
N4
n1n2 = 0.0062,
ENERGYn2+n3(U
2,U3) = 0.6667,
N(n2 + n3)−
∑3
l=1 n
2
l
N4
n2n3 = 0.0231,
ENERGYn1+n3(U
1,U3) = 0.1086,
N(n1 + n3)−
∑3
l=1 n
2
l
N4
n1n3 = 0.0741.
Use the same X and re-compute the label Y, the resulting DCOVN(X,Y) is an exact
weighted summation of each energy component:
DCOVN(X,Y) = 0.0250 =
∑
1≤s<t≤3
{
N(ns + nt)−
∑3
l=1 n
2
l
N4
nsnt · ENERGYns+nt(U
s,Ut)}.
5 Discussion
In this paper we showed that the two-sample and the general K-sample hypotheses
can always be tested by independence statistics. In particular, the previously proposed
energy statistic for two-sample testing is the same as the distance covariance for inde-
20
pendence testing, so is the maximum mean discrepancy and Hilbert-Schmidt indepen-
dence criterion.
Using distance correlation results in a normalized statistic, benefits from the unbi-
asedness property, and more importantly enables several recent fast testing procedures.
When p = q = 1 and under the Euclidean distance, unbiased distance correlation can be
computed in O(n logn), see [3, 15, 31]. To compute the testing p-value, a few null dis-
tribution approximations are now available without the need of permutation [24, 31, 36].
These advantages make the unbiased distance correlation a great choice in practice.
Another major implication from the result is that one may now utilize a wide vari-
ety of other independence statistics to carry out K-sample testing, such as the multi-
scale graph correlation [29, 40], Heller-Heller-Gorfine statistic [13, 14], ball correlation
[22, 23], projected correlation [16, 46], to name a few. They often exhibit improved power
performance over distance correlation at small sample size and nonlinear dependency
structures. It will be interesting in the future to compare their finite-sample power perfor-
mance in the K-sample testing regime.
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APPENDIX
A Proofs
Theorem 1
Proof. As X is constructed via Y into
X
d
= UI(Y = 0) + V I(Y = 1),
X is independent of Y if and only if X|Y=0
d
= X|Y=1. As X|Y=0
d
= U and X|Y=1
d
= V , the
two conditional distributions are the same if and only if U
d
= V . Thus, X is independent
of Y if and only if U
d
= V , and any statistic that is consistent for testing independence
between X and Y is also consistent for testing U
d
= V .
Theorem 2
Proof. Without loss of generality, assume we use the Euclidean distance so that α =
d(0, 1)− d(0, 0) = 1. First, the sample energy statistic equals
ENERGYN(U,V) =
1
n2m2
(2nm
n∑
i=1
m∑
j=1
d(ui, vj)−m
2
n∑
i,j=1
d(ui, uj)− n
2
m∑
i,j=1
d(vi, vj)).
1
Then the sample distance covariance equals
DCOVN(X,Y) =
1
N2
trace(HDXHHDYH)
=
1
N2
trace(DXHDYH)
=
1
N2
N∑
i,j=1
D
X
ij × (HD
Y
H)ij
by the property of matrix trace and the idempotent property of the centering matrix H.
The two distance matrices satisfy
D
X
ij = d(xi, xj) =


d(ui, uj) if 1 ≤ i, j ≤ n,
d(vi, vj) if n < i, j ≤ N,
d(ui, vj) otherwise,
D
Y
ij = d(yi, yj) =


0 if 1 ≤ i, j ≤ n or n < i, j ≤ N,
1 otherwise.
It follows that
(HDYH)ij =


−2m2
N2
if 1 ≤ i, j ≤ n,
−2n2
N2
if n < i, j ≤ N,
2nm
N2
otherwise.
2
Therefore, up-to a scaling factor, the centering scheme via distance covariance happens
to match the weight of energy statistic for each term. Expanding all terms leads to
DCOVN (X,Y) =
1
N4
(4nm
n∑
i=1
m∑
j=1
d(ui, vj)− 2m
2
n∑
i,j=1
d(ui, uj)− 2n
2
m∑
i,j=1
d(vi, vj))
=
2n2m2
N4
ENERGYN(U,V).
As the scalar 2n
2m2
N4
is invariant under any permutation of the given sample data,
distance covariance and energy statistic have the same testing p-value via permutation
test. For the population statistics,
DCOVN(X,Y) =
2n2m2
N4
ENERGYN (U,V)
N→∞
→ 2pi2(1− pi)2ENERGY(U, V )
by convergence of sample energy to the population energy. Because sample distance
covariance also converges to population distance covariance, it follows that
DCOV(X, Y ) = 2pi2(1− pi)2ENERGY(U, V ).
To extend the equivalence to any translation invariant metric beyond the Euclidean
metric, one only needs to multiply the matrix HDYH and the above equations on the
energy side by the scalar α = d(0, 1)− d(0, 0), and everything else is exactly the same.
Thus the equivalence in Equation 2 holds for any translation invariant metric.
Corollary 1
Proof. This follows directly from Theorem 2 and the properties of biased and unbiased
distance covariance.
3
Theorem 3
Proof. (i) As X|Y (s)6=0
d
= Us, U1
d
= U2
d
= · · ·
d
= UK if and only if X is independent of Y .
Therefore, any consistent independence statistic can be used for consistent K-sample
testing.
(ii) First note that the pairwise energy statistic equals
ENERGYnk+nl(U
k,Ul) =
2
nknl
nk∑
i=1
nl∑
j=1
d(uki , u
l
j)−
1
n2k
n∑
i,j=1
d(uki , u
k
j )−
1
n2l
m∑
i,j=1
d(uli, u
l
j).
Then for the distance covariance, the matrix DY equals
D
Y
ij =


0 for within-group entries,
α for between-group entries.
The whole matrix mean equals 1
N2
∑N
i,j=1D
Y
ij = α(1 −
∑
K
s=1
n2s
N2
), and the mean of each
matrix row is 1
N
∑N
t=1 D
Y
it = α(1−
nk
N
) assuming the ith point belongs to group k. As
(HDYH)ij = D
Y
ij −
1
N
N∑
t=1
D
Y
it −
1
N
N∑
t=1
D
Y
tj +
1
N2
N∑
s,t=1
D
Y
st ,
the centered matrix equals
(HDYH)ij =


α(
2Nnk−
∑
K
s=1
n2s
N2
− 1) for entries within group k,
α(
N(nk+nl)−
∑
K
s=1
n2s
N2
) for entries between group k and l.
4
Next, we show the within group entries satisfies
2Nnk −
∑K
s=1 n
2
s
N2
− 1 = −
1,··· ,K∑
l 6=k
N(nk + nl)−
∑K
s=1 n
2
s
N2
·
nl
nk
(4)
for each group k. Without loss of generality, assume k = 1 and multiple N2 to it, proving
Equation 4 is equivalent to prove
2Nn1 −
K∑
s=1
n2s −N
2 +
K∑
l=2
N(n1 + nl)
nl
n1
−
K∑
s=1
n2s
K∑
l=2
nl
n1
= 0
⇔ 2Nn1 −N
2 +
K∑
l=2
Nnl −
K∑
s=1
n2s −
K∑
s=1
n2s
K∑
l=2
nl
n1
+
K∑
l=2
N
n2l
n1
= 0
⇔ 2Nn1 −N
2 +N(N − n1)−
K∑
s=1
n2s −
K∑
s=1
n2s
N − n1
n1
+
N
n1
(
K∑
s=1
n2s − n
2
1) = 0
⇔ Nn1 −
K∑
s=1
n2s(1 +
N − n1
n1
−
N
n1
)−Nn1 = 0,
which all cancel out at the last step.
Therefore, Equation 4 guarantees the weight in each term of ENERGYnk+nl(U
k,Ul)
5
matches the corresponding weight in HDYH, and it follows that
DCOVN (X,Y) =
1
N2
N∑
i,j=1
D
X
ij × (HD
Y
H)ij
=
α
N2
∑
1≤k<l≤K
N(nk + nl)−
∑K
s=1 n
2
s
N2
{2
nk∑
i=1
nl∑
j=1
d(uki , u
l
j)
−
nl
nk
nk∑
i,j=1
d(uki , u
k
j )−
nk
nl
nl∑
i,j=1
d(uli, u
l
j)}
=
∑
1≤k<l≤K
α{
N(nk + nl)−
∑K
s=1 n
2
s
N4
nknl · ENERGYnk+nl(U
k,Ul)}.
(iii) Comparing the distance covariance
DCOVN (X,Y) =
∑
1≤k<l≤K
α{
N(nk + nl)−
∑K
s=1 n
2
s
N4
nknl · ENERGYnk+nl(U
k,Ul)}
with the generalized energy statistic
ENERGYN ({U
k}) =
∑
1≤k<l≤K
{
nknl
2N
ENERGYnk+nl(U
k,Ul)},
these two statistics can be equivalent up-to scaling if and only if N(nk + nl)−
∑K
s=1 n
2
s is
a fixed constant for all possible k 6= l, or equivalently nk + nl is fixed. This is true when
either K = 2, or n1 = n2 = . . . = nK =
N
K
for K > 3, in which case
DCOVN(X,Y) =
α
N2K
∑
1≤k<l≤K
{n2 · ENERGYnk+nl(U
k,Ul)}
=
2α
NK
ENERGYN ({U
k}).
6
Therefore, DCOVN(X,Y) is equivalent to ENERGYN({U
k}) if and only if K = 2 or every
group has the same size.
(iV) This follows directly from the above equivalence and the properties of biased
and unbiased distance covariance.
Corollary 2
Proof. The equivalence between Hilbert-Schmidt independence criterion and maximum
mean discrepancy can be established via the exact same procedure by assuming d(·, ·)
is a translation invariant kernel and the distance matrices are kernel matrices. Then
ENERGYN(U,V) becomes−MMDN(U,V), and DCOVN(X,Y) becomes−HSICN (X,Y).
Thus, the equivalence holds between Hilbert-Schmidt independence criterion and max-
imum mean discrepancy.
Corollary 3
Proof. This follows directly from the equivalence between distance covariance and Hilbert-
Schmidt independence criterion in [28] or [30], then apply Theorem 2 and Corollary 2
to bridge the energy statistic and maximum mean discrepancy into the equivalence. In
case of the fixed-point transformation from [28], the scaling constant c equals 2; in case
of the bijective transformation from [30], the scaling constant c equals the maximum
distance entry divided by the maximum kernel entry.
7
