The paper is devoted to general elliptic problems in the Douglis-Nirenberg sense. We obtain a necessary and sufficient condition of normal solvability in the case of unbounded domains. Along with the ellipticity condition, proper ellipticity and Lopatinsky condition that determine normal solvability of elliptic problems in bounded domains, one more condition formulated in terms of limiting problems should be imposed in the case of unbounded domains.
Introduction
In this work we study normal solvability of general elliptic problems in the DouglisNirenberg sense. If in the case of bounded domains with a sufficiently smooth boundary the normal solvability is completely determined by the conditions of ellipticity, proper ellipticity, and Lopatinsky condition (see [2, 3, 19, 20] ), then in the case of unbounded domains one more condition related to behavior of solutions at infinity should be imposed.
If the coefficients of the operator have limits at infinity, and the domain is cylindrical or conical at infinity, then the additional condition is determined by the invertibility of limiting operators, that is of the operators with the limiting coefficients in the limiting domain. This situation is studied in a number of works for differential [4, 11, 21, 25, 26] and pseudodifferential operators [15, 17, 16] .
If the coefficients do not have limits at infinity but the domain is the whole R n , the notion of limiting operators was used in [12, 13] . Previously it was used in the onedimensional case to study differential equations with quasi-periodic coefficients [6, 8, 9, 14] (see also [18] ).
In the case of arbitrary domains, we need to introduce the notion of limiting domains and limiting problems. In the case of general elliptic problems and Hölder spaces it is done in [23] . In [22] we study scalar elliptic problems in Sobolev spaces (see below). We obtain conditions of normal solvability in terms of uniqueness of solutions of limiting problems. In this work we generalize these results to the case of systems.
We should note that the choice of function spaces plays important role. We introduce a generalization of Sobolev-Slobodetskii spaces that will be essentially used in the subsequent works where we consider nonhomogeneous adjoint problems, obtain a priori estimates for them and prove their normal solvability. These results are used to prove the Fredholm property of general elliptic problems. For the scalar equation the solvability conditions will be also formulated in terms of formally adjoint problems. We will use the approach developed in [10] for scalar elliptic problems in bounded domains.
Function spaces.
Sobolev spaces W s,p proved to be very convenient in the study of elliptic problems in bounded domains. But more flexible spaces are needed for elliptic problems in unbounded domains. We need some generalization of the space W s,p . More exactly, we mean such spaces which coincide with W s,p in bounded domains but have a prescribed behavior at infinity in unbounded domains. It turns out that such spaces can be constructed for arbitrary Banach spaces of distributions (not only Sobolev spaces) as follows.
Consider first functions defined on R n . As usual we denote by D the space of infinitely differentiable functions with compact support and by D its dual. Let E ⊂ D be a Banach space, the inclusion is understood both in algebraic and topological sense. Denote by E loc the collection of all u ∈ D such that f u ∈ E for all f ∈ D. Let ω(x) ∈ D, 0 ≤ ω(x) ≤ 1, ω(x) = 1 for |x| ≤ 1/2, ω(x) = 0 for |x| ≥ 1.
is the space of all u ∈ E loc such that
It is proved that E q is a Banach space. If Ω is a domain in R n , then by definition E q (Ω) is the space of restrictions of E q to Ω with the usual norm of restrictions. It is easy to see that if Ω is a bounded domain, then
Hence the spaces W s,p q generalize the Sobolev spaces (q < ∞) and the Stepanov spaces (q = ∞) (see [8, 9, 14] 
A. Volpert and V. Volpert 735 5) where u = (u 1 ,...,u N ), Ω ⊂ R n is an unbounded domain that satisfy certain conditions given below. According to the definition of elliptic operators in the Douglis-Nirenberg sense [5] we suppose that
Elliptic problems. Consider the operators
Denote by E the space of vector-valued functions u = (u 1 ,...,u N ), where u j belongs to the Sobolev space W l+tj ,p (Ω),
The norm in this space is defined as
The operator A i acts from E to W l−si,p (Ω), the operator B j acts from E to W l−σj −1/ p,p (∂Ω). Denote
We will consider the operator L as acting from E ∞ to F ∞ . Throughout the paper we assume that the operator L satisfies the condition of uniform ellipticity.
Limiting problems.
We recall that the operator is normally solvable with a finite dimensional kernel if and only if it is proper, that is the inverse image of a compact set is compact in any closed bounded set. In this work we obtain necessary and sufficient conditions for a general elliptic operator to satisfy this property. Consider as example the following operator
acting from H 2 (R) to L 2 (R). If we assume that there exist limits of the coefficients of the operator at infinity, then we can define the operators 10) where the subscripts + and − denote the limiting values at +∞ and −∞, respectively. As it is well known, the operator L satisfies the Fredholm property if and only if the equations L ± u = 0 do not have nonzero bounded solutions. We can easily write down this condition explicitly:
if we look for solutions of this equations in the form u = exp(iξ). This simple approach is not applicable for general elliptic problems where limits of the coefficients may not exist and the domain can be arbitrary. In the next section we will define limiting problems in the general case. Construction of limiting domains can be briefly described as follows. Let x k ∈ Ω be a sequence, which tends to infinity. Consider the shifted domains Ω k corresponding to the shifted characteristic functions χ(x + x k ), where χ(x) is the characteristic function of the domain Ω. Consider a ball B r ⊂ R n with the center at the origin and with the radius r. Suppose that for all k there are points of the boundaries ∂Ω k inside B r . If the boundaries are sufficiently smooth, we can expect that from the sequence Ω k ∩ B r we can choose a subsequence that converges to some limiting domain Ω * . After that we take a larger ball and choose a convergent subsequence of the previous subsequence. The usual diagonal process allows us to extend the limiting domain to the whole space.
To define limiting operators we consider shifted coefficients a α (x + x k ), b α j (x + x k ) and choose subsequences that converge to some limiting functionsâ α (x),b α j (x) uniformly in every bounded set. The limiting operator is the operator with the limiting coefficients. Limiting operators and limiting domains constitute limiting problems. It is clear that the same problem can have a family of limiting problems depending on the choice of the sequence x k and on the choice of both converging subsequences of domains and coefficients.
We note that in the case where Ω = R n the limiting domain is also R n . In this case the limiting operators were introduced and used in [12, 13, 17, 18 ].
Normal solvability.
The following condition determines normal solvability of elliptic problems.
Condition NS. Any limiting problem
has only zero solution.
It is a necessary and sufficient condition for general elliptic operators considered in Hölder spaces to be normally solvable with a finite dimensional kernel [23] . For scalar elliptic problems in Sobolev spaces it was proved in [22] . In this work we generalize these results for elliptic systems. More precisely, we prove that the elliptic operator L is normally solvable and has a finite-dimensional kernel in the space W l,p ∞ (1 < p < ∞) if and only if Condition NS is satisfied. Using this result it can be proved that the elliptic operator L is Fredholm (if the limiting operators are invertible) in the space W l,p q for 1 < p < ∞ and some q. This result will be published elsewhere.
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It is easy to see how this condition is related to the condition formulated in terms of the Fourier transform. In fact, for operator (1.9) the nonzero solution of the limiting problem L ± u = 0 has the form u 0 (x) = e iξx , where ξ is the value for which the essential spectrum passes through 0. The function u 0 (x) belongs obviously to the Hölder spaces and also to the space W 2,p ∞ (R). However it does not belong to the usual Sobolev space W 2,p (R). So Condition NS cannot be obtained in terms of usual Sobolev spaces (see also [22] for counter-examples in R n ). This is one of the reasons why it is more convenient to work with W s,p q spaces. 
A priori estimates in the spaces
Here Ω is a domain in R n , Q y is a unit ball with the center at y, · W k,p is the Sobolev norm. We note that in bounded domains Ω the norms of the spaces W k,p (Ω) and W k,p ∞ (Ω) are equivalent. In the one-dimensional case with k = 0 similar spaces were used in [8, 9, 14] . This definition is equivalent to Definition 1.1.
We suppose that the boundary ∂Ω belongs to the Hölder space C k+θ , 0 < θ < 1, and that the Hölder norms of the corresponding functions in local coordinates are bounded independently of the point of the boundary. Then we can define the space W k−1/p,p ∞ (∂Ω) of traces on the boundary ∂Ω of the domain Ω,
where the infimum is taken with respect to all functions
We will use also the notations
We consider the operator L defined by (1.8) and denote l 1 = max(0,σ j + 1). We suppose that the integer l in the definition of the spaces is such that l ≥ l 1 , and the boundary ∂Ω belongs to the class C r+θ with r specified in Condition D below.
where the constant c does not depend on u.
Proof. Let ω(x) be an infinitely differentiable nonnegative function such that
is a function satisfying the conditions of the
Since the support of this function is bounded, we can use now a priori estimates of solutions [1] :
where the constant c does not depend on y. We now estimate the right-hand side of the last inequality. We have
where
and c βγ are some constants.
For any > 0 we have the estimate
where Q y is a unit ball with the center at y. Thus
Consider next the boundary operators in the right-hand side of (2.6). We have 12) where Φ j = B j u,
and λ αγ are some constants.
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There exists a function
. (2.14)
Further,
From (2.6), (2.11), and (2.18) we obtain the estimate
with some constants M 2 and κ. Taking > 0 sufficiently small, we obtain (2.4). The theorem is proved.
Limiting problems
In this section, we define limiting domains and limiting operators. They determine limiting problems. We will restrict ourselves to the definitions and to the result, which we give without proofs, that will be used below. More detailed presentation including the proofs can be found in [22] .
Limiting domains.
In this section, we define limiting domains for unbounded domains in R n , show their existence and study some of their properties. We consider an unbounded domain Ω ⊂ R n , which satisfies the following condition.
Condition D.
For each x 0 ∈ ∂Ω there exists a neighborhood U(x 0 ) such that:
(1) U(x 0 ) contains a sphere with the radius δ and the center x 0 , where δ is independent of x 0 , 740 Normal solvability of general linear elliptic problems (2) there exists a homeomorphism ψ(x;x 0 ) of the neighborhood U(x 0 ) on the unit sphere B = {y : |y| < 1} in R n such that the images of Ω U(x 0 ) and ∂Ω ∩ U(x 0 ) coincide with B + = {y : y n > 0, |y| < 1} and B 0 = {y : y n = 0, |y| < 1}, respectively, (3) the function ψ(x;x 0 ) and its inverse belong to the Hölder space C r+θ , 0 < θ < 1.
Their · r+θ -norms are bounded uniformly in x 0 . For definiteness we suppose that δ < 1. We assume also that
The first expression in the maximum is used for a priori estimates of solutions, the second and the third will allow us to extend the coefficients of the operator (see Section 3.3).
To define convergence of domains we use the following Hausdorff metric space. Let M and N denote two nonempty closed sets in R n . Denote
where ρ(a,N) denotes the distance from a point a to a set N, and let
We denote by Ξ a metric space of bounded closed nonempty sets in R n with the distance given by (3.3). We say that a sequence of domains Ω m converges to a domain Ω in
for any R > 0 and B R = {x : |x| < R}. Here the bar denotes the closure of domains.
be the characteristic function of Ω, and Ω m be a shifted domain defined by the characteristic function χ m (x) = χ(x + x m ). We say that Ω * is a limiting domain of the domain Ω if
We denote by Λ(Ω) the set of all limiting domains of the domain Ω (for all sequences x m ). We will show below that if Condition D is satisfied, then the limiting domains exist and also satisfy this condition. A. Volpert and V. Volpert 741 
Convergence.
In the previous section we have introduced limiting domains. Here we define the corresponding limiting problems.
Let Ω be a domain satisfying Condition D and χ(x) be its characteristic function. Consider a sequence x m ∈ Ω, |x m | → ∞ and the shifted domains Ω m defined by the shifted characteristic functions χ m (x) = χ(x + x m ). We suppose that the sequence of domains Ω m converge in Ξ loc to some limiting domain Ω * . In this section we suppose that 0 ≤ k ≤ r. We suppose that
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with some constant M independent of ν. It follows from Theorem 3.5 that there exists a subsequence of the sequence Ω ν , for which we keep the same notation, such that it converges to a limiting domain Ω * . From (3.17) it follows that this subsequence can be chosen such that 
We have constructed limiting operators:
(3.20)
We consider them as acting from E ∞ (Ω * ) to F ∞ (Ω * ).
A priori estimates with condition ns
In Section 5, we will prove that Condition NS (Section 1.4) is necessary and sufficient in order for the operator L to be normal solvable with a finite dimensional kernel. In this section we will use it to obtain a priori estimates of solutions stronger than those given by Theorem 2.1. Estimates of this type are first obtained in [12, 13] for elliptic operators in the whole R n . 
Here
Proof. Suppose that the assertion of the theorem is not right. Let M k → ∞ and R k → ∞ be given sequences. Then there exists u k ∈ E ∞ such that
We can suppose that
From Theorem 2.1 we obtain
with some k 0 . Since
then it follows from (4.6) that there exists y k ∈ Ω such that We rewrite (4.10) in the detailed form
we obtain from (4.13)
Ω k is the shifted domain. From (4.3) we have
We have w k = (w 1k ,...,w N k ), and (4.18) can be written in the form
We suppose that w ik are extended to R n such that their W l+ti,p ∞ (R n )-norms are uniformly bounded. Passing to a subsequence and retaining the same notation, we can suppose that for a limiting operatorL. To do this we pass to the limit in (4.16), (4.17) by a subsequence of k. We choose this subsequence such that Ω k converges to a limiting domain, Ω k → Ω * , and keep for it the same notation. We begin with (4.16). For any x 0 ∈ Ω * we take a neighborhood U in such a way that U ⊂ Ω k for k sufficiently large. For any φ ∈ D with the support in U we get from (4.16):
We can suppose, passing to a subsequence, that 
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Consider next the right-hand side in (4.17). According to (4.11) we have
(4.29)
We can extend f b jk (y + y k ) to the whole R n in such a way that where Q 0 is the unit ball with the center at the origin. We prove that
Indeed, from (4.20) ,
since the measure of the symmetric difference S k S * converges to 0. We have proved that where µ is a real number. 
More complete proof of this theorem is given in [24] .
Proof. According to (4.1) we have We have 
For the boundary operators we have
As above we get The assertion of the theorem follows from this estimate and (4.41). The theorem is proved.
Normal solvability
We recall that an operator L acting in Banach spaces is normally solvable if its range is closed. It is called n-normally solvable if it is normally solvable and has a finite dimensional kernel (see, e.g., [7] )
is normally solvable and has a finite dimensional kernel.
Proof. It is known that a linear operator has a finite dimensional kernel and a closed range if and only if its restriction to any bounded closed set is proper. Let Lu n = f n , u n ∈ E ∞ (Ω), f n ∈ F ∞ (Ω). Suppose that u n E∞ ≤ M and f n is convergent. It is sufficient to prove that the sequence u n is compact. This follows from Theorem 4.1. The theorem is proved.
In the next theorem we prove that Condition NS is necessary for the operator L to be normally solvable with a finite dimensional kernel. To simplify the construction we impose a stronger regularity condition on the boundary of the domain, ∂Ω ∈ C r+1+θ . We will use the following lemma. 
The proof is given in [22] Explanation. To prove the theorem we construct a sequence u n such that it is not compact in E ∞ (Ω) but Lu n converges to zero in F ∞ (Ω). The idea of the construction is rather simple but its technical realization is rather long. This is why we preface the proof by a short description of the construction. Let us consider a ball B R (x k ) of a fixed radius R with the center at x k . From the definition of limiting problems it follows that we can choose the sequence x k in such a way that inside B R (x k ) the domain Ω is close to the limiting domain, and the coefficients of the operator are close to the coefficients of the limiting operator. Moreover, the domain and the coefficients converge to their limits as k → ∞. Thus we move the ball B R (x k ) to infinity and superpose it on the domain Ω in the places where the operator and the domain are close to their limits and converge to them.
If u 0 is a nonzero solution of the limiting problem, then we shift it to the ball B R (x k ). Denote the shifted function by u k . Then inside B R (x k ), Lu k tends to zero as k → ∞. The sequence u k is not compact.
If u 0 had a bounded support, the construction would be finished. Since it is not necessarily the case, we multiply u 0 by an infinitely differentiable function φ with a bounded support. Of course, this product is not an exact solution of the limiting problem any more. However, all terms of the differenceL(φu 0 ) − φLu 0 contain derivatives of φ. If the support of φ is sufficiently large, then the derivatives of φ can be done sufficiently small. Hence when we move the ball B R (x k ) to infinity, we should also increase its radius and also increase supports of functions φ k .
Proof. Suppose that there exists a limiting operatorL such that
Consider an infinitely differentiable function ϕ(x), x ∈ R n such that 0 ≤ ϕ(x) ≤ 1, ϕ(x) = 1 for |x| < 1, ϕ(x) = 0 for |x| > 2. If {x k } is the sequence for which the limiting operatorL is defined, denote where M 1 and M 2 do not depend on k j . This follows from (5.5) and the fact that u 0 ∈ E ∞ (Ω * ).
We prove now that the choice of k j in (5.7) can be specified in such a way that (i) Lu kj → 0 in F ∞ (Ω) as k j → ∞, (ii) the sequence {u kj } is not compact in E ∞ (Ω). The assertion of the theorem will follow from this. 
