People retrieve episodic memories about specific earlier events that happened to them. Accordingly, researchers have sought to evaluate the hypothesis that nonhumans retrieve episodic memories. The central hypothesis of an animal model of episodic memory is that, at the moment of a memory assessment, the animal retrieves a memory of the specific earlier event. Testing this hypothesis requires the elimination of nonepisodic memory hypotheses. A number of case studies focus on the development of animal models of episodic memory, including what-where-when memory, source memory, item-in-context memory, and unexpected questions. Compelling evidence for episodic memory comes from studies in which judgments of familiarity cannot produce accurate choices in memory assessments. These approaches may be used to explore the evolution of cognition.
Introduction
Fundamental aspects of human cognition raise a natural question, namely, How widely distributed are elements of cognition among nonhuman animals? Exploring the distribution of cognitive processes in animals may provide insight into the evolution of cognition (Emery & Clayton, 2004; Gallistel, 1990) . This review focuses on episodic memory (see Table 1 ). Students of human memory focus on episodic memory because it stores personal past experiences of an individual. In this respect, episodic memory is self-referencing. By contrast, other memory systems store facts without retaining other features that accompany memory storage. Moreover, students of human memory have been concerned with subjective experiences that are thought to accompany episodic memory retrieval in people (Tulving, 1985 (Tulving, , 1987 . However, documenting behavioral expression of a putative subjective experience is problematic in animals. This review advocates that it is profitable to focus on the content of episodic memories, rather than the subjective experiences that may accompany episodic memory. The central hypothesis of an animal model of episodic memory is that, at the moment of a memory assessment, the animal remembers back in time and retrieves a memory of the earlier event or episode (Crystal, 2013b (Crystal, , 2016a (Crystal, , 2016b ). An important alternative explanation exists whenever the animal can solve the memory test without remembering back to the specific earlier event. In this review, I focus on judgments of familiarity as a primary nonepisodic memory alternative. According to this view, the presentation of a stimulus gives rise to a memory trace that passively decays as a function of time. Because the age of memories can be detected from a comparison of memory trace strengths, an animal may solve a new-old memory test by following a relatively simple rule such as, Choose the item that currently generates the lowest level of familiarity. Critically, an animal that uses judgments of relative familiarity need not retrieve an episodic memory of the earlier event (see details that follow). Other approaches have sought to document that animals can discriminate: combinations of item-place-context (Eacott & Norman, 2004; Kart-Teke, De Souza Silva, Huston, & Dere, 2006) , the sequential order in which events (e.g., odors, objects) are presented (Dere, Huston, & De Souza Silva, 2005a , 2005b Eacott, Easton, & Zinkivskay, 2005; Ergorul & Eichenbaum, 2004; Fortin, Wright, & Eichenbaum, 2004; Hunsaker, Lee, & Kesner, 2008; Kart-Teke et al., 2006; Kesner & Hunsaker, 2010; Kesner, Hunsaker, & Warthen, 2008) , trial-by-trial records of information (Devkar & Wright, 2016; Kheifets, Freestone, & Gallistel, 2017; Wright, 2007) , and the elements of configural learning (Iordanova, Burnett, Aggleton, Good, & Honey, 2009; Iordanova, Burnett, Good, & Honey, 2011; Iordanova, Good, & Honey, 2008) . For related reviews, see Dere, Dere, De Souza Silva, Huston, and Zlomuzica (2017) and Eacott and Easton (2010) .
Important to note, a range of assessments are likely needed to eliminate all candidate nonepisodic memory alternatives by relying on a strategy of converging lines of evidence (Crystal, 2009 ). In the sections that follow, I describe a number of case studies using rats that develop animal models of episodic memory. In each case, the central hypothesis just described is tested against a familiarity (nonepisodic memory) hypothesis.
Animal Models of Episodic Memory: Some Case Studies
This section reviews a number of case studies that focus on the development of animal models of episodic memory. The cases include what-where-when memory, source memory, item-in-context memory, and unexpected questions.
What-Where-When Memory
In a now classic paper, Clayton and Dickinson (1998) described the first evidence of episodic memory in a nonhuman using scrub jays (for reviews, see Clayton, Bussey, Emery, & Dickinson, 2003; Clayton & Emery, 2015; Clayton, Salwiczek, & Dickinson, 2007; Griffiths, Dickinson, & Clayton, 1999) ; the phenomenon of episodic memory likely predates the more recent application of behavioral definitions of episodic memory. Food-storing scrub jays cached either peanuts followed by wax worms or, on other occasions, worms followed by peanuts; they retrieved the caches after a short or long retention interval. For some birds, the worms decayed after the long retention interval, and for other birds fresh worms were provided; peanuts did not decay, and worms were always fresh after the short retention interval. The birds learned to prefer the worm rather than peanut cache sites when the worms were fresh but reversed this preference when the worms were decayed. These data are consistent with the hypothesis that jays are sensitive to what (food type), where (location in the tray), and when (time of caching and recovery).
Clayton and colleagues focused on memory for what, where, and when an event occurred. Babb and Crystal (2005 , 2006a , 2006b ) and Naqshbandi, Feeney, McKenzie, and Roberts (2007) adapted this approach for use with rats. In these experiments, a distinctive flavor (e.g., chocolate) was encountered at a randomly selected arm in an eight-arm radial maze during a study episode, in addition to standard "chow"-flavored food. In a subsequent test of memory, the distinctive flavor sometimes replenished and chow never replenished. Notably, replenishment of the distinctly baited location replenished after one delay (e.g., a long retention interval such as 6 hr), whereas the distinctly baited location did not replenish after a different delay (e.g., a short retention interval such as 1 hr). Evidence for what-where-when memory comes from the observation that rats learned to revisit the distinctively baited location at a higher rate after the replenishment delay than after the nonreplenishment delay. Roberts and colleagues (2008) argued that our approach could be explained by judgments of relative familiarity. According to this view, because presentation of an event gives rise to a memory trace that decays as a function of time, memory trace strength is different after short and long delays. Thus, animals might have passed previous tests of what-where-when memory without remembering the episode by merely revisiting when the memory trace was at its typical level of decay (and not visiting when the memory trace was at a different level of decay). Crystal (2009, 2011) responded to this criticism by equating familiarity across experimental conditions. The key innovation was the use of constant delays between encoding and memory assessments, thereby rendering familiarity signals nondiagnostic of replenishment/nonreplenishment. The critical question is, Can rats solve a whatwhere-when memory problem when familiarity does not provide diagnostic information?
To this end, Zhou and Crystal (2009) tested rats using an eight-arm radial maze ( Figure 1A ). At encoding, the rats were given access to four randomly selected arms, and one of these locations was randomly selected to provide access to chocolate-flavored food (all other arms in the maze provided standard chow-flavored food); the initial encoding opportunity provided the rats with their first helping of chocolate. After a brief retention interval delay, all eight arms were accessible in a memory assessment. Previously unvisited locations provided access to chow (and rats accurately avoided revisits to depleted chow locations). The location that provided chocolate in the encoding phase replenished additional chocolate in the memory assessment depending on the time of day at which the encoding phase occurred. For some rats, chocolate replenished when it had been encountered in the morning; for other rats, chocolate replenished in the afternoon. Chow locations never replenished. The replenishment location provided the rats with a second helping of chocolate. Of importance, the delay between encoding and memory assessment was constant (approximately 2 min during the initial training). Therefore, any judgments about the familiarity of earlier events (e.g., navigating, finding food, eating chocolate or chow, etc.) were constant in replenishment and nonreplenishment conditions. We proposed that, at the moment of memory assessment, the rats retrieved an episodic memory of the earlier event, including what happened (flavor), where it occurred (location), and when (i.e., the time of day) the event took place. Consistent with this proposal, the rats were more likely to revisit the replenishment location in the memory assessment relative to the nonreplenishment location ( Figure 2A) .
To test the episodic memory hypothesis, we conducted a number of experiments (Figure 1 ; Zhou & Crystal, 2009) . In one experiment, we phase shifted the light onset in the colony to put time of day and time since light onset in the colony in conflict ( Figure 1B ). According to an episodic memory hypothesis, the rats remember the earlier event, including the time of day at which the event occurred; an animal could use a circadian representation of time to remember the time of day at which the event occurred, and we refer to this as the time-of-day hypothesis. However, according to a nonepisodic memory hypothesis, the animal may time the interval between light onset in the colony and the time at which replenishment/nonreplenishment occurs; we refer to this interval timing proposal as the how-longago hypothesis. A phase shift simulates what people commonly experience with jet lag, namely, that one's circadian rhythm continues immediately after a time zone shift (Crystal, 2012) . Notably, circadian rhythms do not immediately adjust to a new schedule (sunrise, mealtimes, etc.), thereby giving rise to the phenomenon of jet lag. Similarly, if the rats were using a circadian representation of time, then immediately after the phase shift in which light onset occurred earlier than normal, they would still treat a session conducted in the morning as a "morning" session because the circadian rhythm would not yet have adjusted. In contrast, if the rats were timing an interval with respect to light onset in the colony, a single change in light onset would produce an immediate change in the interval (cf. a stopwatch is reset at any time and does not exhibit jet lag). We put these two hypotheses in conflict by arranging the magnitude of the phase shift (change in light cycle) so that an animal that used interval timing would treat a session conducted in the morning as if it were an "afternoon" session after the phase shift. The rats revisited chocolate locations in accordance with time of day immediately after the phase shift occurred ( Figure 2B ).
In two additional experiments ( Figure 1C -1D), we tested the hypothesis that the rats remembered the time of encoding (rather than merely being reactive at the time of the memory assessment). For example, we unexpectedly increased the delay between encoding and memory (7 hr instead of 2 min; Figure 1C ). In another experiment, Zhou and Crystal's (2009) study. A. Design of Experiment 1. First helpings (study phase; encoding) and second helpings (test phase; memory assessment) of food were presented in either the morning or afternoon, which was randomly selected for each session and counterbalanced across rats. Study and test phases show an example of the accessible arms, which were randomly selected for each rat in each session. Chocolate or chow-flavored pellets were available at the distal end of four arms in the study phase (randomly selected). After a 2-min retention interval, the test phase provided chow-flavored pellets at locations that were previously blocked by closed doors. The figure shows chocolate replenished in the test phase conducted in the morning (7 a.m.) but not in the afternoon (1 p.m.), which occurred for a randomly selected half of the rats; these contingencies were reversed for the other rats (not shown). For each rat, one session was conducted per day. B. Phaseshift design of Experiment 2. Performance in Experiment 1 could have been based on the time of day of sessions (morning vs. afternoon) or based on a judgment of how long ago light onset in the colony occurred (short vs. long delay). Light onset occurred at midnight in Experiment 2, which was 6 hr earlier than in Experiment 1, and the session occurred in the morning in Experiment 2. The horizontal lines emphasize the similarity of the 7-hr gap between light onset and sessions in probe (solid) and training (dashed) conditions from Experiment 1. This design puts the predictions for time-of-day and how-long-ago cues in conflict; performance typical of the morning baseline is expected based on time of day, whereas afternoon performance is expected based on how long ago. C. Transfer-test design of Experiment 3. Study phases occurred at the same time of day as in Experiment 1. Test phases occurred at novel times of day (7 hr later than usual). Therefore, early and late sessions had study times (but not test times) that corresponded to those in Experiment 1. The first two sessions in Experiment 3 were one replenishment and one nonreplenishment condition, counterbalanced for order of presentation. An early or late session was randomly selected on subsequent days. More revisits to the chocolate location are expected in replenishment compared to nonreplenishment conditions if the rats remembered the time of day at which the study episode occurred; revisit rates are expected to be equal in early and late sessions if the rats used the current time of day when the test phase occurred. Study and test phases were as in Experiment 1, except that they were separated by 7-hr delays (shown by horizontal brackets). D. Conflict-test design of Experiment 4. The study phase occurred at 1 p.m. and was followed by a test phase at 2 p.m. These times correspond to the time of day at which a late-session study phase and early-session test phase occurred in Experiment 3, which put predictions for time of day at study and time of day at test in conflict. If rats remembered the time of day at which the study episode occurred, they would be expected to behave as in its late-session, second-helpings baseline; alternatively, if the rats used the current time of day at test, they would be expected to behave as in its early-session, second-helpings baseline. we put time-of-encoding and time-of-test predictions in conflict ( Figure 1D ). In this experiment, a session started at the usual time for a late session and ended at the usual time of an early session (note the unusual late followed by early). In this situation, a rat that was remembering the start time would behave differently than a rat that was reacting to the time at the moment of the test (by revisiting or withholding revisits as appropriate for early vs. late sessions). The rats revisited chocolate locations in accordance with the time of encoding ( Figure 2C-2E ). This work showed that rats remember the time of day at which a study episode occurred, in addition to what and where the event happened. Note that the use of constant delays between encoding and memory assessments rendered familiarity signals nondiagnostic of replenishment/nonreplenishment.
Source Memory
We developed an animal model of source memory (Crystal & Alford, 2014; Crystal, Alford, Zhou, & Hohmann, 2013; Crystal & Smith, 2014; Smith, Dalecki, & Crystal, 2017; Smith, Slivicki, Hohmann, & Crystal, 2017; Smith et al., 2016; reviewed in Crystal, 2016a ; see Basile & Hampton, 2017 , for an example of source memory in rhesus monkeys). Source memory is memory for the origin of episodic memories (Janowsky, Shimamura, & Squire, 1989; Johnson, Hashtroudi, & Lindsay, 1993; Mitchell & Johnson, 2009 ). In our approach, rats foraged in a radial maze for distinctive flavors of food that replenished or failed to replenish at its recently encountered location according to a source-information rule ( Figure 3A) . The source memory of eating chocolate pellets was manipulated by the experimenter placing the rat at the food trough of an arm that dispensed (2009) study. A. Rats preferentially revisited the chocolate location when it was about to replenish in Experiment 1. The probability of a revisit to the chocolate location in the first four choices of a test phase is plotted for replenishment and nonreplenishment conditions. B. Rats used time of day, rather than information about remoteness, to adjust revisit rates in Experiment 2. The figure shows the difference between observed and baseline revisit rates. For the bar labeled interval, the baseline is the probability of revisiting chocolate in the afternoon. The significant elevation above baseline shown in the figure documents that the rats did not use remoteness or an interval mechanism. For the bar labeled time of day, the baseline is the probability of revisiting chocolate in the morning. The absence of a significant elevation above baseline is consistent with the use of time of day. The horizontal line corresponds to the baseline rate of revisiting the chocolate location in Experiment 1. Positive difference scores correspond to evidence against the hypothesis shown on the horizontal axis. C and D. Rats preferentially revisited the replenishing chocolate location when the study, but not the test, time of day was familiar in Experiment 3. The probability of a revisit to the chocolate location in a test phase is shown for first replenishment and first nonreplenishment sessions (C; initial) and for subsequent sessions (D; terminal). E. Rats remembered the time of day at which the study episode occurred in Experiment 4. Rats treated the novel study-test sequence as a late-session test phase, documenting memory of the time of day at study rather than discriminating time of day at test. The figure shows the difference between observed and baseline revisit rates. For the bar labeled test time, the baseline was the probability of revisiting chocolate in the test phase of the early session in Experiment 3. The significant elevation above baseline documents that the rats did not use the time of day at test to adjust revisit rates. For the bar labeled study time, the baseline was the probability of revisiting chocolate in the test phase of the late session in Experiment 3. The absence of a significant elevation above baseline is consistent with memory of the time of day at study. The horizontal line corresponds to the baseline revisit rate to the chocolate location from Experiment 3 (terminal). Positive difference scores correspond to evidence against the hypothesis indicated on the horizontal axis. A-E. Error bars represent 1 SEM. A, C, and D. The probability expected by chance is 0.41. Repl = replenishment condition; Non-repl = nonreplenishment condition. A. *p < .001 difference between conditions. B. *p < .04 different from baseline. C and D. *p < .04 and **p < .0001 difference between conditions. E. *p < .001 different from baseline. chocolate (an experimenter-generated event), whereas the rat encountered chocolate on its own at a food trough on a different arm (a self-generated event); these arms were randomly selected, and rats discovered chowflavored pellets at two other randomly selected arms. After a retention interval, the rats discovered chowflavored pellets at the other four arms in a memory assessment. The arm where the rat discovered chocolate on its own provided additional chocolate in the memory assessment (replenishment), whereas the arm where the rat was placed by the experimenter did not provide additional chocolate (nonreplenishment) in some experiments; in other experiments, the replenishment contingency was reversed. Chow-baited locations never replenished. Thus, the rat needed to remember the source of chocolate (self-generated vs. experimentergenerated information). Important to note, a single retention interval produced constant familiarity, which could not be used to predict replenishment. Rats revisited the replenishment location at a higher rate than the nonreplenishment location while avoiding revisits to chow locations ( Figure 3B ). These data are consistent with the hypothesis that rats remember the source of encoded information (Crystal & Alford, 2014; Crystal & Smith, 2014; Smith, Slivicki, et al., 2017; Smith et al., 2016) . Moreover, source memory is quite long-lasting ( Figure 3C ), surviving retention-interval challenges of at least 1 week (Crystal & Alford, 2014; Crystal & Smith, 2014) .
We used our source memory approach to test the hypothesis that rats remember episodic memories as bound representations (Crystal & Smith, 2014) . The binding hypothesis proposes that the source memory for the event is stored with the remaining elements of the episodic event in an integrated manner. Another possibility is that memory consists only of unconnected features, which we refer to as the unbound-feature hypothesis. Binding functions to disambiguate similar episodes (i.e., episodes that share some, but not all, features) from one another.
Rats were presented with the opportunity to encode multiple features of an event, namely, what-where-sourcecontext features: what (food flavor), where (maze location), source (self-generated or experimenter-generated Figure 3 . Source memory is shown by a higher revisit rate to the replenishment than nonreplenishment chocolate location. A. Schematic of procedure. Two locations (randomly selected on each trial; shown in red, or dark gray if printed in black and white) provide chocolate in the study phase: One is encountered when the rat navigates the maze (self-generated chocolate feeding), whereas the other is presented to the rat when the experimenter places the rat in front of the food source (experimenter-generated feeding; depicted by the hand icon). After a retention interval, the self-generated chocolate location replenishes (provides additional chocolate), whereas the experimenter-generated location does not replenish. Self-generated and experimenter-generated encounters with chocolate in study phases were presented in random order across sessions. Chow locations (shown in light gray) are encountered in study and test phases but do not replenish. B. Rats (n = 16) preferentially revisit the chocolate location when it is about to replenish. Accuracy in avoiding revisits to depleted chow-flavored locations was 0.85 ± 0.02. Error bars represent 1 SEM. *p < .01. C. Source memory and location memory are dissociated by different decay rates across retention intervals of up to 7 days. Source memory performance (indexed by more revisits to the replenishing chocolate location than to the nonreplenishing chocolate location; left axis) is unaffected by retention-interval challenges of up to 2 days, whereas location memory (indexed by chow accuracy, right axis) completes its decay over this same period. Source memory errors occur when the retention interval challenge is 7 days. At this time point, rats revisit the nonreplenish chocolate location. These incorrect revisits are likely due to source memory failure because memory for the replenishing chocolate locations is intact at this time point. Rats encountered two chocolate locations per study phase, one self-generated and one experimenter-generated. Reproduced with permission from Crystal, J. D., Alford, W. T., Zhou, W., & Hohmann, A. G. (2013) . Source memory in the rat. Current Biology, 23(5), 388.
food seeking), and context (spatial cues in the room where the event occurred). The what-where-source encoding occurred in one room, followed immediately by a second what-where-source encoding in a second room. After a retention interval, one flavor replenished at the self-generated location but not at the experimenter-generated location independently in a memory assessment in each room; the order of room presentations was randomly selected each day. For comparison, we assessed memory for one event (i.e., study and test in the same room). By increasing the memory load, we presented the rats with multiple overlapping features that can be fully disambiguated only by remembering that one study event occurred in one particular context (one room), whereas the other event occurred in a different context (another room). To produce potential interference, we used two identical radial mazes, with each arm pointing in the same orientation in two rooms that had similar geometric cues and a range of overlapping visual cues (Figure 4) .
Binding multiple events into separate episodic memories would allow a rat to disambiguate similar events. Thus, bound representations of separate episodes predict successful performance with both memory loads.
By contrast, the unbound-feature hypothesis predicts that retrieving information about two relatively similar events is expected to produce interference between events if at least some of the features overlap (see Figure 4) .
The rats revisited the replenishing chocolate location in the memory assessment at a higher rate than the nonreplenishment chocolate location when we used a memory load of two rooms, at a level of proficiency similar to that observed when the memory load was one room (Crystal & Smith, 2014) . Moreover, source-memory performance was resistant to interference from highly similar episodes and survived long retention intervals (about 1 week; Crystal & Smith, 2014) . These results suggest that multiple episodic memories are each structured as bound representations.
Item-in-Context Memory
Because familiarity cues are pervasive (presentation of a stimulus always gives rise to a familiarity signal), it would be valuable to develop a method to dissociate familiarity and episodic memory solutions to a memory problem, a technique that we recently developed (PanozBrown et al., 2016) . In our approach, rats were presented with odor-infused lids placed atop a container that could be baited with a reward. Novel odors were rewarded, whereas old (i.e., familiar) odors were not rewarded. To dissociate episodic memory from judgments of relative familiarity, we presented all of the odors in each of two distinctive contexts (arenas that differed in size, pattern, extra-arena cues, etc.). Important to note, rewards were given whenever the item (i.e., odor) was new to each context ( Figure 5A ). Rats could use episodic memory to remember the presentation of each item and the context in which it had been previously presented (Eichenbaum, 2007) . Alternatively, the rats could choose new items by avoiding the familiar odors (i.e., a nonepisodic memory hypothesis). To dissociate item-in-context and familiarity hypotheses, we unexpectedly transitioned between the contexts (e.g., Context A à B à A). Critically, we identified sequences of odor presentations across the unexpected context transitions that predict above chance performance for item-in-context memory and below chance performance for selecting the least familiar item.
To dissociate episodic memory from familiarity judgments, we identified sequences of odors that put familiarity cues and item-in-context memory in conflict. For a particular pair of odors (e.g., strawberry and blueberry, depicted as red and blue in Figure 5A ), we presented one item (strawberry) but not the other (blueberry) in the first context. Next, both items were presented in the second context (notably strawberry followed by blueberry). Finally, the memory assessment occurred upon return to the first context. In the memory assessment, the rats were confronted with a choice between strawberry and blueberry. Blueberry is the correct choice based on item in context because it has not yet been presented in the first context; indeed, blueberry is rewarded when chosen in this test, and our measure of accuracy is the proportion of choices of the rewarded item. Important to note, prior to the memory assessment, blueberry was presented more recently than strawberry (see Figure 5A ). Because strawberry would be less familiar relative to blueberry in has not yet been presented in Context A. Blueberry is rewarded when chosen in this test, and the proportion of choices of the rewarded item is the measure of accuracy. Important to note, prior to the memory assessment, blueberry was presented more recently than strawberry. Consequently, in the memory assessment, strawberry is less familiar relative to blueberry. Thus, an animal that relied on judgments of relative familiarity would choose the strawberry in the memory assessment. By our measure of accuracy, this choice produces below-chance accuracy. By contrast, an animal that relied on item-in-context memory would choose blueberry in the memory assessment, which produces above-chance accuracy. Notably, this memory assessment dissociates item-in-context memory (above chance) from judgments of relative familiarity (below chance). Note that on other occasions (not shown) blue precedes red in Context B, accuracy is high (91%), but item-in-context episodic memory and familiarity judgments are not dissociated on these occasions. The presence of additional odors (not shown) is identified by three-dot ellipses (...) in the schematic. The schematic focuses on rewarded items (denoted by √) by omitting comparison nonrewarded items prior to the memory assessment. B. Accuracy in episodic memory assessment depicted in A is above chance, documenting episodic memory for multiple items in context (about 30 items). Accuracy was equivalent (not shown) if an item was rewarded once or twice (JZS Bayes factor = 4.0; Gallistel, 2009; Rouder, Speckman, Sun, Morey, & Iverson, 2009 ). Error bars represent 1 SEM. Reproduced with permission from Panoz-Brown, D. E., Corbin, H. E., Dalecki, S. J., Gentry, M., Brotheridge, S., Sluka, C. M., . . . . Rats remember items in context using episodic memory. Current Biology, 26, 2823 Biology, 26, . © 2013 the memory assessment, an animal that relied on judgments of relative familiarity would choose the strawberry (i.e., following the rule "avoid familiar items"). By our measure of accuracy, such a choice would result in accuracy below chance. By contrast, an animal that relied on item-in-context memory would choose blueberry in the memory assessment, which would in turn result in above chance accuracy. Notably, this memory assessment dissociates item-in-context memory (above chance) from judgments of relative familiarity (below chance).
To test whether the rats were relying on item-incontext episodic memory or nonepisodic judgments of familiarity, we examined the rats' accuracy in the initial memory assessments (i.e., before receiving feedback from rewards in the novel condition). When the identity of items in context was put in conflict with familiarity cues, initial performance was above chance (80% ± 6%; mean ± standard error of the mean [SEM]; chance = 50%) using 32 odors and context transitions that ranged from two (shown in Figure 5A ) to 15; with each new number of context transitions, we re-created novel conditions because it was not possible for the rat to anticipate a new transition between contexts. High accuracy ( Figure 5B ) provides compelling evidence that rats relied on episodic item-in-context memory rather than judgments of familiarity.
Incidental Encoding and Unexpected Questions
One problem with many animal approaches to episodic memory is that training generates expectations, which may lead to memories of planned actions (Singer & Zentall, 2007; Zentall, 2005 Zentall, , 2006 Zentall, Clement, Bhatt, & Allen, 2001; Zentall, Singer, & Stagner, 2008) . Zentall and colleagues have argued that when information is encoded for use in an expected memory test, explicitly encoded information may generate a planned action; thus, at the time of the test, the remembered action can occur successfully without remembering any earlier episodes. The central hypothesis of an animal model of episodic memory is that, at the moment of memory assessment, the animal remembers back in time to the event or episode (Crystal, 2013b (Crystal, , 2016a (Crystal, , 2016b ; the focus on retrieving a memory of the earlier event is the key element that makes an animal model of episodic memory episodic. Therefore, carrying forward information that is needed at a future test while not specifically retrieving a memory of the earlier episode represents a serious threat to the episodicmemory hypothesis. Thus, it is necessary to rule out the hypothesis that accurate performance in the test is based on a planned action generated when information was explicitly encoded rather than a memory of the episode (Crystal, 2013b; Singer & Zentall, 2007; Zentall et al., 2001; Zentall et al., 2008; Zhou & Crystal, 2011) . Notably, it is possible that animals may have solved previous tests of episodic memory by using learned semantic rules without remembering the episode. Formally, learned rules stored in semantic memory, a nonepisodic memory system devoted to storing generic facts (Tulving, 1993) , could be used to generate a planned action. By contrast, when information is encoded incidentally, it is not possible to transform information into an action plan because the nature of the subsequent memory test is not yet known. Thus, accurate performance observed in an unexpected test after incidental encoding would suggest that this performance is based on memory of the earlier episode (i.e., retrieval of an episodic memory; Singer & Zentall, 2007; Zentall et al., 2001; Zentall et al., 2008; Zhou & Crystal, 2011) . Zentall and colleagues (Singer & Zentall, 2007; Zentall et al., 2001; Zentall et al., 2008) have demonstrated that pigeons pass this episodic-memory test.
We used Zentall's approach to test the hypothesis that rats can answer an unexpected question after incidental encoding (Zhou, Hohmann, & Crystal, 2012) . To this end, we enabled incidental encoding by embedding two different tasks within the same radial maze ( Figure 6A) ; a subset of arms were reserved for one task, and the other task used the remaining arms (shading in Figure 6A highlights the assignment of specific arms to the two different tasks, but all of the arms in the actual maze were white). In one task, the rats foraged for food (five-arm radial maze task) as in the standard eight-arm radial maze task (Olton & Samuelson, 1976) , except only five arms were used. Three arms were randomly selected from the set of five arms to be baited with a food pellet in the study phase; next, five arms were accessible and an additional pellet was baited at each of the two arms not yet visited during the daily trial; the five arms shown in gray in Figure 6A were reserved for the fivearm task. In a second task, the rats learned the "reporting" skill (T-maze task) that would be used later in the unexpected question; the three arms shown in black in Figure 6A were reserved for the T-maze task. In the T-maze task, rats were rewarded for selecting a left/right turn after being presented with a sample of food or no food, respectively; one arm was designated as the sample arm where the animals obtained a food (six-pellet) or no-food (zero-pellet) sample after interrupting a photobeam in the sample arm (using the bottom arm shown in Figure 6A ); next the two choice arms were available, and additional food (six pellets) could be obtained by a left turn or right turn (the rewarded turn was contingent on the identity of the sample-food vs. no food-and was counterbalanced across rats).
To assess the ability of rats to answer an unexpected question, we allowed rats to initially forage for food in the five-arm radial maze task (using the three top arms shown in Figure 6A ), thereby affording the opportunity to incidentally encode either the presence (food probe) or the absence (no-food probe) of food. After the rat exited one of the top arms in Figure 6A , the rat was confronted with the opportunity to report in the T-maze task (via its left/right turn into an arm shown as black in Figure 6A ) whether it remembered encountering the presence or absence of food in the five-arm task; the uninterrupted transition from the five-arm task foraging to a T-maze choice phase was possible because the two tasks were embedded in the same radial maze. A rat that incidentally encoded the availability of food would be able to Figure 6 . A. Schematic of the radial maze with shading to illustrate assignment of arms to tasks. Baseline: The T-maze task used three arms (shown in black); the bottom-center black arm provided food (six pellets) or no-food (zero pellet) samples, and subsequent reward (six pellets) was contingent on selecting left or right black arms, respectively (counterbalanced across rats). The radial maze task used the other five arms (shown in gray); one pellet was available at each of the five gray arms, but access was initially limited to three (randomly selected) arms followed by access to all five arms. Each rat received either six T-maze or one radial maze trial per day. Probes: Unexpected questions began with access to the top three gray arms (as could occur in a training radial-maze trial) with food (food probe) or without food (no-food probe) but continued with access to left and right black choice arms from the T-maze task (providing the opportunity to report whether the rat had food). All trials began with the rat in the central hub, and guillotine doors restricted access to selected arms. Rotation probes started with food or no-food in the top-center gray arm (i.e., rotated 180º with respect to the sample location in corresponding baseline trials). All arms in the actual maze are white. B. Rats answered unexpected questions after incidentally encoding the presence or absence of food. Baseline data come from the first daily T-maze trial in the terminal 5 days before probe testing. Each rat (n = 10) was tested once in food and no-food probe conditions. Error bars represent 1 SEM. C. Temporary inactivation of CA3 of the hippocampus before memory storage impaired accuracy on the unexpected question relative to baseline but did not interfere with answering the expected question. Accuracy was selectively reduced by lidocaine in the unexpected probe relative to baseline and other probes. Baseline data come from the first daily T-maze trial in the five sessions before and five sessions after surgery. Each rat (n = 15) was tested once in each probe condition with the order determined by a Latin Square design (a total of four conditions per rat, with 1 week separating each probe injection). Error bars represent 1 SEM. *p < .01 difference between the unexpected + lidocaine probe and baseline. Adapted with permission from Zhou, W., Hohmann, A. G., & Crystal, J. D. (2012) . Rats answer an unexpected question after incidental encoding. Current Biology, 22, 1151. successfully answer an unexpected question by retrieving a memory of the earlier episode. By contrast, a rat without episodic memory is expected to be unable to answer an unexpected question after incidental encoding; therefore, the probability of left and right turns is expected to be equally likely in the absence of episodic memory. The rats answered the unexpected question with a level of accuracy similar to that observed in T-maze training ( Figure 6B) .
To test the hypothesis that answering an unexpected question requires episodic memory, we asked whether it is hippocampal dependent; extensive evidence suggests that the hippocampus is a critical processing center for episodic memory (e.g., (Eichenbaum, 2000 (Eichenbaum, , 2017 Eichenbaum, Yonelinas, & Ranganath, 2007; Nyberg et al., 1996) . If answering an unexpected question after incidental encoding requires episodic memory, then temporary inactivation of the hippocampus should selectively impair the ability of rats to answer an unexpected question without impacting the ability to answer an expected question. To assess accuracy in answering an unexpected question, we used a no-food probe. To assess accuracy in answering an expected question, we used a control procedure that combined elements of the T-maze task while equating other features of the no-food probe; we referred to this control condition as a rotation probe. As in the T-maze task (but unlike the no-food probe), the rotation probe presented a no-food sample followed immediately by the opportunity to turn left or right. Thus, this control procedure can be solved by remembering a planned action without remembering the episode; because the rotation probe can be solved without remembering the episode, we expect that performance on the rotation probe will not be impaired by temporary inactivation of the hippocampus. To equate the control procedure with other aspects of the no-food probe, the rotation probe offered a no-food sample, and the sample was presented in the arm opposite to that used in training (i.e., rotated 180 o with respect to the usual T-maze sample location, using the top-center arm shown in Figure 6A ); this rotation is equivalent to the average rotation in the no-food probe. Thus, the no-food and rotation probes varied the episodic-memory demands while equating rotation and absence of food.
Next we surgically implanted cannulae bilaterally aimed at the CA3 region of the hippocampus to temporarily inactive this region with lidocaine. Accuracy was reestablished following surgical recovery, demonstrating that surgery did not disrupt performance. Following local infusion of lidocaine bilaterally into CA3, accuracy in answering the unexpected question was significantly reduced relative to baseline ( Figure 6C ), whereas accuracy in answering the expected question was not impaired. The selective reduction of accuracy on unexpected questions could be attributed to effects of lidocaine infusion, because accuracy was not impaired relative to baseline by infusions of vehicle ( Figure 6C ).
In summary, the suppressive effect of lidocaine on memory was selective for unexpected questions. Accuracy was significantly reduced in the unexpectedrelative to expected-question conditions following lidocaine infusion. Important to note, impairment in answering the unexpected question was selective to inactivation of the hippocampus with lidocaine when an episodic memory needed to be retrieved.
Comparative Studies of Episodic Memory
Comparisons across species and appreciation of adaptive specializations of memory are at the heart of the earliest efforts to study episodic memory in animals. Of course, Clayton and colleagues' use of scrub jays capitalized on the extraordinary memory and cognition profile of this food-storing corvid. Moreover, a range of cognitive abilities in corvids (including episodic memory) has led to a prominent proposal that corvids are "feathered apes"-the notion that corvids and apes evolved cognitive abilities along convergent evolution (Emery & Clayton, 2004) . Next I summarize a range of comparative studies of episodic memory.
Episodic memory has been investigated in a number of nonhuman primates, including monkeys (Basile & Hampton, 2017; Devkar & Wright, 2016; Hampton, Hampstead, & Murray, 2005; Hampton & Schwartz, 2004; Hoffman, Beran, & Washburn, 2009 ) and apes (Kano & Hirata, 2015; Martin-Ordas, Berntsen, & Call, 2013; Menzel, 1999; Schwartz, Colon, Sanchez, Rodriguez, & Evans, 2002; Schwartz & Evans, 2001; Schwartz, Hoffman, & Evans, 2005) . In addition, episodic memory has been investigated in invertebrates, including cuttlefish and honeybees (Jozet-Alves, Bertin, & Clayton, 2013; Pahl, Zhu, Pix, Tautz, & Zhang, 2007; Zhang, Schwarz, Pahl, Zhu, & Tautz, 2006) . The approaches described in the preceding sections with rat subjects may be used in comparative studies in future research.
Conclusions
A number of approaches to test the central hypothesis of episodic memory were described. Compelling evidence for episodic memory is obtained when judgments of familiarity cannot produce accurate choices in memory assessments (equating familiarity cues in whatwhere-when and source memory; dissociating episodic memory and familiarity in item-in-context memory). These techniques may be used to explore the evolution of cognition in other species. This review focused on recent advances in developing animal models of episodic memory. Notably, understanding the elements of cognition in animals may also be advanced by developing a range of other memory models, such as prospective memory (Beran, Evans, Klein, & Einstein, 2012; Beran, Perdue, Bramlett, Menzel, & Evans, 2012; Crystal, 2013a; Crystal & Wilson, 2015; Wilson & Crystal, 2012; Wilson, Pizzo, & Crystal, 2013) , retrieval practice (Crystal, Ketzenberger, & Alford, 2013) , and working memory (Bratch et al., 2016; Roberts, Guitar, Marsh, & MacDonald, 2016) .
A number of lines of evidence suggest that animals provide a valuable model of episodic memory. Episodic memory involves a range of elements, rather than a single defining feature (Tulving, 1983) . Thus, the multiple approaches reviewed here may be used to identify the elements of episodic memory in animals. Some animals may have a wide range of elements of episodic memory that correspond to human episodic memory, whereas other animals may be found to have some elements but not other elements (Crystal, 2009 ). Exploration of a wide range of elements of episodic memory may be used in comparative studies to test hypothesis about the evolution of episodic memory (Allen & Fortin, 2013; Emery & Clayton, 2004) . In addition, the development of rodent models of episodic memory can be combined with welldeveloped animal models of human diseases that afflict memory, such as Alzheimer's disease. Notably, research with genetic models of Alzheimer's disease typically use simple measures of learning and memory as behavioral endpoints (O'Leary & Brown, 2008; Palop et al., 2003; Pennanen, Wolfer, Nitsch, & Götz, 2006; Roberson et al., 2007; Stepanichev, Zdobnova, Zarubenko, Lazareva, & Gulyaeva, 2006; Stepanichev et al., 2004; Timmer et al., 2008; Yates et al., 2008) . It is more appropriate to use measures of episodic memory in these models because the deterioration of episodic memory is the most debilitating aspect of Alzheimer's disease (Bäckman et al., 1999; Butters, Granholm, Salmon, Grant, & Wolfe, 1987; Egerhazi, Berecz, Bartok, & Degrell, 2007; Le Moal et al., 1997; Liscic, Storandt, Cairns, & Morris, 2007) . Clinical trials for Alzheimer's therapeutics have consistently failed despite being preceded by promising preclinical studies (Becker & Greig, 2010; Carlsson, 2008; Jacobson & Sabbagh, 2011; Mangialasche, Solomon, Winblad, Mecocci, & Kivipelto, 2010; Mullane & Williams, 2013; Schneider & Lahiri, 2009 ). Important to note, the advent of new gene editing technologies such as CRISPR (Cong et al., 2013; Wang et al., 2013) has increased the availability of genetic models of diseases in rats. Integration of advanced assessments of episodic memory with cutting-edge genetic models of Alzheimer's disease and assessments of neuropathology may represent a key ingredient to promote successful translation.
