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In linear conic programming, we maximize or minimize a linear function
over the intersection of an affine space and a convex cone. A conic pro-
gram is a convex problem and its feasible set is given by linear constraints
and a conic constraint. Depending on how the cone is described, check-
ing membership of this cone can be challenging itself and a difficult task.
The cone may have an implicit description. In this sense, linear conic
programs are closely related to linear semi-infinite programs (SIP). Yet
conic programs are not typical SIPs, since the cone constraints provide
a specific structure.
2.1 Formulating linear conic programs
In general, the bottleneck of a conic program is the cone in consideration.
In the thesis, we consider so-called proper cones.
Definition 2.1. Let 𝒮𝑘 be the space of real symmetric 𝑘 × 𝑘 matrices.
A proper cone 𝒦 is a subset of 𝒮𝑘 which satisfies the following:
(i) If 𝛼, 𝛽 ≥ 0 and 𝑋, 𝑌 ∈ 𝒦, then 𝛼𝑋 + 𝛽𝑌 ∈ 𝒦, i.e. 𝒦 is convex,
(ii) 𝒦 is closed,
(iii) 𝒦 is pointed : 𝒦 ∩−𝒦 = {0},
(iv) 𝒦 is full-dimensional: int𝒦 ̸= ∅.
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We denote the interior, relative interior, boundary, convex hull, con-
vex conic hull, linear span and dimension of a set 𝑆 as int𝑆, ri𝑆, bd𝑆,
conv𝑆, cone𝑆, span𝑆, and dim𝑆, respectively.
Cones can also be defined in a real topological vector space, see e.g.
[Bar81]. However, as the thesis is mainly concerned with the finite dimen-
sional Euclidean space, we consider the space 𝒮𝑘 directly. By defining
𝑋 ⪯ 𝑌 if and only if 𝑌 − 𝑋 ∈ 𝒦, a proper convex cone induces a par-
tial ordering on 𝒮𝑘. Pointedness of the cone is necessary to show the
antisymmetry property: if 𝑋 ⪯ 𝑌 and 𝑌 ⪯ 𝑋 then 𝑋 = 𝑌 .
Note that we can simply identify 𝒮𝑘 ≡ R𝑚 where 𝑚 := 1
2
𝑘(𝑘 + 1).
Assumption 2.2. Throughout this thesis, we assume that 𝒦 ⊆ 𝒮𝑘 is a
proper cone.
Recall that tr(𝑀) =
𝑘∑︀
𝑖=1
𝑀𝑖𝑖 denotes the trace of a matrix 𝑀 ∈ 𝒮𝑘.
The standard inner product in the space 𝒮𝑘 is given by ⟨𝑋, 𝑌 ⟩ := tr(𝑋𝑌 )
for 𝑋, 𝑌 ∈ 𝒮𝑘. It is also called the Frobenius inner product on the space
of matrices.
Definition 2.3. Consider a cone 𝒦 ⊂ 𝒮𝑘. Its dual cone 𝒦* with respect
to the standard inner product ⟨·, ·⟩ in 𝒮𝑘 is defined as
𝒦* := {𝑌 ∈ 𝒮𝑘 | ⟨𝑌,𝑋⟩ ≥ 0 for all 𝑋 ∈ 𝒦}.
It follows easily from the definition that the dual cone 𝒦* is a closed,
convex cone. It is well known that if the primal cone 𝒦 is proper then
so is the dual cone.
Proposition 2.4. Under Assumption 2.2, the dual cone 𝒦* is a proper
cone as well.
Proof. We sketch the proof. We need to show that 𝒦* is pointed and
full-dimensional. By contradiction, suppose that 𝒦* was not pointed.
Then there exists a nonzero matrix 𝑍 ∈ 𝒦* ∩ −𝒦*. This implies that
⟨𝑍,𝑋⟩ ≥ 0 and ⟨−𝑍,𝑋⟩ ≥ 0 both hold for all 𝑋 ∈ 𝒦. By combining
6
2.1. Formulating linear conic programs
these two inequalities, we get ⟨𝑍,𝑋⟩ = 0 for all 𝑋 ∈ 𝒦. Using that 𝒦 is
full dimensional, we have 𝑍 = 0, a contradiction.
Let us sketch that 𝒦* is full-dimensional. Since 𝒦 is pointed, no
line is included in the cone. This implies that there exists a supporting
hyperplane at 0 such that no other element from 𝒦 is included in the
hyperplane. The normal matrix 𝐶 of this separating hyperplane fulfills
⟨𝐶,𝑋⟩ > 0 for all 𝑋 ∈ 𝒦 ∖ {0}. This implies that 𝐶 ∈ int𝒦*.
We list some proper cones which have been widely used in applica-
tions:
∙ Second order cone 𝒮𝒪𝒞𝑚 := {𝑣 ∈ R𝑚 | 𝑣1 ≥
√︀
𝑣22 + . . . 𝑣
2
𝑚}
∙ Nonnegative matrix cone 𝒩𝒩 𝑘 := {𝑀 ∈ 𝒮𝑘 | 𝑀𝑖𝑗 ≥ 0 for all 𝑖, 𝑗}.
∙ Positive semidefinite matrix cone
𝒮𝑘+ := {𝑀 ∈ 𝒮𝑘 | 𝑦𝑇𝑀𝑦 ≥ 0 for all 𝑦 ∈ R𝑘}
∙ Copositive matrix cone
𝒞𝒪𝒫𝑘 := {𝑀 ∈ 𝒮𝑘 | 𝑦𝑇𝑀𝑦 ≥ 0 for all 𝑦 ∈ R𝑘+}
We say that a cone 𝒦 is self-dual if 𝒦 = 𝒦*. For example, the second
order cone, the positive semidefinite cone and the nonnegative cone are
self-dual [AG03, Hel00]. On the other hand, the copositive cone is not
self dual (see e.g.[BSM03]). Its dual cone is the following cone:
∙ Completely positive cone
𝒞𝒫𝑘 := {𝐴 ∈ 𝒮𝑘 | 𝐴 =
𝑠∑︁
𝑖=1
𝑏𝑖(𝑏𝑖)𝑇 with 𝑏𝑖 ∈ R𝑘+, 𝑠 ∈ N}.
Definition 2.5. Given a proper cone 𝒦, a face 𝐹 of 𝒦 is a convex
subset of 𝒦 with the following property: Consider any segment [𝑋, 𝑌 ] :=
{𝜆𝑋 + (1− 𝜆)𝑌 | 𝜆 ∈ [0, 1]} for 𝑋, 𝑌 ∈ 𝒦. If a relatively interior point
𝑋𝜆 := 𝜆𝑋 + (1 − 𝜆)𝑌 for some 𝜆 ∈ (0, 1) lies in 𝐹 , then the whole
segment [𝑋, 𝑌 ] is contained in 𝐹 .
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Trivial faces are {0} and 𝒦. We say that a face 𝐹 is proper if 𝐹 ̸= 𝒦
and 𝐹 ̸= ∅. Note that any intersection of a supporting hyperplane and a
cone 𝒦 defines a face. On the other hand, if a proper face 𝐹 can be given
as an intersection of a hyperplane and the cone 𝒦, then we say that 𝐹
is an exposed face. A cone is called facially exposed if all proper faces
are exposed. It is known that 𝒩𝒩 𝑘,𝒮𝑘+ and 𝒮𝒪𝒞𝑚 are facially exposed
while 𝒞𝒪𝒫𝑘 is not, for the proofs see e.g. [Pat00, Dic11].
Standard formulation: Linear conic problems can be given in different
equivalent forms. First, let us consider the so-called “standard form” of
linear conic programs:
max 𝑐𝑇𝑥
s.t. 𝑋 := 𝐵 −∑︀𝑛𝑖=1 𝑥𝑖𝐴𝑖 ∈ 𝒦 (𝑃 )
where 𝑐 ∈ R𝑛, 𝐵,𝐴𝑖 ∈ 𝒮𝑘 (𝑖 = 1, . . . , 𝑛) and 𝒦 ⊆ 𝒮𝑘 is a proper cone.
The dual problem derived via the Lagrangian approach is
min ⟨𝐵, 𝑌 ⟩
s.t. ⟨𝐴𝑖, 𝑌 ⟩ = 𝑐𝑖, 𝑖 = 1, . . . , 𝑛,
𝑌 ∈ 𝒦*.
(𝐷)
In the thesis, we often denote matrices by capital letters and vectors
by lowercase letters. We reserve subscripts for the components of a vec-
tor 𝑥, denoted as 𝑥𝑖, and superscripts for indexing vectors. As mentioned
before, we regard 𝒮𝑘 ≡ R𝑚 where 𝑚 := 1
2
𝑘(𝑘 + 1).
Throughout the thesis, we assume the following
Assumption 2.6. Consider problem (𝑃 ). The matrices 𝐴1, . . . , 𝐴𝑛 are
linearly independent.
Under Assumption 2.6, there is a one-to-one correspondence between
a vector variable 𝑥 and a matrix variable 𝑋. Thus, we may refer to 𝑥 or
𝑋 as a feasible solution of problem (𝑃 ).
Without loss of generality, we can assume that dim𝒮𝑘 = 𝑘(𝑘+1)
2
≥ 𝑛.
In the sequel, the feasible sets and optimal values of the conic programs
(𝑃 ) and (𝐷) are denoted by ℱ𝑃 , ℱ𝐷 and 𝑣𝑃 , 𝑣𝐷, respectively.
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Linear conic programming represents an important class of convex
problems with a multitude of applications. It contains linear program-
ming (LP) with 𝒦 := 𝒩𝒩 𝑘, semidefinite programming with 𝒦 := 𝒮𝑘+ and
copositive programming with 𝒦 := 𝒞𝒪𝒫𝑘 as special cases. For surveys,
we refer to [Nem07, Sha01, Pat00, Du¨r10].
We can rewrite a pair of conic problems (𝑃 ) and (𝐷) through a linear
operator 𝐴 ∈ R𝑚×𝑛 consisting of columns 𝐴𝑖 ∈ 𝒮𝑘. Thus, we sometimes
refer to the following formulation
max 𝑐𝑇𝑥 s. t. 𝑋 := 𝐵 − 𝐴𝑥 ∈ 𝒦 ( ̃︀𝑃 )
min ⟨𝐵, 𝑌 ⟩ s. t. 𝐴𝑇𝑌 = 𝑐, 𝑌 ∈ 𝒦* ( ̃︀𝐷)
with given vectors 𝑐 ∈ R𝑛, 𝐵 ∈ R𝑚, a matrix 𝐴 ∈ R𝑚×𝑛 and variables
𝑥 ∈ R𝑛, 𝑌 ∈ R𝑚.
Self-dual formulation: Let us introduce the self-dual formulation of
(𝑃 ) and (𝐷) for later use as well. We can rewrite (𝑃 ) and (𝐷) in so-called
“self-dual” form, see e.g. [PT01],
max ⟨𝐶,𝐵⟩ − ⟨𝐶,𝑋⟩ s. t. 𝑋 ∈ (𝐵 + ℒ) ∩ 𝒦 (𝑃0)
min ⟨𝐵, 𝑌 ⟩ s. t. 𝑌 ∈ (ℒ⊥ + 𝐶) ∩ 𝒦* (𝐷0)
where 𝐶,𝐵 ∈ 𝒮𝑘, ℒ is a linear subspace in 𝒮𝑘.
Below, we will see that the problems (𝑃 ) and (𝐷) are equivalent to
(𝑃0) and (𝐷0), respectively. Let us identify ℒ = span{𝐴1, . . . , 𝐴𝑛} and
choose some 𝐶 ∈ 𝒮𝑘 satisfying ⟨𝐴𝑖, 𝐶⟩ = 𝑐𝑖 for 𝑖 = 1, . . . , 𝑛. Then it is
straightforward to see that the feasible sets of (𝑃0) and (𝑃 ) coincide. For
𝑋 = 𝐵 −∑︀𝑛𝑖=1 𝑥𝑖𝐴𝑖, we obtain







Thus, the objective function values of (𝑃 ) and (𝑃0) are the same. The
dual problems (𝐷0) and (𝐷) have the same objective function, and in
view of the relation
𝑌 −𝐶 ∈ ℒ⊥ ⇔ ⟨𝑌 −𝐶,𝐴𝑖⟩ = 0 for all 𝑖 ⇔ ⟨𝑌,𝐴𝑖⟩ = 𝑐𝑖 for all 𝑖
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the feasible sets coincide, so (𝐷0) and (𝐷) are equivalent as well.
SIP formulation: Linear semi-infinite programs (SIP) can be viewed
as an extension of linear programming. They are optimization problems
with a linear objective and possibly infinitely many linear constraints.
The representation of the feasible set is given by the intersection of in-




𝑐𝑇𝑥 s. t. 𝑏(𝑌 )− 𝑎(𝑌 )𝑇𝑥 ≥ 0 for all 𝑌 ∈ 𝒵 (SIP𝑃 )
with a possibly infinite index set 𝒵 ⊂ R𝑚 and continuous functions







𝑦𝑗𝑎(𝑌𝑗) = 𝑐, 𝑦𝑗 ≥ 0, (SIP𝐷)
where the min is taken over all finite sums. For an introduction to SIP
we refer to [GL98a, GG83, HK93].
As we mentioned earlier, linear conic programs can be seen as a special
case of (SIP). By identifying 𝑚 = 1
2
𝑘(𝑘+1) as before, the conic condition
𝑋 ∈ 𝒦 can be expressed as
⟨𝑋, 𝑌 ⟩ ≥ 0 for all 𝑌 ∈ 𝒵 = 𝒦*,
or equivalently, with a compact index set:
⟨𝑋, 𝑌 ⟩ ≥ 0 for all 𝑌 ∈ 𝒵 = 𝒦*0 := {𝑌 ∈ 𝒦* | ‖𝑌 ‖ = 1}.
Here ‖𝑌 ‖ denotes a norm on 𝒮𝑘 (e.g. the Frobenius norm ‖𝑌 ‖ =√︀
tr(𝑌 𝑌 )). Let us consider conic programs in the form ( ̃︀𝑃 ) and ( ̃︀𝐷).
The primal program ( ̃︀𝑃 ) can be written as (SIP𝑃 ) with
𝑏(𝑌 ) := ⟨𝐵, 𝑌 ⟩ , 𝑎(𝑌 ) := 𝐴𝑇𝑌 and 𝒵 := 𝒦* (2.1)
where 𝐴 ∈ R𝑚×𝑛 with columns 𝐴𝑖 ∈ 𝒮𝑘, i.e.,
𝑎(𝑌 ) := (⟨𝐴1, 𝑌 ⟩, . . . , ⟨𝐴𝑛, 𝑌 ⟩)𝑇 .
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𝑇𝑌𝑗, 𝑦𝑗 ≥ 0
and by putting 𝑌 :=
∑︀
𝑗 𝑦𝑗𝑌𝑗 ∈ 𝒦*, this coincides with the feasibility





𝑦𝑗⟨𝑌𝑗, 𝐵⟩ = ⟨𝑌,𝐵⟩,
the dual (SIP𝐷) is equivalent to ( ̃︀𝐷). Thus, the dual problem obtained
via the Lagrangian is equivalent to the Haar dual of SIP in the conic
case.
2.2 Duality theory of conic problems
It is known that weak duality holds in general optimization problems, see
e.g. [GG83, Sha01]. Consider a pair (𝑃 ) and (𝐷) of conic problems in
standard form. For a primal feasible 𝑥 ∈ ℱ𝑃 and a dual feasible 𝑌 ∈ ℱ𝐷,
we have
⟨𝐵, 𝑌 ⟩ − 𝑐𝑇𝑥 = ⟨𝑋, 𝑌 ⟩+ ⟨
𝑛∑︁
𝑖=1
𝑥𝑖𝐴𝑖, 𝑌 ⟩ − 𝑐𝑇𝑥 = ⟨𝑋, 𝑌 ⟩ ≥ 0 (2.2)
as 𝑋 ∈ 𝒦 and 𝑌 ∈ 𝒦*. By convention let us put that if (𝑃 ) or (𝐷) is in-
feasible then 𝑣𝑃 = −∞ or 𝑣𝐷 = +∞, respectively. From this convention
and (2.2), the weak duality holds
𝑣𝐷 ≥ 𝑣𝑃 . (2.3)
A primal feasible problem (𝑃 ) is said to be bounded if 𝑣𝑃 is finite,
otherwise (𝑃 ) is unbounded (𝑣𝑃 = +∞ ). Similarly, a dual feasible
problem can be bounded or unbounded. Note that our feasible sets are
closed.
Table 2.1 illustrates the possible states for (𝑃 ) and (𝐷), see[GG83].
The states x in Table 2.1 are excluded due to the weak duality (2.3). In
11
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linear programming, if a primal or dual problem is feasible and bounded,
then so is the other. Thus, the cases 2 and 3 do not occur in linear
programming and we can easily construct examples for the other cases





Infeasible 1 2 4
Bounded 3 5 x
Unbounded 6 x x
Table 2.1: Duality states
Example 2.7. Consider the following pair of conic problems: 1
max 𝑥1
s.t. 𝑋 =




s.t. − 𝑌11 + 𝑌33 = 1
− 𝑌22 = 0
𝑌 ∈ 𝒞𝒪𝒫3
It is known in [Dia62] that 𝒞𝒪𝒫𝑘 = 𝒮𝑘+ +𝒩𝒩 𝑘 and 𝒞𝒫𝑘 = 𝒮𝑘+ ∩ 𝒩𝒩 𝑘
for 𝑘 ≤ 4. If a copositive matrix has a zero on the diagonal, then the
corresponding row and column have to be nonnegative. As 𝑌22 = 0, the
component 𝑌12 has to be nonnegative to be feasible. By taking 𝑌33 = 1
and all other components zero, the dual optimal solution is attained and
the optimal value is zero, so the dual problem is bounded. The diagonal
components of 𝑋 have to nonnegative, so 𝑥1 = 0 and hence the corre-
sponding row or column have to be zero, contradicting to 𝑋12 = 𝑋21 = 1.
Thus, the primal problem is infeasible.
Let us look at an overview of feasibility states. We consider the
conic problem in linear semi-infinite programming (SIP) form. Note that
1The author would like to thank P.J.C.Dickinson for providing Examples 2.7
and 2.11.
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the representation of the feasible set ℱ𝑃 can be given in different ways.
However, in the thesis we assume that the system
𝜎𝑃 := {𝑏(𝑌 ) ≥ 𝑎(𝑌 )𝑇𝑥 for all 𝑌 ∈ 𝒦*}
is the linear representation of the feasible set ℱ𝑃 .
In SIP, the geometry of the feasible set ℱ𝑃 is closely related to the
following so-called moment cones:
∙ 1st moment cone 𝒩1 := cone(𝑎(𝑌 ), 𝑌 ∈ 𝒦*)





, 𝑌 ∈ 𝒦*
}︂)︂
Consider a finite set of indices 𝐼 ⊂ 𝒦* with |𝐼| < ∞, and the corre-
sponding finite subsystem
𝜎𝑃 (𝐼) = {𝑏(𝑌𝑖) ≥ 𝑎(𝑌𝑖)𝑇𝑥 with 𝑌𝑖 ∈ 𝐼}.
The finite subsystem results in an outer polyhedral approximation of
ℱ𝑃 . In contrast to LP, an interesting situation occurs in SIP. Consider
an infeasible problem (𝑃 ). The linear system 𝜎𝑃 is called asymptotically
inconsistent if every finite subsystem 𝜎𝑃 (𝐼) of 𝜎𝑃 is feasible. Otherwise,
𝜎𝑃 is called strongly inconsistent.
Let us “illustrate” the asymptotically inconsistent case for a gen-
eral SIP problem, see [GL98a, Example 4.1.]. Consider the system 𝜎 =
{𝑎(𝑡)𝑇𝑥 ≥ 𝑏(𝑡) for all 𝑡 ∈ 𝒵} with 𝒵 = R ∪ {𝑠} and 𝑠 /∈ R. Let
𝑎(𝑡) = (− exp(𝑡), 1)𝑇 and 𝑏(𝑡) = (1 − 𝑡) exp(𝑡) for all 𝑡 ∈ R, and let
the remaining inequality for index 𝑠 be 𝑥2 ≤ 0.
Figure 2.1: Asymptotically inconsistent case
13
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In fact, the linear equations given by 𝑎(𝑡)𝑇𝑥 = 𝑏(𝑡) correspond-
ing to indices 𝑡 ∈ R are the tangent lines of the exponential function
𝑥2 = exp 𝑥1. Thus, the problem is not feasible. But every finite subset
of 𝜎 is feasible, see Figure 2.1.
Consider a conic problem in SIP form (SIP𝑃 ) and its feasible set ℱ𝑃 .
The following Table 2.2 from [GL98b] gives equivalent conditions for
feasibility, asymptotical and strong inconsistency of problem (SIP𝑃 ).















Table 2.2: States of a linear system
In the following, we explain further each case in Table 2.2. We say
that a linear inequality 𝑏0 ≥ 𝑎𝑇0 𝑥 is a consequence of 𝜎𝑃 if the inequality
holds for all 𝑥 ∈ ℱ𝑃 . Utilizing a separation theorem for 𝒦 and (𝑎𝑇0 , 𝑏0)𝑇 ,
one can show the following:
Lemma 2.8. [GL98a] Let a feasible problem (SIP𝑃 ) and the correspond-
ing linear system 𝜎𝑃 = {𝑏(𝑌 ) ≥ 𝑎(𝑌 )𝑇𝑥 for all 𝑌 ∈ 𝒦*} be given. The









, 𝑌 ∈ 𝒦*
}︂
.
The equivalent condition for feasibility in Table 2.2 is a direct result
of the generalized Gale theorem. Using Lemma 2.8, let us demonstrate
the generalized Gale theorem.
Theorem 2.9 ([GL98a] Theorem of alternatives 1). Given a linear sys-
tem 𝜎 = {𝑏(𝑌 ) ≥ 𝑎(𝑌 )𝑇𝑥 for all 𝑌 ∈ 𝒦*}. Then exactly one of the
following alternatives holds:















2.2. Duality theory of conic problems
Proof. First assume ℱ = {𝑥 ∈ R𝑛 | 𝑏(𝑌 ) ≥ 𝑎(𝑌 )𝑇𝑥 for all 𝑌 ∈ 𝒦*} = ∅.
Consider the following system in R𝑛+1:{︂




By construction, the above system is also infeasible. However, the subsys-
tem {𝑏(𝑌 )𝑥𝑛+1 − 𝑎(𝑌 )𝑇𝑥 ≥ 0 for all 𝑌 ∈ 𝒦*} is homogeneous and thus
feasible. Moreover, every feasible solution of this subsystem must satisfy
𝑥𝑛+1 ≤ 0 as the linear system (*) is infeasible. Thus, by Lemma 2.8, we
have the following for system (*):⎛⎝ 0𝑛−1
0











Now, let (0𝑇𝑛 ,−1)𝑇 ∈ cl𝒩2. We need to show that ℱ is infeasible. There
exists a sequence (𝑎(𝑌𝑘)
𝑇 , 𝑏(𝑌𝑘))













Furthermore, every feasible solution 𝑥 ∈ ℱ satisfies 𝑏(𝑌𝑘) ≥ 𝑎(𝑌𝑘)𝑇𝑥 for
all 𝑘. Then in the limit, −1 ≥ 0𝑇𝑥 has to hold for every feasible 𝑥 ∈ ℱ .
Thus, ℱ is empty.
The second case of Table 2.2 does not occur in linear programming,
as one can show that a linear image of a polyhedral cone is closed, for a
proof see e.g. [Pat07]. In general, a linear image of a proper cone does
not have to be closed (for a counterexample, see e.g. [Roc70, p.73] ) and
asymptotically inconsistent cases do occur in conic programming.
As we see from Table 2.2, asymptotically inconsistent cases arise only
when the cone 𝒩2 is not closed. The second moment cone 𝒩2 is a linear
image of the proper cone 𝒦*. A thorough study regarding the closedness
of linear images of a proper cone is done in [Pat07]. This article gives
necessary and sufficient conditions for the closedness of the linear image
15
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of so-called “nice” cones, see Definition 2.26. A detailed examination of
the asymptotically inconsistent case for the semidefinite cone is studied
in [LMT14]. Let us give an example of a second moment cone which is
not closed.
Example 2.10. [Pat07, Example 4.3] Let us take 𝒦 = 𝒦* = 𝒮𝒪𝒞3 with






, 𝑌 ∈ 𝒦*
}︂)︂
.
We show that 𝒩2 is not closed by checking that (0,−1)𝑇 ∈ cl𝒩2 ∖ 𝒩2.






















, 𝑌 ∈ 𝒦*
}︂)︂
.
Consider the sequence 𝑣𝑘 = (𝜇𝑘,−𝜇𝑘+𝜀𝑘,−1)𝑇 with 𝜇𝑘 ≥ 𝜀𝑘2 + 12𝜀𝑘 and
𝜀𝑘 > 0. By construction, it is straightforward to check that 𝑣𝑘 ∈ 𝒮𝒪𝒞3














as 𝜀𝑘 → 0.
Thus, (0,−1)𝑇 ∈ cl𝒩2 and we have shown that 𝒩2 is not closed.
In applications, one is mostly concerned with the case 5 of Table 2.1
where both primal and dual problems are feasible and bounded. Recall
that the difference 𝛿 := 𝑣𝐷 − 𝑣𝑃 is called the duality gap for a pair of
primal and dual problems. When the duality gap is zero, we say that
the strong duality holds. One needs some extra conditions to ensure
16
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a zero duality gap. The following Table 2.3 from [GL98b] summarizes
strong duality and its relation to the 1st moment cone 𝒩1. Here we
assume that ℱ𝑃 ̸= ∅ and denote 𝐶1 := cl [({𝑐} × R) ∩𝒩2] and 𝐶2 :=
({𝑐} × R) ∩ (cl𝒩2). Note that for the linear map 𝑎(𝑌 ) = 𝐴𝑇𝑌 in (2.1)
and under Assumption 2.6, the corresponding 1st moment cone 𝒩1 is
full-dimensional.
Duality gap based on 𝑐
𝑐 ∈ ri𝒩1 𝛿 = 0
𝑐 ∈ rbd𝒩1 𝛿 = 0⇔ 𝐶1 = 𝐶2
𝑐 /∈ cl𝒩1 𝛿 = 0
Table 2.3: Duality gap states under the assumption ℱ𝑃 ̸= ∅
By definition of the 1st moment cone 𝒩1, it is clear that the dual
problem (𝑆𝐼𝑃𝐷) is feasible if and only if 𝑐 ∈ 𝒩1. In other words, the
condition 𝑐 /∈ cl𝒩1 implies that the dual problem is infeasible and the
corresponding feasible problem (𝑆𝐼𝑃𝑃 ) is unbounded.
In both cases 𝑐 ∈ int𝒩1 and 𝑐 /∈ cl𝒩1, the duality gap is zero. If
𝑐 ∈ bd𝒩1 and the condition 𝐶1 = 𝐶2 does not hold, any positive duality
gap can arise, see for example [SS00, Example 4.1.2] for SDP or the
following example for COP.
Example 2.11. Let 𝑎 > 0 and consider the problems:
max − 𝑥1
s.t.




s.t. 𝑌11 + 2𝑌13 = 1
𝑌22 = 0
𝑌 ∈ 𝒞𝒫3
The corresponding feasible sets for these problem are
ℱ𝒞𝒪𝒫 = {(𝑥1, 𝑥2)|𝑥1, 𝑥2 ≥ 0},
ℱ𝒞𝒫 = {𝑌 ∈ 𝒮3|𝑌11 = 1, 𝑌12 = 𝑌22 = 𝑌13 = 0, 𝑌33 ≥ 0,
√︀
𝑌33 ≥ 𝑌13 ≥ 0}.
Therefore, both primal and dual problems are feasible and the duality
gap is 𝑎. Let us illustrate that this is the case 𝑐 ∈ bd𝒩1 of Table 2.3.
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Rewriting the primal copositive problem, we obtain
max − 𝑥1













| 𝑧1, 𝑧2, 𝑧3 ∈ R+
}︂
.
Since 𝑧22 ≥ 0, the coefficient vector 𝑐 = (−1, 0)𝑇 of objective function is
an element of bd𝒩1.
Now we show that 𝐶1 ̸= 𝐶2 holds (see Table 2.3). It is straightforward
to check that 𝐶1 = {−(1, 0, 𝑎)𝑇} in this case.
Let us choose 𝑧1 = 0, 𝑧2(𝛽) = sin 𝛽, 𝑧3(𝛽) = 1/(2𝛽) for 𝛽 > 0 small




⎞⎠ ∈ 𝒩2 =
⎧⎨⎩cone
⎛⎝ −𝑧21 − 2𝑧2𝑧3−𝑧22
𝑧21𝑎
⎞⎠ | 𝑧1, 𝑧2, 𝑧3 ∈ R+
⎫⎬⎭
and the sequence converges to (−1, 0, 0)𝑇 ∈ cl𝒩2 as 𝛽 → 0. Therefore,
(−1, 0, 0)𝑇 ∈ 𝐶2 and 𝐶1 ̸= 𝐶2.
Before turning to the condition 𝑐 ∈ int𝒩1, let us introduce Slater’s
condition.
Definition 2.12. [Slater’s condition] We say that Slater’s condition
holds for ( ̃︀𝑃 ), if there exists a feasible solution 𝑥 such that
𝑋 := 𝐵 − 𝐴𝑥 ∈ int𝒦.
Analogously, we say that Slater’s condition holds for ( ̃︀𝐷), if there exists
a feasible solution 𝑌 , i.e., 𝐴𝑇𝑌 = 𝑐, such that 𝑌 ∈ int𝒦*.
In linear continuous SIP, we say that the feasible set ℱ𝑆𝐼𝑃 of (SIP𝑃 )
satisfies the Slater condition (see e.g. [GL98a]) if there exists 𝑥0 such
that
𝑏(𝑌 )− 𝑎(𝑌 )𝑇𝑥0 > 0 for all 𝑌 ∈ 𝒵 = 𝒦*0.
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It is not difficult to show (see [ADS13]) that for the SIP formulation of
conic programming with 𝑎(𝑌 ) and 𝑏(𝑌 ) as in (2.1) this is equivalent to
the primal Slater condition in Definition 2.12.
The primal Slater condition enforces the closure of the 2nd moment
cone 𝒩2.
Proposition 2.13. [GG83, Theorem 7] Suppose that problem (𝑆𝐼𝑃𝑃 )








𝑌 ∈ 𝒦*, ||𝑌 || = 1
}︂)︂
.
Note that cone(𝒩0) = 𝒩2 and the set 𝒩0 is compact as 𝑎(𝑌 ) and 𝑏(𝑌 )
are continuous. Take a vector 𝑧 ∈ cl𝒩2, then there exist sequences
𝛼𝑖 ≥ 0 and {𝑧𝑖} with 𝑧𝑖 ∈ 𝒩0 such that 𝑧 = lim
𝑖→∞
𝛼𝑖𝑧
𝑖. There exists a
subsequence of {𝑧𝑖} which converges to some ̃︀𝑧 ∈ 𝒩0 as the set 𝒩0 is




𝑖 = 𝛼̃︀𝑧 with 𝛼 ≥ 0 and ̃︀𝑧 ∈ 𝒩0. Thus, in this case, 𝑧 ∈ 𝒩2.
It remains to consider the case when {𝛼𝑖} is unbounded. In this case,
we can assume 𝛼𝑖 > 0 and lim
𝑖→∞















𝑖 = 0𝑧 = 0.
This means that 0 ∈ 𝒩0 and so there exist 𝑌1, . . . , 𝑌𝑞 ∈ 𝒦* with 𝑞 < ∞
and 𝛽1, . . . , 𝛽𝑞 ≥ 0 with
𝑞∑︀
𝑖=1
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This is a contradiction to the primal Slater condition. Therefore, the
sequence {𝛼𝑖} can not be unbounded.
It is shown in [ADS13, Lemma 3.1] that the condition 𝑐 ∈ int𝒩1 is
equivalent to the dual Slater condition, i.e.
𝑐 ∈ int𝒩1 ⇔ there exists a feasible 𝑌 ∈ int𝒦*. (2.4)
Furthermore, this implies that the optimal solution set of (𝑆𝐼𝑃𝑃 ) is com-
pact, for the proof see e.g. [GL88, Theorem 2.1] or [ADS13]. More pre-
cisely for feasible (SIP𝑃 ) (see [ADS13, Theorem 3.1]), the following is
known
𝑐 ∈ int𝒩1 ⇔ the primal optimal solution set is nonempty and compact.
(2.5)
Similarly, it is known that if the primal problem satisfies Slater’s
condition, then the dual optimal solution is attained, see e.g. [ADS13,
Lemma 3.1]. By combining the above results, we have the following
standard result regarding solvability.
Corollary 2.14. Consider a pair of conic problems (𝑃 ) and (𝐷). Un-
der the primal and dual Slater conditions, the primal and dual optimal
solutions 𝑋 and 𝑌 are attained and the duality gap is zero.
2.3 Optimality conditions
Now let us turn to optimality conditions. Consider a conic problem (𝑃 ).
Given 𝑋 ∈ 𝒦, we denote the minimal face of the cone 𝒦 containing 𝑋
by face(𝑋,𝒦), the minimal face of 𝒦* containing 𝑌 ∈ 𝒦* by face(𝑌,𝒦*),
and we define
J(𝑋) := face(𝑋,𝒦) and 𝐺(𝑌 ) := face(𝑌,𝒦*). (2.6)
Clearly, we have 𝑋 ∈ ri J(𝑋) for each 𝑋 ∈ 𝒦. For a face 𝐹 of 𝒦, we
define the complementary face as
𝐹△ := {𝑄 ∈ 𝒦* | ⟨𝑄,𝑆⟩ = 0 for all 𝑆 ∈ 𝐹}.
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Clearly, 𝐹△ ⊆ 𝒦* is a closed convex cone. Moreover, it is not difficult
to see that if 𝑋 ∈ ri𝐹 , then 𝐹△ = {𝑄 ∈ 𝒦* | ⟨𝑄,𝑋⟩ = 0}. Thus, the
complementary face of J(𝑋) is equivalently described as
J△(𝑋) = {𝑌 ∈ 𝒦* | ⟨𝑌,𝑋⟩ = 0}. (2.7)
The complementary face 𝐺△(𝑌 ) of 𝐺(𝑌 ) is denoted analogously.
Primal and dual feasible solutions 𝑋 ∈ ℱ𝑃 , 𝑌 ∈ ℱ𝐷 are called com-
plementary if ⟨𝑋, 𝑌 ⟩ = 0, i.e., 𝑌 ∈ J△(𝑋). By weak duality, 𝑋 and 𝑌
must then be optimal solutions of (𝑃 ) and (𝐷).
In SIP, one considers the so-called set of active indices which corre-
sponds to the complementary face in our description. The complemen-
tary face J△(𝑋) of 𝑋 ∈ 𝒦 and the corresponding moment cone ℳ(𝑋)
play a crucial role in optimality conditions. We define
ℳ(𝑋) := cone{𝑎(𝑌𝑗) | 𝑌𝑗 ∈ J△(𝑋)}, (2.8)
where 𝑎(𝑌 ) is given by (2.1).
As usual, we say with respect to the SIP formulation that 𝑥 ∈ ℱ𝑃
or 𝑋 ∈ ℱ𝑃 satisfies the Karush-Kuhn-Tucker condition (KKT), if there




𝑦𝑗𝑎(𝑌𝑗), or equivalently 𝑐 ∈ℳ(𝑋). (2.9)
It is well known that the KKT condition is sufficient for optimality in
conic programming. Let us shortly discuss the sufficiency. Suppose that






is a dual feasible solution. As ⟨𝑋,𝑌 ⟩ = 0, the primal and dual feasible
solutions 𝑋 , 𝑌 are complementary and so 𝑋 is a maximizer of (𝑃 ) and
𝑌 is a minimizer of (𝐷) by weak duality. Thus, the KKT condition is
sufficient for optimality of 𝑋 ∈ ℱ𝑃 in conic programming.
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Next, let us consider necessary conditions for optimality. As in linear
programming, an extended Farkas lemma can be applied to show the
necessity of the KKT condition under a constraint qualification. The
following extended Farkas theorem follows directly from Lemma 2.8 by
considering the convex cone J△(𝑋) instead of 𝒦* and by choosing 𝑎0 := 𝑐.
Theorem 2.15 (Theorem of alternatives 2). Consider a conic prob-
lem (𝑃 ) and a feasible 𝑋. For every 𝑐 ∈ R𝑛, exactly one of the following
alternatives is true:
∙ 𝑐 ∈ clℳ(𝑋)
∙ there is a solution 𝑣 ∈ R𝑛 such that
{︃
𝑐𝑇𝑣 > 0, and
𝑎(𝑌 )𝑇𝑣 ≤ 0 for all 𝑌 ∈ J△(𝑋).
Suppose that 𝑋 ∈ ℱ𝑃 is an optimal solution of (𝑃 ). This implies
that there is no feasible ascent direction. Thus, considering the SIP
formulation of (𝑃 ), the following linear system is infeasible.{︃
𝑏(𝑌 ) ≥ 𝑎(𝑌 )𝑇 (𝑥+ 𝑣) for all 𝑌 ∈ J△(𝑋)
𝑐𝑇 (𝑥+ 𝑣) > 𝑐𝑇𝑥.
The above statement is equivalent to the following: There exists no
𝑣 ∈ R𝑛 such that {︃
𝑎(𝑌 )𝑇𝑣 ≤ 0 for all 𝑌 ∈ J△(𝑋)
𝑐𝑇𝑣 > 0.
(2.10)
Thus, applying the extended Farkas theorem (Theorem 2.15) to state-
ment (2.10), if 𝑋 is an optimal solution, then 𝑐 ∈ clℳ(𝑋) holds. So we
need a constraint qualification to impose closedness of the cone ℳ(𝑋).
Consider (𝑆𝐼𝑃𝑃 ) satisfying the Slater condition with feasible set ℱ𝑃 :=
{𝑥 | 𝑏(𝑌 ) ≥ 𝑎(𝑌 )𝑇𝑥 for all 𝑌 ∈ 𝒦*}. Instead of the index set 𝒵 := 𝒦*,
let us take 𝒵 := J△(𝑋). Similarly, as shown in Proposition 2.13, we have
that the corresponding moment cone ℳ(𝑋) is closed under the primal
Slater condition. Therefore, we derive the standard result that under the
22
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primal Slater condition, the KKT condition is necessary for optimality
of 𝑋 ∈ ℱ𝑃 .
Theorem 2.16. Consider conic problem (𝑃 ) in SIP form satisfying the
primal Slater condition. Let 𝑋 be an optimal solution of (𝑃 ), then KKT
condition (2.9) is satisfied at 𝑋.
2.4 Properties related to cones
In this section, we consider conic problems in self-dual form and introduce
some notions which are generalizations of terms well-known in linear
programming.
Definition 2.17. The extreme points of ℱ𝑃 (resp. ℱ𝐷) are called primal
(resp. dual) basic feasible solutions.
The following characterization of basic solutions is given in [PT01,
Theorem 1]:
Lemma 2.18. Let 𝑋 be feasible for a conic problem (𝑃0) in self dual
form. Then 𝑋 is a basic feasible solution if and only if
span(J(𝑋)) ∩ ℒ = {0}. (2.11)
A similar condition for the complementary face in the corresponding
dual problem leads to the concept of (primal) nondegeneracy:
Definition 2.19. A primal feasible solution 𝑋 is called nondegenerate,
if
span(J△(𝑋)) ∩ ℒ⊥ = {0}. (2.12)
Nondegeneracy of a dual feasible solution 𝑌 is defined analogously.
As in linear programming, for general conic programming it is shown
in [Pat00] that primal nondegeneracy implies uniqueness of the dual op-
timal solution if it exists. If the dual problem is feasible, then the primal
Slater condition implies the existence of a dual optimal solution, see e.g.
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[ADS13, Theorem 3.1]. In the following, we demonstrate that nonde-
generacy implies the Slater condition. Thus, if the primal problem has
a nondegenerate optimal solution and the dual problem is feasible, then
there exists a unique dual optimal solution.
Now let us show a lemma before proving the statement that the ex-
istence of a nondegenerate solution implies the Slater condition.
Lemma 2.20. Let 𝑋 be a nondegenerate feasible solution of (𝑃 ), i.e.,
𝑋 ∈ ℱ𝑃 and ℒ⊥ ∩ span(J△(𝑋)) = {0}. Then there exists 𝐿 ∈ ℒ such
that
⟨𝑆, 𝐿⟩ > 0 for all 𝑆 ∈ J△(𝑋) ∩ ℬ1, (2.13)
where ℬ1 := {𝑆 ∈ 𝒮𝑘 | ||𝑆|| = 1} is the unit sphere.
Proof. The statement is shown using another version of a theorem of the
alternative (see [GL98a, p.68]): Let ∅ ≠ 𝐼, 𝐽 be (possibly infinite) index
sets, and let 𝑏𝑖, 𝑎𝑗 ∈ R𝑚 for 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽 . Suppose the set conv{𝑎𝑗 | 𝑗 ∈ 𝐽}
is closed. Then precisely one of the following alternatives is true:
(I)
{︂ ⟨𝑎𝑗, 𝐿⟩ > 0 for all 𝑗 ∈ 𝐽
⟨𝑏𝑖, 𝐿⟩ = 0 for all 𝑖 ∈ 𝐼
}︂
has a solution 𝐿
(II) 0 ∈ conv{𝑎𝑗 | 𝑗 ∈ 𝐽}+ span{𝑏𝑖 | 𝑖 ∈ 𝐼}
For our purposes, let 𝐽 := J△(𝑋) ∩ ℬ1, and let 𝑎𝑆 := 𝑆 for 𝑆 ∈ 𝐽 . Then
the set conv{𝑆 | 𝑆 ∈ 𝐽} is compact and 0 /∈ conv{𝑆 | 𝑆 ∈ 𝐽}. Let
further {𝑏𝑖 | 𝑖 ∈ 𝐼} be a basis of ℒ⊥. Then obviously the nondegeneracy
assumption for 𝑋 implies ℒ⊥ ∩ conv(𝐽) = ∅, and thus
0 /∈ span{𝑏𝑖 | 𝑖 ∈ 𝐼}+ conv{𝑆 | 𝑆 ∈ 𝐽}.
Therefore, system (I) must be true. Hence, there exist some 𝐿 such that
⟨𝑆, 𝐿⟩ > 0 for all 𝑆 ∈ 𝐽 and ⟨𝑏𝑖, 𝐿⟩ = 0 for all 𝑖 ∈ 𝐼, i.e., 𝐿 ∈ ℒ, as
desired.
Proposition 2.21. Let 𝑋 be a nondegenerate feasible solution of (𝑃0).
Then Slater’s condition holds for (𝑃0). An analogous result is true for
the problem (𝐷0).
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Proof. From Lemma 2.20, the primal nondegeneracy condition
ℒ⊥ ∩ span(J△(𝑋)) = {0}
implies the existence of a vector 𝐿 ∈ ℒ such that
⟨𝑆, 𝐿⟩ > 0 for all 𝑆 ∈ J△(𝑋) ∩ ℬ1 (2.14)
with ℬ1 := {𝑆 ∈ 𝒮𝑘 | ‖𝑆‖ = 1}. It is sufficient to show that for some
𝛼 > 0 small enough we have
(𝑋 + 𝛼𝐿) ∈ (𝐵 + ℒ) ∩ int𝒦.
Indeed, 𝑋 ∈ (𝐵+ℒ) implies (𝑋+𝛼𝐿) ∈ (𝐵+ℒ), and to prove (𝑋+𝛼𝐿) ∈
int𝒦, one needs to show that
⟨𝑋 + 𝛼𝐿, 𝑆⟩ > 0 for all 𝑆 ∈ 𝒦* ∩ ℬ1
is valid for some 𝛼 > 0.
It follows from (2.14) and the compactness of the set J△(𝑋)∩ℬ1 that
there exists some 𝜀 > 0 such that ⟨𝐿, 𝑆⟩ ≥ 2𝜀 > 0 for all 𝑆 ∈ J△(𝑋)∩ℬ1.
By continuity of the linear function ⟨𝐿, ·⟩, there exists some 𝛿 > 0 such
that
⟨𝐿, 𝑆⟩ ≥ 𝜀 for all 𝑆 ∈ J△𝛿 (𝑋) ∩ ℬ1, (2.15)
where J△𝛿 (𝑋) := {𝑆 ∈ 𝒦* | ||𝑆 − 𝑆|| < 𝛿 for some 𝑆 ∈ J△(𝑋)}. Since
𝑋 ∈ 𝒦, we have ⟨𝑋,𝑆⟩ ≥ 0 for all 𝑆 ∈ 𝒦*, and by the definition of
J△(𝑋) in (2.7) we have that ⟨𝑋,𝑆⟩ > 0 for all 𝑆 ∈ (𝒦* ∖ J△𝛿 (𝑋)) ∩ ℬ1.
By compactness of this set, there exists some 𝑇 such that
⟨𝑋,𝑆⟩ ≥ 𝑇 > 0 for all 𝑆 ∈ (𝒦* ∖ J△𝛿 (𝑋)) ∩ ℬ1. (2.16)
Let𝑚 := min{⟨𝐿, 𝑆⟩ | 𝑆 ∈ (𝒦*∖J△𝛿 (𝑋))∩ℬ1}. We claim that (𝑋+𝛼𝐿) ∈
int𝒦 for all 0 < 𝛼 < 𝑇|𝑚| . We have the following two cases:
∙ 𝑆 ∈ (𝒦* ∖ J△𝛿 (𝑋)) ∩ ℬ1: then
⟨𝑋 + 𝛼𝐿, 𝑆⟩ = ⟨𝑋,𝑆⟩+ ⟨𝛼𝐿, 𝑆⟩ ≥ 𝑇 + 𝛼𝑚 > 0.
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∙ 𝑆 ∈ J△𝛿 (𝑋) ∩ ℬ1: using ⟨𝑋,𝑆⟩ ≥ 0 and (2.15), we have
⟨𝑋 + 𝛼𝐿, 𝑆⟩ = ⟨𝑋,𝑆⟩+ ⟨𝛼𝐿, 𝑆⟩ ≥ 𝛼𝜀 > 0.
By combining these two cases, we have (𝑋 + 𝛼𝐿) ∈ (𝐵 +ℒ)∩ int𝒦.
Recall that the optimal solutions 𝑋 of (𝑃0) and 𝑌 of (𝐷0) are called
complementary, if 𝑌 ∈ J△(𝑋).
Definition 2.22. The solutions 𝑋 and 𝑌 are called strictly complemen-
tary, if
𝑋 ∈ ri J(𝑋) and 𝑌 ∈ ri J△(𝑋). (2.17)
Remark 2.23. By considering the dual problem, strict complementarity
can similarly be defined as
𝑌 ∈ ri𝐺(𝑌 ) and 𝑋 ∈ ri𝐺△(𝑌 ). (2.18)
Neither of the conditions (2.17) or (2.18) implies the other unless 𝒦
or 𝒦* are facially exposed, as noted in [Pat00, Remark 3.3.2]. For an
illustrative example for these “asymmetric” definitions of strict comple-
mentarity we refer to [DJ14, Example 1]. Throughout the thesis, strict
complementarity condition refers to the primal cone 𝒦 unless explicitly
stated.
As we mentioned earlier not all cones appearing in optimization are
facially exposed: it is well known that the cone of semidefinite matrices
is facially exposed, but the cone of copositive matrices is not, see [Dic11,
Theorem 8.22].
Remark 2.24. In [PT01], in order to describe the set of problem instances
which have strict complementary solutions, a slightly different definition
of strict complementarity is given: feasible solutions 𝑋 and 𝑌 are called
strictly complementary if
𝑋 ∈ ri𝐹 and 𝑌 ∈ ri𝐹△ holds for some face 𝐹 of 𝒦. (2.19)
It is clear that (2.17) implies (2.19). Conversely, let (2.19) be satisfied.
We always have 𝑋 ∈ ri J(𝑋). So 𝑋 ∈ ri𝐹 implies 𝐹△ = J△(𝑋) by (2.7).
Therefore, (2.17) and (2.19) are equivalent.
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In [Pat00], strict complementarity for 𝑋,𝑌 is defined by
J△(𝑋) = 𝐺(𝑌 ). (2.20)
It can be shown that (2.20) and (2.17) are equivalent, see the proof
of [PT01, Theorem 2].
The following lemma collects some relations between nondegeneracy,
strict complementarity, basic solutions and uniqueness.
Lemma 2.25. (see [Pat00], [PT01, Theorem 2]) Let 𝑋 be an optimal
solution of (𝑃0). Then the following hold.
(a) If 𝑋 is a unique solution, then 𝑋 is a basic solution.
(b) If 𝑋 is nondegenerate, then any complementary solution 𝑌 of (𝐷0)
must be basic. Moreover, if there is a complementary solution 𝑌 ,
it must be unique.
(c) Suppose that 𝑌 is a dual feasible solution and 𝑋 and 𝑌 are strictly
complementary. Then 𝑌 is basic if and only if 𝑋 is nondegenerate.
Next, we define so-called nice cones and tangent spaces, see [Pat13,
Pat07].
Definition 2.26. A closed convex cone 𝒦 is called nice if
𝒦* + 𝐹⊥ is closed for any face 𝐹 of 𝒦.
For example, it can be shown that polyhedral cones and the positive
semidefinite cone are nice, but the copositive cone is not (see [Pat13,
Theorem 3], [Pat07]). Every nice cones are facially exposed, see [Pat13].
But it is shown in [Ros14] that the reverse implication is not true.
As usual, the tangent space of a convex closed cone is defined (see
e.g. [Pat00]) as follows:
Definition 2.27. Let 𝒦 ⊆ 𝒮𝑘 be a closed convex cone. The tangent
space at 𝑋 ∈ 𝒦 is
tan(𝑋,𝒦) := {𝑍 ∈ 𝒮𝑘 | dist(𝑋 ± 𝑡𝑍,𝒦) = 𝑜(𝑡)}. (2.21)
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For nice cones, it has been shown in [Pat00, Lemma 3.2.1 or Re-
mark 3.3.4] that tangent spaces and complementary faces are closely
related:
Proposition 2.28. Let 𝒦 be a nice cone. Then for 𝑋 ∈ 𝒦
[J△(𝑋)]⊥ = tan(𝑋,𝒦). (2.22)





s.t. 𝑋 := 𝐵 − 𝐴𝑥 ∈ R𝑚+
(𝐿𝑃𝐷)
min 𝐵𝑇𝑌
s.t. 𝐴𝑇𝑌 = 𝑐
𝑌 ∈ R𝑚+
where 𝐴 ∈ R𝑚×𝑛, 𝑐 ∈ R𝑛, 𝐵 ∈ R𝑚. Suppose the optimal solutions
𝑋 := 𝐵 − 𝐴𝑥 and 𝑌 have exactly 𝑟 resp. 𝑠 nonzero components. After
permuting components, we can assume without loss of generality that
𝑋𝑟+1 = · · · = 𝑋𝑚 = 0, 𝑋1, . . . , 𝑋𝑟 > 0
and
𝑌 1 = · · · = 𝑌 𝑚−𝑠 = 0, 𝑌 𝑚−𝑠+1, . . . , 𝑌 𝑚 > 0.
Complementarity with 𝑋𝑖𝑌𝑖 = 0, 𝑖 = 1, . . .𝑚, implies 𝑟 + 𝑠 ≤ 𝑚. Faces
and complementary faces can be obtained directly:
J(𝑋) := face(𝑋,R𝑚+ ) = {𝑋 ∈ R𝑚+ | 𝑋𝑖 = 0 for all 𝑖 = (𝑟 + 1), . . . ,𝑚}
and
J△(𝑋) = {𝑌 ∈ R𝑚+ | 𝑌𝑖 = 0 for all 𝑖 = 1, . . . , 𝑟}.
Furthermore, it is straightforward to check the following
∙ If 𝑟 + 𝑠 = 𝑚, then 𝑋 and 𝑌 are strictly complementary.
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∙ Let 𝑇 ∈ R(𝑚−𝑟)×𝑛 be the matrix consisting of the (𝑚−𝑟) rows of 𝐴
corresponding to zero components of 𝑋. It is not difficult to show
that the nondegeneracy condition (2.12) for 𝑋 is equivalent to the
standard definition of a nondegenerate feasible point 𝑋 in LP, that
is the rows of 𝑇 are linearly independent.
Semidefinite programming: Let us consider an SDP satisfying the
primal and dual Slater condition.
(𝑆𝐷𝑃𝑃 )
max 𝑐𝑇𝑥





min ⟨𝐵, 𝑌 ⟩
s.t. ⟨𝐴𝑖, 𝑌 ⟩ = 𝑐𝑖
𝑌 ∈ 𝒮𝑘+
Consider primal and dual solutions 𝑋 ∈ ℱ𝑃 and 𝑌 ∈ ℱ𝐷 with zero
duality gap. As 𝑋, 𝑌 are positive semidefinite, there exist unique posi-








𝑋𝑖𝑖, we derive the following:





2 = 0 and so 𝑌 𝑋 = 0. So the complementarity condition
⟨𝑋, 𝑌 ⟩ = 0 in SDP implies that𝑋𝑌 = 0 and 𝑌 𝑋 = 0. As𝑋, 𝑌 commute,
they share a common system of eigenvectors. Using this observation, one
can obtain the following results
Theorem 2.29. [AHO97, Lemma 3] Consider a pair of primal and dual
problems (𝑆𝐷𝑃𝑃 ) and (𝑆𝐷𝑃𝐷). The feasible solutions 𝑋 ∈ ℱ𝑃 and
𝑌 ∈ ℱ𝐷 are optimal if and only if there exists an orthonormal matrix 𝑄
and numbers 𝜆𝑖, 𝜔𝑖 (𝑖 = 1, . . . , 𝑘) such that
𝑋 = 𝑄Diag(𝜆1, . . . , 𝜆𝑘)𝑄
𝑇
𝑌 = 𝑄Diag(𝜔1, . . . , 𝜔𝑘)𝑄
𝑇
𝜆𝑖𝜔𝑖 = 0, 𝑖 = 1, . . . , 𝑘
where Diag(𝑑1, . . . , 𝑑𝑘) is a diagonal matrix whose 𝑖th diagonal entry is 𝑑𝑖.
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The faces and the complementary faces of the positive semidefinite
cone are well known. Understanding facial structures and faces leads to
many results in semidefinite programming. To be self-contained, let us
demonstrate how a face and the complementary face are described for
the positive semidefinite cone, see e.g. [Pat00].
Theorem 2.30. Consider a matrix 𝑋 ∈ 𝒮𝑘+. Then the corresponding
minimal face and the complementary face are the following:
face(𝑋,𝒮𝑘+) = {𝑋 ∈ 𝒮𝑘+ | ℛ(𝑋) ⊆ ℛ(𝑋)} (2.23)
and
face△(𝑋,𝒮𝑘+) = {𝑋 ∈ 𝒮𝑘+ | ℛ(𝑋) ⊆ ℛ(𝑋)⊥}, (2.24)
where ℛ(𝑋) is the column space of matrix 𝑋.
Proof. Suppose that 𝑋1, 𝑋2 ∈ 𝒮𝑘+ such that 𝑋 = 𝛼𝑋1 + (1 − 𝛼)𝑋2 for
some 0 < 𝛼 < 1. We show that ℛ(𝑋1) ⊆ ℛ(𝑋). Let us denote the null
space of 𝑋 as Null(𝑋). For any 𝑧 ∈ Null(𝑋), we obtain
𝛼𝑧𝑇𝑋1𝑧 + (1− 𝛼)𝑧𝑇𝑋2𝑧 = 𝑧𝑇𝑋𝑧 = 0.
Using the above equality and 𝑋1, 𝑋2 ∈ 𝒮𝑘+, we derive














1 𝑧 = 0 and so 𝑋1𝑧 = 0. This means that Null(𝑋1) ⊇
Null(𝑋) and equivalently ℛ(𝑋1) ⊆ ℛ(𝑋). Similarly, we can show that
ℛ(𝑋2) ⊆ ℛ(𝑋).
Now let us take any 𝑋1 ∈ 𝒮𝑘+ with ℛ(𝑋1) ⊆ ℛ(𝑋). We show that
𝑋1 ∈ face(𝑋,𝒮𝑘+) by finding 1 > 𝛼 > 0 and 𝑋2 ∈ 𝒮𝑘+ such that 𝑋 =
𝛼𝑋1 + (1 − 𝛼)𝑋2. As Null(𝑋) ⊆ Null(𝑋1), there exists 𝛼 > 0 small
enough such that 𝑧𝑇𝑋𝑧 ≥ 𝛼𝑧𝑇𝑋1𝑧 for all 𝑧 ∈ ℛ(𝑋) with ||𝑧|| = 1.
As scaling of 𝑧 does not affect the inequality, we have
0 ≤ 𝑧𝑇𝑋𝑧 − 𝛼𝑧𝑇𝑋1𝑧 (2.25)
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for all 𝑧 ∈ ℛ(𝑋). For this choice of 𝛼, we define
𝑋2 =
1
(1− 𝛼)(𝑋 − 𝛼𝑋1).
Consider any 𝑎 = 𝑎1⊕𝑎2 ∈ R𝑘 with 𝑎1 ∈ Null(𝑋) and 𝑎2 ∈ ℛ(𝑋). Using
Null(𝑋) ⊆ Null(𝑋1), we derive
(1− 𝛼)𝑎𝑇𝑋2𝑎 = 𝑎𝑇𝑋𝑎− 𝛼𝑎𝑇𝑋1𝑎 = (𝑎2)𝑇𝑋𝑎2 − 𝛼(𝑎2)𝑇𝑋1𝑎2 ≥ 0
for any 𝑎 ∈ R𝑘. The last inequality holds due to (2.25) as 𝑎2 ∈ ℛ(𝑋).
Therefore, 𝑋2 is positive semidefinite as desired.
Let us turn to (2.24). First, we show that ⟨𝑋,𝑌 ⟩ = 0 holds for any
𝑌 ∈ 𝒮𝑘+ with ℛ(𝑌 ) ⊆ ℛ(𝑋)⊥, which means that 𝑌 ∈ face△(𝑋,𝒮𝑘+). Let
us denote the 𝑖th column of 𝑋 as 𝑥𝑖. As 𝑥𝑖 ∈ ℛ(𝑋) and 𝑦𝑖 ∈ ℛ(𝑋)⊥, we




It remains to show that ℛ(𝑌 ) ⊆ ℛ(𝑋)⊥ = Null(𝑋) holds for any
𝑌 ∈ face△(𝑋,𝒮𝑘+) = {𝑌 ∈ 𝒮𝑘+ | ⟨𝑋,𝑌 ⟩ = 0}. As ⟨𝑋,𝑌 ⟩ = 0, we have
𝑋𝑌 = 0. So for any 𝑣 = 𝑌 𝑑 ∈ ℛ(𝑌 ), we find 𝑋𝑣 = 𝑋𝑌 𝑑 = 0, i.e.,
𝑣 ∈ Null(𝑋).
Consider 𝑋 ∈ 𝒮𝑘+ with rank𝑋 = 𝑟, and an orthonormal matrix 𝑄






with an 𝑟× 𝑟 diagonal matrix Λ consisting of the nonzero eigenvalues of
𝑋. The transformation 𝑋 ↦→ 𝑄𝑇𝑋𝑄 is a one to one mapping of 𝒮𝑘+ to
itself. Therefore, we have that


















Chapter 2. Linear conic programming
Next let us specify strict complementarity and nondegeneracy for the
SDP case. For the proofs and further details see e.g. [AHO97, Pat00] :
Proposition 2.31. Consider a pair of primal and dual problems (𝑆𝐷𝑃𝑃 )
and (𝑆𝐷𝑃𝐷).
∙ Consider primal and dual optimal solutions 𝑋 ∈ 𝒮𝑘+ and 𝑌 ∈ 𝒮𝑘+
with rank𝑋 = 𝑟 and rank𝑌 = 𝑠. If 𝑟 + 𝑠 = 𝑘, then the optimal
solutions 𝑋 and 𝑌 are strictly complementary.


















𝑊 ∈ 𝒮𝑟, 𝑉 ∈ R𝑟×(𝑘−𝑟)
}︂
= 𝒮𝑘,
then 𝑋 is nondegenerate
In other words, strict complementarity means that exactly one of the
two conditions 𝜆𝑖 = 0 or 𝜔𝑖 = 0 holds in Theorem 2.29.
In linear programming, if (𝑃 ) and (𝐷) are feasible, then a pair of
strictly complementary optimal solutions always exists. However, this is
not anymore the case in SDP even when both primal and dual optimal
solutions are unique and nondegenerate. For an illustrating example, see
[AHO97, Example page 117].
32
