Abstract-A K-tier heterogeneous downlink millimeter wave (mmWave) cellular network with user-centric small cell deployments is studied in this paper. In particular, we consider a heterogeneous network model with user equipments (UEs) being distributed according to a Poisson cluster process (PCP). Distinguishing features of mmWave communications including directional beamforming and a sophisticated path loss model incorporating both line-of-sight and non-line-of-sight transmissions, are taken into account. Initially, we determine general expressions for the association probabilities of different tier BSs. Using tools from stochastic geometry, we then characterize the Laplace transform of the interference and derive a general expression for the signal-to-interference-plus-noise ratio coverage probability. While these expressions are applicable to any PCP, we later specialize the results to two popular PCPs, namely, first, Thomas cluster process, where the UEs are clustered around the base stations (BSs) according to a Gaussian distribution, and second, Matérn cluster process, where the UEs are scattered according to a uniform distribution. Subsequently, upper and lower bounds for the coverage probability are provided. Special cases are also addressed, providing the insight that when the cluster size grows without bound, our PCP-based model specializes to a Poisson point process-based model. Area spectral efficiency is investigated as well. Moreover, we have discussed extensions to cases in which more practical antenna gain patterns are taken into account and also the shadowing is considered. Via numerical and simulation results, we explore the effects of the beamwidth of the main lobe, the main lobe directivity gain, the biasing factor and the transmit power of the small-cell BSs to get insight on the performance in practical scenarios. Performance in dense networks is also analyzed numerically.
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Digital Object Identifier 10.1109/TVT. 2019.2895816 for wireless service providers [2] , [3] . In the presence of this severe spectrum shortage in conventional cellular bands, millimeter wave (mmWave) frequencies between 30 and 300 GHz have been attracting growing attention for deployment in next-generation wireless heterogeneous networks [4] . Larger bandwidths available in mmWave frequency bands make them attractive to meet the exponentially growing demand in data traffic [5] . On the other hand, communication in mmWave frequency bands has several limitations such as increase in freespace path loss with increasing frequency and poor penetration through solid materials. However, with the use of large antenna arrays by utilizing the shorter wavelengths of mmWave frequency bands, and enabling beamforming at the transmitter and receiver, frequency dependent path loss can be compensated [6] . Additionally, with the employment of directional antennas, out-of-cell interference can be substantially reduced. Future mobile networks are moving towards being heterogeneous, i.e., supporting the coexistence of denser but lowerpower small-cell base stations (BSs) with the conventional high-power and low-density large-cell BSs [7] - [9] . Heterogeneous mmWave cellular networks have been addressed in several recent studies. An energy-efficient mmWave backhauling scheme for small cells in 5G is considered in [10] , where the small cells are densely deployed and a macrocell is coupled with small cells to some extent. Mobile users are associated with BSs of the small cells, and have the communication modes of both fourth-generation access and mmWave backhauling operation. The macrocell BS and small-cell BSs are also equipped with directional antennas both for 4G communications and transmissions in the mmWave band. A general multi-tier mmWave cellular network is studied in [11] and [12] . The BSs in each tier are distributed according to a homogeneous Poisson point process (PPP) with certain densities. Moreover, in [11] a twoball approximation is considered, modeling the state of links in line of sight (LOS), non-LOS (NLOS), and outage. In [12] , a Ktier heterogeneous mmWave cellular network is considered, and signal-to-interference-plus-noise-ratio (SINR) coverage probability (CP) is derived by incorporating the distinguishing features of mmWave communications, and a D-ball approximation for blockage modeling is employed. In [13] , authors investigate an ultra dense heterogeneous network, and study the energy efficient BS deployment considering LOS and NLOS transmission. [14] discusses how to combine a realistic mmWave channel model with a tractable network analysis, and derives 0018-9545 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the signal-to-interference-ratio (SIR) coverage probability. The coverage probability in urban areas is derived for a heterogeneous mmWave network in [15] . Stochastic geometry has become a powerful tool for analyzing cellular networks in recent years. As noted above, a common approach is to model the locations of BSs and user equipments (UEs) randomly and independently using the PPP distribution. However, assuming BS and UE locations independent from each other may not be quite accurate. In practice, while macro BSs are deployed fairly uniformly to provide a ubiquitous coverage blanket, several types of small cells, such as picocells, are deployed to enhance coverage and capacity [16] . Therefore, the small-cell BSs are expected to be deployed in crowded areas or hotspots to patch coverage dead-zones. This naturally couples the locations of the small-cell BSs with the UEs [17] . In such architectures, one can envision the small cells being deployed to serve clusters of UEs. Such models have been used by the standardization bodies, such as third generation partnership project (3GPP). 3GPP has considered the clustered configurations in which locations of the user and small-cell BSs are coupled, in addition to the uniformly distributed UEs [17] . The authors in [18] have proved that the model in which UEs are distributed according to poisson cluster process (PCP) around PPP distributed small-cell BSs closely resemblances the 3GPP configuration of single smallcell BS per user hotspot in a heterogeneous network. Therefore, user-centric deployment of small cells is becoming an important part of future wireless architectures [19] .
Several recent studies have attempted to model the UEs as clustered around the small-cell BSs. A unified HetNet model in which a fraction of UEs and some BS tiers are modeled as PCPs is developed in [18] to reduce the gap between the real-word deployments and the popular PPP-based analytical model. In [20] , the authors consider Neyman-Scott cluster process, in which the centers of the clusters and cluster members are assumed to be distributed according to some stationary PPP independent from each other. Although the cluster process is considered, the correlation between the locations of the cluster centers and members is not taken into account. In [21] , PPP-PCP model is employed in which macrocell BS locations are modeled according to a PPP, while picocell BS locations are distributed according to a PCP. Authors investigate the effect of the distance between the BS and UEs on coverage probability. In [22] , a multi-cell uplink non-orthogonal multiple access system is provided. BSs are distributed according to a homogeneous PPP, and UEs are uniformly clustered around the BSs within a circular region. Three scenarios are considered in [22] , including perfect successive interference cancellation (SIC), imperfect SIC and imperfect worst case SIC at the receiver side. Moreover, the Laplace transform of the interference is analyzed. In [23] , authors consider a K-tier heterogeneous network (HetNet) model with user-centric small cell deployments in which the locations of UEs are modeled by a PCP with one small-cell BS located at the center of each cluster process, and discover the coverage probability of the network. In addition to modeling locations of UEs as a PCP, small-cell BS clustering is considered in [24] to capture the correlation between the large-cell and small-cell BS locations. However, these prior studies that considered clustered users have not addressed transmission in mmWave frequency bands. Recently, in the conference version of this work in [1] , we have considered PCP in mmWave heterogeneous networks, but we have given only a limited exposition by deriving association probability and coverage probability expressions only for the Thomas cluster process, and not including any analysis on special cases, area spectral efficiency, practical antenna patterns, and dense networks.
Finally, we make note of several recent studies that consider non-Poisson-based models. In [25] , the authors have considered a wireless network with a finite number of nodes that are uniformly located in a finite region. And the receiving node is placed at an arbitrary location. The cumulative distribution function (CDF) of the interference is derived for slotted-synchronous and slotted-asynchronous traffic patterns. A finite mobile network is also considered in [26] , and the mean interference is calculated at the border of this network. In [27] , the transmitting sources are assumed to be uniformly distributed over a disk, and the coverage probability of this proposed model is studied.
A. Contributions and Organization
In this paper, motivated by the facts that mmWave is poised to be an important component of next generation cellular networks and clustered UEs are experienced in practical scenarios, we analyze a K-tier heterogeneous downlink mmWave cellular network with UE-centric small cell deployments. Our main contributions can be summarized as follows:
r We develop a new and more practical heterogeneous mmWave cellular network model by considering the correlation between the locations of UEs and BSs. Taking into account the correlation between the UE and BS locations is the key difference from [11] and [12] which assume PPP distributed UEs independent from the BS locations. Also, we show that the noise limited approximation for mmWave cellular networks as claimed in [11] and [12] is not valid anymore when the locations of UEs and BSs are correlated. Moreover, different from [23] which considers the BS-UE location correlation for a K-tier heterogeneous network model, we assume that signal transmission occurs in mmWave frequency bands, and therefore we incorporate the distinguishing features of mmWave communication into the analysis.
r Cell association probabilities are determined by employing a cell association criterion based on the long-term average biased received power. General expressions for association probabilities with each tier BS including the cluster center BS are provided. These general expressions can be applied to any PCP distribution. Later, we obtain the association probabilities for Matérn and Thomas cluster processes. In addition, we provide simpler expressions for association probabilities by considering several special cases to provide more insight on the impact of different system parameters. For example, we show that our model specializes to the PPP-based model when the cluster size grows without bound.
r We characterize the Laplace transform of the interferences.
General expressions for SINR coverage probabilities for each tier BS including the cluster center BS are also derived by considering PCP distributed UEs and incorporating the distinguishing features of mmWave communication such as directional beamforming and having different path loss laws for LOS and NLOS links. D-ball approximation is employed for blockage modeling. The coverage probability expressions are also applicable to any PCP. Upper and lower bounds on the Laplace transform of the interference from the cluster center BS are obtained, leading to bounds on the total coverage probability of the entire network. It is also demonstrated that as the cluster size increases, performance within the PCP model approaches that of the PPP-based model.
r Area spectral efficiency (ASE) of the entire network is determined based on the derived coverage probabilities. Moreover, several extensions on the coverage analysis are provided to the baseline model by considering the more practical antenna gain patterns and also shadowing.
r Via numerical results, we obtain several insightful characterizations. For instance, we show that 1) considering the correlation between UEs and BSs is important when modeling the UE distribution, but the type of PCP does not play an important role; 2) the type of small-scale fading does not have a significant impact on the coverage performance; 3) coverage probability is a decreasing function of the cluster size as well as the SINR threshold; 4) coverage performance can be improved by adjusting key system parameters, such as antenna main lobe directivity gain and beamwidth of the main lobe; 5) when the cluster size is small, increasing the biasing factor of the small-cell BSs can improve coverage probability, while this has a negative impact on the coverage performance for a large cluster size; 6) when the transmit power of large-cell BSs is fixed, increasing the transmit power of small-cell BSs can lead to an increase in coverage probability; 7) the proposed model and the analysis are also applicable to dense networks, for which we provide numerical and simulation results and glean insight. The rest of the paper is organized as follows. In Section II, we introduce the system model. The complementary cumulative distribution function (CCDF) and probability density function (PDF) of the path loss, and association probability for each tier are derived in Section III. In Section IV, the total SINR coverage probability of the entire network is obtained, and extensions and special cases are addressed. In Section V, numerical and simulation results are presented to investigate the impact of several system parameters on the performance of the network. Finally, the conclusions are drawn and future work is discussed in Section VI. Proofs are relegated to the Appendix.
II. SYSTEM MODEL
A. Base Station Distribution Modeling
In our model, a K-tier heterogeneous downlink mmWave cellular network is considered. BSs in each tier are distributed according to a homogeneous PPP (more specifically, the BSs in the j th tier are distributed according to PPP Φ j of density λ j on the Euclidean plane for j ∈ K = {1, 2, ..., K}), and are assumed to be transmitting in a mmWave frequency band. BSs in the j th tier are distinguished by their transmit power P j , biasing factor B j , and blockage model parameters.
B. User Distribution Modeling
Unlike previous works which mostly consider UEs distributed uniformly according to some independent homogeneous point process, we consider a more realistic network scenario where the UEs are clustered around the smaller cell BSs. In this network scenario, smaller cell BSs are located at the center of the clustered UEs where the locations of the UEs are modeled as a PCP. UEs in each cluster are called cluster members.
Cluster members are assumed to be symmetrically independently and identically distributed (i.i.d.) around the cluster center. Assume that the cluster center is a BS in the j th tier, then the union of the cluster members' locations forms a PCP, denoted by Φ j u . In this paper, Φ j u is modeled as either (i) a Thomas cluster process, where the UEs are scattered according to a Gaussian distribution with variance σ 2 j , or (ii) a Matérn cluster process, where the UEs are scattered according to a uniform distribution, i.e., UEs are symmetrically uniformly spatially distributed around the cluster center within a circular disc of radius R j Fig. 1 depicts scenarios with different UE distributions. Specifically, while the UEs are distributed according to a homogeneous PPP in Fig. 1(a) , they follow Thomas cluster and Matérn cluster processes around the picocell BSs in Fig. 1(b) and Fig. 1(c) , respectively.
Without loss of generality, analysis is conducted for a typical UE located at the origin, which is randomly chosen in a randomly chosen cluster which is referred to as the representative cluster throughout the paper. Y 0 is used to denote the distance from the cluster center BS to the typical UE. Therefore, (i) if Φ j u is a Thomas cluster process, the CCDF and PDF of Y 0 are given as [28] CCDF:
where σ 2 j is the variance of Gaussian distribution; (ii) if Φ j u is a Matérn cluster process, the CCDF and PDF of Y 0 are given as
PDF :
where R j is the radius of the clusters in the j th tier. Note that BSs in the j th tier are distributed according to a PPP Φ j (j ∈ K). Let Y j denote the distance from the typical UE to the nearest BS in the j th tier. Then, the CCDF and PDF of Y j are given as [29] CCDF:
where λ j is the density of PPP Φ j . Similar to [23] , to distinguish the difference between the distributions of Y 0 and Y j , we form an additional tier, named as 0 th tier, which includes the cluster center BS of the typical UE. Thus, our model is denoted as a
C. Antenna and Channel Modeling
In this setting, we have the following assumptions regarding the antenna and channel models of the K-tier heterogeneous downlink mmWave cellular network:
1) Directional Beamforming: Antenna arrays at all BSs and UEs are assumed to perform directional beamforming. For analytical tractability, sectored antenna model is employed where M , m, θ denote the main lobe directivity gain, side lobe gain and beamwidth of the main lobe, respectively [12] , [30] , [31] . We assume perfect beam alignment between the typical UE and its serving BS resulting in an overall antenna gain of MM. In other words, the typical UE and its serving BS can adjust their antenna steering orientation using the estimated angles of arrivals to achieve maximum directivity gain. Beam direction of the interfering links is modeled as a uniform random variable on [0, 2π]. Hence, the effective antenna gain G between the typical UE and an interfering BS can be described with the following random variable:
Mm with probability
where p G is the probability of having the antenna gain of G ∈ {M M, M m, mm}. 
2) Path Loss and Blockage Modeling:
Link between a typical UE and a BS can be either a LOS or NLOS link. A LOS link occurs when there is no blockage between the UE and the BS, while a NLOS link occurs between the UE and the BS if blockage exists. An additional outage state can occur if the path loss is sufficiently high causing no link establishment between the UE and the BS [11] .
Consider an arbitrary link of length y j (j ∈ K), and define the LOS probability function p(y j ) as the probability that the link is LOS. In [11] and [32] , authors employ multi-ball models with piece-wise LOS probability functions. In this paper, we employ the same D-ball approximation model used in [12] . As shown in Fig. 2 , a link is in LOS state with probability p(y j ) = β j 1 inside the first ball with radius R 1 , while NLOS state occurs with probability 1 − β j 1 . Similarly, LOS probability is equal to p(y j ) = β j d for y j between R d−1 and R d for d = 2, . . . , D, and all links with distances greater than R D are assumed to be in outage state. Additionally, LOS and NLOS links have different path loss exponents in different ball layers. Therefore, the path loss on each link in the j th tier (j ∈ K) can be expressed as follows: 
For the 0 th tier, there is only one BS, called the 0 th tier BS, at the cluster center and cluster members are clustered around it. Since the link distance between the cluster center BS and cluster members is generally relatively small, we assume that the link between the cluster center BS and the cluster members can be either LOS or NLOS with path loss exponents α 0L 1 or α 0N 1 , respectively, without an outage state. Therefore, the path loss of the link in the 0 th tier can be expressed as follows:
where similar notations are used for path loss parameters. We note that shadowing is not taken into account in our baseline model for computational tractability in the main analysis similarly as in [12] , [30] , and [31] . However, our model can be extended by incorporating log-normal shadowing, and the analysis for this extended channel model is addressed in Section IV-F.
Finally, we note that a summary of notations is provided in Table I .
III. PATH LOSS STATISTICS AND ASSOCIATION PROBABILITY
In this section, first the CCDF and the PDF of the path loss for all tiers are characterized. Subsequently, association probability is defined and formulated.
A. CCDF and PDF of the Path Loss in Each Tier
1) Path Loss in the 0
th Tier: Lemma 1: The CCDF and PDF of the path loss from a typical UE to the LOS/NLOS BS in the 0 th tier can be expressed as follows: 
where x > 0, s ∈ {LOS, NLOS}, and σ 2 j is the variance of the Gaussian UE distribution.
ii
where s ∈ {LOS, NLOS}, and R j is the radius of the cluster.
Proof: See Appendix A.
Therefore, the CCDF and PDF of the path loss from a typical UE to the BS in the 0 th tier can be expressed as
where p L 0, LOS = β 01 and p L 0, NLOS = 1 − β 01 are the LOS and NLOS probabilities in the 0 th tier, respectively.
2) Path Loss in the j
th Tier (j ∈ K): The CCDF of the path loss from the typical UE to the LOS/NLOS BS in the jth tier can be formulated as [12, Lemma 2]
where s ∈ {LOS, NLOS} and Λ j,s ([0, x) ) is expressed at the top of this page in (16) and (17) for LOS and NLOS links, respectively. And 1(·) is the indicator function. Therefore, the CCDF and PDF of the path loss from a typical UE to the BS in the j th tier can be expressed as
where
and
B. Association Probability
In this paper, UEs are assumed to be associated with the BS offering the strongest long-term average biased received power similarly as in [33] . This can be mathematically expressed as
where P is the average biased received power of the typical UE,
j,i are the transmission power, biasing factor, and path loss of the i th BS in the j th tier, respectively, and G 0 is the effective antenna gain. Since P j,i and B j,i are the same for all BSs in the j th tier, the strongest average biased received power within each tier comes from the BS providing the minimum path loss. Therefore, we can write (24) where L j,min is the minimum path loss of the typical UE from a BS in the j th tier. Association probability is defined as the probability that a typical UE is associated with a LOS/NLOS BS in the j th tier for j ∈ K 1 . The association probabilities with a BS in the j th tier are provided in the following lemma.
Lemma 2: The probability that the typical UE is associated with a LOS/NLOS BS in the j th tier for j ∈ K 1 , is
, l j,s is the path loss from a LOS/NLOS BS in the j th tier, F L 0 (·) is given by (14) , (10) or (12) (depending on the cluster process), and F L k (·), and F L j , s (·) are given by (18) and (15), respectively.
Proof: See Appendix B. Corollary 1: When Φ j u is a Thomas cluster process, the association probability with a LOS/NLOS BS in the j th tier for j ∈ K 1 , is given in (26) shown at the top of the next page, where (21) and (22), respectively. Proof: The proof follows by substituting (10), (14), (15), and (18) into (25) .
Corollary 2: When Φ j u is a Matérn cluster process, the association probability with a LOS/NLOS BS in the j th tier for j ∈ K 1 , is given in (27) shown at the top of the page.
Proof: The proof follows by substituting (12), (14), (15), and (18) into (25) .
Furthermore, given that the serving BS is from the j th tier and in a LOS/NLOS transmission, the PDF of the path loss from the typical UE to its serving BS is provided in the following Lemma.
Lemma 3: Given that the typical UE is associated with a LOS/NLOS BS from the j th tier, the PDF of the path loss iŝ
C. Analysis of Special Cases for Association Probability
In this section, we provide simplified association probability expressions for several special cases to give more insights on the impact of different system parameters. Specifically, we consider a 2-tier model, where the UEs are clustered around the 1 st tier BSs. We further consider a 1-ball model with radii R 1 and R 2 for tiers 1 and 2, respectively, and assume that the probability of LOS is equal to one inside the ball while outage occurs outside the ball. In addition, the path loss exponent α L is set as 2. Performing several algebraic operations and assuming that the standard deviation of the Gaussian UE distribution is σ, we simplify the association probability expressions in (26) (obtained for the Thomas cluster process) as follows:
−Λ 1 0,
Moreover, if we let R 1 and R 2 grow without bound, i.e., we have R 1 → ∞, R 2 → ∞, we can simplify the expressions further and obtain the following closed-form expressions:
The association probability expressions above are simple functions of the key system parameters such as transmission power P i , biasing factor B i , BS density λ i for tiers i = 1, 2 as well as the variance σ 2 of the Gaussian cluster distribution, and the impact of these parameters can be determined immediately. For instance, we readily note that as the UEs are spread more widely around the cluster center, i.e., as the variance σ 2 grows, association probability A 0 to the cluster center diminishes, as expected. Indeed, in the limit as σ 2 approaches infinity, UEs are no longer clustered around BSs, and correspondingly our model specializes to the 2-tier PPP model for which association probabilities become (in addition to having A 0 ≈ 0)
recovering the results in [9] and [12] obtained for the PPP model with no clustered users. On the other hand, if we consider a 2-tier Matérn cluster process model with cluster radius R, association probabilities in (27) can be simplified as
If the radii R 1 , R 2 and the cluster radius R all grow without bound, we obtain the same expressions as in (37) and (38) for the association probabilities.
IV. SINR COVERAGE PROBABILITY ANALYSIS
In this section, an analytical framework is developed to analyze the downlink SINR coverage probability for a typical UE of Φ j u using stochastic geometry and employing the results obtained in Section III.
A. Signal to Interference Plus Noise Ratio (SINR)
According to the association policy, a typical UE is served by the BS providing the strongest average biased received power. Therefore, if the typical UE is served by a BS in the j th tier located at a distance y j , there exists no BSs in the k th tier (∀k ∈ K 1 ), within a disc Q k whose center is the location of the typical UE and whose radius is proportional to P k B k P j B j l j,s . We refer to this disc as the exclusion disc throughout this paper.
If the typical UE is associated with a BS in the j th tier, the interference is due to the BSs lying beyond the exclusion disc. Therefore, the interference from the BSs in the k th tier can be expressed as
where P k is the transmit power of the BSs in the k th tier, and
are the effective antenna gain, the small-scale fading gain and the path loss from the i th BS in the k th tier, respectively. We assume that all links are subject to independent Nakagami fading, and hence the small-scale fading gain h is the magnitude-square of the Nakagami fading coefficient.
The SINR experienced at a typical UE associated with a LOS/NLOS BS in the j th tier can be expressed as
where s ∈ {LOS, NLOS}, P j is the transmit power in the j th tier, G 0 is the effective antenna gain of the link between the serving BS and the typical UE which is assumed to be MM, h j is the fading gain from the serving BS to the typical UE and σ 2 n,j is the variance of the additive white Gaussian noise component.
B. SINR Coverage Probability
A typical UE is said to be in coverage if the received SINR is larger than a certain threshold T j > 0 required for successful reception.
Definition 1: Given that the typical UE is associated with a LOS/NLOS BS in the j th tier, the conditional SINR coverage probability of the j th tier is defined as
where t indicates the associated tier and s ∈ {LOS, NLOS}. Therefore, the total SINR coverage probability of the K-tier heterogeneous mmWave cellular network with user-centric small cell deployment can be defined as follows:
where A j,s is the association probability of a LOS/NLOS BS in the j th tier, which is given in Lemma 2. P C j is the coverage probability of each tier and P C j = s∈{LOS,NLOS} A j,s P c C j , s . The exact expressions for the coverage probabilities of each tier are given in the following theorem.
Theorem 1: Given that the UE is associated with a LOS/NLOS BS from the j th tier (j ∈ K 1 ), the conditional SINR coverage probabilities are given in (46) shown at the top of the next page, where s, a ∈ {LOS, NLOS}, N s is the Nakagami fading factor, μ j,s = 
(46)
indicating whether the associated BS and interfering BS, respectively, are LOS or NLOS.
Proof: See Appendix E. The general coverage probability expressions in Theorem 1 specialized to Thomas and Matérn cluster processes can be readily obtained by substituting (10)- (13) into (46) and (47).
Next, we provide upper and lower bounds on the Laplace transform of the interference. , is bounded as
Proof: See Appendix F. We note that the result in Lemma 5 can be used to obtain upper and lower bounds on the coverage probability P C of the network.
C. Analysis of Special Cases for Coverage Probability
In this section, we again analyze (similarly as in Section III-C) the special case in which the cluster size grows without bound. As defined before, y 0 is the distance from the typical UE to its own cluster center, and l 0,s = κ s y α s 0 is the path loss of the link given the link is in a LOS/NLOS transmission. When the cluster size increases, the typical UE moves farther away from its cluster center with high probability. One way to model this notion is to scale the distance to the cluster center as ς y 0 (see e.g., [ 18, Section IV-B]), and also scale l 0,s = ςl 0,s where ς = ς α s . As the cluster size tends to infinity, we let ς → ∞. Lemma 6: As the cluster size goes to infinity, the Laplace transform of the interference from the cluster center BS satisfies L I a j , 0 → 1. Proof: See Appendix G. From Section III-C, we know that when the cluster size approaches infinity, association probability with the 0 th tier BS satisfies A 0 → 0. Then, since P c C 0 1, the coverage probability of the cluster center approaches zero as well, i.e., P C 0 → 0. Moreover, we can obtain the coverage probability of the j th tier BSs (j ∈ K) as
which is the same as the coverage result in [12] obtained for the PPP-based model with no clustered users. Therefore, we can conclude that when the cluster size tends to infinity, our PCP model performs similar to a PPP-based model.
D. Analysis of Noise-Limited Networks
In previous sections, we have addressed the general case in which both noise and interference are taken into account. In this section, we provide coverage expressions for noise-limited networks. When interference is ignored, SNR coverage probabilities of j th tier BSs given that the typical UE is associated with this tier can be expressed as
Similarly as in Section III-C, we consider a 2-tier model and assume only LOS links for all BSs with α L = 2. Then, for Thomas cluster processes, the conditional coverage probabilities of each tier simplify to
When the cluster size tends to infinity, we have P 
E. Area Spectral Efficiency Analysis
In the preceding analysis, we have obtained the downlink SINR coverage probability expressions for clustered UEs. In this section, we consider another performance metric, namely area spectral efficiency (ASE), to measure the network capacity. ASE is defined as the average achievable data rate per unit bandwidth per unit area [34] , and it is a useful metric to measure the quality of the network performance especially for dense networks. Therefore, in order to evaluate the network performance, we formulate the ASE based on the SINR coverage probability results.
Note that we have an additional 0 th tier in our network model. We suppose that the typical UE clustered around the 0 th tier BS is from the j th tier, and therefore ASE is defined as follows:
which implicitly assumes a fixed rate transmission from all BSs in the network, and has the units of bps/Hz/km 2 . P C j (T ) and λ j are the coverage probability and density of the j th (j ∈ K 1 ) tier, respectively.
F. Analysis of Practical Antenna Radiation Patterns
In this section, we extend our analysis by considering several more practical antenna pattern formulations. The followings are the normalized array gain functions recently discussed in the literature.
1) Actual Antenna Pattern [35] :
2) Sinc Antenna Pattern [35] :
3) Cosine Antenna Pattern [35] :
4) Multicosine Antenna Pattern [36] :
where N t is total number of the antenna elements, φ = 2k +1 2N t , and k ∈ [0,
Because of the perfect beam alignment assumption between the typical UE and its serving BS, the antenna gain of the serving link is still constant even when we consider these antenna gain functions. Therefore, these more practical antenna patterns affect only the interference power as equation (61) shown at the bottom of this page follows:
where d is the antenna spacing, λ is the wavelength and θ is a uniformly distributed random variable over [−1, 1]. The general expression for the coverage probability given in Theorem 1 remains same, while the Laplace transform of the interference in Lemma 4 is modified as eq. (61) shown at the bottom of this page, where 
G. Analysis With Shadowing
In the preceding analysis, shadowing is not considered in the channel modeling. However, association and coverage probability analyses can be extended to incorporate shadowing. In this section, we describe how we can obtain the association and coverage probability results with shadowing which is modeled as a log-normal random variable, i.e. 10 log v ∼ N (μ v , σ 2 v ) with μ v and σ 2 v being the mean and variance of the channel power under shadowing, respectively. When shadowing is taken into account, the received power P at the typical UE can be written as
where the scaled path loss (that now includes shadowing) is expressed as
PDF and CCDF of the scaled path loss L j can be obtained by conditioning on the shadowing gain
, where x > 0. Then, we can obtain the conditional association probability A j,s|v j and coverage probability P c C j , s |v j using the same analysis in the previous sections with the modified f L j |v j (x) and F L j |v j (x). 
V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we present several numerical results based on our analyses in Sections III and IV. Simulation results are also provided to validate the accuracy of our analysis.
In the numerical evaluations and simulations, a 2-tier heterogeneous network model with an additional 0 th tier, which is the cluster center of the typical UE, is considered. For this 2-tier scenario, j = 1 and j = 2 correspond to the picocell BSs and microcell BSs, respectively. In other words, a relatively highpower microcell network coexists with denser but lower-power picocell. UEs are clustered around the picocell BSs. Therefore, transmit power of BSs in the 0 th tier is the same as in the 1 st tier. For both 1 st and 2 nd tiers, D-ball approximation is used with D = 2, and the ball parameters are learned from [11] . In the numerical evaluations and simulations, unless stated otherwise, the parameter values listed in Table II are used.
A. Association and Coverage Probabilities
First, we analyze the effect of UE distribution on the association probability (AP). In Fig. 3 , we plot the APs as a function of the cluster size, which is quantified by the standard deviation σ u of Gaussian UE distribution for the Thomas cluster process, and is given by the cluster size R clu of the Matérn cluster process. Since cluster size increases with the increase in σ u and R clu , UEs are located relatively farther away from their own cluster center for larger σ u and R clu . Therefore, UEs become more likely to connect with the BSs in other picocells and microcells. In other words, AP with the 0 th tier, A 0 , decreases, while APs with the 1 st and 2 nd tiers, A 1 and A 2 , increase with the increasing cluster size. However, note that UEs are still more likely to associate with the 0 th tier rather than 1 st and 2 nd tiers. We further note that we generally have excellent agreement between simulation and analytical results.
Moreover, we notice in Fig. 3(a) that for the Thomas cluster process, when σ u is less than a certain value (which is approxi- mately σ u = 38 for this setting), AP with the 1 st tier is less than that with the 2 nd tier, while the opposite happens as σ u exceeds 38. Note again that with the increase in σ u , UEs are more likely to be located farther away from their own cluster center. Since picocell BSs are more densely deployed than microcell BSs, UEs are more likely to be close to other picocell BSs. Thus, A 1 becomes greater than A 2 for σ u > 38. However, for the Matérn cluster process, since UEs are uniformly distributed around the cluster center inside a circular disc, UEs cannot be located outside the clusters as shown in Fig. 1(c) , and are more compactly distributed. Therefore, A 2 is larger than A 1 for R clu < 56, owing primarily to the larger power in the microcell tier (i.e., the second tier). Note that P 2 = 53 dBm > P 1 = 33 dBm as assumed in Table II . The cluster size difference between two cluster processes is because of the fact that for Thomas cluster process with σ u = 38, UEs can still go beyond this size. But for Matérn cluster process, UEs cannot go further than R clu . In Fig. 4 , we plot the SINR coverage probability (CP) as a function of the threshold for both Thomas cluster process (upper sub-figure) and Matérn cluster process (lower sub-figure). Because of the definition of CP, P C diminishes with the increasing threshold. Moreover, when comparing the CP of each tier, we find that the cluster center BSs provide the largest CP (i.e., P C 0 is the largest), indicating that the UEs are more likely to be covered by their cluster center BSs. In Fig. 5 , we plot the SINR CP as a function of the cluster size σ u for Thomas cluster process and R clu for Matérn cluster process. As cluster size increases, we note in both Fig. 5(a) and Fig. 5(b) that the total SINR CP decreases. When UEs are close to their cluster center, they are mostly covered by the cluster center BS (i.e., the 0 th tier BS). As UEs are distributed further away, probability of being covered by the cluster center BS goes down rapidly while SINR CP of the 1 st tier P C 1 and 2 nd tier P C 2 increase. However, the increase in P C 1 and P C 2 cannot compensate the rapid decrease in P C 0 , and hence the total SINR CP decreases. 
B. Impact of the Small-Scale Fading and Shadow Fading
In Fig. 6 , we investigate the effect of small-scale fading type on the coverage performance and plot the SINR CPs when small-scale fading for all paths are considered as either Nakagami or Rayleigh fading. Rayleigh fading is a special case of Nakagami fading with parameters N L = N N = 1. As clearly seen in the figures, better CP is achieved with Nakagami fading than Rayleigh fading because Nakagami fading leads to more favorable channel conditions. However, the difference in the CPs for these two different fading distributions is interestingly not very significant. Moreover, it is shown in [37] that a more general fading such as Nakagami fading does not provide additional design insight, and [2] also shows that small-scale fading has a relatively little effect on mmWave communications. Therefore, together with our observation in Fig. 6 , we consider Rayleigh fading in the following subsections for lower computational complexity.
In Fig. 7 , we investigate the effect of the log-normal shadowing for different values of the σ 2 v . In particular, we plot the SNR coverage probability with and without shadowing taken into account. We again observe excellent agreements with the simulation results. We also notice that for σ 2 v = 10, shadowing can help improve the SNR coverage performance slightly, indicating that fluctuations due to log-normal shadowing can lead to small increases in the coverage probability. On the other hand, when the variance is increased to σ 2 v = 100, we have lower coverage probability with respect to the case without shadowing at small values of the threshold T while we have increased coverage probability for larger values of T . We note that the coverage probability at large values of T is already very small without shadowing taken into account. Therefore, fluctuations that tend to increase the received power in some cases result in higher coverage probabilities comparatively. 
C. Impact of the Interference
In Fig. 8 , we plot the total SINR CP and SNR CP as a function of the threshold in dB for different values of standard deviation of UE distribution for Thomas cluster process or the cluster size for Matérn cluster process. In our model, when UE is connected to a picocell or microcell BS outside of its cluster, interference from the 0 th tier BS at the cluster center is not necessarily negligible due to the relative proximity in the clustered distributions. As expected, relatively large gaps between SINR CP and SNR CP are seen in Fig. 8 , indicating that interference has noticeable influence on the CP performance in this clustered system model. We note that this is a departure from mmWave studies with PPP-distributed users, where performance is regarded as noise-limited as in [11] , [12] , [38] rather than being interferencelimited. Moreover, the impact of interference is slightly larger for small sized clusters as shown in Fig. 8(a) and Fig. 8(b) .
D. Impact of Antenna Modeling
We also investigate the effect of the main lobe gain M and the main lobe beamwidth θ on the SINR CP performance in the sectored antenna model. In Fig. 9(a) , the M m and θ are the same for all BSs and UEs. As shown in the figure, improved SINR coverage is achieved when the main lobe gain M is increased for the same value of θ. The long term averaged received power of the typical UE greatly increases with the increase in M while the interference does not change much, and thus SINR becomes larger with increasing M resulting in a better coverage performance. On the other hand, when the main lobe beamwidth θ increases for the same value of M , SINR CP decreases as a result of the growing impact of the interference. Fig. 9 (b) presents a relatively more general case where M , m and θ are different for the UEs and different tier BSs. In particular, we have M u = 10 dB, m u = −10 dB, θ u = π 2 for the UEs [30] , and for the BSs, we set m j = −10 dB, while different values of M j , θ j are considered as shown in the figure legend. From this figure, we essentially draw the same conclusions as in Fig. 8 . Comparison of SINR coverage probability and SNR coverage probability as a function of the threshold for different values of the cluster size. Fig. 9(a) . In addition, this result demonstrates that our analysis can be readily applied to a model in which antenna parameters are different for UEs and BSs.
We also investigate the impact of the practical cosine antenna pattern, using the same parameters as in [35] , where the antenna spacing is d = λ 4 and the total number of antenna elements is N t = 64. As shown in Fig. 10 , compared to the sectored antenna model, the cosine antenna gain pattern results in a relatively larger coverage probability while exhibiting similar performance trends. The improved coverage with the cosine radiation pattern can be attributed to the fact that the side lobe gains decay faster and become smaller compared to the sectored antenna sidelobe gain (which is fixed), leading to smaller interference at the receivers.
E. Biasing Factor Design of the Picocell BSs
In Fig. 11 , we investigate the impact of biasing factor of picocell BSs B 1 on the coverage performance for a fixed B 2 = 0 dB, Fig. 9 . SINR coverage probability as a function of the threshold in dB for different values of antenna main lobe gain M and the beamwidth of the main lobe θ. Fig. 10 . SINR coverage probability as a function of the threshold in dB for Thomas cluster process (σ u = 10) considering sectored and cosine antenna radiation patterns. considering the Thomas cluster process. First, in Fig. 11(a) , we plot the APs as a function of B 1 /B 2 . With the increasing biasing factor ratio B 1 /B 2 , UEs are more likely to be associated with picocell BSs. Therefore, in the figure, A 0 and A 1 are increasing. Another observation is that both A 0 and A 2 all converge to constants while A 2 diminishes to zero, indicating that further increase in the biasing factor of all picocell BSs will not influence the AP with each tier. Fig. 11(b) displays the total SINR CPs with different cluster sizes. Interestingly, total SINR CPs exhibit different behaviors for the different values of the cluster size. In particular, the total SINR CPs increase with increasing B 1 /B 2 for small values of the cluster size. On the other hand, larger values of the cluster size result in a decrease in the total SINR CP. When cluster size is small, the distance between the typical UE and the cluster center picocell BS is relatively small and the typical UE is already more likely to be associated with its cluster center BS. Therefore, increasing the biasing ratio B 1 /B 2 encourages the Fig. 12 . Association probability, SNR coverage probability of each tier, and SINR coverage probability of each tier as a function of λ 1 /λ 2 for the Matérn cluster process when the cluster size is 30 and T = 30 dB. typical UE to connect with its cluster center BS which is not far away, and leads to a small increase in the coverage performance. However, the opposite happens for larger values of the cluster size. The typical UE is forced to be associated with its cluster center BS which is located relatively far away due to larger value of the cluster size. As a result, the total SINR CP decreases. We finally note that a recent work [39] has employed a randomrestart hill-climbing algorithm to find the optimal biasing factor to achieve near-optimal SINR coverage probability. The authors conclude that with certain blockage conditions, such as the LOS radii, the optimal basing factor exists. However, in our case, as shown in Fig. 11 , the total coverage probability is maximized at the extremes of very small or large values of B 1 /B 2 .
F. Dense Networks
In Fig. 12 , we consider the Matérn cluster process and investigate the network performance of an ultra dense network by fixing the density of microcell BSs to λ 2 = 10 (1/km 2 ) and increasing the density λ 1 of picocell BSs. In Fig. 12(a) , we plot the AP as a function of λ 1 /λ 2 . As can be seen, AP with the 1 st tier, A 1 , increases, while APs with the 0 th and 2 nd tiers, A 0 and A 2 , decrease with the increasing λ 1 /λ 2 . Since the cluster size is relatively large meaning that UEs are not located closer to cluster center BSs, the typical UE is more likely to be associated with the 1 st tier BSs due to their increasing density, λ 1 . When the network become ultradense, i.e., λ 1 is very large, almost all UEs are associated with the 1 st tier BSs, and the APs with the 0 th and 2 nd tier BSs approach zero. Total SINR CPs converge to zero with the increase in λ 1 as shown in Fig. 12(b) due to the growing impact of interference. It is obvious that interference has a significant impact on the total coverage performance. Therefore, coverage performance of the proposed model is sensitive to the density of picocell BSs. This result is consistent with [40] , where the authors indicate that if the picocell BS density is larger than 10 BSs/km 2 , then the mmWave network is interference-dominated, and it becomes interference-limited when the density goes larger than a certain threshold. It is also shown in [32] and [41] that when λ 1 goes to infinity, CP diminishes to zero.
Finally, considering both Thomas and Matérn cluster processes, we present the ASE as a function of λ 1 /λ 2 , when we fix λ 2 = 10 (1/km 2 ) and the cluster size is 10. Fig. 13 shows that the ASE performance increases with increasing λ 1 , indicating that adding more picocell BSs greatly benefits the ASE of the network. This is because as shown, for instance in Fig. 12(c) , even in ultra dense networks, the coverage probability is not exactly zero and the decrease in coverage probability is slower than the increase in the picocell BS density.
G. Comparison Between PCP Model and PPP Model
In Fig. 14 , we investigate the effect of UE clustering on the coverage performance. In other words, we compare the SINR CPs for PPP and PCP distributed UEs. The black dot-dashed curve represents the scenario in which UEs are uniformly distributed according to a homogeneous PPP and their locations are independent of BS locations. Red dashed and blue solid curves are for PCP models with UEs being distributed according to a Thomas cluster process and Matérn cluster process, respectively. Although the cluster sizes are relatively large meaning that UEs are widely spread, the SINR CPs of the PCP models are still much higher than the SINR CP of the PPP model. In addition, the performance trends for Thomas and Matérn cluster processes are similar, while the performance trends for the PPP-based model are quite different, as shown in the figures. For instance, as seen in Fig. 14(b) , while the coverage probability with PCP distributed UEs decreases with increasing density (primarily due to increased interference), coverage probability with PPP distributed UEs initially increases and then starts diminishing. These show that considering the correlation between the UEs and the BSs influences the system performance significantly.
VI. CONCLUSION
In this paper, we have provided a framework to compute the SINR coverage probability in a K-tier heterogeneous downlink mmWave cellular network with user-centric small cell deployments. A heterogeneous network model is considered, with BSs in each tier being distributed according to PPPs, while UEs being deployed according to a PCP. Distinguishing features of mmWave have been incorporated into the analysis, including directional beamforming and a sophisticated path loss model addressing both LOS and NLOS transmissions. In addition, a D-ball approximation is applied, to characterize the blockage model, with different path loss exponents being assigned to LOS and NLOS links. We have determined general expressions for the association probability of each tier. Simplified association probability expressions for several special cases have been provided to give more insight on the impact of different system parameters. We have also characterized the Laplace transforms of the interferences and derived the SINR coverage probability of the entire network using the stochastic geometry framework. The obtained analytical results are general, and they can be applied to any PCP distribution. In this paper, we have specialized the results to two popular PCPs, namely (i) Thomas cluster process, where the UEs are clustered around the base stations (BSs) according to a Gaussian distribution, and (ii) Matérn cluster process, where the UEs are scattered according to a uniform distribution. We also demonstrate that when the cluster size tends to infinity, our PCP-based model specializes to a PPPbased model. Moreover, we extend our work to more general cases, i.e. when more practical antenna gain patterns are considered and when the shadowing is taken into account. Finally, the analytical and numerical results demonstrate that considering the correlation between the UE and BS locations is important when modeling the UE distribution, but the type of PCP does not have significant impact. The type of small-scale fading (e.g., Nakagami vs. Rayleigh fading) also has limited influence on the coverage performance of our model, while interference plays an important role. Moreover, we show that several system parameters have significant impact on coverage probability, e.g., coverage performance can be improved, by decreasing the size of UE clusters around BSs (or equivalently having UEs more compactly clustered), decreasing the beamwidth of the main lobe, or increasing the main lobe directivity gain. In addition, the effects of the biasing factor of the small-cell BSs is investigated. An extension to the dense networks is also addressed. In particular, we have shown that our analysis is applicable to dense networks, in which the small-cell BSs play an important role in terms of the coverage performance. Analysis of the uplink performance of this heterogeneous mmWave cellular network model is interesting and remains as future work. Investigating a hybrid network including both PCP and PPP distributed UEs is also considered as future work.
The CCDF of path loss L 0,s (for s ∈ {LOS, NLOS}) from the typical UE to a LOS/NLOS BS in the 0 th tier can be expressed as (1) and (3) for Thomas cluster process and Matérn cluster process, respectively.
Thus, the PDF of path loss L 0,s can be obtained as follows:
for Thomas cluster process,
for Matérn cluster process.
APPENDIX B PROOF OF LEMMA 2
We first define two events, S 1 = {The typical UE is associated with a j th tier BS } and S 2 = {The associated link is in s ∈ {LOS, NLOS} transmission}. Then the association probability of a LOS/NLOS BS in the j th tier is
where s ∈ {LOS, NLOS}, s = s , (a) follows from the definition of association probability, and (b) is due to the fact that the distributions of {L k } are independent.
1) For the 0 th tier (j = 0)
where (a) follows the definition of CCDF of the path loss L k by noting the fact that there is only one BS in the 0 th tier, and therefore P (L 0,s > L 0,s ) can be expresses as p L 0, LOS and p L 0, NLOS for LOS and NLOS links, respectively.
2) For the j th tier (j ∈ K)
where (a) follows from the definition of the CCDF of the path loss L k and CCDF of the path loss L j,s and (b) is due to the fact that the CCDF of the path loss L 0 is different from the CCDF of the path loss L k , hence they are separately considered.
APPENDIX C PROOF OF LEMMA 3
Define the event S = {The typical UE is associated with a LOS/NLOS BS in the j th tier}. Given the event S, we can mathematically express the CDF of the path loss L j,s aŝ
where, (a) is due to Bayes's rule, and (b) follows from the definition of association probability and the independence of
APPENDIX D PROOF OF THEOREM 1
Given that the typical UE is associated with a LOS/NLOS BS in the j th tier, the coverage probability can be expressed as equation (70) 
and for the j th tier, since LOS and NLOS links are independent, Laplace transform L I j , k (μ j,s ) can be rewritten as 
where a ∈ {LOS, NLOS}, I a,G j,k denotes the interference with random effective antenna gain G given in (7) and it has a 
density of λ j p G according to the thinning theorem of Poisson process [12] . 
Since P 0 B 0 P j B j l j,s l 0,a ∞ and f (l 0,a ) is a monotone increasing function with respect to l 0,a in the region, we obtain
leading to the bounds in Lemma 5.
APPENDIX G PROOF OF LEMMA 6
Using a scale parameter ς, we can express the path loss as l 0,a = ςl 0,a . Again defining the function f (l 0,a ) = 
