We introduce a space-time Trefftz discontinuous Galerkin method for the first-order transient acoustic wave equations in arbitrary space dimensions, extending the one dimensional scheme of Kretzschmar et al. (2016 , IMA J. Numer. Anal., 36, 1599-1635. Test and trial discrete functions are space-time piecewise polynomial solutions of the wave equations. We prove well-posedness and a priori error bounds in both skeletonbased and mesh-independent norms. The space-time formulation corresponds to an implicit time-stepping scheme, if posed on meshes partitioned in time slabs, or to an explicit scheme, if posed on "tent-pitched" meshes. We describe two Trefftz polynomial discrete spaces, introduce bases for them and prove optimal, high-order h-convergence bounds.
Introduction
Standard finite element methods seek to approximate a particular solution of a partial differential equation (PDE) by piecewise polynomials. To enhance accuracy and efficiency, in the case of linear homogeneous problems, a natural idea is to choose the approximating functions from a class of (piecewise) solutions of the same PDE: this is the idea at the heart of Trefftz methods, which are named after the seminal work [43] of E. Trefftz. In the last decades Trefftz schemes have been used for several different linear, most often elliptic, PDEs; see e.g. [26, 40] . Trefftz methods turned out to be particularly effective, and popular, for wavepropagation problems in time-harmonic regime at medium and high frequencies, where the oscillatory nature of the solutions makes standard methods computationally too expensive; see the recent survey [20] and references therein.
Much less work has been devoted to Trefftz methods for time-dependent (linear) wave phenomena, see in particular [3, 10, 11, 23-25, 29, 30, 39, 45] for numerical results and [3, 11, 23, 24] for stability and convergence analyses. Problems in one space dimension have been considered in [24, 25, 39] , while the other references studied two-and three-dimensional cases. While Trefftz methods for time-harmonic problems require non-polynomial basis functions, when used to discretise transient wave problems they admit special space-time polynomials as discrete functions. This feature prevents excessive ill conditioning, which notoriously haunts time-harmonic Trefftz schemes (see [20, §4] ). The earliest Trefftz methods for time-domain wave problems were proposed by A. Maciag in [30] and subsequent articles; these schemes are sorts of "spectral" Trefftz methods, in the sense that a single space-time element is used. In [39, 45] Trefftz methods posed on triangulations of the space-time domain were introduced for the (second-order) acoustic wave equation; inter-element continuity of the solution is enforced by Lagrange multipliers. A Trefftz-interior penalty formulation is introduced and studied in [3] . Another Trefftz discontinuous Galerkin (DG) formulation for time-dependent electromagnetic problems formulated as first-order systems has been proposed in [25] and analysed in [24] in one space dimension; it has been extended to full three-dimensional Maxwell equations in [10, 11, 23] .
We mention here that, independently of the Trefftz approach, space-time finite elements for linear wave propagation problems, originally introduced in [21] (see also [15, 22] ), have been used in combination with DG formulations e.g. in [7, 14, 35] and, more recently, in [8, 16, 17, 27] .
In this paper we extend the Trefftz-DG method of [24] to initial boundary value problems for the acoustic wave equations posed on Lipschitz polytopes in arbitrary dimensions. We write the acoustic wave problem as a first-order system, as it is originally derived from the linearised Euler equations, [6, p. 14] ; we consider piecewise-constant wave speed, Dirichlet, Neumann and impedance boundary conditions. The main focus of this paper is on the a priori error analysis of the Trefftz-DG scheme.
The DG formulation proposed can be understood as the translation to time-domain of the Trefftz-DG formulation for the Helmholtz equation of [18] , which in turn is a generalisation of the Ultra Weak Variational Formulation (UWVF) of [5] . The DG numerical fluxes are upwind in time and centred with a special jump penalisation in space. Under a suitable choice of the numerical flux coefficients, combining the proposed formulation with standard discrete spaces and complementing it with suitable volume terms, one recovers the DG formulation of [35] , cf. Remark 4.2 below. The Trefftz formulation for Maxwell's equations of [10, 11, 23, 25] corresponds to the "unpenalised" version of that one proposed here (the numerical experiments in [24, §7.5] show that the numerical error depends very mildly on the penalisation parameters).
We first describe the IBVP under consideration in §2, the assumptions on the mesh in §3 and the Trefftz-DG formulation in §4. Following the thread of [18, 24] , in §5.2 and §5. 3 we prove that the scheme is well-posed, quasi-optimal, dissipative (quantifying dissipation using the jumps of the discrete solution), and derive error estimates for some traces of the solution on the mesh skeleton. In §5. 4 we investigate how to control the Trefftz-DG error in a mesh-independent norm: after setting up a general duality framework in §5.4.1, we prove error bounds in L 2 (Q) norm (Q being the space-time computational domain) under some restrictive assumptions on the mesh in §5.4.2, and in a weaker Sobolev norm in §5.4.3 under different assumptions.
The analysis carried out in §5 holds for any choice of discrete Trefftz spaces. In §6 we describe two different polynomial Trefftz spaces: one, denoted T p (T h ), in §6.1 for general IBVPs for the first-order acoustic wave equations, and one, denoted W p (T h ), in §6.2 for IBVPs that are obtained from second-order problems. For both discrete spaces we introduce simple bases and prove approximation estimates, which lead to fully explicit, high-order (in the meshwidth h), optimal-in-h convergence estimates for the Trefftz-DG method; see Theorems 6.8 and 6.19 . Estimates ensuring convergence with respect to the polynomial degree p, such as those proved in [24, §5.3.2] for one space dimension, are still elusive in the general case; the same situation occurs in [3] .
The analysis differs from that of [24] in several respects: we consider higher-dimensional problems (which is the most fundamental difference), space-like element faces not necessarily perpendicular to the time axis, error bounds in mesh-independent norms other than L 2 (since bounds in L 2 norm do not seem possible in this generality), we use different techniques to prove approximation properties of Trefftz polynomials (restricted to h-convergence only). We expect that all results presented here, except possibly those of §5.4.3 on error bounds in mesh-independent norm in the presence of time-like faces, can be extended to the case of Maxwell's equations in three space dimensions in a straightforward way.
Comparing against the Trefftz scheme of [3] which is of interior penalty type, our error analysis does not use inverse estimates for polynomials, thus the analysis holds for any discrete Trefftz space (including non-polynomial ones, cf. Remark 6.15) and the numerical flux parameters in the definition of the formulation are more easily determined (i.e. no parameter has to be "large enough").
One of the strengths of the Trefftz-DG method compared to non-Trefftz schemes is the much better asymptotic behaviour in terms of accuracy per number of degrees of freedom; this has already been described in details and demonstrated numerically in [24] . More precisely, for a problem in n space dimensions, the Trefftz approach allows to reduce from O(p n+1 ) to O(p n ) the dimension of local space-time approximating spaces with effective h-approximation order p. A further advantage is that Trefftz schemes require quadrature to be performed on the mesh skeleton only, reducing the computational effort associated with the linear system assembly. The Trefftz-DG formulation and its analysis admit the use of very general space-time meshes and discrete spaces, allowing local time-stepping, hp-refinement and interfaces not aligned to the space-time axes. If the mesh elements can be collected in time slabs, the Trefftz-DG linear system is block-triangular, each block corresponding to a slab, thus its solution is completely analogue to an unconditionally stable, implicit time-stepping. One can also design a mesh in such a way that the Trefftz-DG system can be solved in an explicit fashion: this is the idea of "tent-pitched" meshes, see [1, 12, 14, 16, 17, 44] and the comments in §4 and 5.4.2 below. While the implementation of an explicit time-stepping method on a tent-pitched mesh might be quite cumbersome, the combination with a Trefftz discretisation can make it simpler as no volume quadrature on complicated shapes (the "tents") is needed, cf. §5.4.2.
The description of the Trefftz-DG method and part of the analysis of §5 already appeared in the conference paper [34] .
The initial boundary value problem
We consider an initial boundary value problem (IBVP) posed on a space-time domain Q = Ω × I, where Ω ⊂ R
n is an open, bounded, Lipschitz polytope with outward unit normal n
x Ω , n ∈ N and I = (0, T ), T > 0. The boundary of Ω is divided in three parts, with mutually disjoint interiors, denoted Γ D , Γ N and Γ R , corresponding to Dirichlet, Neumann and Robin boundary conditions, respectively; one or two of them may be empty. The first-order acoustic wave IBVP reads as
Here v 0 , σ 0 , g D , g N , g R are the problem data; c ≥ c 0 > 0 is the wave speed, which is assumed to be piecewise constant and independent of t; ϑ ∈ L ∞ (Γ R × [0, T ]) is an impedance parameter, which is assumed to be uniformly positive. The gradient ∇ and divergence ∇· operators are meant in the space variable x only and n x Ω is the outward-pointing unit normal vector on ∂Ω × [0, T ]. If (1) is obtained from the linearisation of Euler's equations as in [6, p. 14] , v and σ represent the small perturbations of pressure and velocity fields, respectively, around a static state v eq = constant and σ eq = 0.
If the initial condition σ 0 is the gradient of some scalar field, namely σ 0 = −∇U 0 , then, setting v = ∂U ∂t and σ = −∇U , IBVP (1) is equivalent to the following one for the secondorder scalar wave equation
The conditions on Γ R × [0, T ] differ from the standard Robin boundary conditions ϑU + n
x Ω · ∇U = g R for the wave equation; the ones we use are called "impedance boundary conditions" in [35, eq. (37) ], "dynamic boundary conditions" in [41, §1.5] and include low-order absorbing conditions. Remark 2.1. If the vector initial datum σ 0 belongs to H(div; Ω), the solution of IBVP (1) can be reduced to that of a second-order problem in the form (2) using a Hodge-Helmholtz decomposition. We first define U 0 ∈ H 1 (Ω) to be a solution of the Laplace-Neumann problem
and fix Ψ 0 := σ 0 + ∇U 0 . Then, if U is the solution of (2), where U 0 is used as initial condition, the pair ( ∂U ∂t , Ψ 0 − ∇U ) is solution of (1) (where Ψ 0 is independent of t). Thus the solution of a IBVP for the first-order wave equations with initial datum σ 0 in H(div; Ω) can always be written as the sum of a term obtained from the first-order derivatives of the solution U of a IBVP for the second-order wave equation, and a divergence-free, time-independent term Ψ 0 . (In Remark 6.16 we derive a similar decomposition for spaces of polynomial solutions of the wave equation.) 
Space-time mesh and notation
We partition the space-time domain Q with a finite element mesh T h . We assume that all its elements are Lipschitz polytopes, so that each internal face F = ∂K 1 ∩ ∂K 2 , for K 1 , K 2 ∈ T h , with positive n-dimensional measure, is a subset of a hyperplane:
where (n x F , n t F ) is a unit vector in R n+1 and C F ∈ R. We make the following assumption:
and F is called "space-like" face, or n t F = 0 and F is called "time-like" face.
(See Remark 4.1 for the extension to more general meshes.) On space-like faces, by convention, we choose n t F > 0, i.e. the unit normal vector (n x F , n t F ) points towards future time. Intuitively, space-like faces are hypersurfaces lying under the characteristic cones and on which initial conditions might be imposed, while time-like faces are propagations in time of the faces of a mesh in space only. We use the following notation: 
(We will consider more specific meshes either with F [ 
We assume that the mesh T h is chosen so that the wave speed c is constant in each element; as c is independent of time, it may jump only across faces in F time h
. The assumptions on the mesh made so far are sufficient for part of the error analysis of §5; in order to prove error bounds in mesh-independent norms and orders of convergence, additional assumptions on the shape of the elements will be specified in the following (see, in particular, Corollaries 5.7 and 5.9, Theorems 6.8 and 6.19).
Finally, we define local and global Trefftz spaces:
The solution (v, σ) of IBVP (1) is assumed to belong to T(T h ); as it clearly satisfies the Trefftz property, this is an assumption on its smoothness (in general the solution of the IBVP (1) belongs to the graph space of the PDE, so for example
similarly, the trace of σ on ∂K might not be square-integrable).
The Trefftz-discontinuous Galerkin method
To obtain the DG formulation, we multiply the first two equations of (1) with test fields τ and w and integrate by parts on a single mesh element K ∈ T h :
We look for a discrete solution (v hp , σ hp ) approximating (v, σ) in a finite-dimensional (arbitrary, at this stage) Trefftz space
, where the subscript p is related to the dimension of the local spaces. We take the test field (w, τ ) in the same space V p (T h ), thus the volume integral over K in (5) vanishes. The traces of v hp and σ hp on the mesh skeleton are approximated by the (single-valued) numerical fluxes v hp and σ hp , so that (5) is rewritten as:
We choose to define the numerical fluxes as:
) will be chosen depending on the mesh. They may be used to tune the method, e.g. to deal with locally-refined meshes (see §5.4.3 below).
These fluxes are consistent, in the sense that they coincide with the traces of the exact solution (v, σ) of the IBVP (1) if they are applied to (v, σ) itself, which satisfies the boundary conditions and has no jumps across mesh faces. Moreover, the fluxes satisfy
The numerical fluxes can be understood as upwind fluxes on the space-like faces and centred fluxes with jump penalisation on the time-like ones.
Summing the elemental TDG equation (6) over the elements K ∈ T h , with the fluxes defined above, we obtain the Trefftz-DG variational formulation:
Method (7) appears as a formulation over the whole space-time domain Q, which would lead to a global linear system coupling all elements. However, if the mesh is suitably designed, the system matrix is block-triangular and the solution can be computed by solving a sequence of smaller local problem. A first possibility is to partition the time interval [0, T ] into subintervals and solve sequentially for the corresponding time slabs Ω × (t j−1 , t j ), see [11, 25] ; this corresponds to an implicit method and allows local mesh refinement. A slightly more complicated, but potentially much more efficient version is to solve for small patches of elements, localised in space and time, in the spirit of the semi-explicit "tent-pitching" algorithm of [1, 12, 14, 35] . If no time-like faces are present in the mesh, the solution can be found by solving a small system for each element, see §5.4.2 below. In the semi-explicit solution of the system arising from (7), assumption (3) (equivalently, γ < 1) plays the role of a CFL condition. If the same mesh is used, all these approaches are equivalent, in the sense that the discrete solutions (v hp , σ hp ) coincide. Remark 4.2. Formulation (7) can be seen in the framework of DG methods for general firstorder hyperbolic systems developed in [35] , which considers standard discontinuous piecewisepolynomial spaces. The choice of the numerical fluxes on the interior faces correspond to the choice of a suitable decomposition of the block matrix M = (
Here Id n is the identity matrix in R n×n , ⊤ denotes vector transposition, and n x K is thought as a column vector. The choice we have made in this section corresponds to the decomposition:
). Moreover, M + ≥ 0 and M − ≤ 0 hold true if and only if αβ ≥ 1/4. The boundary terms in (7) and in [35, §6] coincide (apart from a different sign convention) if our flux parameters and their boundary coefficients Q and σ are chosen so that α = σ on Γ D , β = 1/σ on Γ N , δ = (1+Q)/2 and ϑ/c = σ(1+Q)/(1−Q) on Γ R .
A priori error analysis
In this section we prove a priori error bounds for the Trefftz-DG approximation of the solution to (1) . After introducing mesh-dependent norms in Section 5.1, we prove well-posedness and quasi-optimality of the Trefftz-DG formulation in Section 5.2 and error bounds on spacelike mesh interfaces in Section 5.3. Error bounds in mesh-independent norms are derived in Section 5.4.
Definitions and assumptions
We prove the well-posedness and the stability of the Trefftz-DG formulation (7) under the assumption that the flux parameters α, β and δ are uniformly positive in their domains of definition and that
, measuring how close to characteristic cones the space-like mesh faces are:
from which, recalling assumption (3), γ ∈ [0, 1) and
We define two mesh-and flux-dependent norms on T(T h ):
.
These are only seminorms on broken Sobolev spaces defined on the mesh T h , but are norms Remark 5.1. The vector average { {τ } } in the definition of the ||| · ||| DG + norm can be substituted by its normal component
. The analysis carried out in the following is not altered by this change.
Well-posedness
We first note that for all Trefftz field (w,
which follows from integration by parts and the Trefftz property. Subtracting these terms from the bilinear form A, using the jump identities (4), the inequalities (9), the definition of γ in (8) , and the weighted Cauchy-Schwarz inequality, we show that the form A is coercive in ||| · ||| DG norm with unit constant. Indeed, for all (w, τ ) ∈ T(T h ), we have
In particular, if all the space-like faces are perpendicular to the time axis (i.e. n
Using again the CauchySchwarz inequality, the bounds on the jumps (9) and γ < 1, we have the following continuity estimate for the bilinear form A:
Note that C c ≥ 2 and that the minimal value C c = 2 is obtained for δ = 1/2. Also the linear functional ℓ is continuous:
of the boundary are empty) then the |||(w, τ )||| DG + norm at the right-hand side can be substituted by |||(w, τ )||| DG .
Combining coercivity and continuity, Céa's lemma gives well-posedness and quasi-optimality of the Trefftz-DG formulation, irrespectively of the discrete Trefftz space V p (T h ) chosen.
Theorem 5.2. The variational problem (7) admits a unique solution (v hp , σ hp ) ∈ V p (T h ). It satisfies the error bound
with C c as in (12) .
. Bound (13) controls the Galerkin error in ||| · ||| DG norm only; we build on this result to bound stronger norms in two different ways. First, in Section 5.3, we use an energy argument to control the norm of the trace of the error on space-like interfaces (see Proposition 5.3), as bound (13) only provides control of the jumps of the error on the same faces. Second, in Section 5.4 below, we bound the error in a mesh-independent norm with a duality-type argument inspired by [36, Theorem 3.1] and based on an auxiliary problem.
Energy estimates and error bounds on space-like interfaces
In this section, we introduce the energy functional for the wave equations, show that the Trefftz-DG method is dissipative (quantifying the energy dissipated by the discrete solution through its jumps), and show that energy arguments allow to control the trace of the Trefftz-DG Galerkin error on space-like mesh interfaces.
We call "space-like interface" a graph hypersurface is subset of a space-like interface Σ. The futurepointing unit normal vector is defined almost everywhere on Σ and denoted by (n
For sufficiently smooth scalar and vector fields (w, τ ), define their "energy" on a space-like interface Σ as
The energy on constant-time, or "flat", space-like interfaces are denoted by E(t; w,
and the weighted Cauchy-Schwarz inequality, we have lower and upper bounds for the energy in terms of
In particular, for any non-zero (w, τ ) ∈ L 2 (Σ) 1+n , from γ < 1 we have E(Σ; w, τ ) > 0. For two space-like interfaces Σ 1 , Σ 2 with f Σ1 ≤ f Σ2 in Ω, we denote the volume between them and its lateral boundary as
For such interfaces, the following energy identity can be verified integrating by parts:
If (v, σ) is the solution of IBVP (1), then we have
We verify that the method (7) is dissipative. Assume that g D = g N = g R = 0. Since
using the definition (10) of the DG norm, we can write
where
From the coercivity property proved at the beginning of Section 5.2, we have the inequality
and thus
In other words, energy is dissipated by the terms in D, namely, the discrete solution jumps across mesh interfaces, the mismatch with the (homogeneous) Dirichlet and Neumann boundary conditions, and both Dirichlet and Neumann traces on the Robin boundary. From the definition of the ||| · ||| DG norm and Theorem 5.2, we also have the following error bound on the energy of the Galerkin error at final time T :
Next proposition shows that this bound extends to any space-like interface Σ ⊂ F h . Proposition 5.3. Let Σ ⊂ F h be a space-like interface. Then the following error bound holds true:
the analytic solution of the IBVP analogue to (1) posed on Q Σ coincides with the restriction to Q Σ of the analytic solution of (1) (posed on the whole of Q). The Trefftz-DG method on Q Σ gives a well-posed discrete problem and, since the numerical fluxes on Σ are defined as
hp , its solution coincides with the restriction to Q Σ of the solution of (7).
Define
and denote by ||| · ||| DG(QΣ) and ||| · ||| DG + (QΣ) the restriction to T Σ (T h ) of ||| · ||| DG and ||| · ||| DG + , respectively. In particular, for (w, τ ) ∈ T Σ (T h ), the terms on Σ appearing in |||(w, τ )||| 2 DG(QΣ) and |||(w, τ )|||
respectively. Continuity and coercivity of the bilinear form A hold for the subspace T Σ (T h ), thus, since the functions in V p (T h ) are discontinuous,
This, together with the right bound of (14) , the definition of ||| · ||| DG(QΣ) , and 1 + γ < 2, gives 
from which the proof of the statement is complete.
In other words, Proposition 5.3 says that, on every space-like mesh face F contained in a space-like interface F ⊂ Σ ⊂ F space h , the Trefftz-DG error is controlled in L 2 (F ) 1+n norm by the approximation properties of the discrete space.
Error bounds in mesh-independent norms
The bound (13) of Theorem 5.2 allows to control the Trefftz-DG error on the mesh skeleton only. We want to control the error in the space-time L 2 -norm; we can do this only under some further assumptions ( §5.4.2), while in the general case we can obtain a bound in a weaker mesh-independent norm ( §5.
, independent of the mesh T h , and define the dual norm:
The X * norm is not stronger than the
Auxiliary problem and duality argument
To control the X * norm of the Trefftz-DG error, we first consider the auxiliary inhomogeneous
We also define a mesh-skeleton seminorm for a pair (z, ζ) ∈ L 2 (Q) 1+n with sufficiently regular traces:
In the next proposition, we show that the ||| · ||| DG norm of a Trefftz field controls a meshindependent norm of the same field. In particular, this holds for the Trefftz-DG error. The key assumption is the following one.
Assumption 5.4. There exists a positive constant M stab , depending on the domain Q, on the mesh T h (thus on γ), and on the parameters c, ϑ, α, β, δ, such that ∀(ψ, Φ) ∈ X, the solution (z, ζ) of (19) satisfies the stability bound:
The quantity (ψ, Φ) X on the right-hand side of (21) is independent of T h , while the left-hand side is an integral over the mesh skeleton (see (20) 
Proof. We first prove the vanishing of certain jumps across mesh faces for the solution (z, ζ) of the inhomogeneous auxiliary problem (19) . Given a hyperplane Π = {n (19) , the fields (ζ, c −2 z) and (ze j , ζ j ), 1 ≤ j ≤ n (e j denoting the standard basis elements of R n ), are in H(div x,t ; Q), thus their normal jumps vanish 1 across any space-time Lipschitz interface in Q and in particular across Π:
Thus, on time-like faces n 
, so we conclude that all jumps vanish. (We have simply shown that the discontinuities of solutions of the first-order wave equations with source term in L 2 (Q) n+1 propagate along characteristics.) Since we want to control the X * norm defined in (18), we now take the scalar product of the Trefftz field (w, τ ) with the source terms (ψ, Φ) of problem (19) and integrate by parts in each element:
are Lipschitz domains with outward-pointing unit vectors n, n 1 , n 2 , respectively and Σ is a Lipschitz hypersurface separating D 1 and D 2 , then, by the divergence theorem and the well-definiteness of the normal traces in H(div; D) [2, eq. (2.6)],
Inserting this bound in the definition (18) of the X * norm of (w, τ ), we obtain assertion (22) .
If Assumption 5.4 is verified with
, from Proposition 5.5 and the quasioptimality Theorem 5.2, it follows that the L 2 (Q) norm of the Trefftz-DG error is controlled by the ||| · ||| DG + norm of the best-approximation error. In [24] , bound (21) with X = L 2 (Q) 1+n was proven in one space dimension on meshes made of rectangular elements aligned to the space-time axes and M stab was computed explicitly. Two proofs were given. One of them (Appendix A of [24] ) relies on the use of the exact value of (z, ζ) in Q computed with Duhamel's principle, and cannot be easily extended to general domains in higher space dimensions, as it require a suitable periodic extension of the IBVP (19) to R n × (0, T ). The second proof (Lemma 4.9 of [24] ) uses an energy argument to control the traces on spacelike faces in (21) and an integration by parts trick to bound the traces on time-like faces. In higher space dimensions, the energy argument carries over, while the traces on time-like faces are harder to control. In §5.4.2 we follow this idea and prove Assumption 5.4 in any dimension, under two additional assumptions, namely F time h = ∅ and Γ D = Γ N = ∅, to get around the need to control traces on time-like faces. We will make use of the energy identities and bounds discussed in Section 5.3. The traces of z and ζ on time-like faces are controlled by a stronger norm of (ψ, Φ) in Proposition 5.8.
Stability of the auxiliary problem: case without time-like faces
For meshes with no time-like faces, Assumption 5.4 is satisfied with X = L 2 (Q) 1+n . This is a consequence of following stability bound.
1+n , the solution (z, ζ) of the IBVP (19) satisfies the bound
with constant
where N is the minimal number of space-like interfaces
Due to the presence of the coefficient N in (24), the value of M stab increases when the mesh is refined in time; if the refinement is uniform we have M stab ≈ h −1/2 t , h t being the time-step.
Proof. Applying the energy identity (15) to the solution (z, ζ) of the IBVP (19), we have that for any two space-like interfaces Σ 1 ,
(equality holds if Γ Σ1,Σ2 ∩ F R h has vanishing n-dimensional measure). This implies a bound in space-time L 2 norm:
For every space-like mesh interface Σ ⊂ F h we control the corresponding term in (21) with the energy term:
≤ C γ E(Σ; z, ζ).
We partition the faces in F space h into (N − 1) interfaces Σ j with F space h ⊂ 1≤j≤N −1 Σ j such that 0 ≤ f Σ1 ≤ · · · ≤ f ΣN−1 ≤ T and denote Σ N = Ω × {T }. We now control all terms on the space-like faces:
We are now left with the terms on F 
Combining this inequality with the previous one we obtain the assertion with M 2 stab = 2T (C γ N + C δ ).
Note that in Proposition 5.6 we do not require Σ j ⊂ F space h . We are now ready to prove error bounds in L 2 (Q) norm through bound (21), under some further assumption. In particular, under assumption (ii) below, the wave speed c must be constant throughout Q. A mesh satisfying this assumption is depicted in Figure 2 . Then the L 2 (Q) 1+n norm of the Trefftz-DG error is controlled:
where M stab coincides with M stab defined in (24) , and C c is as in (12).
Proof. Under assumptions (i)-(ii)
, the |·| F h seminorm in (20) reduces to the left-hand side of (23), thus Proposition 5.6 gives the stability bound (21) with (ψ, Φ)
From the duality argument of Proposition 5.5 and the quasioptimality of Theorem 5.2, we have
Assumption (ii) in Corollary 5.7 requires that all the internal mesh faces are space-like; Figure 2 shows a mesh of this kind. The meshes that satisfy this condition allow the Trefftz-DG method to be treated as a "semi-explicit" scheme as in [14, 17, 35] : if the elements are suitably designed and ordered, the discrete solution can be computed sequentially solving a local problem for each element. This also allows a high degree of parallelism. If the "tentpitching" algorithm of [12, 17, 44] is used to construct the mesh and the "macro elements" of [35] are taken as elements, then the mesh obtained satisfies the assumptions of Proposition 5.6. The fact that the elements obtained in this way do not have simple shapes such as (n+1)-simplices is not a computational difficulty: all integrals in the Trefftz-DG formulation (7) are defined on mesh faces, which are n-simplices, thus no quadrature on complicated shapes needs to be performed. This is due to the Trefftz property, so this advantage is not available to discretisations employing standard (non-Trefftz) local spaces. (7) are easy to compute. For this mesh, the parameter N in the proof of Proposition 5.6 is equal to 24. For images of tent-pitched meshes satisfying the same assumptions in higher dimensions, see e.g. [12, 17, 44] .
of [24, Lemma 4.9] ) can not immediately be applied in higher dimensions; this is related to the fact that H(div; Ω) = H 1 (Ω) in 1D, so this space admits L 2 traces. To prove analogues bounds in the presence of time-like faces, we need to exploit the regularity of the solutions (z, ζ) of the inhomogeneous wave equations. This requires to measure ψ and Φ in a norm stronger than L 2 (Q), which is the X norm, leading to bounds on the error in the weaker norm X * . In this section, we restrict ourselves to the following situation:
• the space dimension is n = 3,
• only Dirichlet boundary conditions are present, i.e. ∂Ω = Γ D and Γ N = Γ R = ∅,
• the mesh elements are Cartesian products of polyhedra in space and intervals in time.
although we expect that the argument can be extended to much more general IBVPs and discretisations. We use standard Bochner space notation for spaces and norms as in [13, Sect. 5.9.2] . This is the only part of the paper where we do not make the bounding constants explicit.
1+n with respect to the norm
Assume that all mesh elements K ∈ T h are space-time Cartesian products in the form
Assume that there exists ρ > 0 such that, for all elements K ∈ T h , the space projection K 0 is star-shaped 2 with respect to a n-dimensional ball with radius ρ diam(K 0 ). Define a meshsize and two wavespeed functions on
Define two arbitrary positive functions
for some constants a * , a * , b * , b * , and fix the coefficients of the Trefftz-DG numerical fluxes as
Then, for all (ψ, Φ) ∈ X, the solution (z, ζ) of (19) satisfies
where C S,ρ > 0 only depends on Ω, T, c and ρ.
Proof. By the density of
1+n , i.e. ψ and Φ are smooth fields supported in the interior of Q. We make use of the classical regularity result for the second-order wave equation on Lipschitz domains of [28, Chapter 3, Theorems 8.1 and 8.2], applied with H = L 2 (Ω) and
, then the solution u to the inhomogeneous IBVP
) and satisfies the stability bound
Here and in the rest of this proof, we denote by C S a positive constant that depends only on Ω, T , and c and whose value may change at each occurrence. The scalar field z satisfies (30) (since ψ(x, 0) = 0 implies ∂z ∂t (x, 0) = 0) with f = ∂ψ ∂t − ∇ · Φ so that
In the following will make make use of
From the PDEs in (19) , the regularity of z (31), and the initial condition ζ(x, 0) = 0, we have also
We show that, for any t ∈ (0, T ), ζ(·, t) ∈ X N (Ω × {t}), where
We already know that ζ(·, t) ∈ H(div; Ω × {t}) for all t ∈ (0, T ). Since Φ is supported inside Q, from the first PDE ∇z + ∂ζ/∂t = Φ and the boundary condition z = 0 on ∂Ω × I in (19), we have
In order to show that also curl ζ(·, t) is bounded in L 2 (Ω × {t}), we observe that, from ∇ × ∂ ∂t ζ = ∇ × Φ and the initial condition for ζ, we have
According to the assumptions stipulated in §2, Ω is a Lipschitz polyhedron, thus by [2, Proposition 3.7] there exists ǫ Ω > 0 such that
with continuous inclusion. Thus, for this ǫ Ω we have
where C S , here and in the following, depends on Ω also through ǫ Ω . Collecting the bounds on ζ we have that
We use the previous bounds in order to control the traces of z and ζ · n x F on the relevant time-like faces. These traces are clearly bounded by the H 1 and H 1/2+ǫΩ volume norm (which in turn are controlled by the X norm of the data from (31) and (33)). On the other hand, the trace inequality is precisely the point where the bounding constants depend on the mesh, so this is the point where we use the definition of α and β in order to ensure that negative powers of the element sizes contain only the global meshwidth h T .
Using the generalisation to n = 3 of the trace inequalities [19, eq. (19) - (20)] (see also Lemma 6.5 below) we have, for some C ρ only depending on ρ and ǫ Ω ,
and
The last two bounds give the desired result.
Although in Proposition 5.8 we did not track the dependence of the bounding constants on the wave speed c, we have defined the Trefftz-DG numerical flux parameters α and β using the local wave speeds c ± . This ensures that a and b are dimensionless, while β and α −1 maintain the dimensions of speeds. Combining the bounds on the different terms of the | · | F h seminorm obtained in Propositions 5.8 and 5.6 with Proposition 5.5, immediately gives an error estimate in X * norm, dual to (29) .
In order to control a more concrete norm of the error, we introduce a slightly weaker norm, defined using Bochner spaces and standard Sobolev spaces with negative exponents (
Corollary 5.9. Under the assumptions of Proposition 5.8, the following error bound holds:
where C c is as in (12) and
, with M stab as in (24) and C S,ρ depending only on Ω, T , c and ρ.
Proof. Propositions 5.6 and 5.8 ensure that Assumption 5.4 holds for the space X defined in Proposition 5.8. Thus Proposition 5.5 applied to the Galerkin error, together with the quasi-optimality (13), gives
We define
x Ω = 0 on ∂Ω}; see e.g. [2, Theorem 2.5]). By (29) and (32), Y ⊂ X and (ψ, Φ) X ≤ (ψ, Φ) Y . This allows to control the Trefftz-DG error in the desired norm: for all (w, τ ) ∈ X *
We conclude by choosing w = v − v hp , τ = σ − σ hp and combining with the previous bound.
Under the assumptions of Corollary 5.9, if all space-time mesh elements have "length in time" (i.e. t
), which means that the convergence of the Galerkin error in the
3 ) norm is half order slower than the best-approximation error in ||| · ||| DG norm.
We stress once again that in the cases i) n = 1 and rectangular meshes with interfaces parallel to the space-time axes, and ii) n ≥ 1, Robin boundary conditions only, and meshes with no time-like mesh interfaces, adjoint stability holds with X = L 2 (Q) 1+n , and thus error estimates in the L 2 (Q) 1+n norm follow. The two cases are described in [24] and Corollary 5.7, respectively. The identification of other situations where this holds true is an open problem.
Polynomial Trefftz spaces
So far we have not specified any discrete (test and trial) space V p (T h ): the only condition we imposed is the Trefftz property V p (T h ) ⊂ T(T h ). For time-harmonic problems, non-trivial polynomial Trefftz spaces do not exist and typical bases are constituted by plane waves or Fourier-Bessel functions (several other basis have been developed, see [20, §3] for a detailed overview). In the current time-domain setting, however, one has more freedom and can choose piecewise-polynomial Trefftz spaces. This is due to the fact that the PDE we discretise is homogeneous, in the sense that all terms appearing in it are derivatives of the same order, thus polynomial solutions are admitted and give high-order approximation properties (see Lemma 6.2 below).
We fix some notation. Given p ∈ N 0 := N ∪ {0}, k ∈ N, D ⊂ R k , we denote by P p (D) the space of polynomial of degree at most p in k variables (when we write k = n + 1 the last one is understood as the time variable) restricted to D. We use standard multi-index notation: for α ∈ N n 0 , we denote |α| 
i.e. the space containing the fields (w, τ ) that in each mesh element K are solution of the wave equations and are polynomials of degree at most p K .
If the specific first-order IBVP at hand comes from a second-order one, i.e. v = ∂U ∂t and σ = −∇U for some scalar U solution of −∆U + c −2 ∂ 2 ∂t 2 U = 0, then one can use a slightly smaller discrete space
(Note that if (
∂t 2 U = 0 follows by the Trefftz property.) For n ≥ 2, not all elements of T pK (K) belong to W pK (K): e.g., (0, (x 2 , 0, . . . , 0)) ∈ T 1 (K) \ W 1 (K); see also Remark 6.16 below.
In the next two subsections, we consider the two local polynomial Trefftz spaces T p (K) and W p (K), respectively. For each of them we describe a simple basis and derive high-order approximation properties in the meshwidth h.
Remark 6.1. If n = 1, then the two spaces coincide: W pK (K) = T pK (K). The approximation bounds proved in the next section guarantee h-convergence only; we proved sharper p-convergence bounds in [24, §5.3-6] with different techniques that do not easily extend to higher space dimensions.
The full polynomial Trefftz space
A basis for T p (K) can be constructed by "evolving" in time polynomial initial conditions. Given any basis { b ℓ (x)} ℓ=1,...,(
As a consequence
We note that dim(T p (K)) = O p→∞ (p n ), while the full (vector-valued) polynomial space has much larger dimension dim(
To compute explicitly the basis elements b ℓ,j from b ℓ , we expand in monomials the general
Then (v, σ) ∈ T p (K) if and only if the coefficients satisfy the recurrence relations
These formulas allow to compute all coefficients a v,k,α , a σ1,k,α , . . . , a σn,k,α starting from those with index k = 0, which correspond to the values at t = 0: 
If the space basis functions b ℓ are homogeneous polynomials, their corresponding spacetime basis elements b ℓ,j are homogeneous as well.
Assume that a Trefftz basis is constructed in reference coordinates ( x, t) for a reference velocity, say, equal to 1. A scaled and centred Trefftz basis in an element K in the space of the physical coordinates (x, t), where the material velocity is c, can be easily derived. Let h K be a characteristic dimension of K (e.g. the "anisotropic" diameter introduced in Assumption 6.3 below), and (x K , t K ) be a point in K. Given the change of variables (
is Trefftz with velocity c. In this way one can use a single reference basis to define scaled bases on each T p (K).
Approximation theory for T p (K)
To study the approximation properties of the spaces T p (T h ), we begin with a simple general lemma stating that, for linear homogeneous PDEs (i.e. such that all their terms are derivatives of the same order) with constant coefficients, Taylor and averaged Taylor polynomials of solutions are Trefftz. This implies that the Bramble-Hilbert lemma can be proved as in [4, 9] and the orders of h-convergence for Trefftz spaces are the same as those for full polynomial spaces.
be an open bounded set, with diameter h, star-shaped with respect to the ball B := B ρh (y) centred at y ∈ Υ and with radius ρh,
Let L be a linear differential operator with constant coefficients defined on R 
is a polynomial of degree at most (m − 1) and satisfies
Proof. (i) and (ii) follow from the identities [33, eq. (3.5) ]. For (iii), applying the main assertion of [9] componentwise gives, for all 0 ≤ j ≤ m − 1,
Bounding the sum of the factorials as in [33, (B.9) ] gives the bound in (iii).
We introduce an anisotropic Sobolev seminorm in an open
We will make the following assumption on the shape of the mesh elements.
n+1 be an open, bounded, Lipschitz set. We denote its "anisotropic diameter" by
and we assume that K is star-shaped with respect to the ellipsoid
As a simple example, if an element K ∈ T h is Cartesian product of n (space) interval of length h 
Proof. 
From (37) and a simple scaling, we have
, and similarly for the norm at the left-hand side, from which the assertion follows.
Lemma 6.5. Let Υ ⊂ R N be as in Lemma 6.2 and u ∈ H 1 (Υ). Then, for all a > 0, we have the following trace estimate:
Proof. We slightly extend the proof of [19, Lemma 4.4] . We assume for simplicity that the centre of the ball B is y = 0. Recalling that x · n ≥ ρh on ∂Υ, where n is the outward unit normal vector to ∂Υ, we have
and concluding by the arithmetic-geometric mean inequality.
Remark 6.6. If K is not star-shaped but can be decomposed in parts that are star-shaped with respect to some balls, a bound similar to (38) holds with at the denominator the radius of the smallest of those balls.
For each K ∈ T h we denote the space-like and the time-like part of its boundary by
We introduce some coefficients:
and ξ K only depends on the maximal slope of the space-like faces of K and on c. If, moreover, all faces of K are aligned to the space-time axes, then ξ K = 3 as well.
Theorem 6.8. Assume there exists 0 < ρ < 1/2 such that all mesh elements K ∈ T h satisfy Assumption 6.3. Let (v, σ) and (v hp , σ hp ) be the solutions of the IBVP (1) and of the Trefftz-DG formulation (7) with T(
ξ K as in (39) , and C c is the constant defined in (12) .
Proof. From the definition (10) of the ||| · ||| DG + norm, for all (w,
where we used e.g. that
We define the scaled
Then the L 2 norms on a n-dimensional space-time face F with unit normal (n
where F = {(x, s) s.t. (x, s/c) ∈ F }. Using this in the previous bound, recalling that n
If m K ≥ 1 for all elements, we conclude by using the quasi-optimality (13) in Theorem 5.2, the bound (41) with (w, τ ) = (v − w hp , σ − τ hp ), and the approximation bounds of Corollary 6.4 with j = 0, 1: The key observation to construct elements of U p (K) is that, for any smooth f : R → R and any unit vector d ∈ R n , |d| = 1, the space-time field f (d · x − ct) is solution of the wave equation. A basis for U p (K) is defined by choosing suitable directions d and polynomial functions f .
For each k = 0, . . . , p, we fix a one-variate polynomial Q k ∈ P k (R) of degree exactly k. Natural choices of Q k are (scaled and/or translated) monomials, Legendre and Chebyshev polynomials. We want to find conditions on the directions d k,j ∈ R n , with |d k,j | = 1, such that the following fields constitute a basis for U p (K)
d 0 := 1,
These functions (or their vector-valued analogues) are sometimes called "transport polynomials" [23, 25, 39] , "polynomial waves" [45] , "polynomial plane waves" [10, eq. (10)], "Trefftz polynomials" [3] . The next result gives an algebraic criterion on some matrices, which depend only on the directions d j,k and not on the specific polynomials Q k , to characterise precisely which sets of directions lead to a basis.
Proposition 6.11. Fix a maximal polynomial degree p ∈ N 0 , Q k ∈ P k (R) of degree exactly k for k = 0, . . . , p, and let 2 ≤ n ∈ N. For k = 0, . . . , p, define the matrices M (k) ∈ C are the usual (hyper)spherical harmonics, which are orthonormal in L 2 ({d ∈ R n , |d| = 1}) (see e.g. [37] or [33, §B.4] ). The indices ℓ and m identify the matrix rows, while j identifies the matrix columns.
Then the set S := {b k,j , 0 ≤ k ≤ p, 1 ≤ j ≤ d k } defined by (44) is a basis of U p (K) if and only if all the p + 1 matrices M (k) are invertible.
Proof. Since by (43) dim(U p (K)) = p k=0 d k , it is enough to show that the elements of S are linearly independent if and only if all matrices M (k) , 0 ≤ k ≤ p, are invertible Step 1. We first prove that the elements of S k := {b k,j , 1 ≤ j ≤ d k } are linearly independent if and only if M (k) is invertible. We denote by c k,q , 0 ≤ q ≤ k, the coefficients of Q k , i.e. Q k (z) = k q=0 c k,q z q . To verify the independence of the elements of S k , we set to zero a linear combination of them. Expanding using the binomial theorem gives 0 = This is a polynomial in t, thus it is zero if and only if the coefficients of all powers of t vanish:
Every term in the sum over β is a homogeneous polynomial of degree β in x, thus 0 =
Since c k,k = 0, otherwise Q k would have degree lower than k, we fix α = k − β and obtain
Now we have to deal with homogeneous polynomials only, so we can restrict ourselves to the unit sphere, i.e. fix x =x, |x| = 1. Denote by P ℓ (z) = ℓ q=0 L ℓ,q z q the Legendre polynomial of degree ℓ. We can sum over ℓ the monomials in d k,j ·x multiplying them with the coefficients L ℓ,q and use the hyperspherical harmonic addition formula [33, (B.29) ] (from [37, Theorem 2] ) to get the equivalent formula are by definition linearly independent as they are an orthogonal basis of the space of harmonic polynomials in R n (if r is thought as a radial coordinate). Thus, the expression above is zero if and only if the result of the matrix-vector product (M (k) A) ℓ,m is equal to 0 ∈ C d k . If the matrix M (k) is invertible, then A = 0 ∈ C d k and we have proved that the polynomial waves in S k are linearly independent. On the other hand, if the matrix M (k) is singular, then exists 0 = A ∈ ker M (k) , i.e. there exists a linear combination of polynomial waves of S k identically equal to zero, which is the same as saying that these are not linearly independent.
Step 2. We now show that the first step of the proof implies the assertion. One implication is trivial: given 0 ≤ k ≤ p, if the elements of S are linearly independent, then the same property hold for all its subsets, in particular for S k and it follows that M (k) is invertible. Now assume all matrices M (k) are invertible, thus the elements of each subsets S k are linearly independent. To verify the linear independence of the elements of S we write 0 = A k,j b k,j (x, t) = c p,p dp j=1 A p,j (d p,j · x − ct) p + R p−1 (x, t).
This is the sum of a homogeneous polynomial of degree p and a polynomial (R p−1 ) of degree p−1, thus it is zero if and only if both addends are zero. Since M (p) is invertible, step 1 of the proof with the choice Q p (z) = z p implies that {(d p,j ·x−ct) p } 1≤j≤dp are linearly independent, thus A p,j = 0 for all 1 ≤ j ≤ d p . Repeating the argument we see that also the A p−1,j coefficients are zero, and proceeding by backward induction we prove that all coefficients down to A 0,1 vanish. This is saying that the elements of S are linearly independent.
From the proof of Proposition 6.11, it is also clear that a finite set {b k,j , j ∈ J ⊂ {1, . . . d k }} of polynomials in the form (44) is linearly independent if and only if the matrix formed by the columns of M (k) with indices in J has full rank.
Remark 6.12 (Two-dimensional case). For n = 2 and ℓ > 0, the circular harmonics are Y 1 ℓ (cos θ, sin θ) = e iℓθ and Y
