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Semiclassical spin-spin dynamics and feedback control in transport through a
quantum dot
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We present a theory of magnetotransport through an electronic orbital, where the electron spin
interacts with a (sufficiently) large external spin via an exchange interaction. Using a semiclassical
approximation, we derive a set of equations of motions for the electron density matrix and the
mean value of the external spin that turns out to be highly nonlinear. The dissipation via the
electronic leads is implemented in terms of a quantum master equation that is combined with the
nonlinear terms of the spin-spin interaction. With an anisotropic exchange coupling a variety of
dynamics is generated, such as self-sustained oscillations with parametric resonances or even chaotic
behavior. Within our theory we can integrate a Maxwell-demon-like closed-loop feedback scheme
that is capable of transporting particles against an applied bias voltage and that can be used to
implement a spin filter to generate spin-dependent oscillating currents of opposite directions.
PACS numbers: 73.63.Kv, 75.76.+j, 85.75.-d, 85.35.Gv
I. INTRODUCTION
In recent years research on single-electron transport
through single molecules, quantum dots (QDs), or quan-
tum wires1,2 has developed rapidly. Quantum trans-
port is also a tool for studying spin states3 or coherent
dynamics4 on a microscopic level. Recent research – the-
oretically and experimentally – provides some insights
into level structures,3,5,6 Coulomb- and spin blockade
effects7, phonon-emission8 and also full counting statis-
tics of electron-tunneling processes9–11.
Of particular interest for the electronic dynamics of QD
electrons is the coupling to external degrees of freedom.
Electrons tunneling to a QD device experience, for in-
stance, a hyperfine and spin-orbit interaction with the
nuclear spins of the host material. Transport experi-
ments with QDs show that the hyperfine interaction can
lift spin blockades and even induce self-sustained oscilla-
tions in currents12 and that large Overhauser fields13 are
experienced by the electrons. The hyperfine interaction
in QDs has also been studied theoretically in detail14–17.
Similar to a previous work18 our model is inspired by
experiments on the hyperfine interaction with QDs with-
out transport where electronic spins in single QDs19,20
or double QDs21,22 are considered in terms of spin relax-
ation and decoherence. There are also intriguing trans-
port experiments where nonlinear behavior due to hyper-
fine interaction is induced: singlet-triplet state mixing in
double QDs that leads to transport bistabilities23, the
single-electron spin manipulation in a double QD24 or
the lifting of spin blockades that leads to current flucta-
tions driven by nuclear dynamics17.
Exchange interactions that induce complex spin-spin dy-
namics also occur in molecular QDs. For the transport
through molecular QDs25 two types of degrees of freedom
are relevant: molecule vibrations26,27 or local magnetic
moments in single molecular magnets28, which establish
the research field of molecular spintronics29–31. In the
last couple of years a number of theoretical works have
been done on models with a single orbital as current-
carrying channel32–35.
The host material of QDs often contains a huge num-
ber of spins (nuclear or molecular) and can be described
by one large effective spin. Interacting spins in trans-
port models with isotropic exchange coupling have been
studied recently, where a characteristic current induced
switching of magnetic layers36,37 or the external spin
in QD setups33,38 was found as well as superradiant-
like behavior in a single QD39. If the exchange cou-
pling is anisotropic more involved nonlinear dynamics are
spawned, that even contain chaos and which have been
studied in detail for closed systems40–44. The nonlin-
ear dynamics of anisotropically exchange coupled spins
with connections to electronic reservoirs show intriguing
features like self-sustained current oscillations, paramet-
ric oscillations, and chaotic dynamics. This has been
addressed within different theoretical frameworks: In
Refs. 18 and 38 a quantum master equation with a clas-
sical large spin was used in an infinite-bias limit to study
the transport characteristics of single- and double-QD se-
tups. Metelmann et al.45 derived the equations of motion
by Keldysh-Green functions.
We are particularly interested in controlling the spin in-
teractions by intervening in the transport process, i.e.
applying a closed-loop feedback to our model. The goal
of such an intervention is to prevent the system from run-
ning into chaotic regimes or fixed points. The feedback
we think of is included on the level of the master equation
and inspired by the notion of Maxwell’s demon, capable
of sorting particles by conditionally inserting/removing
a wall. This mechanism ideally does not require work to
insert or remove the wall, which modifies the entropy bal-
ance (i.e. the second law of thermodynamics) while not
affecting the energy balance (first law)46. A transport
analog to the Maxwell demon is a device that is capable
of generating electronic currents even against a bias volt-
age or thermal gradient by changing the energy barriers
based solely on information about the current QD occu-
2pation. As an interesting application we show that our
feedback scheme is capable of generating spin-currents of
opposite directions.
Our Ref. 47 demonstrates the implementation of a
demon-like feedback in a single-electron transistor and
Ref. 48 provides an insight on the thermodynamics of a
physical implementation. Recent experiments also show
that it is, in fact, possible to transform information about
particles into free energy49–51. For a transport setup the
experimental difficulty is, clearly, to strongly modify the
single-electron tunneling rates without changing the QD
levels. However, investigations on quantum turnstile
setups show that one can pump electrons by invoking
a pump cycle based on the modulation of tunneling
barriers by conventional electronics52,53. Within these
cycles electronic levels are not changed.
The remainder of this paper starts in Sec. II with
a detailed description of the model with the Hamiltonian
(Sec. II A), the master equation (Sec. II B) and the
introduction of the feedback mechanism (Sec. II C).
The final equations of motion (EOMs) are presented in
Sec. II D and their resulting dynamics are discussed in
Sec. III. First we discuss the results for the transport
without spin-spin interactions (Sec. III A). We proceed
with discussing the results of solutions for the full system
for infinite-bias voltages (Sec. III C) and the results for
the finite-bias regime are provided in Secs. III D and
III E. Finally, we conclude in Sec. IV.
II. MODEL
A. Hamiltonian
We consider a system of a single quantum dot (SQD)
with one orbital level that is subject to an external mag-
netic field ~B in the z direction which splits the QD level
(see Fig. 1). The SQD is coupled to electronic leads and
without any further interaction the coupling leads to the
formation of two distinct spin-dependent current chan-
nels, since the spin of the tunneling electrons is assumed
to be invariable while tunneling.
Moreover, the model consists of a large spin (LS)
~ˆ
J with
length j given by
~ˆ
J2 |m, j〉 = j(j + 1) |m, j〉, the z com-
ponent of which couples to the magnetic field as well and
which is exchange coupled with the electron spin. For
simplicity, we include the g factors of the electronic spin
and the LS and the Bohr magneton in our definition of
B and assume the g factors to be the same for electronic
and LS.
µR, βR
µL, βL
V
~S
~J
λ
FIG. 1. (Color online) Setup of the investigated system. An
electronic spin
~ˆ
S (red) in a single quantum dot (SQD) is cou-
pled to an external spin
~ˆ
J (blue) via an exchange interaction
λ (wiggly line). The SQD level is split up by an external
magnetic field ~B in the z direction. Due to coupling to the
leads l (characterized by inverse temperatures βl and chemical
potentials µl) electronic transport is taking place on and off
the SQD (solid arrows). The feedback mechanism, introduced
in Sec. IIC, instantaneously modifies the tunneling barriers
conditioned on the system states (dash-dotted arrows).
The full Hamiltonian reads as follows18,38,45:
Hˆ = HˆSQD + HˆLS + Hˆ int + Hˆ leads + HˆT ,
HˆSQD =
∑
σ=↑,↓
ε dˆ
†
σ dˆσ +B Sˆz ,
HˆLS = B Jˆz , Hˆ int =
∑
i=x,y,z
λi Sˆi Jˆ i ,
Hˆ leads =
∑
klσ
εklσ cˆ
†
klσ cˆklσ (l = L/R) , (1)
HˆT =
∑
klσ
(
γklσ cˆ
†
klσ dˆσ + h.c.
)
.
The operators dˆ
†
σ (dˆσ) describe the creation (annihila-
tion) of an electron with spin σ =↑, ↓ on the dot, nˆσ
is the related occupation number operator, and Sˆi are
the components of the electronic spin operators in sec-
ond quantization and can be written in terms of the cre-
ation/annihilation operators
Sˆx =
1
2
(
dˆ
†
↑ dˆ↓ + dˆ
†
↓ dˆ↑
)
=
1
2
(
Sˆ+ + Sˆ−
)
,
Sˆy =
1
2i
(
dˆ
†
↑ dˆ↓ − dˆ
†
↓ dˆ↑
)
=
1
2i
(
Sˆ+ − Sˆ−
)
, (2)
Sˆz =
1
2
(
nˆ↑ − nˆ↓
)
,
3with the usual commutation relations for angular mo-
mentum operators (i, j, k = x, y, z, ~ = 1),
[
Sˆi , Sˆj
]
= i
∑
k
εijk Sˆk , (3)
where εijk is the Levi-Civita-symbol.
The electronic leads are assumed to be noninteracting.
Electrons of momentum k and spin σ in the l-th lead
are created(annihilated) by the corresponding operators
cˆ†klσ (cˆklσ). The transitions between a state in the leads
and the electronic levels are described by HˆT, and the
tunneling amplitudes for these transitions are γklσ.
B. Master equation for exchange coupling-assisted
transport
The microscopic dynamics of the system described by the
Hamiltonian (1) is involved. In particular, we are inter-
ested in the dynamics of single-particle observables such
as components of the average electron and LS and we
consider the reduced density matrix of electrons dwelling
in the dots.
The system’s dynamics are governed by different time
scales. First of all, we assume that the electronic leads
are in thermal equilibrium and we have the time scale τc
on which the bath correlations decay during a tunneling
event. The second time scale is set by the electron tunnel-
ing, which we assume is much faster than the precession
of the LS; that implies that electron spin fluctuations
do not affect the LS dynamics and vice versa, which is
reflected by a mean-field approximation. Another time
scale is set by the instantaneous feedback mechanism and
depends only on the occupation of the SQD.
Furthermore, under the assumption that the coupling be-
tween electronic leads and the SQD is weak, we can use
the Born-Markov (BM) approximation.54,55 The result-
ing BM master equation (A.33) governs the evolution of
SQD density operator ρˆ
S
. The Liouvillian superopera-
tor Lˆ derived in Appendix A is not only parametrized
by the Markovian system-bath tunneling rates Γlσ(ω) =
2π
∑
k |γklσ |2δ(εklσ − ω) and the lead Fermi functions
fl(ω) = [e
β(ω−µl)+1]−1 but also by the (slow) dynamics
of the LS
~ˆ
J and in particular by its interaction with the
electrons dwelling in the SQD. Within the derivation a
mean-field approach, that neglects the (fast) fluctuations
of the LS, has been made, as carried out in A1. There-
fore, the influence of the LS is reflected by the effective
Zeeman splitting εz = B + λz 〈Jˆz〉t that has a contri-
bution coming from the LS’s polarization. On the other
hand the exchange coupling induces flips of the electronic
spins driven by the parameter Λ = λx2 〈Jˆx〉t + i
λy
2 〈Jˆy〉t.
C. Introducing feedback
For small bias voltages across the SQD a device that
yields information about its instantaneous occupation,
such as an quantum point contact (QPC), cannot resolve
to which of the attached electron reservoirs an electron
has tunneled. Therefore, the simplest feedback mech-
anisms can only be conditioned on the occupation of
the SQD itself or whether an electron has tunneled in
or out, without knowing the direction. Recent experi-
ments show that the random telegraph signals of QPCs
contains information about the spin state of electrons in
monitored QDs56. Now the Maxwell demon feedback is
implemented as suggested in Ref. 47. We apply different
Liouvillians conditioned on whether the SQD is empty
(E), populated in the ↑-state or populated in the ↓-state;
i.e. we construct new rate matrices by taking the rate
matrix (A.38) and multiplying it by the dimensionless
feedback parameters δlν ∈ R; ν ∈ {E, ↑, ↓}, which encode
the modification of the tunneling rates (with δlν = 0 re-
covering the case without feedback),
Lν ≡
∑
l=L/R
eδlν L(l) . (4)
We construct the effective feedback generator by project-
ing on the empty and filled dot states and on the two
interesting coherences,
Lfb = LE


1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

+ L↓


0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


+ L↑


0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0

+ Lnofb


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1

 , (5)
where Lnofb = L is the non-modified Liouvillian, (A.38).
This feedback scheme has been named “Maxwell demon
feedback” by Schaller and Esposito in Refs. 46 and 47, as
one can think of a Maxwell demon that is able to instan-
taneously alter the tunneling amplitudes for the hopping
on and off the SQD only based on the information about
the current state of the system.
D. Final EOM of interacting spin system with
demon like feedback
The final equations that are subject of our investigation
read
∂
∂t
~ρ = Lfb~ρ . (6)
4where the vector ~ρ comprises the relevant observables we
need to describe the nonlinear spin-spin dynamics under
feedback
~ρ =
[
〈ρ00〉 , 〈nˆ↓〉 , 〈nˆ↑〉 , 〈Sˆ+〉 , 〈Sˆ−〉
]T
. (7)
We now can reduce the amount of equations by eliminat-
ing the equation for d/dt 〈ρ00〉 by using Tr {ρ} = 1, which
is possible because the transport rate matrix Lfb has rank
4. We obtain with (2) (for the sake of readability we omit
the time dependences, here)
d
dt
〈Sˆx〉 = +λy 〈Jˆy〉 〈Sˆz〉 − εz 〈Sˆy〉 −
∑
lσ
Γlσ
2
flσ 〈Sˆx〉 ,
d
dt
〈Sˆy〉 = −λx 〈Jˆx〉 〈Sˆz〉+ εz 〈Sˆx〉 −
∑
lσ
Γlσ
2
flσ 〈Sˆy〉 ,
d
dt
〈Sˆz〉 =
∑
l
{
eδlE
[
Γl↑
2
fl↑ − Γl↓
2
fl↓
]
(1− 〈nˆ↑〉 − 〈nˆ↓〉)
− eδl↑ Γl↑
2
fl↑ 〈nˆ↑〉+ eδl↓ Γl↓
2
fl↓ 〈nˆ↓〉
}
+ λx 〈Jˆx〉 〈Sˆy〉 − λy 〈Jˆy〉 〈Sˆx〉 , (8)
d
dt
〈nˆσ〉 =
∑
l
eδlE Γlσflσ(1− 〈nˆ↑〉 − 〈nˆ↓〉)
−
∑
l
eδlσ Γlσflσ 〈nˆσ〉
+
(
λx 〈Jˆx〉 〈Sˆy〉 − λy 〈Jˆy〉 〈Sˆx〉
)
(δσ↑ − δσ↓) .
These equations are highly nonlinear and we need to gen-
erate EOM for the components of the LS to complete the
set of equations.
The LS components obey the commutation relations[
Jˆ i , Jˆj
]
= i
∑
k εijk Jˆk.
In our derivation of the BM master equation, cf. App.A
we implemented a mean-field approximation, which im-
plies that the LS is not decaying due to the electronic
leads; i.e. its length j is conserved, and
~ˆ
J is essentially
treated as a classical object. Therefore, we can use the
mean-field interaction Hamiltonian (A.12) to calculate
the Ehrenfest EOM ddt 〈Jˆ i〉 = −i 〈
[
Jˆ i , HˆLS + Hˆ
MF
int
]
〉 +
〈∂Jˆi∂t 〉. We obtain the EOM of the expectation values of
the LS’s degrees of freedom 〈Jˆ i〉,
d
dt
〈Jˆx〉 = +λy 〈Sˆy〉 〈Jˆz〉 −
(
B + λz 〈Sˆz〉
)
〈Jˆy〉 ,
d
dt
〈Jˆy〉 = −λx 〈Sˆx〉 〈Jˆz〉+
(
B + λz 〈Sˆz〉
)
〈Jˆx〉 , (9)
d
dt
〈Jˆz〉 = +λx 〈Sˆx〉 〈Jˆy〉 − λy 〈Sˆy〉 〈Jˆx〉 .
These equations have the form of Hasegawa-Bloch equa-
tions57,58 completed by the electronic backaction.
III. ANALYSIS AND NUMERICAL RESULTS
A. System without exchange-interaction (λi = 0)
If the exchange-interaction is ineffective we do not need
to consider any coherences as the ↑- and ↓-transport
channels do not mix. With the new vector of proba-
bilities pν to find the system in states ν = {E, ↓, ↑},
~ρnoint = [pE , p↓, p↑]
T
= [〈ρ00〉 , 〈nˆ↓〉 , 〈nˆ↑〉]T Eq. (6) re-
duces to ∂∂t~ρnoint = L
(noint)
fb ~ρ, where the rate matrix is
merely the 3 × 3 submatrix of (5) with respect to the
occupations, i.e.
L(noint)fb =
∑
l


−∑σW (l)σE W (l)E↓ W (l)E↑
W
(l)
↓E −W (l)E↓ 0
W
(l)
↑E 0 −W (l)E↑

 . (10)
Here the rates for transitions between unoccupied SQD
(”E“) and spin-σ states induced by the coupling to lead
l read
W
(l)
σE = e
δlE Γlσfl(εσ) , W
(l)
Eσ = e
δlσ Γlσflσ(εσ) . (11)
Along the lines of Ref. 46 it can be shown straightfor-
wardly, that the local detailed balance condition of our
device is modified once the feedback is applied; i.e., con-
stants ∆lσ ≡ δlσ − δlE are nonzero,
ln
W
(l)
σE
W
(l)
Eσ
= −βl(εσ − µl)−∆lσ . (12)
A detailed discussion of the stochastic thermodynamics
of the Maxwell demon feedback has been provided in
Refs. 46 and 48. The crucial point is that the feedback
mechanism does not affect the energy and matter bal-
ances of the system but does alter the entropy balance;
i.e, besides the matter and energy currents IM and IE, an
information current IF is introduced, that changes the
second law of the system.
The currents from lead l read
I
(l)
E =
∑
ν 6=ν′
W
(l)
νν′pν′(εν − εν′)
I
(l)
M =
∑
ν 6=ν′
W
(l)
νν′pν′(Nν −Nν′)
I
(l)
F = kB
∑
ν 6=ν′
W
(l)
νν′pν′(δlν − δlν′) , (13)
where εν , Nν are the respective energies and particle
numbers. Since we restrict the number of particles on
the SQD to 1, the matter and energy currents are pro-
portional to each other. The electron tunneling is spin
preserving and, thus, we can treat the ↑ / ↓ channels sep-
arately and find (note that, due to particle conservation,
IMσ = I
(L)
Mσ = −I(R)Mσ )
IMσ = W
(L)
σE pE −W (L)Eσ pσ = Iσ = IEσ/εσ . (14)
5If the system is in its stationary state the spin-σ currents
read
Iσ =
(
e(δLE+δRσ) fLσfRσ − e(δLσ+δRE) fLσfRσ
)
ΓLσΓRσ∑
l
(
eδlE flσ + eδlσ flσ
)
Γlσ + Cσ
,
Cσ =
(∑
l e
δlE flσ¯Γlσ¯
) (∑
l e
δlσ flσΓlσ
)
(∑
l e
δlσ¯ flσ¯Γlσ¯
) , (15)
where negative currents are effective currents from the
right to the left lead and positive ones vice versa. The
information current, on the other hand, evaluates to
IF = kB
∑
σ
(∆Lσ −∆Rσ)Iσ . (16)
The system entropy is given in terms of the Shannon
entropy,
S = −kB
∑
ν
pν ln pν . (17)
Consequently, S˙ is the entropy change in the system and
after some algebra we can define the total entropy pro-
duction46,
S˙i = S˙ −
∑
l
Q˙(l)
Tl
+ IF , (18)
which is non-negative definite and where Q˙(l) = I
(l)
E −
µlI
(l)
M is the heat flow with the l-th reservoir.
In the absence of feedback (IF = 0) the entropy pro-
duction is just the sum of entropy change in the system
and the reservoirs. The non-negativity of S˙i implies that
S˙ ≥ ∑l Q˙(l)/Tl, which is the second law of thermody-
namics. The presence of feedback may change this, de-
pending on the sign of IF. The entropy change provided
by the feedback mechanism adds to the total entropy.
Once the system reaches its steady state the system en-
tropy remains constant (S˙ = 0) and the entropy produc-
tion becomes
S˙i =
(
1
TR
− 1
TL
)
IE −
(
µR
TR
− µL
TL
)
IM + IF ≥ 0. (19)
If the leads are held at the same temperature TR =
TL = T and a chemical potential gradient is established
(µR−µL ≥ 0), the extracted power is P = (µR − µL) IM.
In the absence of feedback IF the matter flux can only
flow with the gradient (IM ≤ 0). If the feedback mecha-
nism is effective and if the feedback current is sufficiently
positive, particles can be transferred against the chemical
potential gradient (IM ≥ 0).
If the device can discriminate spin directions of electrons
we can implement the following feedback schemes.
Feedback schemes. In this paper we investigate the ef-
fect of two feedback parameter choices. First is scheme
A with parameters chosen as δL↑ = δRE = −δ, δR↑ =
δLE = δ, δL↓ = δR↓ = 0, where δ is positive. In scheme
cu
rr
e
n
t
〈I
〉/
Γ
bias voltage βV
A/B: ↑
A/B: ↓
no fb.: ↑
no fb.: ↓
−0.2
0.0
0.2
0.4
a) fb. A
−8 0 8
−0.2
0.0
0.2
0.4 c) fb. B
b) fb. A
µR
ε↑
ε↓µL
E
fL(E) fR
e−δΓ
Γ Γ
eδΓeδΓ
e−δΓ
↑ ↓
d) fb. B
µR
ε↑
ε↓µL
E
fL(E) fR
e−δΓ
eδΓ
e−δΓ
eδΓeδΓ
e−δΓ
↑ ↓
FIG. 2. (Color online) Plots a) and c) show the spin-
dependent currents as function of the applied bias voltage V
between the left and right transport leads, plotted for different
feedback schemes and compared to the nonfeedback case. ↑(↓)
currents are depicted as solid (dashed) lines. Scheme B can
act as a spin filter, as depicted in c), where only ↑-electrons
are transported against the bias. For scheme A, shown in a),
all electrons are transported against the bias, but ↑ currents
are preferred. Plots b) and d) show a sketch of the SQD with
the respective tunneling rates if the system is empty(black)
or occupied by an ↑ (red) or ↓ (blue) electron. Thickness
and directions of the red/blue tunneling arrows show which
net currents are reached. The setup is sketched for fixed bias
voltages, V/λ = 1, shown by the dotted vertical lines in plots
a) and c).
A currents of both ↑ and ↓ electrons can be transported
against a chemical bias, but the ↑ currents are preferred.
The second scheme, B, implements a spin filter, where ↑-
currents are pumped against the bias and ↓ currents are
transported with the bias, by applying the parameters
δL↑ = δRE = δR↓ = −δ and δL↓ = δLE = δR↑ = δ. The
physical effect of the two schemes can be seen best in Fig.
2, where in subplots a) and c) the current-bias voltage
characteristics are plotted and in panels b) and d) the
tunneling processes are sketched. Without feedback, all
tunneling rates are equal, Γlσ = Γ. Due to the feedback
the rates are according to the schemes. The averaged
tunneling is depicted by the red and blue arrows, the
thickness and direction of which indicate the direction
and strength, respectively, of the resulting spin-σ cur-
rents (red arrows show ↑ currents, while blue ones show
↓ currents).
The spin filter effects can be used to generate oscillating
currents with or against the bias depending on the elec-
tron spin in the interacting setup, as shown in Sec. III E.
B. Closed system dynamics (γklσ = 0)
In a number of previous works41–44 the anisotropic ex-
change interaction between two classical spins in a closed
6system and under the presence of an external magnetic
field was a subject of investigation. The exchange inter-
action between the spins induces nonlinear dynamics of
the two spins. Magyari et.al.41 found that for arbitrary
coupling λi and vanishing magnetic fields the system is
completely integrable. For an anisotropic coupling, how-
ever, the system becomes nonintegrable for finite mag-
netic fields, which can even lead to chaotic classical dy-
namics. One finds as well that in the limit r = j/s≫ 1,
where s, j are the spins’ magnitudes, the larger spin
~ˆ
J
will act as an external “driving” for the smaller spin
~ˆ
S,
while the back action from
~ˆ
S to
~ˆ
J is rather small, which
we expect as well for our dissipative case. Poincare´ sur-
faces of section for the motion of the small spin suggest
that there exist regions in (B, λ) parameter space with
a mixed phase space for the small spin, i.e., regular or
chaotic motion for different initial conditions, even while
the LS’s motion remains regular.
The analogies between classical and quantum chaotic sys-
tems of interacting spin clusters have been investigated
in terms of quantum webs of simultaneous eigenstates
that can be used to illustrate regular as well as chaotic
dynamics42,43.
C. Dynamics in the Infinite Bias Regime
Throughout this analysis we consider an anisotropic cou-
pling between the spins, namely, λy = 0 and λx = λz = λ
(compare Refs. 18 and 45). The qualitative system dy-
namics for double and single QD systems with isotropic
coupling has been investigated in Ref. 38. For the sake of
clarity we choose the QD level to be ε = 0. Furthermore,
we choose the leads to be at equal temperatures β. The
chemical potentials allow for tunneling from left to right
only (µL,R → ±∞).
In the following we discuss the difficult nonlinear dynam-
ics occurring in our setup. In particular, we are interested
in the average spin σ-electron current through the barrier
l, i.e.,
〈Ilσ〉 (t) = eΓlσ
[
eδlσ flσ 〈nˆσ〉 (20)
− eδlE flσ (1− 〈nˆσ〉 − 〈nˆσ¯〉)
]
,
where, by convention, net flux off the SQD is positive.
Further, we are interested in the backaction on the LS
and what the influence of the applied feedback mecha-
nisms is. As stated above, we consider quantum expec-
tation values of the electronic spin’s components 〈Sˆi〉,
while the LS
~ˆ
J is treated as a classical object, which is
justified and motivated as we remain in a limit where
s≪ j.
1. Analytic fixed points
To describe the domain of regular motion it is of par-
ticular interest to investigate whether there are fixed
points. We denote the fixed points introducing the no-
tation P =
(
〈Sˆ∗x〉 , 〈Sˆ
∗
y〉 , 〈Sˆ
∗
z〉 , 〈Jˆ
∗
x〉 , 〈Jˆ
∗
y〉 , 〈Jˆ
∗
z〉
)
. For a
general choice of parameters it might become difficult to
calculate the fixed points straightforwardly, since the in-
troduction of the Fermi function renders the equations
transcendental. For special infinite-bias setups, nonethe-
less, it is possible to calculate them directly, by setting
Eqs. (8) to zero and solving them.
However, due to the nature of the exchange interaction
one can easily see that there exist trivial fixed points
when the LS is aligned (anti-)parallel with the magnetic
field since the spins decouple then. If there is no coupling
to the leads, the electronic spin is conserved and will be
aligned with the magnetic field. However, contrasting
the spin-conserving setup we have to take into account
what happens to the electronic spin, once the exchange
interaction is ineffective. This, of course, depends on the
dissipative setup, i.e., Γlσ. The most trivial dissipative
setup consists of setting all tunneling rates to Γ and ap-
plying an infinite-bias voltage, so that the electronic spin
will simply decay, all further electrons tunnel through the
device without being flipped, and the transport channels
are decoupled.
If the setup is changed in a way that tunneling between
the right contact and the SQD is only possible for ↑ elec-
trons, in terms of the tunneling rates ΓR↓ = 0,ΓL↑ =
ΓR↑ = ΓL↓ = Γ, ↓ electrons will be trapped in the sys-
tem and can only leave the SQD after being flipped.
Note, that in this setup (labeled “IB”), which we con-
sider throughout this section, the two feedback schemes
introduced above are identical, which can be verified by
applying the scheme to Eqs. (8), and thus the feedback
strength enters the equation by the dimensionless param-
eter δ.
The respective fixed points are, accordingly,
P±
IB
=
(
0, 0,−1
2
, 0, 0,±j
)
. (21)
These fixed points are independent of the parameters
B, λ and, therefore, exist in the whole parameter regime.
The fixed points can be investigated further using linear
stability analysis. Such analysis requires the knowledge
of the partial derivatives of spin components with respect
to other components, which are, in general, not accessi-
ble.
There is a second set of fixed points,
P−y,±IB =
(
0,−B3,−B
λ
,− Γ
2B
B3,±B2,−B
λ
)
,
P+y,±
IB
=
(
0,+B3,−B
λ
,+
Γ
2B
B3,±B2,−B
λ
)
, (22)
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B2 =
√
j2 −
(
B
λ
)2
− e
δ
5
(
Γ
λ
)2 (
λ
2B
− 1
)
,
B3 = eδ/2 2√
5
√
B
λ
(
1
2
− B
λ
)
. (23)
This fixed point can be understood in terms of the
anisotropic exchange coupling, since the x- and z com-
ponents of one and the same spin decouple, having ei-
ther the trivial consequence of complete spin polarization
(P±IB) or the z components being determined by the ratio
−B/λ and vanishing x components.
These results are very similar to the findings in Refs. 18
and 45, only differing due to different choices of the trans-
port rates and the introduction of the feedback param-
eter. Note that we explicitly restricted the number of
allowed electrons in the SQD at a time to one, which is
not the case for Ref. 18.
The quantities B2, B3 can assume finite imaginary values.
The fixed points P±y,±IB , therefore, only have a physical
meaning in the region of the parameter space where they
remain real valued. The parameter space can thus be
separated into different regions whose boundaries are ob-
tained by solving B2 = 0 and B3 = 0. We obtain the
critical values
B2 = 0→ Γc = e−δ/2
√
10
(B3 −Bj2λ2)
2B − λ ,
B3 = 0→ Bc = λ
2
. (24)
A projection of the three-dimensional parameter space
(λ,B,Γ) for different feedback parameters δ with fixed λ
on the Γ−B plane is, therefore, divided into three regions
as plotted in Fig. 3. P±
IB
are physical fixed points for all
possible parameters.
The labels 1 to 4 in Fig. 3 mark the parameters for which
we solve the numerics and plotted the results in Figs. 4 to
7. The specific dynamics are discussed in the following.
2. Region I: damped oscillations
In region I with weak magnetic fields B < Bc and very
fast tunneling processes, i.e., rates Γ > Γc, the time scale
of electronic transport is much faster than that of the ex-
change interaction; therefore, the rate equations results
only show damped oscillations in the current and evolu-
tion towards P±
IB
. The resulting stationary current will be
obviously zero, since the spin-spin interaction is ineffec-
tive once either of the fixed points is reached and a ↓ elec-
tron is trapped in the QD. The origin of the often compli-
cated transient oscillations is the interplay between the
modulation of the electronic current by the LS and the
electronic feedback on the LS. Different initial conditions
decide which of the two fixed points is reached. Turn-
ing on the demon feedback does not change the behavior
10−1
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Γ
/λ
a) no fb.
j = 10j =
20 III
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I
1
2
3 4
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III
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FIG. 3. (Color online) Parameter regions I,II and III in
the infinite-bias (IB) setup. Solid lines show the region-I-II-
border [as a reference the borders for larger j (dotted) in a)
or the nonfeedback case (dashed) in b) are shown]. The thick
dashed lines show the transition from region II to region III,
which is determined by the critical magnetic field Bc = λ/2.
In region I the system always runs into either of the fixed
points P±IB performing damped oscillations. If the magnetic
field is stronger than λ/2 (region III) the system performs self-
sustained oscillations, either according to the effective model
(25) or around the polar fixed points P±IB. For region II, we
plot exemplarily which dynamics the system exhibits with
respect to parameters B and Γ. We find not only damped os-
cillations towards the system’s fixed points (marked by “×”)
and ongoing oscillations (“+”) but also quasiperiodic (“◦”)
or chaotic oscillations (“⋄”). Plot a) shows the typical be-
havior for the nonfeedback case. In plot b) we show how and
in which parameter regions the system’s behavior is changed
qualitatively if feedback is applied (δ/λ = 1). The red labels
show the regions in parameter space, where the dynamics are
changed significantly. Labels 1–4 show the parameters for
which we plotted solutions in Figs. 4 to 7.
qualitatively, but only the shape of the transient oscilla-
tions; their frequency and the damping is increased.
3. Region III: self-sustained oscillations, parametric
resonance and an effective model
If the magnetic field is increased beyond Bc (parameter
region III), however, the numerical results exhibit solely
self-sustained oscillations in the electronic current and
both electronic and LS.
The system oscillates on orbits around the stable fixed
8points P±
IB
, with the LS performing periodic oscillations
close to full polarization ±j, driving the electronic spin
to a periodic orbit close to 〈Sˆ∗z〉 = −1/2.
A second type of self-sustained oscillation can be de-
scribed by an effective model, where 〈Jˆz〉 = −B/λ, and
〈Sˆx〉 = 0 remain constant and the oscillation of 〈Jˆx,y〉 is
driving the periodic oscillation of the small spin, which
reduces the system to
d
dt
〈Sˆx〉 = −Γ
2
〈Sˆx〉
d
dt
〈Sˆy〉 = −1
2
Bx(t) (〈nˆ↑〉 − 〈nˆ↓〉)− Γ
2
〈Sˆx〉 (25)
d
dt
〈nˆ↑〉 = Bx(t) 〈Sˆy〉+ eδ Γ− eδ Γ (2 〈nˆ↑〉+ 〈nˆ↓〉)
d
dt
〈nˆ↓〉 = −Bx(t) 〈Sˆy〉+ eδ Γ− eδ Γ (〈nˆ↑〉+ 〈nˆ↓〉) ,
with the oscillating effective magnetic Bx(t) =
1√
2
√
j2 − B2λ2 λ (cos (Befft)− sin (Befft)). Thus, the oscil-
lation of the electronic plane is taking place in the y − z
plane, while the LS rotates in the x − y plane. The
derivation of this model in Appendix B makes use of the
rotational invariance of the LS. The effective precession
frequency, Beff is decreasing with increasing Γ, as well
as with increasing δ. Due to the term B + λ 〈Sˆz〉 and
the fact that 〈Sˆz〉 < 0 is, on average, the effective pre-
cession frequency Beff is smaller than B for all cases we
examined. We find Beff ≈ B for very small Γ. The same
consideration gives rise to the discovery that for the or-
bits around the fixed points P±IB the effective precession
frequency is much smaller than B.
A numerical Fourier analysis reveals the frequencies in
the spins’ motions for the periodic oscillations: We iden-
tify the frequencies ωs, which appears dominantly in the
small spins motion, and ωj , which drives the LS. Due to
the exchange interaction the electronic spin also assumes
ωj as an enveloping frequency. Since we consider partic-
ularly setups, where the magnitudes of the spins differ
largely (j ≫ s), we find ωs ≫ ωj. For the z compo-
nents we find a frequency doubling ωz = 2ωj as well as
additional differential frequencies ω± = ωs ± ωj. Those
frequencies can be understood as the 〈Sˆz〉 component
does not couple to the magnetic field but is a product of
〈Jˆx〉 and 〈Sˆy〉. Ideally, those components develop as a su-
perposition of sinusoidal functions of frequencies ωs and
ωj , namely, 〈Jˆ effx (t)〉 = bs sin (ωst+ θs)+ bj sin (ωjt+ θj)
and 〈Sˆeffy (t)〉 = as sin (ωst+ φs) + aj sin (ωjt+ φj), re-
spectively. The frequency ωj describes an enveloping os-
cillation of the faster ωs oscillations, while, typically the
backaction from
~ˆ
S to
~ˆ
J is very small (bs ≪ bj). Assum-
ing, further, in-phase oscillations with respect to ωj, i.e.,
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FIG. 4. a)–c) Electronic currents and d) the dynamics of
~ˆ
J for
parameters from region III with respect to different feedback
strengths δ. The current becomes more sinusoidal, while the
frequency is decreased; the rotation of
~ˆ
J remains in the x−y-
plane. Parameters: B/λ = 0.6,Γ/λ = 5, j/λ = 10.
φj = θj = 0, formal integration (λ = 1) leads to
〈Sˆeffz (t)〉 =
∫ t
0
dt′ 〈Sˆeffy (t′)〉 〈Jˆ
eff
x (t
′)〉
= −ajbj sin (2ωjt)
4ωj
+
asbj sin (φs − ω−t)
2ω−
+
asbj sin (φs + ω+t)
2ω+
+ C . (26)
The exact frequencies and amplitudes depend on the sys-
tem parameters. The larger the dissipation gets, the
more the electronic spin assumes the LS’s frequency,
which is due to the faster decay of SQD states. The
initial conditions of the LS also play an important roˆle
since the exchange interaction is enhanced the more
~ˆ
J is
perpendicular to the magnetic field.
Note also that for the same reasons a frequency doubling
for the oscillation of the z components of the spins and
the electronic currents occur for every periodic oscilla-
tion, damped and undamped. Before reaching stationary
cycles the system often undergoes transient oscillations.
As long as the feedback mechanism is switched off this
holds for the whole parameter region. Once the feedback
is switched on, for instance, with a feedback constant δ in
the order of magnitude of λ, region III exhibits subregions
with respect to the magnitude of Γ.
For Γ ≫ λ the LS oscillates in the 〈Jˆ∗z〉 = −B/λ plane,
independent of δ. The corresponding currents are regu-
larized to become almost sinusoidal; cf. Fig. 4.
With much slower electronic transport Γ ≪ λ the oscil-
lation plane of
~ˆ
J is tilted by an angle φ around the x axis
and we find even more complicated orbits for the oscilla-
tion of
~ˆ
J that is not restricted to a plane anymore if Γ is
close to λ. Since δ enters exponentially into the equations
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FIG. 5. a)–c) Electronic currents and d) the dynamics of
~ˆ
J for
parameters from region III with respect to different feedback
strengths δ. The current oscillations become slower and turn
to quasiperiodic oscillations. The oscillation of
~ˆ
J is not pla-
nar anymore and the limit cycles become more complicated.
Parameters: B/λ = 0.6, Γ/λ = 1, j/λ = 10.
the tunneling setup is, thus, detuned drastically if the
feedback parameter δ is increased. For some parameters
the dynamics change towards quasiperiodic oscillations
or even chaos. In Fig. 5 we have plotted the currents
and the LS’s cycles for different δ. We see that the regu-
lar motion becomes quasiperiodic for increasing feedback
strength. For intermediate δ the
~ˆ
J rotation stays pla-
nar, but the rotation plane is tilted. This kind of limit
cycle oscillation where the plane of oscillation through
〈Jˆz〉 = −B/λ is tilted by an angle φ around the x axis
may be described by an effective model similarly to (25),
if one found the angle φ and adjusted the transformation
in Appendix B accordingly.
In Fig. 8 we compare the solutions for our effective model
to the full solutions for different Γ and, if possible, for
different δ.
One further remark should be given on the periodic or-
bits. The oscillation around the polarization fixed point
P±IB is undamped and the magnitude of the electronic
spin is nearly constant. In this case the two interacting
spins can be considered as a system of two interacting un-
damped Bloch equations. Those could be recast in the
form of coupled complex Riccati equations58,59. Unfortu-
nately, to the best of our knowledge these Riccati equa-
tions can only be solved for special setups, e.g., isotropic
coupling.
4. Region II: mixed dynamics
We observe the full variety of the possible dynamics, in
regime II. All fixed points are real valued, but P±IB are
unstable while P±y,±IB are stable. We find many parame-
ter settings and initial conditions where the system will
oscillate strongly damped to run into P±y,±IB . Once one
of the fixed points P±y,±IB is reached, a stationary cur-
rent is established that follows straightforwardly from
(8). We find the stationary state of the total SQD occu-
pancy Nˆ =
∑
σ nˆσ by solving
0 = − eδ Γ
(
5 〈nˆ∗↑〉 − 4 〈Sˆ
∗
z〉 − 2
)
, (27)
which provides the stationary current of ↑ electrons leav-
ing the SQD (〈Sˆ∗z〉 → −B/λ)
〈IR↑〉
eΓ
=
2
5
eδ
(
1− 2B
λ
)
. (28)
On the other hand, the current will vanish when the sys-
tem reaches the full polarization fixed point P±IB, as the
SQD is found in a Coulomb blockade then.
Additionally, we find quasiperiodic or even chaotic oscil-
lations and two kinds of self-sustained oscillations as we
have found for region III.
If the feedback mechanism is switched on and the sys-
tem is started from the same initial conditions we often
find the system to respond in a way that an oscillation
vanishes and the system runs into fixed points P±y,±IB .
Periodic oscillations for magnetic fields close to Bc are
often changed to run into fixed points or detuned into
quasiperiodic oscillations.
Nonetheless, the numerical results show that there are
parts of the parameter space where feedback turns
quasiperiodic oscillations into regular self-sustained,
though not planar, oscillations; compare Fig. 7 and la-
bels 3 and 4 in Fig. 3. It is possible as well to prevent
the system from running into its fixed points and induce
periodic oscillations instead; compare Fig. 6.
Chaotic behavior in region II is dominant in parameter
regimes where the exchange interaction is much stronger
than the tunnel coupling, i.e., Γ ≪ λ and small mag-
netic field B ≪ λ. As a consequence the feedback effect
is rather small in these regimes, at least with feedback
parameters δ in the order of magnitude of λ.
D. Finite bias regime: fixed points and parameter
regions
In the finite-bias (FB) regime we choose the tunneling
rates asymmetrically as or the infinite-bias setup, be-
cause of the richness of the occurring dynamics. In the
following we assume a symmetric detuning of the chemi-
cal potentials with respect to the SQD level (ε = 0), i.e.
µL = −µR = V/2. In the limit of vanishing temperatures
only electrons with energies between the leads’ chemical
potentials can participate in transport. This so-called
transport window is smeared out due to thermal melting
of the Fermi edges if the temperatures are finite. We,
however, consider equal finite temperatures βl = β and
choose the bias voltage in a manner that for given param-
eters B, λ, j the energies εσ(t) lie between the chemical
10
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FIG. 6. a)–c) Electronic currents and d) the dynamics of
~ˆ
J for
parameters from region II with respect to different feedback
strengths δ. The evolution towards the fixed point Py [with
a corresponding current (28)] is changed into self-sustained
oscillations via feedback. Parameters: B/λ = 0.05,Γ/λ =
0.1, j/λ = 10.
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FIG. 7. a)–c) Electronic currents and d) the dynamics of
~ˆ
J for
parameters from region II with respect to different feedback
strengths δ. Irregular oscillations are regularized for both
electronic and LS. Parameters: B/λ = 0.2, Γ/λ = 0.1, j/λ =
10.
potentials for all times. The maximum detuning between
the ↑ and ↓ levels is εmaxz = B + λzj, and accordingly we
choose βV > βεmaxz .
We have to remark that bidirectional tunneling for this
parameters is only possible for finite temperatures, obvi-
ously.
1. Fixed points
As in the previous sections, we find fixed points, where
the dynamics of the spins are decoupled and
~ˆ
J is fully
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FIG. 8. (Color online:)Comparison between solutions to the
full set of Eqs. (8) and (9) (dashed lines) and solutions to the
effective model (25) (solid lines) for different setups. Param-
eters a) B/λ = 0.6, Γ/λ = 5, j/λ = 10, δ/λ = 1 (red) and
δ = 0 (black). Parameters b) B/λ = 0.6, Γ/λ = 1, j/λ = 10,
δ = 0.
polarized,
P±
FB
=
(
0, 0,+BA,B4± , 0, 0,±j
)
(29)
The values BA,B4± are dependent on the respective feed-
back scheme. They are denoted in Appendix C. The
alignment of the electronic spin is not only asymmetric
with respect to the detuning of the leads’ chemical po-
tentials, but also with respect to the LS polarization, i.e.
for increasing λ and a large j we find trapped electrons
with its spin antiparallel to the polarization of the LS:
〈Sˆ∗z〉 (±j, λ ≫ 0, V = 0)→ ∓1/2. In Fig. 9 we plot 〈Sˆ
∗
z〉
and the stationary states that are established once the
spins decouple; compare Appendix C.
As in the infinite-bias setup there is a second set of fixed
points, with 〈Sˆ∗z〉 = 〈Jˆ
∗
z〉 = −B/λ, namely,
P±y,±FB =
(
0,±
√
2B
λ
1 + e
βV
2
2 + e
βV
2
BA/B6 ,−
B
λ
,
± Γ√
2Bλ
BA/B6 ,±BA/B7 ,−
B
λ
)
, (30)
with the parameters
BA6 =
√√√√√−
(
4B + eδ+
βV
2 (2B − λ) + λ
)
λ
(
3 + eδ +5 e2δ+
βV
2
) C ,
BB6 =
√√√√√−eδ
(
4B + e
βV
2 (2B − λ) + λ
)
λ
(
3 + e2δ(1 + 5 e
βV
2 )
) C ,
BA/B7 =
√
j2 −
(
B
λ
)2
− Γ
2
2Bλ
(BA/B6 )2 ,
C = (2 + e
βV
2 )
1 + e2δ+
βV
2
(1 + e
βV
2 )2
. (31)
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We can, once again, identify a region, where the fixed
points P±y,±FB assume finite real values for all components
(region II) and regions (I,III) where they have no physical
meaning. We solve the equations B6 = 0 and B7 = 0 and
obtain the critical values
BAc =
λ
2
(
1− 3
2 + eδ+
βV
2
)
,
BBc =
λ
2
(
1− 3
2 + e
βV
2
)
, (32)
ΓAc =
√√√√√2B
(
5 e2δ+
βV
2 +eδ +3
)
(B − λj)(B + λj)(
(2B − λ) eδ+V2 +4B + λ
) 1
C
,
ΓBc =
√√√√√2B
(
5 e2δ+
βV
2 +e2δ +3
)
(B − λj)(B + λj)
eδ
(
(2B − λ) eV2 +4B + λ
) 1
C
.
Interestingly, the border between regimes II and III for
the feedback scheme B is the same as for the nonfeedback
case. Thus, switching between the two considered feed-
back schemes might go along with transitions between
the parameter regions.
The dynamics for the three parameter regions are quite
similar to that in the infinite-bias regime. Though, there
are some special features.
The dominant behaviors in region I are damped oscilla-
tions towards the polarization of spins P±
FB
. There exist
additional fixed points where 〈Jˆ∗y〉 → 0 for intermediate
bias voltages. It is not possible to calculate them analyt-
ically, since 〈Jˆz〉 couples to 〈Sˆx〉 and 〈Sˆy〉 via hyperbolic
functions.
In region II the system can – depending on the tunneling
rate Γ and the initial conditions – run into one of the
fixed points P±y,±FB . For smaller Γ the spins may as well
perform periodic oscillations or even chaotic ones, similar
to the behavior for the infinite-bias case.
We find dynamics that are very similar to the infinite-bias
case in region III. Nevertheless, additional oscillations oc-
cur, where
~ˆ
J is only partially polarized antiparallel to the
external magnetic field and its magnitude is increased
with increased bias voltage. This partial polarization is
accompanied by the decay of the the electronic states
and coherences and, thus, constant average currents. It
takes place for intermediate bias voltage of βV/λ ≈ 5.
If the bias voltage is increased and given suitable initial
conditions the system ends up completely polarized and
electrons get trapped while the energy level for electrons
of the opposite spin is shifted outside the transport win-
dow. The partial polarization is Pκ = | 〈Jˆ∗κz 〉 | with κ
denoting the feedback scheme A,B, or 0 (no feedback ap-
plied). It is of magnitude Pκ/βV ≈ 1 and is unique for
all tuples (B, λ, V, δ) and the respective feedback scheme
and we find PA > PB > P0.
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FIG. 9. (Color online) a) The values of the Sz component
of the global fixed point P±FB vs the bias voltage. The spin-
dependent stationary currents after the system reaches the
fixed point P+FB (b) or P
−
FB (c) are shown for feedback schemes
A and B and the nonfeedback case.
E. Typical feedback trajectories, spin filter setups
In the following we want to sketch typical trajectories
found for a spin filter setup that makes use of the demon
feedback. As stated above, the setup without interaction
with the external spin generates currents even against
small bias voltages (compare Sec. III B). To demonstrate
the spin filtering effect, while the interaction with the LS
is effective we suggest a small negative bias voltage with
|V | > B+λj. For small ratios λ/j the electronic backac-
tion on
~ˆ
J is very small and for suitable initial conditions
the LS stabilizes at 〈Jˆz〉 = −B/λ and precesses freely.
In this special case the energies εσ coincide and become
constant in time. Due to the anisotropic exchange inter-
action the occupations of the ↑ and ↓ levels oscillate with
the doubled precession frequency, and we find regularly
oscillating currents accordingly.
If no feedback takes place, the currents are flowing with
the bias, i.e., from the right to the left. Due to the
exchange interactions the averaged ↑ influx through the
right lead splits up to generate oscillating ↑ and ↓ cur-
rents from the SQD to the left reservoir, as we depict in
Fig. 10a).
It is due to our feedback scheme B that the direction of
the influx is reversed. The inflowing current, again, is
split up and the ↑ electrons are transported to the right
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FIG. 10. (Color online) Average spin-σ currents through bar-
rier l for small negative biases and different feedback schemes.
Without feedback (a) the currents flow according to the ap-
plied bias voltage from the right lead to the left lead. For
feedback scheme B c) an oscillating ↑ current against the bias
is building up, and ↓ electrons are ejected with the bias, the
device is acting as a spin filter. With the given parameters
the two transport channels decouple for feedback scheme A
e). A little detuning of the bias voltage leads to the oscillating
↑ currents against the bias. ↓ electrons are either ejected to
the left reservoir(red squares) or trapped (blue circles). Im-
ages b),d) and f) show the SQD with the respective tunneling
rates if the system state is empty (black), ↑ (red) or ↓ (blue).
Thickness and direction of the arrows show which net cur-
rents are reached. Level transitions (spin flips) are shown in
violet. In f) the transport channel decouple, no spin flips oc-
cur, and the ↓-current vanishes (dashed lines). Parameters:
B/λ = 0.1, Γ/λ = 10,δ/λ = 10 and |V |/λ = 20.
while the ↓ electrons are released to the left; compare
Fig. 10c).
Interestingly, for scheme A and for the same parameters
we find that the two transport channels decouple and
the expectation values 〈Sˆi〉 decay; the averaged proba-
bilities to find the SQD empty or occupied by an elec-
tron of spin σ are equal. As a consequence, the ↓ current
through the left barrier vanishes, i.e., with Eq. (20) be-
comes 〈IL↓〉 = (1 − fL↓)/3 − exp[δ]fL↓/3 = 0. At the
same time a constant net ↑ current from the left to the
right lead builds up. This critical point is characterized
by the ratio of V/δ = −2. If the ratio is smaller than −2
a net outflux of ↓ electrons to the left lead is generated
while the ↑ current flows from left to right. For bias volt-
ages V > −2δ ↓ electrons are trapped in the SQD and
only leave it after being flipped. In Fig. 10e) we depicted
the corresponding currents at and close to the critical
parameters.
It is obvious that V = 0 is the critical bias voltages for
the nonfeedback and scheme B as well, where the two
transport channels decouple. If one can prepare the LS
to have a polarization of 〈Jˆz〉 the energies εσ are constant
and equal to the chemical potentials of the reservoirs. It
is due to the thermal melting of the Fermi edges that
transport is still possible, and therefore we get the net
currents (15) evaluated for B = 0 since the level splitting
is compensated by the LS polarization.
We should also mention, that the opposite oscillating
currents can as well be generated when the tunneling
rates are chosen symmetrically (Γlσ = Γ), and therefore,
spin filter behavior is possible in setups without polarized
leads.
IV. CONCLUSIONS
In this work we have studied the complex dynamics of
electronic transport through a SQD when interacting
with a large external spin. We use semiclassical EOM
for the large external spin together with a quantum mas-
ter equation technique for the dynamics of the SQD. This
method works well if we assume that the LS precession
is taking place on a much slower time scale than the
electronic tunneling. The treatment allows for the in-
troduction of a Maxwell-demon-like feedback. This feed-
back uses occupation-dependent alternation of the trans-
port Liouvillian and can generate currents even against
a moderate bias voltage.
We restricted ourselves to studying the special case of
an anisotropic exchange interaction and a polarized right
transport lead, since this setup generates a variety of
interesting dynamics, such as parametric oscillation of
both electron spin and LS or complete polarization. We
can calculate a number of fixed points analytically, for
both finite and infinite-bias and under the influence of
our demon’s feedback.
Furthermore, we studied the effect of two different feed-
back schemes, which can work as an effective spin filter
for small bias voltages, that “sort” electrons by its spin
and generate oscillating currents in opposite directions.
For the infinite-bias regime both feedback schemes are
identical. The numerical solutions of the highly nonlin-
ear equations are very sensitive to the change of initial
conditions and the parameters (B,Γ, δ) with respect to
λ.
On the one hand, the asymmetric transport setup as a
consequence of the applied feedback can transfer periodic
motions to quasiperiodic dynamics or even chaos, e.g.,
for magnetic fields close to Bc and small tunneling rates
Γ / λ.
On the other hand, we have found that for small
magnetic fields B / 0.2λ and tunneling rates Γ ≈ 0.1λ
quasiperiodic oscillations are changed to undamped pe-
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riodic oscillations when applying feedback of moderate
strengths (δ ≈ 1).
As experimental realizations for the large external
spin we think of magnetic impurities in semiconductor
QDs or magnetic moments in single molecules (single
molecular magnets). A possible realization where the
mean-field approach is justified might be the hyperfine
interaction with an ensemble of nuclear spins, where
the number of spins is reasonably high. Although
experiments suggest that it is possible to determine the
spin state of electrons in a device it still is an open
question as to how the spin-dependent tunneling rates
can be modified conditionally in experiments.
On the other hand, the usage of conventional electronic
circuits to control the tunneling setup seems also fea-
sible. In experiments it is possible to measure single
electron tunneling events accurately and is possible to
modify tunneling rates on very fast time scales, by de-
tuning gate voltages60 to access feedback parameters
ln[Γfilled/Γempty] = δ ≈ 1, which lead to the mentioned
feedback effect.
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Appendix A: Derivation of the master equation
In terms of a system bath theory the total Hamiltonian (1) consists of three parts, namely,
Hˆ = HˆS + HˆB + HˆSB , (A.1)
where the system part HˆS = HˆSQD + HˆLS + Hˆ int comprises the dynamics of the system, i.e., the SQD and the LS and
the interaction between them. The electronic leads form the bath described by HˆB = Hˆ leads and the coupling between
system and bath degrees of freedom is denoted by the interaction Hamiltonian HˆSB = HˆT, which can be written in
terms of system and bath coupling operators, which act on the respective Hilbert spaces only,
HˆT =
∑
α
Aˆα ⊗ Bˆα . (A.2)
All Hamiltonians are required to be self-adjoint, as we consider physical observables. As HˆT = Hˆ
†
T holds it is always
possible to choose Aˆα , Bˆα such that Aˆα = Aˆ
†
α , Bˆα = Bˆ
†
α.
If the interaction HˆT is small, it is justified to apply perturbation theory. The von-Neumann equation describes the
full evolution of the combined density matrix (~ = 1)
∂
∂t
ρˆ = −i
[
HˆS ⊗ 1+ 1⊗ HˆB + HˆT , ρˆ
]
. (A.3)
Its formal solution by unitary evolution, i.e. ρˆ (t) = e−iHˆt ρˆ0 e
+iHˆt is impractical because Hˆ involves too many degrees
of freedom. Therefore, we switch to the interaction picture (operators denoted by bold symbols), such that the EOM
for the density matrix reads
∂
∂t
ρˆ(t) = −i
[
HˆT(t), ρˆ(t)
]
, (A.4)
where the interaction Hamiltonian in the interaction picture reads
HˆT(t) = e
+i(HˆS+HˆB)t HˆT e
−i(HˆS+HˆB)t =
∑
α
e+iHˆSt Aˆα e
−iHˆSt⊗ e+iHˆBt Bˆα e−iHˆBt =
∑
α
Aˆα(t)⊗ Bˆα(t) . (A.5)
The formal integration of (A.4) and re-inserting the result into the right-hand side of (A.4) and then taking the partial
trace leads to
∂
∂t
ρˆ
S
= −iTrB
{[
HˆT(t), ρ0
]}
−
∫ t
0
TrB
{[
HˆT(t),
[
HˆT(t
′), ρˆ(t′)
]]
dt′
}
. (A.6)
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Along the lines of Appendix A and B in our Ref. 61 we make the following simplifying assumptions. (i) Initial
factorization of the density matrix: ρˆ(0) = ρˆ
S
⊗ ρˆ0
B
= ρˆ0
S
⊗ ρˆ0
B
. (ii) Born approximation: If the bath is much larger
than the system and the system-bath coupling, one can assume that the backaction of the system onto the bath is
small; i.e., the bath density matrix is hardly changed from its initial state: ρˆ(t) = ρˆ
S
(t)⊗ ρˆ0
B
.
The Born approximation is equivalent to a second-order perturbation theory in the interaction Hamiltonian, i.e.,
∂
∂t
ρˆ
S
= −iTrB
{[
HˆT(t), ρ0
]}
−
∫ t
0
TrB
{[
HˆT(t),
[
HˆT(t
′), ρˆ
S
(t′)⊗ ρˆ0
B
]]
dt′
}
. (A.7)
The Born equation (A.7) further simplifies by noting that the single coupling operator expectation value vanishes
Tr
{
Bˆα(t) ρˆ
0
B
}
. When evaluating the traces over the bath degrees of freedom, TrB {· · · }, the bath-correlation functions
are introduced,
Cαβ(t1, t2) = Tr
{
Bˆα(t1)Bˆβ(t2) ρˆ
0
B
}
, (A.8)
with the the following analytic properties. (i) Given that the bath density matrix is in its stationary state, i.e.,[
HˆB , ρˆ
0
B
]
= 0, the bath correlation functions just depend on the difference of their time arguments, Cαβ(t1, t2) =
Cαβ(t1 − t2) = Tr
{
e+iHˆB(t1−t2) Bˆα e−iHˆB(t1−t2) Bˆβ ρˆ
0
B
}
. (ii) Bath coupling operators are chosen to be self-adjoint
Cαβ(τ) = C
∗
βα(−τ). (iii) When bath has a dense spectrum bath correlation functions are typically strongly peaked
around zero.
Thus, we get the following integro-differential equation, the right-hand side of which still depends on the density
matrix at all previous times weighted by the bath correlation functions,
∂
∂t
ρˆS = −
∑
αβ
∫ t
0
dt′
[
Cαβ(t, t
′)
[
Aˆα(t), Aˆβ(t
′)ρˆS(t
′)
]
+ Cβα(t
′, t)
[
ρˆS(t
′)Aˆβ(t′), Aˆα(t)
] ]
. (A.9)
Now the Markov approximations are implemented in the usual way54. In the Markov approximation we suppose that
the variation of the reduced density matrix is slower than the decay of the bath correlation function. That is, we
replace ρˆ
S
(t′)→ ρˆ
S
(t) and substitute τ = t− t′,
∂
∂t
ρˆS =−
∑
αβ
∫ ∞
0
dτ
[
Cαβ(τ)
[
Aˆα(t), Aˆβ(t− τ)ρˆS(t)
]
+ Cβα(−τ)
[
ρˆS(t)Aˆβ(t− τ), Aˆα(t)
] ]
. (A.10)
In the last step we also applied the second Markov approximation, the extension of the integration boundary to “∞,”
which is justified if the bath correlation functions decay sufficiently fast.
We turn back to the Schro¨dinger picture and obtain
∂
∂t
ρˆS =− i
[
HˆS , ρˆS (t)
]
−
∑
αβ
∫ ∞
0
dτ
{
Cαβ(τ)
[
Aˆα , e
−iHˆSτ Aˆβ e+iHˆSτ ρˆS (t)
]
+ Cβα(−τ)
[
ρˆS (t) e
−iHˆSτ Aˆβ e+iHˆSτ , Aˆα
]}
, (A.11)
which is time local, preserves trace and Hermiticity and has constant coefficients.
1. Mean field approximation
We want to treat the interaction of electronic and LS in a semiclassical manner, which should be valid as long as the
external spin is sufficiently large (j ≫ 1) and we can neglect its fluctuations. Consequently, there is no decay of the
LS due to dissipation and the length of the LS will be conserved on the microscopic level,
([
~ˆ
J2, Hˆ
]
= 0
)
.
In a mean-field approach we rewrite the Hamiltonian describing the spin-spin interaction by substituting Sˆi = 〈Sˆi〉+
δ Sˆi and Jˆ i = 〈Jˆ i〉+ δ Jˆ i
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Hˆ
MF
int
=
∑
i
λi
(
Sˆi 〈Jˆ i〉+ 〈Sˆi〉 Jˆ i − 〈Sˆi〉 〈Jˆ i〉
)
. (A.12)
The system Hamiltonian in the unitary part of (A.11) is, accordingly, HˆS = ε (nˆ↑ + nˆ↓) + B2 (nˆ↑ − nˆ↓) + Hˆ
MF
int
+ HˆLS,
where we find the following vanishing commutators
[
〈Sˆi〉 Jˆ i , ρˆS
]
=
[
〈Sˆi〉 〈Jˆ i〉1, ρˆS
]
=
[
HˆLS , ρˆS
]
= 0.
As a consequence we rewrite the system Hamiltonian as an effective Hamiltonian by comprising all terms contributing
to electronic level shifts and all terms that participate in the spin flip processes,
Hˆ
eff
S
=
∑
σ
εσ nˆσ + Λ
∗ Sˆ+ + Λ Sˆ− ,with εσ =
B
2
± λz
2
〈Jˆz〉t ,Λ =
λx
2
〈Jˆx〉t + i
λy
2
〈Jˆy〉t (A.13)
Note, that the parameters are explicitly time dependent, although we assume the time scale set by εσ and Λ to be
much slower than the timescale of the lead correlations τc and as well slower than the time scale of the electronic
tunneling.
2. System coupling operators
In order to evaluate the master equation (A.11) we have to identify system coupling operators
Aˆ1 = Aˆ5 = Aˆ
†
2 = Aˆ
†
6 = dˆ↑ , Aˆ3 = Aˆ7 = Aˆ
†
4 = Aˆ
†
8 = dˆ↓ . (A.14)
In a next step we calculate the interaction picture for the system operators Aˆα by neglecting the spin flip terms in
the effective Hamiltonian and use the free Hamiltonian instead, which reads
Hˆ
free
S
=
∑
σ
εσ dˆ
†
σ dˆσ . (A.15)
We replace Hˆ
eff
S
→ Hˆ free
S
in the integral in (A.11). Thus, we can calculate the terms e−iHˆ
free
S τ dˆ
(†)
σ e
+iHˆ
free
S τ by employing
the Baker-Campbell-Hausdorff-formula, i.e.,
eX Y e−X =
∞∑
m=0
1
m!
[X,Y ]m , (A.16)
where [X,Y ]m =
[
X, [X,Y ]m−1
]
and [X,Y ]0 = Y . Thus we have to find the commutators [X,Y ] and use the
fermionic (anti-)commutation relations
[X,Y ] =
[
−i HˆfreeS τ, dˆσ
]
= −i
∑
µ
εµτ
[
dˆ
†
µ dˆµ , dˆσ
]
= −i
∑
µ
εµτ
[
dˆ
†
µ
{
dˆµ , dˆσ
}
−
{
dˆ
†
µ , dˆµ
}
dˆσ
]
= i
∑
µ
εµτδµσ dˆσ = iεστ dˆσ . (A.17)
Applied recursively, we get
e−iHˆ
free
S τ dˆσ e
+iHˆ
free
S τ = eiεστ dˆσ , e
−iHˆfreeS τ dˆ
†
σ e
+iHˆ
free
S τ = e−iεστ dˆ
†
σ . (A.18)
Justification for the use of the free Hamiltonian. For a convenient notation we split up the effective system Hamiltonian
Hˆ
eff
S = Hˆ0 + Hˆ1, where Hˆ0 = Hˆ
free
S contains the two SQD levels and Hˆ1 = Hˆ
SF
S describes the spin flips due to the
exchange interaction. The transformation of an arbitrary system operator Aˆ to the interaction picture can be written
in terms of the Schwinger-Dyson identity involving superoperators Lˆx · =
[
Hˆx , ·
]
e−iLˆSτ = e−i(Lˆ0+Lˆ1)τ = e−iLˆ0τ
∞∑
n=0
(−i)n
∫ τ
0
dτ1
∫ τ1
0
dτ2 . . .
∫ τn−1
0
dτnLˆ1(τ1)Lˆ1(τ2) · · · Lˆ1(τn) , (A.19)
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where for any operator Aˆ
Lˆ1(τ) Aˆ = e
iLˆ0τ Lˆ1 e−iLˆ0τ =
[
eiHˆ0τ Hˆ1 e
−iHˆ0τ , Aˆ
]
=
[
Hˆ1(τ), Aˆ
]
. (A.20)
The interaction picture operator in terms of this expansion up to the first order reads
e−iHˆSτ Aˆ eiHˆSτ = e−i(Lˆ0+Lˆ1)τ Aˆ = e−iLˆ0τ Aˆ− i e−iLˆ0τ
∫ τ
0
dτ1
[
Hˆ1(τ1), Aˆ
]
+ . . . . (A.21)
where we have to write the spin flip Hamiltonian Hˆ1 in the interaction picture by applying, again, the Baker-Campbell-
Hausdorff-formula,
Hˆ1(τ) = e
iεzτ Λ∗ Sˆ+ + e−iεzτ Λ Sˆ− , (A.22)
which introduces the effective Zeeman-splitting εz = ε↑ − ε↓ = B + λz 〈Jˆz〉t.
The integrals in (A.11) then read
(∗) =
∫ ∞
0
dτCαβ(τ)
[
Aˆα , e
−iHˆSτ Aˆβ e+iHˆSτ ρˆS (t)
]
=
∫ ∞
0
dτCαβ(τ)
[
Aˆα , e
−iHˆ0τ Aˆβ e+iHˆ0τ ρˆS (t)
]
+ (∗(1)) ,
(∗(1)) =
∫ ∞
0
dτCαβ(τ)
[
Aˆα ,−i e−iLˆ0τ
∫ τ
0
dτ1
{
eiεzτ1 Λ∗
[
Sˆ+ , Aˆβ
]
+ e−iεzτ1 Λ
[
Sˆ− , Aˆβ
]}
ρˆ
S
(t)
]
=
∫ ∞
0
dτCαβ(τ)
[
Aˆα ,−i e−iLˆ0τ
{
Λ∗
εz
(
eiεzτ1 −1) [Sˆ+ , Aˆβ]+ Λ
εz
(
1− e−iεzτ1) [Sˆ− , Aˆβ]
}
ρˆS (t)
]
. (A.23)
Here we have to consider two different time scales: the leads-correlation time scale τc that is in general much faster
than the time scale set by the Zeeman splitting εz, i.e., εzτc ≪ 1. We can thus perform an expansion in the parameter
εzτ :
Λ
εz
(
1− e−iεzτ1) ≈ −iΛτ . As a consequence, it is justified to neglect the first-order corrections, (∗(1)) in (A.23),
if the bath correlation time τc is sufficiently short compared to the time scale of the spin flip dynamics, i.e. Λτc ≪ 1.
Note, that Schuetz et.al. have provided a calculation for higher order corrections in a similar setup which suggests
that the nth order correction scales with (Λτc)
n39.
3. Transition rates
In order to calculate the transition rates we first identify the bath coupling operators in HˆT,
Bˆ1 =
∑
k
γ∗kR↑ cˆ
†
kR↑ , Bˆ2 =
∑
k
γkR↑ cˆkR↑ , Bˆ3 =
∑
k
γ∗kR↓ cˆ
†
kR↓ , Bˆ4 =
∑
k
γkR↓ cˆkR↓ ,
Bˆ5 =
∑
k
γ∗kL↑ cˆ
†
kL↑ , Bˆ6 =
∑
k
γkL↑ cˆkL↑ , Bˆ7 =
∑
k
γ∗kL↓ cˆ
†
kL↓ , Bˆ8 =
∑
k
tkL↓ cˆkL↓ . (A.24)
Next, we define the half-sided Fourier transformation of the bath-correlation functions and its splitting into Hermitian
and anti-Hermitian parts
Γ±αβ(ω) =
∫ ∞
−∞
dτΘ(±τ)Cαβ(τ) eiωτ , Γ±αβ(ω) =
1
2
γαβ(ω)± 1
2
σαβ(ω) . (A.25)
With the identified system and bath operators we can exemplarily calculate the dissipator with respect to tunneling
between the right lead and the ↑ state
(⋆) =
∫ ∞
0
dτC12(τ) e
−iε↑τ
[
dˆ↑ , dˆ
†
↑ ρˆS (t)
]
+
∫ ∞
0
dτC21(−τ) e−iε↑τ
[
dˆ
†
↑ ρˆS (t), dˆ↑
]
+
∫ ∞
0
dτC21(τ) e
iε↑τ
[
dˆ
†
↑ , dˆ↑ ρˆS (t)
]
+
∫ ∞
0
dτC12(−τ) eiε↑τ
[
dˆ↑ ρˆS (t), dˆ
†
↑
]
, (A.26)
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which reads with the definition for the half-sided Fourier transformations (A.25)
(⋆) = Γ+12(−ε↑)
[
dˆ↑ , dˆ
†
↑ ρˆS (t)
]
+ Γ−12(−ε↑)
[
dˆ↑ ρˆS (t), dˆ
†
↑
]
+ Γ+21(ε↑)
[
dˆ
†
↑ , dˆ↑ ρˆS (t)
]
+ Γ−21(ε↑)
[
dˆ
†
↑ ρˆS (t), dˆ↑
]
=
1
2
γ12(−ε↑)
({
dˆ↑ dˆ
†
↑ , ρˆS
}
− 2 dˆ†↑ ρˆS (t) dˆ↑
)
+
1
2
γ21(ε↑)
({
dˆ
†
↑ dˆ↑ , ρˆS
}
− 2 dˆ↑ ρˆS (t) dˆ
†
↑
)
+
1
2
(σ21(ε↑)− σ12(−ε↑))
[
dˆ
†
↑ dˆ↑ , ρˆS (t)
]
. (A.27)
Subsequently, we find the following non-vanishing coefficients (the even Fourier transformations of the bath correlation
functions):
γ12(ω) = ΓR↑(−ω)fR(−ω) , γ21(ω) = ΓR↑(ω)(1 − fR(ω)) ,
γ34(ω) = ΓR↓(−ω)fR(−ω) , γ43(ω) = ΓR↓(ω)(1 − fR(ω)) ,
γ56(ω) = ΓL↑(−ω)fL(−ω) , γ65(ω) = ΓL↑(ω)(1 − fL(ω)) ,
γ78(ω) = ΓL↓(−ω)fL(−ω) , γ87(ω) = ΓL↓(ω)(1 − fL(ω)) . (A.28)
Here we defined the the Fermi function of the reservoir l as
fl(ω) =
1
eβl(ω−µl)+1
, (A.29)
evaluated at the respective transition frequencies ω and the energy-dependent tunneling rates between the lead l and
the spin-σ level of the QD,
Γlσ(ω) = 2π
∑
k
|γklσ|2δ(εklσ − ω) , (A.30)
where βl = (kBTl)
−1 is the inverse temperature of the leads.
Additionally, the odd Fourier transforms of the bath correlation functions, called Lamb-shift terms, are calculated
from the even Fourier transforms by using a Cauchy principal value integral,
σαβ(ω) =
i
π
P
∫ ∞
−∞
γαβ(Ω)
ω − Ω dΩ . (A.31)
We show, straightforwardly, that the Lamb-shift contributions vanish,
σ21(ω)− σ12(−ω) = i
π
P
∫ ∞
−∞
ΓR↑ [fR(Ω) + 1− fR(Ω)]
ω − Ω dΩ
=
i
π
P
∫ ∞
−∞
ΓR↑
ω − ΩdΩ =
i
π
lim
ω′→∞
P
∫ ω′
−ω′
ΓR↑
ω − ΩdΩ =
i
π
ΓR↑ lim
ω′→∞
( |ω − ω′|
|ω + ω′|
)
= 0 , (A.32)
where we set energy-independent tunneling rates; i.e., the density of states around the transition frequencies is assumed
to be flat (wideband limit).
The final master equation has Lindblad form, i.e., preserves trace, Hermiticity, and the positivity of the reduced
density matrix,
∂
∂t
ρˆS (t) = Lˆ [ρˆS (t)] = −i
[
HˆS , ρˆS (t)
]
+
N2−1∑
k=1
γk
(
Aˆk ρˆS (t) Aˆ
†
k −
1
2
{
Aˆ
†
k Aˆk , ρˆS (t)
})
, (A.33)
where N = 3 is the dimension of the SQD Hilbert space and we used (A.14). The non-negative eigenvalues of the
generator Lˆ are the rates
γ1 = γ21(ε↑) , γ2 = γ12(−ε↑) , γ3 = γ43(ε↓) , γ4 = γ34(−ε↓) ,
γ5 = γ65(ε↑) , γ6 = γ56(−ε↑) , γ7 = γ87(ε↓) , γ8 = γ78(−ε↓) . (A.34)
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4. Complete Liouvillian
We now take matrix elements in an arbitrary basis, ρij = 〈i| ρˆS |j〉, such that
ρ˙ij = −i 〈i|
[
HˆS , ρˆS
]
|j〉+
8∑
k=1
γk
(
〈i| Aˆk ρˆS (t) Aˆ
†
k |j〉 −
1
2
〈i|
{
Aˆ
†
k Aˆk , ρˆS (t)
}
|j〉
)
, (A.35)
and obtain in the local basis (i, j ∈ 0, ↓, ↑). Taking the expectation values for the relevant observables ddt 〈Oˆ〉 =
TrS
{
Oˆ Lˆ [ρˆS (t)]
}
and writing the vector
~ρ =
[
〈ρ00〉 , 〈nˆ↓〉 , 〈nˆ↑〉 , 〈Sˆ+〉 , 〈Sˆ−〉
]T
, (A.36)
we finally obtain the rate equations describing the dynamics of the interesting observables we are interested in:
∂
∂t
~ρ = L~ρ . (A.37)
The Liouvillian is represented by the rate matrix L =∑l L(l), which reads
L(l) =


−∑σ Γlσflσ Γl↓fl↓ Γl↑fl↑ 0 0
Γl↓fl↓ −Γl↓fl↓ 0 i2Λ∗ − i2Λ
Γl↑fl↑ 0 −Γl↑fl↑ − i2Λ∗ i2Λ
0 i2Λ − i2Λ i2εz − 12
∑
σ Γlσflσ 0
0 − i2Λ∗ i2Λ∗ 0 − i2εz − 12
∑
σ Γlσflσ

 . (A.38)
The Fermi functions are evaluated at the transition frequencies εσ; thus, flσ = fl(εσ) and we define flσ = [1− flσ].
Appendix B: Simplified model for limit oscillation around ~Jz = −B/λ
For this model 〈Jˆz〉 is fixed and we transform the equations to a rotation-invariant frame assuming by using the
rotation matrix around the z axis to obtain stationary ~˜J . Note that the effective rotation frequency Beff is not B,
since the backaction of the electronic system on the precessing LS is changing this frequency:
〈 ~ˆS〉 = e−ΓtRS(t) 〈 ~˜S〉 , RS(t) =


cos(Befft) − sin(Befft) 0 0
sin(Befft) cos(Befft) 0 0
0 0 1 0
0 0 0 1

 ,
〈 ~ˆJ〉 = RJ(t) 〈 ~˜J〉 , RJ(t) =

cos(Befft) − sin(Befft) 0sin(Befft) cos(Befft) 0
0 0 1

 . (B.1)
Using the inverse transformations 〈 ~˜S〉 = eΓtR−1S 〈 ~ˆS〉 and 〈 ~˜J〉 = R−1J 〈 ~ˆJ〉 we can calculate the eom for the spin
components in the rotation invariant frame:
d
dt
〈 ~˜S〉 = eΓtR−1S
d 〈 ~ˆS〉
dt
+
dR−1S
dt
RS 〈 ~˜S〉+ ΓR−1S RS 〈 ~˜S〉
d
dt
〈 ~˜J〉 = R−1J
d 〈 ~ˆJ〉
dt
+
dR−1J
dt
RJ 〈 ~˜J〉 . (B.2)
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Inserting Eqs. (8) and (9) and applying the spin-valve feedback scheme, anisotropic coupling, and the infinite-bias
setup with tunneling rates ΓR↓ = 0,ΓL↑ = ΓR↑ = ΓL↓ = Γ, we obtain
d
dt
〈S˜x〉 = −λ
(
〈J˜x〉 cos(Befft)− 〈J˜y〉 sin(Befft)
)
sin(Befft) 〈S˜z〉 − λ 〈J˜z〉 〈S˜y〉+ Γ
2
〈S˜x〉
d
dt
〈S˜y〉 = −λ
(
〈J˜x〉 cos(Befft)− 〈J˜y〉 sin(Befft)
)
cos(Befft) 〈S˜z〉+ λ 〈J˜z〉 〈S˜x〉+ Γ
2
〈S˜y〉
d
dt
〈n˜↑〉 = λ
[(
〈J˜x〉 cos(Befft)− 〈J˜y〉 sin(Befft)
)(
〈S˜x〉 sin(Befft) + 〈S˜y〉 cos(Befft)
)]
+ Γ
(
1− 2 eδ) 〈n˜↑〉 − eδ Γ 〈n˜↓〉+ eδ−Γt Γ
d
dt
〈n˜↓〉 = −λ
[(
〈J˜x〉 cos(Befft)− 〈J˜y〉 sin(Befft)
)(
〈S˜x〉 sin(Befft) + 〈S˜y〉 cos(Befft)
)]
+ Γ
(
1− eδ) 〈n˜↓〉 − eδ Γ 〈n˜↑〉+ eδ−Γt Γ
d
dt
〈J˜x〉 = −λ e−Γt
[(
〈S˜x〉 cos(Befft)− 〈S˜y〉 sin(Befft)
)
sin(Befft) 〈J˜z〉+ 〈S˜z〉 〈J˜y〉
]
d
dt
〈J˜y〉 = λ e−Γt
[
−
(
〈S˜x〉 cos(Befft)− 〈S˜y〉 sin(Befft)
)
cos(Befft) 〈J˜z〉+ 〈S˜z〉 〈J˜x〉
]
d
dt
〈J˜z〉 = λ e−Γt
[(
〈S˜x〉 cos(Befft)− 〈S˜y〉 sin(Befft)
)(
〈J˜x〉 sin(Befft) + 〈J˜y〉 cos(Befft)
)]
(B.3)
In the long-time limit the equations for ~˜J are stationary; thus, J˜i are constants in the equations for
~˜S, and thus
the number of equations is reduced in this effective model. From the numerical solutions we know that the LS’s z
component assumes a characteristic value that is related two the fixed points P±y,±IB , namely, 〈Jˆz〉 = 〈J˜z〉 = −B/λ,
and since the LS is precessing almost unperturbed we can further assume 〈J˜x〉 = 〈J˜y〉 = 1√2
√
j2 − B2λ2 . The reduced
set of equations for the effective model is obtained by applying the inverse transformation. We get
d
dt
〈 ~ˆS〉 = e−ΓtRS 〈
~˜S〉
dt
+
dRS
dt
R
−1
S 〈 ~ˆS〉 − Γ 〈 ~ˆS〉 , (B.4)
which leads to (25).
Appendix C: Finite bias fixed points and stationary states
The 〈Sˆ∗z〉-components of the fixed points P±FB read for scheme A and B
BA4± =
eV˜ /2
(
− eδ+ε˜±z +e2δ +1
)
− e3δ+ε˜±z + 3V˜2 −
(
e2δ+ε˜
±
z − eδ +eε˜±z
)
eδ+
ε˜±z
2 +V˜ +eε˜
±
z /2
2
((
e2δ+ε˜
±
z +2 eδ +eε˜
±
z
)
eδ+
ε˜
±
z
2 +V˜ +e3δ+ε˜
±
z +
3V˜
2 +eV˜ /2
(
(eδ +e2δ +1) eε˜
±
z +e2δ +1
)
+ 2 eε˜
±
z /2
) ,
BB4± =
1
2


(
e2δ +1
)(
eε˜
±
z +2
)
eV˜ /2+3 e2δ+
ε˜±z
2 +V˜ +3 eε˜
±
z /2
(e2δ +1) e
3
2 ε˜
±
z +V˜ +e2δ+ε˜
±
z +
V˜
2 +2 e2δ+
ε˜
±
z
2 +V˜ +e2δ+ε˜
±
z +
3V˜
2 +e2δ+
V˜
2 +2 eε˜
±
z +
V˜
2 +2 eε˜
±
z /2+eV˜ /2
− 1

 , (C.1)
with the parameters
ε˜±z ≡ β(B ± λj) , V˜ ≡ βV .
If one of the fixed points P±FB is reached the exchange interaction becomes ineffective and the two spin-current channels
decouple. Due to the tunneling setup ΓL↑ = ΓL↓ = ΓR↑ = Γ,ΓR↓ = 0, there is no net ↓ current (〈I±L↓〉 = −〈I±R↓〉 = 0)
and for ↑ current we obtain
〈I±R↑〉 = −〈I±L↑〉 = 〈I±↑ 〉,
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which read with respect to the two feedback schemes
〈I+A↑ 〉
eΓ
=
e
ε˜+z
2 −δ
(
e4δ+V˜ −1
)
eδ+ε˜
+
z +
V˜
2 +e2δ+ε˜
+
z +
V˜
2 +eδ+
3ε˜
+
z
2 +V˜ +e3δ+
3ε˜
+
z
2 +V˜ +e3δ+ε˜
+
z +
3V˜
2 +2 e2δ+
1
2 (ε˜
+
z +2V˜ )+e2δ+
V˜
2 +eε˜
+
z +
V˜
2 +2 eε˜
+
z /2+eV˜ /2
,
〈I−A↑ 〉
eΓ
=
ea˜−δ
(
e4δ+V˜ −1
)
e2δ
(
e
1
2 (d˜+V )+2 ea˜+V +e
b˜+V˜
2
)
+ e3δ
(
e
1
2 (d˜+3V )+ec˜+V˜
)
+ e
1
2 (d˜+V )+δ +e
1
2 (d˜+V )+2 ea˜+e
b˜+V˜
2 +ec˜+δ+V˜
,
〈I+B↑ 〉
eΓ
=
e
ε˜+z
2 −δ
(
e4δ+V˜ −1
)
e2δ
(
eε˜
+
z +
V˜
2 +eε˜
+
z +
3V˜
2 +2 e
1
2 (ε˜
+
z +2V˜ )+e
1
2 (3ε˜
+
z +2V˜ )+eV˜ /2
)
+ 2 eε˜
+
z +
V˜
2 +e
1
2 (3ε˜
+
z +2V˜ )+2 eε˜
+
z /2+eV˜ /2
,
〈I−B↑ 〉
eΓ
=
ea˜−δ
(
e4δ+V˜ −1
)
e2δ
(
e
1
2 (a˜+c˜+V˜ )+e
1
2 (a˜+c˜+3V˜ )+2 ea˜+V˜ +e
b˜+V˜
2 +ec˜+V˜
)
+ 2 e
1
2 (a˜+c˜+V˜ )+2 ea˜+e
b˜+V˜
2 +ec˜+V˜
, (C.2)
where the parameters a˜ ≡ β(B/2 + λj) , b˜ ≡ 3βλj , c˜ ≡ 3βB/2 , d˜ ≡ a˜+ c˜ have been introduced.
If the system has developed towards the fixed points P±y,±FB , we only need to consider the spin-dependent currents at
the left lead since the currents are balanced (〈IyL↑〉+ 〈IyL↓〉 = −〈IyR↑〉). We obtain
〈IyAL↓〉
eΓ
CA =
(
e2δ+
V˜
2 +1
)(
(2B − λ) eδ+ V˜2 +4B + λ
)
, CA = λ
(
eV˜ /2+1
)(
5 e2δ+
V˜
2 +eδ +3
)
,
〈IyAL↑〉
eΓ
CA = e
−δ
(
(2B − λ) e4δ+V˜ +e2δ+ V˜2 (− eδ(2B + λ)− 2B + λ)− 2B (eδ +1)+ λ) ,
〈IyBL↓〉
eΓ
CB = e
δ
(
e2δ+
V˜
2 +1
)(
eV˜ /2(2B − λ) + 4B + λ
)
, CB = λ
(
eV˜ /2+1
)(
e2δ
(
5 eV˜ /2+1
)
+ 3
)
,
〈IyBL↑〉
eΓ
CB = e
−δ
(
(2B − λ) e4δ+V˜ −2 e3δ+ V˜2 (2B cosh(δ) + λ sinh(δ))− 2B (e2δ +1)+ λ) . (C.3)
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