The damaged dockless shared-bikes are increasingly common in large cities of China, which not only reduce users' satisfactions but also harm the public environment. It is a merging issue for dockless bike-sharing systems to timely recall unusable bikes and replenish new/usable bikes. This paper addresses a maintenance network for a dockless bike-sharing system within a specific region in which the random demands and returns of shared-bikes are considered and the returned bikes have a certain probability to be unusable. The problem is to jointly determine the numbers of unusable and usable bikes to be recalled and replenished, respectively, and the corresponding routes of maintenance vehicles via the maintenance network. The problem is formulated as a stochastic mixed-integer programming model with the objective to maximize the expected revenue of the maintenance network within a operational period. To resolve the such complicated integration-optimization problem efficiently, the formulated model is decomposed into a multilocation newsvendor subproblem and a multiple vehicle routing subproblem with simultaneous delivery and pick-up. An efficient two-stage heuristics is then proposed, which resolves the two subproblems in the two stages of the algorithm, respectively. The computational results based on an real numerical case and a large number of numerical instances validate the performance of the proposed model and algorithm.
I. INTRODUCTION
Bike-sharing systems provide a green and efficient alternative for travelers' first-and last-mile connections to other transit modes. A traveler can use a smartphone App to rent (i.e, unlock) a shared bike around his/her current position, ride it for a short period and return (i.e., lock) it near his/her destination [1] . Recently, the fourth-generation of dockless bikesharing systems (e.g., ''Mobike'' and ''OfO'' Apps) have become a common sight in many large cities in China, such as Beijing, Shanghai and Chengdu [2] , [3] . Compared with the earlier generations of bike-sharing system, the dockless system allows travelers to rent and return bikes arbitrarily at any places within a region. By March 2017, the scale of The associate editor coordinating the review of this manuscript and approving it for publication was Xiao-Sheng Si . dockless bikes in China reached over four millions [4] . The large-scale deployment of dockless bikes is more convenient for travelers but also brings severe societal and environmental issues such as theft, vandalism, and waste accumulation, which brings new challenges for operators [5] .
Specially, a large number of unusable shared-bikes dumped on the streets may compromise users' experience and harm the public environment [6] . To deal with the rising issue, transportation regulators in many Chinese cities have issued mandatory rules to request operators to recall unusable bikes and replenish new/usable bikes timely. The bikes in the dockless system may locate at any place due to travelers can arbitrarily unlock and lock the bikes at any places. The dynamic distribution of dockless bikes makes the collection and maintenance of unusable bikes more difficult than the case in dock bike-sharing system. It is accounted that, in China, the average recall and maintenance cost of one dockless bike is around 1.37 dollars, and the total cost of 30,000 dockless bikes is around 28, 000 dollars [7] . Thus, the maintenance operations, including recalling unusable bikes, replenishing new or usable ones and routing the maintenance vehicles, play a critical role of the sustainable development of dockless bike-sharing systems. However, the existing literature mainly focus on the rebalancing or called as reallocation of usable shared bikes [8] , [9] . The maintenance operations of unusable bikes have not been received much attention from researchers.
This paper addresses a maintenance network for dockless bike-sharing systems considering the unusable bikes. The nodes of the network are the hotspots where travelers intensively rent and return shared bikes during a certain period and the edges are the shortest path from one hotspot to anther one. Note that the locations of hotspots may change in the next period. For example, in the morning commuting hours, most hotspots locate at communities, while in the evening commuting hours, most hotspots locate at workplaces. As the changes of hotspots in a region, this paper applies an efficient K -means method to identify hotspots for each period. In the established network, three classes of decisions need to be determined simultaneously, namely (i) the numbers of unusable bikes to be recalled at each hotspot, (ii) the number of usable bikes to be replenished at each hotspot, and (iii) the routes of maintenance vehicles for recalling and replenishing operations from a maintenance center to hotspots via the network. The objective is to maximize the total revenue of all hotspots, which is defined as the income paid by travelers using usable bikes subtracted the possible penalty cost if no usable bikes are available and subtracted the logistics cost of picking up unusable bieks and delivering the usable bike via the network. The problem is formulated as a stochastic mixed integer programming (SMIP) model considering random demands and returns of shared bikes and a certain probability of a returned bike to be unusable. The model can be seen as an combination of a multi-location newsvendor subproblem and a multiple vehicle routing subproblem with simultaneous delivery and pick-up. To efficiently resolve the complicated model, a two-stage heuristics is developed for near-optimal solution. The computational results based on an numerical case from Mobike App in China and numerical instances validate the efficiency and the effectiveness of the proposed model and algorithm.
In the following, we briefly review the related literature on the topics of the rebalancing of shared bikes, the maintenance of unusable bikes, and the machine learning methods to identify the hotspots. After that, we summarize and highlight the innovations and contributions of this paper.
In the last decade, the operations management of bikesharing systems has received much attention and interests from both academic and industrial fields. Existing literature mainly focuses on the rebalancing of shared-bikes among fixed stations to tackle the random arrival demands and returns [8] , [9] . In order to predict the number of demands or returns at each station in a future period, Jia et al., [10] and Li and Zhao [11] respectively propose two prediction methods based on historical riding data. Datner et al. [12] address the optimal inventory level of shared-bikes at fixed stations. They consider the interactions and the bike-flow among the stations. Schuijbroek et al. [13] investigate the rebalancing problem for a dock bike-sharing system. They integrate two issues into their formulation, namely determining service level requirements at each station and designing near-optimal vehicle routes to rebalancing the inventory at each station. Maggioni et al. [14] present the two-stage and multi-stage reallocation random optimization models for a dock bike-sharing system. Their model achieves autonomous bikes reallocation to some extent by guiding users to selfaccess bikes in fixed stations. Leclaire and Couffin [15] propose an approach to determine the number of bikes to be taken and sent in order to optimize the viability of sharedbikes and access stations. Recently, some researchers have paid attention to the emerging dockless bike-sharing systems popular in China, Singapore, and other countries. Using such a fourth generation system, travelers can rent and return bikes arbitrarily at any places within a region. The new challenge in such a system is to determine geographical spots where workers collect and replenish shared bikes. Cheng et al. [16] introduce a density-based and collaboration-inspired method to detect the rebalancing spots in a region. However, their method uses the current locations of the available shared bikes but not the locations (i.e., hotspots) where users will intensively rent and return bikes in the coming period soon. It still needs a deep study on detecting the hotspots spots for dockless bike-sharing systems based on users' demand and return data.
In the reviewed literature above, researchers assume that all shared bikes are usable and ignore the maintenance operations of unusable bikes. However, the shared bikes are increasingly broken due to the long-term riding or the damages. Some researchers addresses the issue of recalling unusable bikes in a dock bike-sharing system. Kaspi et al. [17] propose measurement methods of travelers' dissatisfaction when travelers arrive at a fixed station but find no usable bikes. Kaspi et al. [18] further establish a prediction model for shared-bikes' statues: usable or unusable, based on the Bayesian method. For dockless bike-sharing systems, some research establishes enterprise-governmentcitizen game models to analyze the responsibilities of the three players. Various reverse logistic networks are designed for unusable bikes with the per-determined number of unusable bikes to be picked up [19] - [21] . Chang et al., [19] design a recalling process and relevant rules for unusable bikes and propose a deterministic mixed-integer programming (MIP) model to minimize the travel-cost of maintenance vehicles with the given number of bikes to be picked up. Wang et al., [22] develop a deterministic MIP model for a reverse logistics and analyze travelers' satisfaction and the cost of reverse logistics in a specific reign. They propose an improved genetic simulated annealing algorithm to find out a near-optimal vehicle routing scheme. The existing research reviewed above only addresses the recalling operations of the unusable bikes. The replenishment of usable bikes is seldom considered, which is another critical decision in the maintenance of shared-bikes, since the shortage of usable bikes at hotspots may have a negative impact on travelers' satisfaction and the performance of the system [17] , [23] . Besides, the proposed approaches in above literature just reduce reverse logistic to a deterministic multiple vehicle routing problems (MVRP) to pick up unusable bikes within a region without considering the random demands and returns of bikes [24] - [26] .
In addition, one technology of this study is to detect a set of real-time hotspots where travelers intensively use and return shared bikes during a certain period. Thus, this paragraph reviews common clustering techniques in the machine learning field. The most well-known method is K -means method [27] , which partitions n observations into K clusters (i.e., hotspots) in which each observation belongs to the cluster with the nearest mean (i.e., spatial distances). Besides, there are plenty of other clustering methods proposed for different scenarios. For example, x-means clustering [28] , as a variation of K -means method, treats cluster allocations by repetitively attempting partition and keeping the optimal resultant splits, until some criterion is reached. However, this method does not work well when dealing with clusters of varying densities in dynamic and real-time setting [29] . Gaussian mixture models (GMMs) [30] is a parametric probability density function represented as a weighted sum of Gaussian component densities. GMMs are commonly used as a parametric model of the probability distribution of continuous measurements or features in a biometric system, such as vocal-tract related spectral features in a speaker recognition system. Hierarchical clustering [31] , [32] , also called as hierarchical cluster analysis, seeks to build a hierarchy of clusters usually in an iterative pattern with relatively long computational time.
Based on the review of common clustering methods above, k-means method is relatively easy and efficient to apply to even large data sets, especially in the real-time setting [29] . In the problem addressed in this paper, the locations where users intensively use and return bikes are usually variable from morning to afternoon of each day. It implies that the maintenance network needs a fast and efficient clustering method to detect the spatial locations of hotspots for each period throughout an infinite operation horizon. Thus, this paper adopts the K -means method to identify hotspots for each decision period in the real-time setting.
To sum up, the existing literature mostly focus on the rebalance of the dock bike-sharing system with fixed stations and develop a variety of optimal models and algorithms to improve the service level. Recently, some researches address dockless bike-sharing systems and consider the unusable bikes simultaneously. Reverse logistics networks are designed to minimize the logistic cost and deterministic multiple vehicle routing models and algorithms are developed with the per-determined the number of the unusable bikes to be recalled. However, few researches consider recalling and replenishing operations simultaneously, which jointly affect the performance of the whole shared bikes. Besides, the proposed reverse logistics networks are deterministic and without considering the random demands and returns of bikes. Compared with the existing related literature, the main contributions of this study are summarized and highlighted as follows.
• This paper addresses a novel problem motivated by a practical situation in which the returned bikes may turn to be unusable and need to be recalled and repaired by the dockless bike sharing system. In the meantime, new or usable bikes need to be replenished and transported to the hotspots to meet the demands of travelers. This paper integrates the recall of unusable bikes, the replenishment of usable bikes, and vehicle routing into the problem. Especially, the recall of unusable bikes is seldom considered in the existing research but is a big challenge for practical dockless bike-sharing systems.
• To capture the characteristics of the random demands and returns of shared bikes, we formulate the problem as a stochastic MIP model with the combination of a multilocation newsvendor subproblem with a capacity constraints [33] , [34] and a multiple vehicle routing problem with simultaneous delivery and pick-up (MVRPSDP) subproblem [26] . The optimization objective is to maximize the total expected revenues of all hotspots, which is the income of travelers using the usable bikes subtracted the possible penalty cost if no usable bikes for travelers to use and subtracted the logistic cost of recalling and replenishing bikes. To the best of our knowledge, our model is the first one considering the recalling-replenishing-routing integration problem for a dockless bike-sharing system. The joint optimization model could improve the performance of the whole system, which is tested in the computational experiments of this paper.
• To efficiently resolve the model in the real-time computational setting, we first analyze the relationships among the three classes of decision variables related to recalling, replenishing and routing operations. We then develop a twostage heuristics to generate a near-optimal solution to the problem. In the first stage, the algorithm relaxes the original problem into multi-location newsvendor models with supply capacity constraints [33] . The numbers of recalled and replenished bikes at each hotspot are determined in this stage. In the second stage, with the given number of recalled and replenished bikes, the relaxed problem is formulated as a MVRPSDP [26] from the maintenance center to all hotspots. The optimal vehicle routes are generated by a state-of-the-art MIP resolver, ILOG-CPLEX tool. The computational results validate the performance of the proposed heuristics.
The rest of the paper is organized as follows. Problem description and formulation are presented in Sections 2 and 3, respectively. The two-stage heuristics is developed in Section 4. The computational results are reported in Section 5 and concluding remarks, and further research directions are discussed in Section 6. 
II. PROBLEM DESCRIPTION A. MAINTENANCE NETWORK
Let's consider a typical dockless bike-sharing system operating in a city. First, we can apply zone recompilation method to divide the whole city into many regions. Thus, this study only focuses on the maintenance network within a specific region, such as a city center area. With the assistance of IoT and GPS technologies, the bike-sharing system collects real-time information of bikes widely distributed within a specific region [16] . The collected information specifies the statues of a bike, i.e., locked and being used, the locations of locked bike and whether a locked bike being unusable. In the dockless system, the hotspots where users intensively rent and returns bikes may change for the different periods. Based on the review of common clustering methods in the above Section, k-means method is relatively easy and efficient to apply to even large data sets, especially in the real-time setting [29] . This study thus applies a K -means method [12] , [35] to identify n hotspots and accordingly divides a specific region into n zones.
In Figure 1 , the lower layer is a real-world distribution of shared-bikes in a region, in which a hollow circle denotes the spatial location of a bike, the triangle denotes the spatial location of the maintenance center that is responsible for maintaining the unusable bikes recalled from the region and storing the usable bikes, a solid circle denotes the clustered hotspot, and a solid line denotes a walking path from the hotspot to the location of a bike. In practice, a driver can park a maintenance vehicle at the hotspot and then walk to pick up the unusable bikes and place usable bikes around the hotspot along the walking paths. The upper layer is the abstract maintenance network, in which a solid circle corresponds a hotspot in the lower layer, the triangle is the center, and a dotted line denotes the shortest vehicle route from one hotspot to another. Now with the n hotspots and a maintenance center, a maintenance network G(I , E) can be established, where I = {0, 1, 2, . . . , n} is a set of n + 1 nodes (hotspots), where node 0 denote the maintenance center, and E = {(i, j)|i ∈ I , j ∈ J } is a set of arcs, representing the shortest vehicle path from node i to node j.
For a decision period t, t = 1, 2, . . ., the problem in this study is to determine the number of unusable bikes nearby around each hotspot should be recalled, the number of usable bikes to be supplied from the center 0 to each hotspot i, i = 1, 2, . . . , n, and meanwhile the routes of maintenance vehicles for recalling and delivering bikes via the network. The optimization objective to maximize the expected revenue of the bike-sharing system during the current period t, which is measured by the income from travelers using usable bikes, the penalty cost if no usable bike is available for travelers, the logistics cost for recalling and replenishing bikes.
B. NOTATIONS AND ASSUMPTIONS
For each decision period t, t = 1, 2, . . ., based on the collected real-time information of shared-bikes, the system can calculate the following data for each hotspot i, i ∈ I /{0}: The number of usable bikes I i,t , the number of unusable bikes B i,t . As travelers randomly arrive at a place nearby the hotspot to rent or return bikes, using historical operational data, the system can establish a probability density function g(D i,t ) of random demands(i.e., rents)D i,t and a probability density function k(R i,t ) of random returnsR i,t [10] . In fact, returned bikes are possibly to be unusable as stated in literature [7] , [8] . This study assumes that with the aid of advanced machine learning technologies, the system can predict the probability of a returned bike being usable or unusable. Without loss of generality, for hotspot i we let α i,t , 0 ≤ α i,t ≤ 1, denote the ratio of usable bikes and thus 1 − α i,t is the ratio of unusable bikes, which are returned during period t. Besides, the maintenance center 0 currently has in total C t usable bikes to be supplied to the hotspots and there are Q identical maintenance vehicles at the center responsible for picking up and delivering bikes. Each vehicle has a capacity of transporting at most L bikes. For the convenience of problem formulation, we give the following assumption.
• The demandsD i,t and returnsR i,t at hotspot i in period t are independent random variables subject to two normal distributions g(D i,t ) and k(R i,t ), respectively (namely satisfying i.i.d. condition);
• The mean values and variances of g(D i,t ) and k(R i,t ) are known as µ D i,t , µ R i,t , and σ D i,t , σ R i,t based on historical riding data;
• For period t, there are a large number of bikes to be used and returned at each hotspot. It implies that random variablẽ D i,t andR i,t can be seen as continuous variables;
• There are always a shortest path connecting any two hotspots and connecting a hotspot to the center;
• There are enough maintenance vehicles at the maintenance center, namely Q ≥ n and each hotspot can be served by only one vehicle.
The notations used in this study are listed in Table 2 . 
III. FORMULATION
To maximize the revenue of the bike-sharing system in a region, this section first formulates an objective function of the problem by regarding n hotspot as an n-location newsvendor model and then establishes a stochastic mixedinteger programming model. For each decision period t, the decision variables of the model are: (1) The number of usable bikes to be supplied, i.e., X t = {x i,t |i = 1, 2, . . . , n}, (2) the number of unusable bikes to be recalled, i.e., Y t = {y i,t |i = 1, 2, . . . , n}, and (3) the routing scheme of maintenance vehicles in the maintenance network, i.e., Z t = {z i,j,q |i, j = 1, 2, . . . , n, q = 1, 2, . . . , Q}.
A. OBJECTIVE FUNCTION
The objective of the problem is to maximize the total expected revenue of all hotspots in period t, which is measured by the income from travelers using usable bikes subtracted the penalty cost if no usable bike for travelers and the logistics cost. For each hotspot i, during period t, users randomly use and return bikes, simultaneously. An intermediate variableÑ i,t is used to denote the net random demands of shared-bikes at hotspot i for period t, and we have a relationshipÑ
AsD i,t andR i,t are independent random variables subject to normal distributions g(D i,t ) and k(R i,t ), respectively. Random net demandsÑ i,t is also subjected to a normal distribution. The mean value and variance are calculated as 
In the above Equation 1, the first term
is the expected income subtracted possible penalty cost for n hotspots with a given x i,t by reducing the n hotspots into n independent newsvendor models. Furthermore, we consider the two cases at each hotspot i:
is the compensatory income for the base demand (D i,t −Ñ i,t ). The third term e n i=1 y i,t is the total labor cost of recalling unusable bikes, and the last one n i=0 n j=0 Q q=1 (c i,j z i,j,q ) is the total travel cost of vehicles via the maintenance network G (I , E) .
B. CONSTRAINTS
The constraints of the problem can be divided into two classes: (a) supply capacity constraints of the maintenance center and hotspots and (b) constraints of vehicle routing for placing and recalling bikes, namely constraints of MVRPSDP. The two classes of constraints are formulated as follows.
(a) Supply capacity constraint
Constraint (2) requires that the number of usable bikes to be supplied from the maintenance center to of all hotspots cannot exceed the current available bikes at the center. (b) Recall capacity constraints at hotspots
Constraint (3) defines the upper and lower bounds of the number of unusable bikes to be recalled from hotspot i, where the upper bound L − n j=0 (s i,j + w i,j ) − x i,t is the currently remnant capacity of a vehicle to recall unusable bike bicycles at hotspot i, and B i,t is the number of unusable bikes, while the lower bound min{x i,t , B i,t } is the mandatory minimum number of bikes that should be recalled.
(c) Constraints of multiple vehicle routing As stated in Section 2, there are Q identical vehicles available in the maintenance center and each vehicle can deliver at most L bikes at any time. When a vehicle arrives at hotspot i, a worker first drops off x i,t usable bikes and places them around the hotspot. After that, the worker may pick up y i,t unusable bikes and load them into the vehicle. Besides, it is requested that each hotspot can only be served by one vehicle. We also assume that there is a path connecting any two hotspots. The vehicle routing problem stated above can be formulated as the following constraints [26] .
n j =0
x i,t ≥ 0, y i,t ≥ 0, i = 0, 1, . . . , n
Constraint (4) requires that each hotspot is only served once by only one vehicle. Constraint (5) makes sure that each assigned vehicle initially leaves the center and finally returns to the center. Constraint (6) requires that every vehicle is used only once, in which especially z 0,0,q = 1 means that vehicle q is not assigned and stays at the center without being used in practice. Constraint (7) makes sure that the current number of usable and unusable bikes in a vehicle q from node i to node j in the network cannot exceed the capacity of vehicle q. Constraint (8) defines the relationship between decision variable x i,t and intermediate variables s i,j , which implies that the number of replenishing bikes dropped off at hotspot i is the difference between the numbers of usable bikes in the same vehicle from previous hotspot j to hotspot i and from hotspot i to the next hotspot j. Constraint (9) defines the relationship between decision variable y i,t and intermediate variables w i,j , which implies that the number of unusable bikes picked up at hotspot i is the difference between the numbers of unusable bikes in the same vehicle from hotspot i to next hotspot j and from the previous hotspot j to hotspot i. Constraints (10), (11) , and (12) are the definitions of decision variables and intermediate variables.
To sum up, the stochastic optimal MIP model of the problem can be written as follows.
is the expected revenue of all hotspots and formulated in Equation (1).
The formulated model P is a combination of a multilocation newsvendor subproblem with capacity constraints and a MVRPSDP subproblem. Moreover, the three classes of decision variables (i.e., X t , Y t , and Z t ) have coupling relations in the objective function (1) . Due to the complicated structure of the model, problem P is hardly resolved to directly apply traditional optimization methods, such as the stochastic dynamic programming (DP) in literature, due to the well-known ''curse of dimensionality'' of DP. To resolve the problem efficiently in the real-time computational setting, we analyze the structure of the model and then develop an efficient two-stage heuristics in the next Subsection.
IV. HEURISTICS FOR A NEAR-OPTIMAL SOLUTION A. MAIN FRAMEWORK OF HEURISTICS
Observing objective function (1), we find that for each hotspot i, ∀i ∈ I \ {0}, its expected income and possible penalty cost are only determined by a pair of decisions variables x i,t and y i,t , instead of by the other decisions variables. The travel cost of vehicles is determined by decisions z i,j,q . Therefore, maximizing the total expected revenue of all hotspots is equivalent to maximizing the expected revenue of every single hotspot and minimizing the total travel cost of all vehicles.
With the finding above, we first reduce Problem P into two relaxed subproblems. The first one is to determine the number of usable bikes to be supplied and the number of unusable bikes to be recalled at hotspot i, i = 1, 2, . . . , n. The second one is a MVRPSDP subproblem to minimize the total travel cost of vehicles with the determined X t and Y t . Consequently, this section proposes an efficient two-stage heuristics to generate a near-optimal solution to the problem P. In the first stage of the algorithm, a relaxed model with (1)-(3) is established as a mutli-location newsvendor model with supply capacity constraint in Equations (2) and recall capacity constraints at hotspots in Equation (3). The relaxed model is resolved by a numerical approach combined with a heuristic rule to the newsvendor model. In the second stage, with the given X t and Y t , the local optimal routes of the vehicles are determined by applying CPLEX tool to resolve the MVRPSDP subproblem in Equations (4)- (12) . The framework of the two-stage heuristics is illustrated in Figure 2 . The detailed steps of the two stages are described in the following two subsections.
Namely, we resolve a relaxed subproblem by removing Constraints (4)-(10) and (12) from Problem P to determine a set of X t and Y t in advance. Moreover We resolve the MVRPSDP subproblem and obtain the optimal routes Z t for vehicles to deliver and pick up bikes at hotspots simultaneously.
B. SUBALGORITHM IN THE FIRST STAGE
First of all, the relaxed model in the first stage is written as follows.
Model P R1
(2), (3) and (11) .
To resolve model P R1 , we first determine the optimal value of x * i,t at each hotspot i, i = 1, 2, . . . , n by reducing the model to n independent newsvendor problems [33] , [34] without constraints (2) and (3) . As addressed in literature [33] , [34] , [36] on the newsvendor problem, the optimal for a hotspot i, i = 1, 2, . . . , n is the value that leads the first derivative of the expected revenue E[r i,t ] to be zero. Thus, we have
dx i,t = 0, and we have
Using Matlab tool, we can obtain the optimal x * i,t that results in the cumulative value of distribution f (Ñ i,t ) equaling the value of (a − b + c)/(a + c).
Now, let us consider Constraint (2) . If the set of optimal x * i,t for all hotspot satisfies Constraint (2), namely n i=1 x * i,t ≤ C t , we directly let y i,t = min{x * i,t , B i,t ; otherwise, we adjust the values of x * i,t by the following heuristic rule. As the travel cost of vehicles from the maintenance center to each hotspot depends on the distance from the center to each hotspot, i.e., d 0,i , i = 1, 2, . . . , n. Therefore, we first sort n hotspots in the non-decreasing order of their distances d 0,i , i = 1, 2, . . . , n, denoted as S = { [1] , [2] , . . . , [n]}, where element [i] is the index of a hotspot in the ith position of order S. We then use the inventory C t to satisfy the demands of the hotspots one by one according to the non-decreasing order. Especially, for the first hotspot [1] in the order, if C t ≥ x *
[1],t , we set x [1] ,t = x * [1],t and update the remaining inventory
,t . After that, the second hotspot [2] is considered. We repeat the above procedure until the remainder inventory is negative, namely C t < 0, at a hotspot [i ]. We set x [i ],t = C t for the hotspot and set x [i],t = 0, i = i + 1, . . . , n, for the rest hotspots in order S. We thus obtain a set of updated x i,t , i = 1, 2, . . . , n. Accordingly, we let y i,t = min{x i,t , B i,t }.
C. SUBALGORITHM IN THE SECOND STAGE
With the determined values of x i,t and y i,t , the relaxed model denoted as P R2 with Constraints (4)-(10) and (12) in the second stage can be reduced to a MVRPSDP problem to minimize the total travel cost of vehicles. In the reduced MVRPSDP problem, the depot is the center, and customers are the n hotspots geographically dispersed around the depot. There are Q vehicles available in the depot, and each vehicle can accommodate at most L bikes. Customer i needs x i,t usable bikes to be delivered from the depot and meanwhile y i,t unusable bikes to be picked up. All the vehicles depart from the depot and finally return to the depot. Each customer can be served only once by only one vehicle. To the best of our knowledge, there are a variety of optimal and heuristic algorithms to MVRPSDP problems in the existing literature [24] - [26] , [37] - [39] . In this study, we apply the state-ofthe-art MIP resolver tool, ILOG-CPLEX (version 12.80) to efficiently resolve the relaxed model with Constraints (4)-(10) and (12) and obtain the optimal routes for vehicles.
D. JUSTIFICATION OF THE TWO-STAGE HEURISTICS 1) COMPUTATIONAL EFFECTIVENESS
First of all, it is hardly to obtain an optimal solution to model P formulated as Equations (1)-(11), due to the complicated structure of the nonlinear and piecewise objective function (1) . More specially, the objective function does not only include the total expected revenues of all hotspots but also the total transportation cost of recalling and delivering bikes between the maintenance center and hotspots. Both of the expected revenues and the transportation cost determined by a set of the decision variables x i,t and y i,t , i = 1, 2, . . . , n, which respectively determines the number of usable bikes to deliver and the number of unusable bikes to be recalled at each hotspot i during the current period t. Thus, it is reasonable to develop a heuristic algorithm to fast find a near-optimal solution to the model P. The heuristic algorithm is more applicable especially in the real-time computational setting.
Secondly, considering the relationship between the expected revenues and the transportation costs, we decouple the original problem P into two resolvable subproblems, namely Model P R1 and P R2 in subsections IV-B and IV-C. In the first stage of the two-stage heuristics, Model P R1 is reduced to n independent newsvendor problems and accordingly a set of decision variables x i,t and y i,t is determined to maximize the total expected revenues of n hotspots without considering the transportation costs. In the second stage of the heuristics, Model P R2 is reduced to MVRPSDP and resolved by CPLEX tool to determine the optimal vehicle routes between the maintenance center and hotspots. It is worth noting that the decision variables x i,t and y i,t determined in the first stage are always feasible for the original problem since the inventory capacity constraint at the maintenance center and hotspots in Equations (2) and (3) are taken into account in the first stage. And we allow any vehicle to conduct multiple routes one by one, which implies that there are enough vehicles for delivering and picking up bikes.
At last, we realize that it is very difficult to prove a bound of the gap between the optimal solution and the near-optimal solution in terms of the objective value of the problem. In the following numerical experiments, instances are randomly generated to test the effectiveness and efficiency of the proposed two-stage heuristic.
2) COMPUTATIONAL EFFICIENCY
It is clear that the computational efficiency of the two-stage heuristics depends on the computational times of resolving the two subproblems Model P R1 and P R2 in the first and second stages of the algorithm. In the first stage, the algorithm resolves n independent newsvendor problems, each of which needs constant computational time W to find a optimal x * i,t , which results in the cumulative value of distribution f (Ñ i,t ) equaling the value of (a−b+c)/(a+c). The adjustment of x i,t and calculation of y i,t both need O(n) time. Thus, the computation time of the first stage is O(n * W +n) = O(n). In the second stage, we apply CPLEX tool to resolve a MVRPSDP with the given set of x i,t and y i,t . As the MVRPSDP is proved to be NP-hard, the computational time of the second stage is an exponential function of problem scale n. Thus, the total computation time of the two-stage heuristics is mainly affected by the resolving MVRPSDP. In the practice, like Mobike Company, the decompose approach is used to divide the scope of a whole city into many disjointed regions. Thus, in each regions, there is a center responsible for the maintenance operations at the hotspots within the regions. Therefore, the two-stage heuristics could be applied into all regions in a parallel pattern and it works efficiently in each region.
V. NUMERICAL EXPERIMENTS
In order to test the efficiency and effectiveness of the proposed two-stage heuristics, an numerical example from a real case and a large number of randomly generated instances are created, respectively. The two-stage heuristics is compiled in C++ language and run on a Personal Computer with CPU Core i7 2.40 GHz and 8.00GB RAM. The computational results of the numerical example and testing instances are presented below.
A. COMPUTATIONAL RESULTS OF A SIMULATION INSTANCE 1) DESCRIPTION OF AN NUMERICAL EXAMPLE
An real numerical example is created based on the riding data provided from Mobike Company, which is a popular dockless bike-sharing system in China. The data set records riders' unlocking and locking operations (times and locations) within a region around the Shahe campus of University of Electronic Science and Technology of China (UESTC) in Chengdu, China, for two months from September 1st to October 31st, 2018. Figure 3 illustrates a thermal map of the demands and returns of shared-bikes from 5:00 p.m. to 8:00 p.m, in the region on September 1st, 2018. In this figure, the red dots represent the locations where riders unlocked shared-bikes to use (i.e., demands) and the yellow dots represent the locations where users locked bikes (i.e., returns).
First, we apply a K -means method to cluster the locations of locking and unlocking operations into eight highdensity areas represented as blue circles in Figure 3 , where the central points of the circles are the identified hotspots. The geographic coordinates and the descriptions of the eight hotspots are listed in Table 4 of Appendix. The mean values and the standard deviations (Std. for short) of demandsD i,t , returnsR i,t , and net demandÑ i,t at the eight hotspots are listed in Table 2 . The estimated numbers of usable and unusable bikes (i.e., I i,t and B i,t , respectively) at eight hotspots are listed in Table 2 as well.
Based on our previous survey and related news reports, we set the parameters of the example as follows. The average payment of a rider using a shared bike is a = 1.50 yuan, and the penalty cost is c = 0.10 yuan when there is no usable bike for a traveler. Besides, we assume that a bike can be generally used for at lest 50 riding-times after a maintenance and thus its maintenance cost is b = 0.19 yuan for per riding-time, and the labor cost of recalling a unusable bike is e = 0.11 yuan. Applying the method proposed in literature [18] , the ratios of returned bikes to be unusable at all hotspots are uniformly set as 1 − α i,t = 0.2, ∀i = 1, 2, . . . , n. There are C t = 560 usable bikes at the maintenance center 0 and Q = 4 vehicles for recalling and replenishing operations. Each vehicle can accommodate L = 400 bikes at most. Without loss of generality, the vehicle-travel cost per meter is 0.00105 yuan/meter, and thus the vehicle-travel cost from hotspot i to hotspot j is calculated as c i,j = 0.00105 × d i,j , where d i,j is the air-line distance from hotspot i to hotspot j and is listed in Table 5 of Appendix.
2) COMPUTATIONAL RESULT
We apply our algorithm to resolve the example during a decision period t defined as the duration from 5:00 p.m. to 8:00 p.m of a weekday. In the first stage, the number of usable bikes to be replenished at the hotspots are determined as: X t = {x 1,t = 24, x 2,t = 16, x 3,t = 13, x 4,t = 75, x 5,t = 219, x 6,t = 115, x 7,t = 94, x 8,t = 0}, and the number of unusable bikes to be recalled at the hotspots are determined as: Y t = {y 1,t = 4, y 2,t = 4, y 3,t = 2, y 4,t = 5, y 5,t = 5, y 6,t = 2, y 7,t = 2, y 8,t = 0}. With the determined values of X t and Y t , we apply ILOG-CPLEX to resolve the corresponding MVRPSDP problem in the second stage. The optimal vehicle routes are presented as follows. Vehicle No.1 is assigned to serve hotspots 4 and 6, and the corresponding route is 0 → 4 → 6 → 0. Vehicle No.2 is assigned to serves hotspots 5, 7, 3, 2, and 1, and the corresponding route is 0 → 5 → 7 → 3 → 2 → 1 → 0. The rest two vehicles are not used. The total travel-distance is 13,011 meters for the two vehicles. The final revenue is 10755.238 yuan.
To evaluate the long-term performance of our algorithm to the example, we simulate the random demands and returns for 30 times to generate 30 days of the example. Then we apply the obtained X t , Y t and Z t to guide the daily operations of the dockless bike-sharing system for these 30 days. Consequently, we obtained the total revenue from 5:00 p.m. to 8:00 p.m of 30 days is 322,657 yuan (i.e., 46, 194 dollars).
B. EXPERIMENTS OF TESTING INSTANCES
To further test the performance of the algorithm, five groups of numerical instances are randomly generated with n = 4, 8, 12, 16, and 20, and α = 0.9, 0.7, 0.5, and 0.3. The value of n denotes the size of the instance and value of 1 − α indicates the possibility of the unusable bikes. For each given pair values of n and α, 30 instances are generated to simulate 30 days. The other parameters of the instances are randomly generated with the methods introduced in the next paragraph. We apply the two-stage heuristics to resolve the 30 instances of each group. The average computational time and the quality of near-optimal solutions are reported.Note that the quality of solutions is measured by the average gap of the total revenue of our near-optimal from the revenue of the global optimal solution. Here the global optimal solution is generated by a deterministic optimization model provided that the realized demands and returns of shared bikes are known in advance.
Let U (x1, x2) denote a uniform random function that generates a random value between x1 and x2 with the equal probability and N (µ, σ ) denote a normal random function that generates a random value following the normal distribution with mean value µ and standard deviation σ . With the given value of n and ℵ, the parameters related to each hotspot i are generated by the method:
and α i,t = α = 0.9, 0.7, 0.5, and 0.3. We set the parameters of the maintenance network as C t = n * 70, Q = n, and L = 400. And the distance between any two hotspots is generated as d i,j = |i − j| * 200 meters, i, j = 1, 2, . . . , n. Note that the lower and upper bounds of the uniform functions of generating µD i,t and µR i,t are selected based on the statistic data in Table 2 . For example, in µD i,t = U (21, 502), lower bound x1 = 21 and upper bound x2 = 502 are the minimum and maximum mean values of demands µD i,t , respectively, in Table 2 . The the standard deviations σD i,t and σR i,t are directly set as the a fixed ratio 0.1 of the generated mean values. The computational results of the testing instances are listed in Table 3 , where the term ''CPU times (s)'' is the average computational time of the heuristics for resolving each instance for 30 times with a pair of given n and α, term ''Revenues'' is the average revenue of each instances, and term ''Gap'' is the relative deviation of the revenue generated by the near-optimal solution found by our heuristics from the maximum revenue generated by the global optimal solution provided that the real demands and returns are known in advance.
Let us consider the data of ''Revenues'' listed in Table 3 . It is clear that the average revenues decreased when the ratios of unusable bikes increase from 0.1 to 0.7 for each group of 30 instances with the given value of n. It means that if there are more and more bikes to be broken and unusable, more travelers cannot find usable bikes and thus the total revenue of the dockless bike-sharing system is reduced. Furthermore, we evaluate the solution quality of the two-stage heuristics by the indicator ''Gap'' listed in Table 3 . Our heuristics could find a solution that is much closer than the global optimal solution for the five group of 30 instances with a pair of given n and α. The totally average Gap is 7.52%. Based on the data of ''CPU times'' listed in Table 3 , the computational time of the two-stage heuristics is mainly affected by the size of the maintenance network, i.e., n. The average CPU times exponentially increase when the value of n changes from 4 to 20. The main reason is that the algorithm applies CPLEX tool to directly resolve the MVRPSDP subproblem in the second stage, which have been proved to be NP-hard problem. However, we can directly apply the two-stage heuristics into several regions in the parallel computational way, each of which has a relative small size with no more than 16 hotspots. It implies the heuristics could generate the nearoptimal solution for all the instances with n ≤ 16 within about 10 minutes. In the further study, we will integrate an efficient meta-heuristics into the two-stage heuristics to resolve the MVRPSDP subproblem. Thus, the computational efficiency of the two-stage heuristics will be improved.
VI. CONCLUSION
Dockless bike-sharing systems provide a convenient transportation mode for short-distance travelers, which allows travelers to easily find, ride, and return a bike anywhere via. Smartphone Apps. However, the arbitrary locking and unlocking operations at any places bring a new challenge to the shared-bikes' maintenance and rebalance. This paper addresses the joint optimization problem of recalling unusable bikes and replenishing with usable bikes within a specific region. The objective is to maximize the expected revenue within the region considering the random demands and returns of bikes and the probability of unusable bikes. A stochastic optimal MIP model is formulated by determining the number of unusable bikes to be recalled, the number of usable bikes to be replenished and the corresponding optimal vehicle routes for the delivering and picking up operations. To efficiently resolve the model, we reduce the problem to two relaxed models and develop a two-stage heuristics to obtain near-optimal solutions. The computational results validate the effectiveness of the joint optimization model and algorithm. In the next step, the authors will develop an efficient meta-heuristic algorithm to resolve the MVRPSDP problem in the second stage of the algorithm. Also, a comprehensive computational experiment will be conducted for the sensitivity analysis of the proposed algorithm.
In this paper, we focus on the problem formulation and the development of an effective algorithmic framework to the problem. In the current version, we directly apply CPLEX tool to resolve the MVRPSDP in the second stage of the heuristics. As we known, there exists a variety of heuristic rules and meta-heuristics to deal with the MVRPSDP in the literature. In the future study, we will develop an efficient meta-heuristics to the MVRPSDP, which will further reduce the computational time of the two-stage heuristics.
APPENDIX
The latitude and longitude coordinates and the description of the eight clustered hotspots in the simulation instance are listed in Table 4 . The airline distance between the hotspots are listed in Table 5 .
