We study the problem of selling an asset near its ultimate maximum in the minimax setting. The regret-based notion of a perfect stopping time is introduced. A perfect stopping time is uniquely characterized by its optimality properties and has the following form: one should sell the asset if its price deviates from the running maximum by a certain time-dependent quantity. The related selling rule improves any earlier one and cannot be improved by further delay. The results, which are applicable to a quite general price model, are illustrated by several examples.
Introduction
Assume that an agent wants to sell an asset before the maturity date T at a price X τ , which is as close as possible to the ultimate maximum X * T = max 0≤t≤T X t . The asset price is a continuous function t → X t (ω), depending on an unknown outcome ω ∈ Ω. A selling rule τ (ω) may depend on the price history {X s : s ≤ τ (ω)}. For such a rule τ the difference X * T (ω) − X τ (ω) can be considered as the agent regret that the selling price X τ was lower than the maximal price. If the agent is extremely pessimistic, he may try to minimize the value sup ω∈Ω (X * T (ω) − X τ (ω)) (1.1) over all stopping rules τ . However, this approach is somewhat crude. Such optimal selling rule τ * is by no means unique and even a deterministic one (that is, independent of ω) can be optimal in this sense. Even more importantly, τ * need not satisfy Bellman's type optimality principle, as will be clarified below.
To each selling rule we associate the regret over the past, the regret over the future and the overall regret. Based on the latter quantity we introduce the notion of a perfect stopping rule. Considering the family of optimization problems with different initial price histories, we show that under general conditions there is a unique (perfect) stopping rule σ * , which is optimal and Pareto optimal with respect to any problem, where it is admissible (Theorem 1). Moreover, σ * can be characterized by the following properties: it improves any earlier stopping rule and cannot be improved by further delay (Theorem 2).
We use two ways to incorporate the regret over the future in the optimization problem. The first one is to consider the maximum of the future price increment. This approach, which is illustrated by Examples 2 and 3, is very conservative. It is applicable only if the price increments are uniformly bounded. The second approach is to replace the maximum of the future price increment by its δ-quantile in the presence of a probabilistic information. In Example 4 we followed this route in the case of a Brownian motion (the Bachelier model). Both approaches are captured by the function ψ, which can be interpreted as a forecast of the maximal price increment.
The perfect stopping rule has the following simple form: one should sell the asset if its price X t deviates from the running maximum X * t by a certain time-dependent quantity. An optimality of such selling rule ("let profits run but cut losses") was first justified in [2] for a discrete time model. This result was inspired by the paper [11] , which studied the case of a divisible asset. The approach of [11, 2] was based on discrete-time specific recurrent dynamic programming formulas. Furthermore, for the problem considered in [2] , along with the mentioned optimal selling rule, there exists a deterministic ("nonsequential") selling rule, also minimizing (1.1). The notion of a perfect stopping time, introduced below, gives grounds to distinguish between these selling rules and discard the nonsequential one.
In continuous-time probabilistic setting the problem of stopping near the ultimate maximum became popular after the stimulating paper [7] and the preceding talk [13] . For instance, the cases of Brownian motion with drift and geometric Browninan motion were studied thoroughly in [5, 12, 6, 3] . In the latter case the ratios X τ /X * T , X * T /X τ were considered instead of (1.1). Typical optimal stopping rules are determined by the processes X * t − X t , X t /X * t , or prescribe to sell the asset immediately, or to hold it until the maturity date T .
In Section 2 we introduce a perfect stopping time in a general model and present its explicit description. Several illustrative examples are given in Section 3.
Perfect stopping rule
Although in this section we do not use any probability measure, the basic terminology comes from probability theory. Possible outcomes (price trajectories) are described by a subset Ω of the canonical space C[0, T ] of continuous functions ω. Let X t : Ω → R be the coordinate mappings:
The set A (t, ω) contains all outcomes with the same history as ω up to time t. Let us introduce the regret over the past:
This quantity corresponds to agent's reflection that he could sell the asset at the price X * t (ω), and now the price is only X t (ω).
Similarly, the regret over the future is defined as follows:
Since this quantity is unknown unless t = T , we will work with its upper estimate or a surrogate of such an estimate. Consider a function ψ : [0, T ] × Ω → [0, ∞) with the following properties: (i) ψ(T, ω) = 0, (ii) the function t → ψ(t, ω) is continuous and strictly decreasing,
In concrete examples ψ will be taken to be the supremum of (2.2) over ω ′ (similar to [2] ), or a δ-quantile of (2.2), if a probabilistic model is considered. One can also regard ψ(t, ω) as a forecast of the maximal price increment (2.2). This interpretation clarifies conditions (i)-(iii). In particular, (iii) means that this forecast can depend only on the available price history.
Assume that the asset is sold at time u ≥ t. Given the price history (ω s ) 0≤s≤t , the overall regret can be described by the quantities:
. We call ρ (resp., R) the realized regret (resp., the estimated regret). The realized regret remains unknown until the terminal time T . The estimated regret is known at time u and can be incorporated in an optimization problem. In this section we deal only with the estimated regret. The realized regret will be considered in Section 3 (Example 3).
To formalize agent's goals we need the notion of a stopping time.
, generated by the coordinate mappings. From [4] (Theorem IV.100 (a)) we know that an F T -measurable function τ :
Thus, our definition of a stopping time coincides with the usual one except of an additional measurability property, which we do not need.
Remark 2. For any stopping time τ and ω
. Furthermore, for any stopping times τ 1 , τ 2 such that τ 1 (ω) < τ 2 (ω) we have
, and the Definition 1 gives a contradiction:
Denote by T t (ω) the set of stopping times τ , satisfying the inequality τ (ω) ≥ t. The condition τ ∈ T t (ω) means that τ is admissible for A (t, ω):
Given the price history (ω s ) 0≤s≤t , the worst-case estimated regret, related to τ ∈ T t (ω), is defined as follows:
The set of optimal stopping times is denoted by opt (t, ω).
The set of Pareto optimal solutions is denoted by P(t, ω). Definition 4. We call a stopping time σ perfect if it satisfies the following optimality principle: σ ∈ opt (t, ω) ∩ P(t, ω) for all (ω, t) such that σ ∈ T t (ω).
That is, σ is perfect if it is optimal and Pareto optimal with respect to A (t, ω) whenever it is admissible for A (t, ω).
Then the unique perfect stopping time is given by the formula
, the value σ * (ω) is uniquely defined and satisfies the equality
where the strict inequality follows from the property (ii) of ψ and the last equality is implied by
We have
where the strict inequality and the last equality follow from (2.5) and (2.3) respectively.
The relations (2.4), (2.6), (2.7) imply that R(t, ω; τ ) ≥ R(t, ω; σ * ), and if τ = σ * , then there exists a point ω ′′ ∈ A (t, ω) such that
, ω; σ * ), where we used the fact that σ * (ω ′ ) and R(t, ω; σ * , ω ′ ) do not depend on ω ′ ∈ A (σ * (ω), ω).
The following assertion gives more intuition on perfect stopping times. Theorem 2. Under assumption of Theorem 1 a stopping time σ * is perfect if and only if for any stopping time τ and any ω ∈ Ω the following is true:
Condition (A) ("after") means that the estimated regret can become larger if the asset is not sold at time σ * . Condition (B) ("before") means that it is not rational to sell the asset before a perfect stopping time σ * , since the estimated regret can be reduced by waiting until σ * .
Proof of Theorem 2. A stopping time σ * , satisfying conditions (A), (B) is unique. Indeed, let σ 1 , σ 2 be such stopping times. If σ 1 (ω) < σ 2 (ω), then 
Examples
In this section we present several examples, illustrating the above notions and results. Example 1 indicates that a stopping time can be optimal but not Pareto optimal, or vice versa. Example 2 considers a continuous time analogue of the model of [2] . In Example 3 we consider a price process with piecewise-linear trajectories, which can change their movement direction at the jump times of a Poisson process. Here we compare the expected realized regret of the perfect and deterministic stopping times. Finally, in Example 4 we analyze the classical Bachelier model, using the quantile function to estimate the future regret.
Example 1.
Let Ω = C[0, T ], and assume that ψ does not depend on ω. We claim that τ 0 = 0 is optimal, but not Pareto optimal with respect to A (0, ω), and τ T = T is Pareto optimal, but not optimal with respect to A (t, ω) for any t < T .
Clearly, R(0, ω; τ 0 ) = ψ(0). Take ω n = ω 0 − ns. By (2.3) for the perfect stopping time σ * we have R(0, ω; σ * ) ≥ R(0, ω; σ * , ω n ) = ψ(σ * (ω n )). But, σ * (ω n ) = inf{s ≥ 0 : X * s (ω n ) − X(ω n ) ≥ ψ(s)} = inf{s ≥ 0 : ns ≥ ψ(s)} → 0, as n → ∞. Hence, R(0, ω; σ * ) = R(0, ω; τ 0 ) = ψ(0) and τ 0 ∈ opt (0, ω) along with σ * . However, τ 0 is not Pareto optimal with respect to A (0, ω), as can be seen from the property (B) of Theorem 2, where τ is changed to τ 0 .
As for τ T , it is not optimal with respect to A (t, ω), t < T , since
The same assertion is true for any deterministic stopping time τ = u and t < u.
To prove that τ T is Pareto optimal assume that t ≤ τ (ω) = u < T and put
, then X * T (ω ′ ) = X T (ω ′ ) and 0 = R(t, ω; τ T , ω ′ ) < ψ(u) = R(t, ω; τ, ω ′ ).
(3.9)
The inequalities (3.8), (3.9) show that τ T ∈ P(t, ω).
with some constants L 1 , L 2 > 0. In particular, ω ∈ Ω are assumed to be uniformly Lipschitz continuous. Note, that any piecewise linear function
Let us assume that the forecasted maximal price increment ψ coincides with the maximum itself:
The perfect stopping time is defined by
Note, that it depends only on one parameter L 2 , which shows how fast the price can go upwards. Assume that σ * (ω) ≥ t. Let τ : Ω → [t, σ * ] be a random variable such that X τ = max t≤s≤σ * X s . Note, that τ need not be a stopping time. By the definition of σ * and the left inequality (3.10) we get
Hence, σ * (ω) coincides with the lower bound (3.12) . It follows that the optimal worstcase estimated regret R(t, ω; σ * ) coincides with some convex combination of the regret over the past X * t − X t and the estimated regret over the future
Let t = 0. Note, that along with σ * , the deterministic stopping time τ = L 2 T L 1 + L 2 is optimal with respect to A (0, ω). Indeed, since τ ≤ σ * (see (3.12)), we have
It follows that
But the strict inequality is impossible, since σ * is optimal. Optimal stopping times quite similar to σ * , τ appeared in [2] . Let us mention the following clear advantage of the perfect stopping time σ * over τ . Comparing the expression R( τ , ω; τ ) = max{X * τ − X τ , L 2 (T − τ )} with (3.13) we conclude that τ is not optimal with respect to A ( τ , ω) unless
Hence, although at time t = 0 formally both σ * (ω), τ are optimal, the agent, who observes the price dynamics X s (ω), 0 ≤ s ≤ t, at time τ realizes that it is not optimal to sell the asset with the exception of a rather special situation, described by (3.14) . Similarly, at any time moment t ∈ (0, τ ) typically τ ceases to be optimal with respect to A (t, ω). This violation of "Bellman's optimality principle" means that τ will be quite rarely used by a rational agent. Recall also that τ is not Pareto optimal with respect to A ( τ , ω) if τ < σ * (ω): see condition (B) of Theorem 2.
Example 3. Assume that Ω and ψ are the same as in Example 2, and L 1 = L 2 = 1. Consider a probability space, carrying a Poisson process (N t ) t≥0 with intensity λ and a sequence of i.i.d. random variables (α i ) ∞ i=1 : P(α i = 1) = p ∈ (0, 1), P(α i = −1) = q = 1 − p, which are independent from N. The asset price is modeled by the continuous piecewiselinear process
), i ≥ 0, where τ 0 = 0, X 0 = x and τ i , i ≥ 1 are the jump times of N.
For any stopping time τ denote by E(τ ) = Eρ(0, ω; τ, ·) = E(X * T − X τ ), E(τ ) = ER(0, ω; τ, ·) = E max {X * τ − X τ , ψ(τ )} the expected realized regret and expected estimated regret respectively. To obtain some information, concerning the probabilistic properties of the perfect stopping time (3.11), let us compare E(σ * ), E(σ * ) with the same values, related to deterministic stopping times τ u = u.
Let the intensity λ be very small, so that that there are no jumps on [0, T ] with high probability. Then with probability close to 1 the set A (0, ω) contains only two trajectories:
]. Note, that by observing a trajectory for a short period of time it is possible to conclude, if the price will permanently go up or down. Thus, it is possible to obtain an arbitrary small regret by stopping after this period of time or waiting until T . Our aim, however, is only to compare the expected regret of the perfect stopping time and a deterministic one.
where the lower bound is attained at u = T for p ≥ 1/2 and at u = T /2 for p < 1/2. Furthermore, E(σ * ) = Eψ(σ * ) = T − Eσ * ≈ qT /2. (3.16) since σ * (ω 1 ) = T , σ * (ω 2 ) = T /2. On the basis of (3.15), (3.16) it is reasonable to expect that E(σ * ) < E(τ u ) for any u if the intensity λ is sufficiently small.
For the expected realized regret this conclusion should be refined. We have
where the lower bound is attained at u = T for p ≥ 1/2 and at u = 0 for p < 1/2. So, we expect the inequality E(σ * ) < E(τ u ) to be true for small λ if q/2 < p, that is, p > 1/3. These expectations are confirmed by numerical experiments. To estimate E(τ ) ee used the Monte Carlo method (and R software). Note, that the variances of X * τ − X τ , Table 1 . The expected realized regret for p = 1/2, T = 1. A standard asymptotic analysis based on the normal approximation (see, e.g., [14, Chapter 4] ) allows to conclude that the length of 0.99 confidence interval does not exceed 0.006. The results for p = 1/2 and different λ are collected in Table 1 . In this case the values E(τ u ) do not depend on u. We see that for small values of λ the expected realized regret of the perfect stopping time is essentially lower than that of a deterministic stopping time. This advantage diminishes with the growth of λ. The value Eσ * for large λ is close to T .
In Table 2 the value λ = 10 is fixed. For large p the expected realized regret of σ * is smaller than that of any deterministic stopping time. For small p an immediate selling (τ 0 = 0) has much smaller expected realized regret than σ * . Note, that σ * cannot be smaller than T /2 (see Example 2). Intuitively, this is due to the fact that the estimate ψ of the future regret is very conservative.
Example 4. Let P be a probability measure on (C[0, T ], F T ) such that the coordinate process X follows the Bachelier model under P:
Here W is a standard Brownian motion, started at 0, and σ > 0 is a volatility constant. For this model the regret over the future (2.2) is unbounded. So we use quantile function
Utilizing this function in the estimated regret, the agent admits that the realized future regret, that is, the deviation of the ultimate maximum from the selling price, can exceed ψ with probability 1 − δ.
Using the law of the running maximum W * of the Brownian motion W (see, e.g., [9, Proposition 3.1.3.1]):
we infer that ψ solves the equation
Thus, ψ = σΦ −1 ((1 + δ)/2) √ T − t. By Theorem 1 the perfect stopping time is defined by the formula
Note, that given a price history, the agent will keep the asset for a longer time period when the market is more volatile. This is due to the fact that his estimated future regret will be higher. In contrast to Example 3, here it does not make sense to look at the expected realized regret E(τ ), since W is a martingale and E(τ ) does not depend on τ by the Doob optional sampling theorem. It appears, however, that σ * is optimal with respect to another criteria.
In [10] it was proved that the stopping time of the form τ * = inf{s ≥ 0 : W * s − W s ≥ z q √ T − s} is optimal for the q-mean objective function is the Kummer confluent hypergeometric function (see [1, Chapter 13] ). The case q = 2 was previously considered in [7] . Put σ = 1. Given q > 1, we infer that the perfect stopping time (3.17) is q-mean optimal in the sense of (3.18) for the special value of δ. The correspondence between some values of q and δ is presented in Table 3 (the equation (3.19 ) was solved by the means of the R software). For instance, if ψ is chosen to be 0.95-quantile of the maximum future price increment, then the perfect stopping time σ * is q-mean optimal with q = 10. The values of z q in the first 3 rows coincide with those of [10] .
Concluding remarks
The relations between minimax and probabilistic optimality properties of stopping times, touched in Examples 3, 4, may deserve further study. We also mention that for a strictly positive price process X the above theory can be transferred to the ratio performance criterion X * T /X τ , which depends only on relative values of the asset price.
