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Abstract—We consider the use of deep neural network (DNN)
to develop a decision-directed (DD)-channel estimation (CE)
algorithm for multiple-input multiple-output (MIMO)-space-time
block coded systems in highly dynamic vehicular environments.
We propose the use of DNN for k-step channel prediction for
space-time block code (STBC)s, and show that deep learning
(DL)-based DD-CE can removes the need for Doppler spread
estimation in fast time-varying quasi stationary channels, where
the Doppler spread varies from one packet to another. Doppler
spread estimation in this kind of vehicular channels is remarkably
challenging and requires a large number of pilots and preambles,
leading to lower power and spectral efficiency. We train two
DNNs which learn real and imaginary parts of the MIMO
fading channels over a wide range of Doppler spreads. We
demonstrate that by those DNNs, DD-CE can be realized with
only rough priori knowledge about Doppler spread range. For
the proposed DD-CE algorithm, we also analytically derive
the maximum likelihood (ML) decoding algorithm for STBC
transmission. The proposed DL-based DD-CE is a promising
solution for reliable communication over the vehicular MIMO
fading channels without accurate mathematical models. This
is because DNN can intelligently learn the statistics of the
fading channels. Our simulation results show that the proposed
DL-based DD-CE algorithm exhibits lower propagation error
compared to existing DD-CE algorithms while the latters require
perfect knowledge of the Doppler rate.
Index Terms—MIMO communication, channel estimation,
deep learning, decision directed, mmWave communications.
I. INTRODUCTION
A. Motivation
W IRELESS data traffic has been growing rapidly andaccording to a Cisco report [1], global wireless data
traffic will increase sevenfold between 2016 and 2021, reach-
ing 49.0 exabytes per month by 2021. This wireless data
explosion is expected to accelerate over the next decade by
increasing the popularity of smartphones, continual use of
wireless video streaming services, and the rise of the Internet-
of-Things (IoT) [2], [3].
In order to address this high volume of data traffic demand,
one promising solution is to enable the use of higher frequency
spectrum, e.g., millimeter wave (mmWave) [3], [4]. Currently,
the fifth-generation (5G) wireless communications is being
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developed based on utilizing mmWave frequencies (30-300
GHz) to provide a notable spectrum and high data rates
on the order of Gbps [4]. Utilizing mmWave in multiple-
input multiple-output (MIMO) communication systems is one
of the candidate technologies for 5G wireless standardiza-
tion [5] which can further improve the system capacity. It
also benefits from spatial diversity against small-scale fading,
higher data rates, and the ability to cancel interference [6]–
[8]. In addition to spatial diversity due to multiple transmit
and receive antennas, time diversity can also be achieved
through space-time block code (STBC). STBC is an advanced
transmission technique used in multiple antenna systems to
transmit multiple replicas of information symbols to exploit
the various received versions of the transmitted symbols to
improve the reliability of transmission.
In the design of a MIMO wireless communication system in
5G, there are two main challenges that affect the performance,
namely channel modeling and channel estimation (CE). Due
to the complex propagation characteristics of highly dynamic
channels, channel modeling is an extremely challenging task
[9]. Furthermore, in highly dynamic environments, the channel
impulse response varies quickly, and thus, the channel statistics
remain constant only for a very short period of time. Conse-
quently, the high channel variations limits the channel model-
ing and reduces the performance of existing channel estimators
[10]. These constraints on CE in highly dynamic environments
are even more crucial for STBC transmission where more
channels must be estimated for each block transmission and
its associated decoding process is considerably affected by the
accuracy of CE method.
For MIMO systems, CE schemes have been mostly based
on pilot-assisted approaches, assuming a quasi-static fading
model that allows the channel to be constant for a block
of symbols and change independently to a new realization.
This is not applicable for environments such as fast time-
varying channels where the coherence time is considerably
short. Currently, decision-directed (DD)-CE methods have
been suggested to be employed in time-varying channels and
it has been widely used in vehicular communication systems
based on IEEE 802.11p technology [11]. In DD-CE, first a
block of training symbols is sent to estimate the channel state
information (CSI). Then, data transmissions are conducted,
where the subsequent CSI corresponding to the data symbols
are predicted by treating the detected symbols as training data
and re-estimating the channel iteratively [12], [13]. The core
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2part of the DD-CE is channel prediction. Existing channel
predictors are highly depended on channel statistics which is
severely affected by the estimation of Doppler spread of the
channel. However, in highly dynamic vehicular environments,
Doppler spread estimation is challenging.
Recently, deep learning (DL) has been widely investigated
in the signal processing and communications problems to
improve the performance of some certain parts of conventional
communication systems, such as decoding, estimation, and
more [14]–[21]. In particular, DL-based CE methods have
been studied in literature such as the recent work in [14]. A
deep neural network (DNN) is a universal function approxima-
tor with superior logarithmic learning ability and convenient
optimization capability, and thus can be used for the problems
without any accurate mathematical model [22]. Currently,
most of the existing algorithms in communications rely on
precise mathematical models. However, in practice tractable
mathematical models cannot reflect many imperfections and
nonlinearities, and can only work as rough approximations
when these issues are non-negligible. DL can fix this drawback
in communication and information theory and offer algorithms
without mathematically tractable models [18].
Motivated by the limitations of existing channel predictors
and the strength of DNN in learning and prediction, a DL-
based DD-CE for MIMO STBC is proposed in this paper,
where the MIMO channel coefficients are predicted by two
trained DNNs. While existing channel predictors require the
exact value of Doppler spread and an accurate mathematical
model for Doppler spectrum, our proposed algorithm does not
require Doppler spread estimation and provides a more reliable
packet transmission in highly dynamic vehicular environments.
Moreover, we derive the maximum likelihood (ML) STBC
decoding for any STBC design in fast time-varying channels,
where channels vary during each STBC transmission. In the
proposed scheme, first we predict the corresponding channels
for each block transmission and then perform signal detection
with the channel prediction.
B. Related Work
1) DD-CE channel predictors: The optimal Weiner filter,
finite length Wiener filter, and weighted recursive least squares
(LS), such as Kalman filter (KF), are the most popular pre-
dictors employed in DD-CE [23], [24] where all of them rely
on exact Doppler spread estimation. Furthermore, inaccurate
Doppler spread estimation results in significant error propa-
gation in suboptimal channel predictors like KF, especially at
high Doppler spreads and when the transmitted packets are
large. In addition, the sensitivity of current channel predictors
to the accuracy of the channel model is too high to tolerate any
modeling errors. However, finding an explicit mathematical
model to describe the channel propagation characteristics in
highly dynamic environments is a challenging task and thus
modeling error is inevitable.
2) CE for STBC transmission: Wireless communication
systems usually rely on some form of diversity at the transmit
side and/or the receiver side. STBC transmission is one of
the most common solutions for achieving diversity. Alamouti
introduced a well-known transmission technique for systems
with two transmit antennas in [25]. By generalizing Alamouti’s
idea, Tarokh et al. proposed STBC for other numbers of trans-
mit/receive antennas [26]. The problem of CE when STBC is
used for transmission has been investigated in many studies
[27]–[29]. In the current studies, whenever STBC is used in a
time-varying channel, two approaches were employed. One of
them is considering a coherent channel for block transmission
and the other one is channel modeling with a rough approxi-
mation such as first order autoregressive model. In [25], [29],
the authors assumed that the channel is coherent for each
block transmission and using this assumption, they proposed
a coherent detection algorithm. However, in the fast time-
varying channel where the channel statistics change rapidly, all
the mentioned assumptions lead to a degraded signal detection.
A KF-based CE method was used in [27], [28], [30] and it was
assumed that for a block transmission the fading channel is
changed based on first order Gauss-Markov process. Then after
determining the channels for each block transmission, they
developed a detection algorithm. Furthermore, the proposed
detection algorithms are only valid for Alamouti’s scheme and
for longer STBC block transmission the assumptions are not
applicable [27]–[29].
C. Contribution
The main contributions of this papers are as follows:
• We propose a DL-based k-step channel predictor;
• A new DD-CE algorithm based on the proposed predictor
is proposed for MIMO-STBC systems. The proposed
algorithm exhibits the following advantages:
– It removes the need for Doppler spread estimation;
– It exhibits lower error propagation compared to ex-
isting algorithm;
– It can be applied to MIMO fading channels without
concrete mathematical models;
– It has a lower computational complexity compared
to existing DD-CE algorithms;
– It is applicable to even large packets;
• The joint ML decoding algorithm for general STBCs in
time-varying fading channels is derived;
• The proposed scheme has better performance than exist-
ing algorithms.
• We derive the optimal DD-CE for general STBCs using
Wiener predictor.
D. Organization
The outline of this paper is as follows. In Section II, we
briefly review DL. Section III presents the system model.
Section IV introduces DD-CE method for MIMO wireless
communications. Section V describes the proposed DL-based
DD-CE algorithm along with our proposed ML decoding
algorithm for STBC design . The complexity analysis of our
proposed algorithm is presented in Section VI. Simulation
results are provided in Section VII, and finally we conclude
the paper in Section VIII.
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Fig. 1: Typical DNN with three hidden layers.
E. Notation
Throughout this paper, (·)∗ represents the complex conju-
gate. The real and imaginary parts of a complex number are
denoted by <{·} and ={·}, respectively. Matrix transpose and
Hermitian operators are shown by (·)T and (·)H , respectively.
Moreover, the inverse of matrix A is represented by A−1
and the symbol Iw denotes the identity matrix of size w. The
column vector of size z and all ones is denoted by 1z . The
operator diag(b) returns a square diagonal matrix with the
elements of vector b on the main diagonal. Assuming a,b, c
and d are some matrices with whether equal or different sizes,
operator bdiag(a,b, c,d) returns the following matrix
a 0 0 0
0 b 0 0
0 0 c 0
0 0 0 d
 . (1)
Furthermore, |·| shows the absolute value, E{·} is the statistical
expectation, aˆ denotes an estimated value for vector a, and
the Frobenius norm of vector a is showed by ‖a‖. The
constellation and m-dimensional complex spaces are denoted
by D and Cm, respectively. For the sake of simplicity, the
element-wise notation of Matlab is used, where A:,k1:k2
denotes all rows and columns k1, k1 + 1, · · · , k2 of matrix
A, and the notation ak1:k2 shows the k1-th until k2-th entries
of vector a. Note that in the sequel, Ak and ak represents k-
th matrix and k-th vector, respectively. Finally, the circularly
symmetric complex Gaussian distribution with mean vector µ
and covariance matrix Σ is denoted by CN (µ,Σ).
II. DEEP LEARNING
Deep learning is an approach to artificial intelligence and
more specifically, it is a type of machine learning technique
that enables computer systems to learn complicated concepts
without any need for exact mathematical operators. As a result,
computer systems can learn from a series of experiences to find
a solution by a hierarchy of concepts where each concept is
defined by simpler concepts. These concepts on top of each
other, generate a deep graph to show the mapping between
input and output and because of the depth of this graph this
approach to artificial intelligence is called deep learning [22].
One of the quintessential DL models are deep feedforward
networks, also called deep neural networks, where by train-
ing a vector of learning parameters Θ, some function f is
approximated as
y = f(x; Θ), (2)
where the input vector x ∈ Rn is mapped to the output vector
y ∈ Rm. The DNN breaks this complicated mapping into a
series of simple ones, each defined by a distinct layer of DNN.
A DNN is built by a sequence of visible and hidden layers.
At visible layers, we are able to observe the variables. The
input and output layers of a DNN are both visible layers. At
hidden layers, the variables are not accessible and their values
are changed based on the feature extraction. Fig. 1 shows a
DNN with three hidden layers. For example, in a DNN with
L hidden layers, we can represent function f in (2) by L
functions f (1), f (2), · · · , f (L) as
y ≈ f (L)
(
· · · f (2)(f (1)(x; Θ1); Θ2) · · · ; ΘL). (3)
Each function f (l) is defined as
f (l)(z; Θl) , Al(wlz + bl), l = 1, 2, · · · , L (4)
where z is the output of the previous layer, Θl , {wl,bl}
denotes the set of learning parameters, wl ∈ Rnl×nl−1 and
bl ∈ Rnl (n0 = n and nL = m) represent weights and biases,
respectively and Al is the activation function of the l-th layer.
By training the DNN with a training set and a known desired
output, the weights and biases can be learned [22].
III. SYSTEM MODEL
We consider a MIMO system in a time-varying flat fading
channel, where the transmitter and receiver are equipped with
nt and nr antennas. The space-time encoder at the transmitter
takes a block si ∈ DNs of Ns information symbols as input
and maps it into a STBC matrix C¯i as
C¯i ,

c11 c12 · · · c1nx
c21 c22 · · · c2nx
...
...
...
cnt1 cnt2 · · · cntnx
 , (5)
where D is an arbitrary constellation and cpq , p = 1, · · · , nt
and q = 1, · · · , nx are functions of the information vector si.
The nx columns of C¯i are generated in nx successive time
intervals each of duration Ts, while each of the nt entries in a
given column is forwarded to one of the nt transmit antennas.
At the m-th transmit antenna, cmk is first pulse shaped and
then transmitted during the k-th time interval. The transmitted
waveforms from nt transmit antennas are sent simultaneously.
If nx = 1 and Ns = nt, independent information sym-
bols are transmitted over each transmit antenna at each time
interval, one word. This transmission scheme is referred to
as the simplest case of spatial multiplexing without any need
4hˆ
(n)
k|k−1 = Σh(n)k ,y
(n)
1:k−1
Σ−1
y
(n)
1:k−1
y
(n)
1:k−1 = A
H
k−1U
H
k−1
(
Uk−1Rdk−1U
H
k−1 + σ
2
wIk−1
)−1
y
(n)
1:k−1, (14)
for precoding and maps a block si ∈ DNs of Ns information
symbols to the transmit antennas as
C¯i ,

c1
c2
...
cnt
 = si. (6)
Let us represent the time-varying fading channels between
the n-th receive antenna and all nt transmit antennas at the
k-th time index (index k is assigned to a continues-time index
tk = kTs) by
h
(n)
k =
[
hn1,k hn2,k . . . hnnt,k
]T
, (7)
where hnm,k is the fading channel between the m-th transmit
antenna and the n-th receive antenna at the k-th time index.
It is assumed that the fading channels are independent for
different transmit-receive antenna pairs and can be modeled
as a wide sense stationary process over the packet time with
unknown Doppler rate ρ ∈ [ρmin, ρmax] due to the highly
dynamic vehicular environments. The autocorrelation function
of the complex fading channel between the m-th transmit and
n-th receive antenna over the packet time is modeled as
E{hnm,k1h∗nm,k2} = R
(
ρ(k1 − k2)
)
ρ ∈ [ρmin, ρmax],
(8)
where R(·) denotes the Doppler spectrum model. Widely used
ones include the Jakes, Asymmetric Jakes, Gaussain, and flat
model [31]. It should be noted that our proposed algorithm
does not require any priori knowledge about the Doppler
spectrum model and it is effective even without any explicit
mathematical representation for the Doppler spectrum.
We assume that nb blocks of STBCs are transmitted over a
packet of length (nbnx + np)Ts after the transmission of the
pilot matrix P as
C ,
[
P C¯1 C¯2 . . . C¯nb
]
, (9)
where P is a nt × np orthogonal matrix.
At the receiver, the vector of received baseband signal for
the pilot matrix and nb transmitted STBCs in the packet at
the n-th received antenna is expressed as
y(n),

y
(n)
1
y
(n)
2
...
y
(n)
L
=

CT:,1 0 0 . . .
0 CT:,2 0 . . .
...
...
. . .
...
0 0 . . . CT:,L


h
(n)
1
h
(n)
2
...
h
(n)
L
+

w
(n)
1
w
(n)
2
...
w
(n)
L

(10)
where n = 1, 2, · · · , nr and L , nbnx + np. The addi-
tive noise vector at the n-th receive antennas, i.e., w(n) ,
[w
(n)
1 , w
(n)
2 , · · · , w(n)L ]T can be either Gaussian or non-
Gaussian.
IV. DECISION DIRECTED CHANNEL ESTIMATION FOR
MIMO COMMUNICATIONS
The core part of the DD-CE is channel prediction, where the
current channel state is estimated based on the previous esti-
mates and detected symbols. Under jointly Gaussian dynamic
parameters, i.e, noise and fading channel, the optimal channel
predictor is the Wiener-type predictor. In this section, we
derive the optimal one-step and nx-steps channel prediction for
spatial multiplexing and STBC transmission, respectively. We
show that the DD-CE developed based on the optimal Wiener-
type predictor and Kalman filter requires a priori knowledge
about the exact Doppler spread, which is extremely difficult
to track in highly dynamic environments. Moreover, these
estimators surfer from huge computational complexity.
A. DD-CE for Spatial Multiplexing Using Wiener Predictor
In this subsection, we obtain the DD-CE for spatial mul-
tiplexing transmission by using one-step optimal Wiener pre-
dictor and Kalman filter.
1) DD-CE Based on Optimal Wiener Predictor: DD-CE
for spatial multiplexing is developed on the basis of one-step
channel prediction. By employing the optimal one-step Wiener
predictor, DD-CE for spatial multiplexing is expressed as
hˆ
(n)
k|k−1 = E
{
h
(n)
k |y(n)1:k−1, Cˆ:,1:k−1
}
, np + 1 ≤ k ≤ L (11)
where y(n), n = 1, 2, · · · , nr, is given in (10), and
Cˆ:,k =
{
Tsp
(
yk, Hˆk
)
np + 1 ≤ k ≤ L
P:,k 1 ≤ k ≤ np
. (12)
In (12), Tsp can be either the optimal ML detector or a sub-
optimal detector, such as zero forcing (ZF) or minimum mean
square error (MMSE) and uses all the channel estimations and
received signals at the k-th time index, which are
Hˆk ,
[
hˆ
(1)
k|k−1 hˆ
(2)
k|k−1 · · · hˆ(nr)k|k−1
]T
(13a)
yk ,
[
y
(1)
k y
(2)
k · · · y(nr)k
]T
. (13b)
For fading channels with zero-mean circular complex Gaus-
sian distribution (i.e., Rayleigh fading channel) and additive
white Gaussian noise (AWGN) at the receiver, the optimal one-
step channel predictor in (11) for the n-th receive antenna is
given in (14), where
Σ
h
(n)
k ,y
(n)
1:k−1
,E
{
h
(n)
k y
(n)H
1:k−1
}
, Σ
y
(n)
1:k
,E
{
y
(n)
1:ky
(n)H
1:k
}
,
Uk−1,
[
diag
(
Cˆ1,1:k−1
)
diag
(
Cˆ2,1:k−1
) · · · diag(Cˆnt,1:k−1)],
Ak−1 , Int ⊗ r(1, k − 1), Rdk−1 = Int ⊗Rk−1,
r(u, v) ,
[
R(ρv) R(ρ(v − 1)) · · · R(ρu)
]T
, (15)
5Σ
(n)
k|k−1,E
{
(hˆ
(n)
k|k−1−h(n)k )(hˆ(n)k|k−1−h(n)k )H
∣∣y(n)1:k−1} = Int−AHk−1UHk−1(Uk−1Rd1:k−1UHk−1 + σ2wIk−1)−1Uk−1Ak−1
(17)
Σ
(n)
k|k−1 = R
2(ρ)
(
Σ
(n)
k−1|k−2 −Σ(n)k−1|k−2Cˆ:,1:k−1
(
CˆH:,1:k−1Σ
(n)
k−1|k−2Cˆ:,1:k−1 + σ
2
wIk−1
)−1
CˆH:,1:k−1Σ
(n)
k−1|k−2
)
(21)
and
Rk−1,

R(0) R(ρ) · · · R(ρ(k − 2))
R(ρ) R(0) · · · R(ρ(k − 3))
...
... · · · ...
R(ρ(k − 2)) R(ρ(k − 3)) · · · R(0)
 .
(16)
The MMSE of the optimal one-step channel predictor for
spatial multiplexing transmission at the k-th time index is
given as (17).
As seen, the Weiner filter predictor in (14) requires a
priori knowledge about the channel statistics through matrixes
Ak−1 and Rdk−1. However, these statistics vary with the
Doppler spread of the fading channel ρ. Hence, Doppler spread
estimation prior to CE is required. Moreover, the optimal
channel predictor suffers from high computational complexity
due to the matrix inversion in (14). The matrix inversion for
the latter symbols of the packet becomes more complex due
to the higher matrix size. Hence, in practice, a Weiner filter
of order np is employed for one-step channel prediction in
spatial multiplexing transmission to reduce the complexity.
For the reduced complexity one-step prediction using
the Weiner filter of order np, y
(n)
1:k−1 and Cˆn,1:k−1,
n = 1, 2, · · · , nt, in (11) and (14) are respectively
replaced with y(n)k−np:k−1 and Cˆn,k−np:k−1. The correlation
matrix Rk−1 and r(1, k − 1) are replaced with Rnp and
r(k − np, k − 1). Moreover, Uk−1 is modified as Uk−1 =[
diag
(
Cˆ1,k−np:k−1
)
diag
(
Cˆ2,k−np:k−1
) · · · diag(Cˆnt,k−np:k−1)].
2) DD-CE Based on Kalman Filter: For the MIMO fading
channels, where the dynamics of the fading process can be
molded by a state-space Gauss-Markov process as
h
(n)
k+1 = R(ρ)h
(n)
k + v
(n)
k , n = 1, 2, · · · , nr, (18)
the optimal one-step predictor is a Kalman filter. In this case,
DD-CE for spatial multiplexing transmission can be achieved
through an infinite impulse response (IIR) filter as
hˆ
(n)
k|k−1 =E
{
h
(n)
k |y(n)1:k−1, Cˆ:,1:k−1
}
np + 1 ≤ k ≤ L (19)
=
(
R(ρ)Int −Kk−1CˆH:,1:k−1
)
hˆ
(n)
k−1|k−2 + Kk−1y
(n)
1:k−1
where Cˆ:,k is given in (12), the Kalman filter gain Kk−1 at
the (k − 1)-th time index is given as
Kk−1 = R(ρ)Σ
(n)
k−1|k−2Cˆ:,1:k−1 (20)
×
(
CˆH:,1:k−1Σ
(n)
k−1|k−2Cˆ:,1:k−1 + σ
2
wIk−1
)−1
,
and Σ(n)k|k−1 is recursively obtained as in (21). The initial chan-
nel estimation, i.e., hˆ(n)np|np−1, and its corresponding covariance
matrix Σˆ(n)np|np−1 are obtained by using (14) and (17) for the
pilot symbols in P.
By fixing the number of observations to np time index for
one-step channel prediction, a simplified DD-CE based on
Kalman filter is obtained. In this case, y(n)1:k−1 and Cˆn,1:k−1,
n = 1, 2, · · · , nt, in (19), (20), and (21) are replaced with
y
(n)
k−npn,k−1 and Cˆn,k−np:k−1. Also, Ik−1 is changed to Inp .
B. DD-CE for STBC
In this section, we obtain the DD-CE for STBC transmission
by using nx-step optimal Wiener predictor.
1) DD-CE based on Optimal Wiener Predictor: DD-CE
for STBC transmission is more challenging compared to the
spatial multiplexing since information symbols are jointly de-
tected based on the nx observations corresponding to the trans-
mitted STBC. Hence, the optimal one-step channel prediction
using the optimal Wiener predictor cannot be employed. For
an STBC code with nx time interval, nx-step channel predictor
is required. Let us define
g
(n)
k ,
[(
h
(n)
k
)T (
h
(n)
k+1
)T · · · (h(n)k+nx−1)T ]T , (22)
where k = np + 1 + αnx and α = 0, 1, · · · , (nb − 1).
DD-CE for STBC transmission using the optimal nx-step
Wiener predictor for the n-th receive antenna is expressed as
gˆ
(n)
k|k−1 = E
{
g
(n)
k |y(n)1:k−1, Cˆ:,1:k−1
}
, k = np + 1 + αnx,
(23)
Cˆ:,k:k+nx−1 =
{
Tstbc
(
Yk, Gˆk
)
k = np + 1 + αnx
P:,k 1 ≤ k ≤ np,
(24)
where Tstbc is either the optimal ML detector or a suboptimal
detector, and
Yk ,
[
yk yk+1 · · · yk+nx−1
]
(25a)
Gˆk ,
[
gˆ
(1)
k|k−1 gˆ
(2)
k|k−1 · · · gˆ(nr)k|k−1
]
(25b)
with yk as the receiver vector at the k-th time index.
For Rayleigh fading channel and AWGN at the receiver, one
can write (23) as
gˆ
(n)
k|k−1 = Σg(n)k ,y
(n)
1:k−1
Σ−1
y
(n)
1:k−1
y
(n)
1:k−1 (26)
= QHk−1F
H
k−1
(
Fk−1Rdk−1F
H
k−1 + σ
2
wI
)−1
y
(n)
1:k−1,
where Σ
g
(n)
k ,y
(n)
1:k−1
, E
{
g
(n)
k y
(n)H
1:k−1
}
, Fk−1 , Inx ⊗ Uk−1,
Qk−1 = bdiag
(
diag
(
1nt ⊗ r(1, k−1)
)
, diag
(
1nt ⊗ r(2, k)
)
,
· · · ,diag(1nt ⊗ r(nx, k+ nx− 2))), with r(u, v) as in (15).
6Σ
(n)
k|k−1,E
{
(gˆ
(n)
k|k−1−g(n)k )(gˆ(n)k|k−1−g(n)k )H
∣∣y(n)1:k−1} = Int−QHk−1FHk−1(Fk−1Rd1:k−1FHk−1 + σ2wIk−1)−1Uk−1Ak−1
(27)
The MMSE of the optimal nx-step channel predictor for
STBC transmission at the k-th time index is given in (27).
Similar to spatial multiplexing transmission, a Weiner filter of
order np can be used for nx-step channel prediction in STBC
transmission to reduce the computational complexity.
V. DEEP LEARNING FOR CHANNEL ESTIMATION
The main idea behind the proposed DL-based DD-CE is to
employ a trained DNN as channel predictor to remove the need
for channel statistics estimation, such as the exact Doppler
spread, ρ, which is a challenging task especially in highly
dynamic vehicular environments. Considering the substantial
capability of DL in learning nonlinear functions, a single DNN
can make a channel prediction for a wide range of Doppler
rates for highly dynamic vehicular channels. The proposed
DL-based predictor is efficient in many vehicular channels
even the those without an explicit mathematical model, where
the optimal Weiner filter and KF channel predictors are not
applicable.
The proposed DL-based DD-CE algorithm is composed of
an estimation step and a decoding step at each time index.
The estimation step consists of two stages: prediction and
update. The prediction stage predicts the channel forward
from measurement time. For spatial multiplexing one-step
channel prediction and for STBC nx-step channel prediction
is required prior to decoding. The update stage is followed
by the decoding step, and it uses the decoded STBC and
latest measurement to modify the channel prediction through
a relaxed (R)-MMSE algorithm. In our DD-CE algorithm,
the prediction stage of channel estimation is implemented
through a DNN. In the decoding step, joint ML decoding
of the information symbols is performed. In the following
subsections, first we present the design of the DNN k-step
predictor and then we propose our algorithm.
A. Channel Prediction Using DL
In the DL-based channel prediction, we estimate future
channel coefficients using past estimates. This is different from
Bayesin tracking solutions, such as Winer filter and KF, where
predictions are made based on previous observations. Channel
prediction based on all previous estimates (similar to the
optimal Winer filter) is highly costly in terms of computational
complexity, especially for the latter symbols. Moreover, such
a design requires a time-varying DNN with increasing input
layer size as the DD-CE algorithm runs from one time index to
the next. To avoid these challenges and simplify the DNN, only
the np previous estimated channel coefficients are involved in
one-step channel prediction for spatial multiplexing and nx-
step channel prediction for STBCs.
Since channel prediction in our algorithm is based on np
previous estimated channel coefficients, we can train the DNN
for true channel realizations in the training phase. In practice,
for fading channels without concrete mathematical model, the
true values of MIMO channels can be obtained through the
transmission of pilot symbols with value one.
For the prediction stage, two different DNNs are trained
to independently predict the real and imaginary parts of the
MIMO fading channels.
Let us consider the j-th, j = 1, 2, · · · , Nt, training sample
vector
h˜[j] , x[j] + iz[j] = <{h˜[j]}+ i={h˜[j]}, (28)
h˜[j] ,
[
h¯1[j] h¯2[j] · · · h¯nx+np [j]
]
, (29)
h¯k[j] ,
[(
h
(1)
k [j]
)T (
h
(2)
k [j]
)T · · · (h(nr)k [j])T ] (30)
where h(n)k [j] =
[
hn1,k[j] hn2,k[j] . . . hnnt,k[j]
]T
is the
complex-valued fading channel coefficients between the n-th
receive antenna and all nt transmit antennas at the k-th time
index of the j-th training sample. The Nt training sample
vectors are independently generated, and Doppler spread, ρ,
associated with each training vector is uniformly distributed
in [ρmin, ρmax]. The first u , ntnrnp entries of each training
vector, i.e., h˜1:u[j] are used as the input of the DNNs. Our
target is to train the DNN to produce the desired output vector
i.e., h˜u+1:v[j], v , ntnr(nx +np), which is equivalent to nx-
step channel prediction.
During the training phase, the DNNs learn two nonlinear
transformations, Ψr : Ru → Rv and ΨI : Ru → Rv , which
maps the input vector x1:u[j] to xu+1:v[j] and z1:u[j] to
zu+1:v[j] as
xu+1:v[j] = Ψr(x1:u[j]; Θ1) (31a)
zu+1:v[j] = ΨI(z1:u[j]; Θ2), (31b)
where Θ1 and Θ2 are the set of the DNNs parameters. These
parameters are obtained by minimizing the following LS loss
function in the off-line training phase.
Loss(Θi) =
1
Nt
Nt∑
j=1
∥∥∥xu+1:v[j]−Ψ(x1:u[j]; Θi) ∥∥∥2, i = 1, 2.
(32)
As seen, channel prediction is formulated as a regression
task to estimate parameter vector Θi, i = 1, 2, given the
training data set
(
x1:u[j], x˜u+1:v[j]
)
, and
(
z1:u[j], z˜u+1:v[j]
)
,
j = 1, 2, · · · , Nt.
Designing a DNN with an appropriate layered structure
yields an accurate predictor functions in (31). This is cru-
cial for precise channel prediction when the exact value of
Doppler rate is unknown. In particular, the number of hidden
layers and the number of neurons in each layer affect the
range of Doppler rate that can be supported by the DNN.
Our simulation experiments based on existing guidelines for
neural network architecture selection show that a DNN with
7Table I: List of DNN layers and outputs
Name Output Dimensions
Sequence Input nt × nr × np
Dense + CReLU (1st) 128
Dense + CReLU (2nd) 128
Regression Output nt × nr × nx
Table II: List of DNN functions
Name Function
CReLU f(a) = au(a) + (a− 1)u(a− 1)
RMSE l(u, uˆ) = ||u− uˆ||22
the layered structure in Tables I and II results in accurate
channel prediction for Almauti and Tarokh STBCs in [25]
and [26] for the range of Doppler rate [ρmin, ρmax], where
0.001 ≤ ρmax − ρmin ≤ 0.1, ρmin ≥ 0 and ρmax ≤ 0.1.
B. DL-Based DD-CE Algorithm
Let us stack the channel coefficients of the fading channels
over the transmission packet as an ntnr(nbnx + np) × 1
dimensional vector
h˜ ,
[
h¯1 h¯2 · · · h¯nxnb+np
]T
, (33)
where
h¯k ,
[(
h
(1)
k
)T (
h
(2)
k
)T · · · (h(nr)k )T ] , (34)
and
h
(n)
k =
[
hn1,k hn2,k . . . hnnt,k
]T
. (35)
Using the proposed DL-based nx-step channel predictor, we
can design a DD-CE without knowledge of exact Doppler
rate value. For each STBC, the corresponding nxntnr channel
coefficients are predicted based on the previously predicted
and updated npntnr channel coefficients.
By employing the learned predictor functions Ψr and Ψi,
channel prediction for the k-th STBC in the packet is ex-
pressed as
xˆpntnr((k−1)nx+np)+1:ntnr(knx+np) (36)
= Ψr
(
xˆuntnr(k−1)nx+1:ntnr((k−1)nx+np); Θ
)
,
zˆpntnr((k−1)nx+np)+1:ntnr(knx+np) (37)
= Ψi
(
zˆuntnr(k−1)nx+1:ntnr((k−1)nx+np); Θ
)
,
hˆpntnr((k−1)nx+np)+1:ntnr(knx+np) (38)
= xˆpntnr((k−1)nx+np)+1:ntnr(knx+np)
+ izˆpntnr((k−1)nx+np)+1:ntnr(knx+np).
where xˆu. and zˆ
u
. are real and imaginary parts of the channel
coefficients after R-MMSE modification based on the decocted
STBC and latest measurement in the update step which will
be explained in the following.
After channel prediction stage, the predicted channel co-
efficients in (38) are used for decoding. Decoding can be
implemented through optimal or suboptimal algorithms.
We consider a decoding algorithm Tstbc (details on the
decoding is provided in the next subsection) and write the
decoded k-th STBC as
Cˆ:,np+(k−1)nx+1:np+knx (39)
= Tstbc
(
hˆpntnr((k−1)nx+np)+1:ntnr(knx+np), y˜k
)
,
where C is given in (9), and y˜k is the observation vector
associated with the k-th STBC given as
y˜k =

ynp+(k−1)nx+1
ynp+(k−1)nx+2
...
ynp+knx
 . (40)
In the update stage of the estimation step, the input of the
DNNs for the next prediction are updated using R-MMSE
algorithm. The R-MMSE algorithm exploits the decoded
STBC Cˆ:,np+(k−1)nx+1:np+knx in (39) and previously de-
coded STBCs or preambles Cˆ:,(k−1)nx+1:np+(k−1)nx to update
the input of the DNNs.
Let us write the observation vector associated with the
STBCs or preambles Cˆ:,knx+1:np+knx as
y˜uk = E
u
kΥ
u
k + w
u
k, (41)
where
y˜uk ,

yknx+1
yknx+2
...
yknx+np
 . (42)
Euk , bdiag
(
E(k, 1) E(k, 2) · · · E(k, np)
)
(43)
E(k,m) , Intnr ⊗ CˆT:,knx+m, (44)
Υuk , hˆukntnrnx+1:ntnr(knx+np), (45)
wuk ,
[
w(k, 1) w(k, 2) w(k, np)
]T
(46)
and
w(k,m) ,
[
w
(1)
knx+m
w
(2)
knx+m
, · · ·w(nr)knx+m
]
. (47)
The R-MMSE replaces the true value of the Doppler spread
in the covariance matrix used in the MMSE estimator with the
average Doppler spreads as
ρ¯ =
ρmax + ρmin
2
. (48)
Hence, the doppler rate ρ in the covariance matrix Rntnp−1
in (16) is replaced with ρ¯ and then Ω , Inr ⊗ Rntnp−1 is
used to obtain the updated channel coefficients as
hˆukntnrnx+1:ntnr(knx+np) = Ω
(
Euk
)H(
EukΩ
(
Euk
)H
+ σ2wI
)−1
y˜uk.
(49)
8C. ML Decoding Algorithm for STBC Design
Let us write the received vector associated with the k-th
STBC in the packet as
y˜k = E
p
kΥ
p
k + w
p
k (50)
where Υpk , hˆ
p
ntnr((k−1)nx+np)+1:ntnr(knx+np), E
p
k ,
bdiag
(
X(k, 1) X(k, 2) · · · X(k, nx)
)
, where X(k,m) ,
Intnr ⊗ CˆT:,(k−1)nx+m.
By using (50), the ML decoding of the information symols
in the k-th STBC is obtained as
sˆk = arg max
s1,··· ,sN∈D
f(y˜k|sk,Υpk). (51)
For AWGN noise, one can easily write
sˆk = arg max
s1,··· ,sN∈D
ey˜
H
k Γ
−1y˜k
|piΓ| , (52)
where
Γ = E{y˜ky˜Hk } = EpkΥkΥHk
(
Epk
)H
+ σ2wInrnx .
and after some mathematical manipulations, it results in
sˆk = arg max
s1,··· ,sN∈D
(y˜k)
HΓ−1(y˜k) + ln |Γ|. (53)
There is no further simplification for the detection problem in
(53); hence, it should be solved through exhaustive search or
dynamic programming.
1) Alamouti Decoding: For Alamouti STBC, the decoding
in (53) can be formulated as an LS optimization problem.
Let us write the received vector associated with the k-th
STBC as
y˘k = Bksk + wk (54)
where y˘k ,
[
yTnp+2k−1 y
H
np+2k
]T
,
Bk ,
[
v(k, 1) v(k, 3)
v(k, 5)∗ −v(k, 7)∗
]
, (55)
and v(k,m) , hˆ4(2(k−1)+np)+m:4(2(k−1)+np)+m+1. One can
easily show that the ML decoding based on the observation
model in (54) leads to the following LS optimization.
sˆt = arg min
s1,s2∈D
∥∥∥y˘k −Bksk∥∥∥2. (56)
The procedure of our DL-based algorithm is briefly pre-
sented in Algorithm 1.
VI. COMPLEXITY ANALYSIS
In this section we compare the computational complexity of
our proposed DL-based algorithm with MMSE DD-CE, first-
order autoregression AR(1) DD-CE.
Table (III) compares the number of floating-point operation
(real addition, substration, and multiplication) in the proposed
DL-based nx-step channel predictor with the Winer, CC, and
AR(1) predictors. As seen, the proposed channel predictor
exhibits a lower computational complexity compared to the
optimal Winer predictor of order np. Moreover, compared to
the DD-AR1 [28] and DD-AR1 [29] predictors, the proposed
algorithm shows a higher computational complexity at the
expense of lower bit error rate (BER) and propagation error.
Algorithm 1 DL-based DD-CE with ML Decoding Algorithm
for STBC Design
Input: y˜1, · · · , y˜nb , Ψr and Ψi
Output: hˆ1, hˆ2, · · · , hˆnb
1: for i := +1 to nb do
2: Prediction step:
Stack real and imaginary parts of previous np channels to
Ψr and Ψi, respectively to obtain the channels of the i-th
STBC block as (36) and (37).
3: Decoding step:
Use the derived ML Decoding Algorithm in (53) and
predicted channels to detect the i-th transmitted STBC
block Cˆ:,np+(i−1)nx+1:np+inx .
4: Updating step:
By employing the detected STBC block, update the pre-
dicted channels by R-MMSE as follows in (49) to obtain
hˆuintnrnx+1:ntnr(inx+np) as the input of the DNN for the
next prediction.
5: end
VII. SIMULATIONS AND RESULTS
In this section we provide some performance measures to
compare our proposed DL-based DD-CE for MIMO communi-
cation systems with the DD-CE method which model channel
based on first order autoregressive model in [28] and the
MMSE DD-CE provided in [29] where channel is assumed to
be coherent for each of STBC block transmission. We denote
our method by DL-DD and the methods in [28] and [29] by
DD-AR1 and DD-CC, respectively.
A. Simulation Setup
Unless otherwise mentioned, we consider 4-QAM constel-
lation in MIMO time-varying fading channel and run our
simulations for both Rayleigh and Rician fading channels. We
model the fading channels by Jake’s Doppler spectrum, where
the autocorrelation function of the channel is given as
E{hnm,k1h∗nm,k2} =
K
K + 1
e(−j2pifDcos(α0)) (57)
+
σ2h
K + 1
J0(2piρ(k1 − k2)) ρ ∈ [ρmin ρmax],
with K being K-factor, fD being line-of-sight (LOS) compo-
nent of fading, σ2h being the average non-line-of-sight (NLOS)
power of hnm, and ρ being the Doppler rate. Without loss of
generality, we assume that the only available knowledge in the
receiver side is the range of Doppler rate and not the exact
value which is accessible by current channel estimators. The
range of Doppler rate is set such that 0.001 ≤ ρmax− ρmin ≤
0.1.
We provide performance measures for three different
STBCs including Alamouti STBC [25] which gives a rate one
by nt = 2 transmit antennas as
CTAl =
[
s1 s2
−s∗2 s∗1
]
, (58)
9Table III: Complexity Comparison between different channel predictors in DD-CE.
Name Number of Flops
Wiener of order np nrnx(γ + 3γ3 + 5γ2 + 4(np − 1)nt+ 6nt(np − 1)3 + 4nt(np − 1)2 − 2nt(np − 1)), γ , (np − 1)2(6nt − 2) + (np − 1)
DD-CC np(3np + 2npnt − 2nrnt + 4npn2t + 6n2pnt + 3n2p + 6npnrnt + 1)
DD-AR1 np(3np + 2npnt − 2nrnt + 4npn2t + 6n2pnt + 3n2p + 6npnrnx + nrntnt + 1)
DL-DD np(3np + 2npnt − 2nrnt + 4npn2t + 6n2pnt + 3n2p + 6npnrnp + 1) + 512(ntnr(nx + np) + 128).
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Fig. 2: Loss function of the trained network with the parameters in
Table IV
Table IV: Training Parameters for the DNNs
Parameter Value
Number of batches 104
Size of batches 10
Number of epoches 2000
Number of iterations 2× 107
Tarokh et. al’s STBC [26] which achieves code rate 3/4 with
nt = 3 transmit antennas given by
CTTa =

s1 s2
s3√
2
−s∗2 s∗1 s3√2
s∗3√
2
s∗3√
2
−s1−s∗1+s2−s∗2
2
s∗3√
2
−s∗3√
2
s2+s
∗
2+s1−s∗1
2
 . (59)
and the following STBC code with code rate 3/4 with nt = 3,
nr = 2, and nx = 4 as
CT3/4 =

s1 s2 s3
−s∗2 s∗1 0
s∗3 0 s
∗
1
0 −s∗3 s∗2
 . (60)
The additive noise is modeled as circular symmetric zero-
mean complex-valued Gaussian random variable with variance
σ2w, i.e. wk ∼ CN (0, σ2w). The signal-to-noise ratio (SNR) in
dB is defined as γ = 10 log(σ2s /σ
2
w), where σ
2
s is the average
transmitted power. Unless otherwise mentioned, the length of
the transmitted packet is L = 100 and the length of the pilot
is np = 10 and also σ2h = 1.
We use a training set of size 105 to learn the two pre-
dictor functions in (31). The details about the training phase
parameters are included in Table IV. Adam optimizer [32] with
learning rate of 10−3 was used for loss function minimization.
Fig. (2) compares the training loss and validation loss during
the training phase at 20 dB SNR. As seen, the gap between
Fig. 3: Comparison between the performance of DL-DD, DD-AR1
and DD-CC algorithms in terms of BER for different SNRs and range
of Doppler rates, where Alamouti’s STBC (58) in a Rayleigh channel
is used, np = 10, and L = 100.
the training and validation loss diminishes when the DNN is
trained for more iterations.
For a range of different SNRs and Doppler rates, we run 105
Monte Carlo iterations to reach to a fair comparison between
the existing channel estimator algorithms in terms of BER. At
each simulation setup we assume that the exact Doppler rate is
known when DD-AR1 and DD-CC algorithms are employed
while only the range of Doppler rate is known for the DL-DD
algorithm.
B. Simulation Results
The performance of the DL-DD, DD-AR1 and DD-CC
algorithms have been studied, and they have employed in
different ranges of Doppler rates. Fig. 3, Fig. 4 and Fig. 5
shows the performance comparison between these algorithms
for Alamouti’s STBC, Tarokh et. al.’s STBC and STBC
in (60), respectively for a Rayleigh channel. It is obvious
from these figures that our proposed algorithm dramatically
outperform the DD-AR1 and DD-CC algorithms at any SNRs
and Doppler ranges in both cases even without the knowledge
of the Doppler rate. As expected, increasing the SNR results in
lower BER and this reduction in BER is more considerable in
our algorithm. We repeat this simulation for a Rician channel
with Alamouti’s STBC and provide the results in Fig. 6. As
seen, again our DL-DD algorithm outperforms the DD-AR1
and DD-CC algorithms.
One of the parameters of a Rician channel that could
affect the performance is K factor. We study the effect of
K factor on the achieved BER by our DL-DD algorithm for
10
Fig. 4: Comparison between the performance of DL-DD, DD-AR1
and DD-CC algorithms in terms of BER for different SNRs and range
of Doppler rates, where Tarokh et. al.’s STBC (59) in a Rayleigh
channel is used, np = 10, and L = 100.
Table V: List of Doppler rate ranges for different type of moving
objects
Name Speed (m/s) Doppler Rate Range
Pedestrians v ∈ [0, 1] m/s ρ ∈ [0, 0.001]
Cars v ∈ [1, 60] m/s ρ ∈ [0.001, 0, 03]
High Speed Trains v ∈ [60, 200] m/s ρ ∈ [0, 03, 0.1]
Alamouti’s STBC and provide it in Fig. 7. It is obvious from
the figure that the performance of our DL-DD algorithm is
considerably better than DD-CC and DD-AR1 algorithms and
as the value of k-factor increases we obtain better BER with
all the algorithms.
In order to study the effect of moving object’s speed on the
performance of the channel predictors, we define three distinct
Doppler rate ranges based on the speed of moving objects and
provide a comparison in the following. We have the following
equation for the relation between Doppler rate ρ and moving
object’s speed v as
ρ =
vfcTc
C
, (61)
where fc is the carrier frequency which is typically in the
order of 10 GHz in 5G [4], Tc is the sampling time, and C is
the speed of light, i.e. 3×108 m/s. We consider three Doppler
rate ranges for pedestrians, cars and high speed trains as in
Table V. Fig.8 shows the performance comparison between
DL-DD, DD-AR1 and DD-CC for Alamouti’s STBC and the
Doppler rate ranges in Table V. As seen, our proposed DL-
DD algorithm outperforms DD-AR1 and DD-CC in terms of
BER.
We study the effect of packet length on BER and show the
BER versus r = np/L for ρ ∈ [0 0.05] and ρ ∈ [0.05 0.1]
at 15 dB for Alamouti’s STBC in Fig. 9. It is assumed
that the channel is in Rayleigh distribution and np = 10
and the number of STBC transmission block, nb, varies. As
seen, the proposed DL-DD algorithm improves transmission
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Fig. 5: Comparison between the performance of DL-DD, DD-AR1
and DD-CC algorithms in terms of BER for different SNRs and range
of Doppler rates, where the STBC in (60) in a Rayleigh channel is
used, np = 10, and L = 100.
Fig. 6: Comparison between the performance of DL-DD, DD-AR1
and DD-CC algorithms in terms of BER for different SNRs and range
of Doppler rates, where Alamouti’s STBC (58) in a Racian channel
with k-factor=2 is used, np = 10, and L = 100.
reliability for long packets compared to the DD-AR1 and DD-
CC algorithms. The reason is that the channel prediction error
in the DL-DD algorithm is much lower that the one in the
other algorithms. The lower prediction error in the DL-DD
algorithm leads to lower propagation error.
The effect of modulation format on the performance of the
proposed DL-based DD-CE algorithm for Alamouti’s STBC
in Rayleigh fading channel is shown in Fig. 10. As seen,
our proposed algorithm outperforms the other algorithms in
terms of BER. Also, as modulation order increases, the BER
increases.
Channel tracking capability of our proposed DL-based al-
gorithm in Rayleigh fading channel for Alamouti’s STBC is
presented in Fig. 11. As seen, the amplitude and phase of the
11
Fig. 7: Comparison between the performance of DL-DD, DD-AR1
and DD-CC algorithms in terms of BER in three Rician channels
with different k-factors for different SNRs, where Alamouti’s STBC
(58) is used, np = 10, and L = 100.
Fig. 8: Comparison between the performance of DL-DD, DD-AR1
and DD-CC algorithms in terms of BER for different SNRs and three
types of moving objects, where Alamouti’s STBC (58) in a Rayleigh
channel is used, np = 10, and L = 100.
predicted channels by the proposed DL-DD algorithm is very
close to the true channel for a packet transmission of length
L = 100.
VIII. CONCLUSION
The acmimo communication systems enable us to achieve a
higher data rate even in highly dynamic environments. How-
ever, this requires an improved CE algorithm to be functional
even in fast fading channels. In this paper we study DD-
CE algorithm and develop a new DL-based DD-CE algorithm
to track fading channels and detect data for longer packets
even in rapid vehicular environments. We also derive the
ML decoding formula for STBC transmission. Our algorithm
benefits from a simple receiver design which does not rely on
Fig. 9: The effect of the packet length on the BER of the proposed
DL-DD, DD-AR1 and DD-CC algorithms for different Doppler rate
ranges at 15 dB SNR in a Rayleigh channel.
Fig. 10: Comparison between the performance of DL-DD, DD-AR1
and DD-CC algorithms in terms of BER for different SNRs and three
types of moving objects, where Alamouti’s STBC (58) in a Rayleigh
channel is used, np = 10, and L = 100.
the accurate statistical model of the fading channel and only
the range of Doppler rate is sufficient. This capability removes
the need for Doppler spread estimation, which is considerably
challenging for highly dynamic vehicular environments. We
compare our algorithm with DD-AR1 and DD-CC algorithms
through several performance measures and it outperforms
existing algorithms while the DD-AR1 and DD-CC know the
exact value of Doppler rate.
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Fig. 11: Amplitude and phase tracking of the proposed DD-CC for Alamouti’s STBC (58) in a Rayleigh fading channel.
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