process of constructing such a representation is a crucial step in any form of learning.
One of the central insights of AI is that intelligence involve s search and that effective search is constraine d by domain-spe cific knowle dge . In this frame work, machine learning researchers are exploring a vast space of possible learning methods, searching for techniques with useful characte ristics and looking for relations between these methods.
Learning from example s has been one of the primary paradigms of machine learning research since the early days of AI. Many researchers have obse rved and documented the fact that human proble m-solving performance improve s with expe rience. In some domains, the principle source of expertise seems to be a memory for a large number of s important examples. Atte mpts to build an intelligent i.e., at the level of . human syste m have ofte n face d the proble m of memory for too many specific patterns. Researchers expect to solve this difficulty by building machine s that can learn using limited resources. This reasoning has s . motivate d many machine learning proje cts Rendell, 1986 .
Inducing a general concept description from examples and counterexamples is one of the most widely studied methods for symbolic learning. The goal is to develop a description of a concept from which all previous positive instances can be derived while none of the previous negative instance s can be rederived by the same process of rederivation of positive instances. Classification syste ms require only a minimal domain theory and they are base d on the training instance s to learn an appropriate classification function.
In this paper, we propose a new symbolic model for concept learning, based on the representation of ove rlapping feature intervals s . s OFIs . The Classification with Overlapping Feature Intervals COFI, . for short algorithm is a particular implementation of this technique. Feature intervals are forme d by generalizing the feature values of training instances from the same class. Ove rlapping concept descriptions are allowed; that is, there may exist different classes for the same feature values. However, no specialization is done on the concept descriptions.
In the ove rlapping feature intervals technique , the basic unit of the representation is an interval. Each interval is represented by four parame ters: lower and upper bounds, the representativene ss count, which is the numbe r of instances that the interval represents, and the associate d class of the interval. The intervals are constructe d separately for each feature dimension and for each class, called feature-class dimension. The construction is through an incremental generalization from the set of training instances. Initially, an interval is a point; that is, its lower and uppe r bounds are equal to initial feature value s of the first training instance for each feature . Then a point interval can be extended to a range interval such that its lower and uppe r bounds are not equal. This proce ss is base d on generalization through close interval s . heuristic propose d by Winston 1984 . Therefore , the description of a s . concept class is the collection of intervals forme d on each feature for that class.
Generalization is the main process of training in the COFI algorithm, because it does not use any specilization heuristic. In orde r to avoid ove rgeneralization of intervals, generalization is limited with the use of a user-spe cific paramete r. Generalization of an interval to include a new training instance depends on that single exte rnal variable, called generalization ratio, and the maximum and the minimum feature value up to current training example . By using this generalization ratio and these local maximum and minimum feature values, a generalization distance is calculate d. Whether a feature is joined to an existing interval or constructs a separate point interval is determined by this generalization distance. Small generalization ratios cause a large numbe r of small intervals to be constructe d, whereas large generalization ratios cause a small numbe r of large intervals.
Classification in COFI is simply a search for the intervals corresponding to the value of the test instance for each feature. A feature vote s for the classes of such intervals. The vote of a feature for a class is the relative representativene ss count, which is the ratio of the representative ness count of the matche d interval to the total number of training instances of that class. The votes of a feature are maintaine d in a vote vector, whose elements represent the vote s for each class. For the final classification of a test instance, the vote vectors of feature s are summed. The class that received the highe st amount of votes is declared to be the class of the test instance.
The COFI algorithm handles unknown attribute and class value s in a straightforward manne r. Similarly to human behavior, it just ignores these unknown attribute and class values. Most of the learning syste ms usually overcome this proble m by either filling in missing values with the most probable value or a value determined by exploiting interrela-tionships among the value s of diffe rent attributes or by looking at the s . probability distribution of known feature values Quinlan, 1993 . In the next section, we will present some of the existing concept learning models. Then a detailed explanation of our new algorithm, COFI, will be given. Later, we will evaluate the COFI algorithm by giving the complexity analysis and the results of empirical evaluation on some real-world datasets.
EXEMPLAR-BASED MODELS
Exemplar-base d learning is a kind of concept learning methodology in which the concept definition is constructe d from the example s themselves, using the same representation language . There are two main types of exemplar-based learning methodologies in the literature , namely s instance-based learning and exemplar-based generalization see Figure  . 1 . Instance-based learning retains examples in memory as points in feature space and never change s their representation. However, in examplar-base d generalization technique s the point-storage model is slightly modified to support generalization.
An instance-based concept description includes a set of store d instances along with some information concerning their past performance during the training process. The similarity and classification functions determine how the set of saved instances in the concept description is used to predict values for the cate gory attribute. There- fore, IBL concept descriptions contain these two functions along with the set of store d instance s.
s . The instance -base d learning technique Aha et al., 1991 was first implemented in thre e diffe rent algorithms, name ly IB1, IB2, and IB3. IB1 stores all the training instance s; IB2 stores only the instances for which the prediction was wrong. Neither IB1 nor IB2 remove s any instance from concept description after it had been store d. IB3 is the noise-tole rant version of the IB2 algorithm. It employs a significance test to determine which instances are good classifiers and which ones s . are believed to be noisy. Later Aha 1992 implemented two extensions to these algorithms, called IB4 and IB5. IB4 learns a separate set of attribute weights for each concept, which are then used in the similarity function. IB5, which is an exte nsion of IB4, can cope with novel attributes by updating an attribute 's weight only when its value is known for both the instance being classified and the instance chose n to classify it.
IBL algorithms assume that instance s that have high similarity values according to the similarity function have similar classifications. This leads to their local bias for classifying novel instance s according to their most similar neighbor' s classification. They also assume that without prior knowledge attributes will have equal relevance for classifis cation decisions i.e., each feature has equal weight in the similarity . function . This assumption may lead to significant performance degradation if the data set contains many irrelevant features. s . In Nested Generalized Exemplars NGE theory, learning is accomplished by storing objects in Euclidean n-space, E n , as hyper-rectangle s s . Salzbe rg, 1991 . NGE adds generalization on top of the simple exemplar-base d learning. It adopts the position that exemplars, once store d, should be generalized. The learne r compare s a new example to those it has seen before and finds the most similar, according to a similarity s metric that is inversely related to the distance metric Euclidean dis-. s . tance in n-space . The term exemplar or hyperrectangle is used to denote an example store d in memory. Over time, exemplars may be enlarged by generalization. Once a theory moves from a symbolic space to Euclidean space, it becomes possible to nest one generalization inside the other. Its generalizations, which take the form of hyperre ctangle s in E n , can be nested to an arbitrary depth, where inner rectangles act as exceptions to the outer ones. CFP algorithm of Guve nir and S Ë irin 1996 . Learning in CFP is È accomplished by storing the objects separate ly in each feature dimension as disjoint sets of value s called segments. A segment is expanded through generalization or specialized by dividing it into subse gments. Classification is based on a weighted voting among the individual predictions of the features, which are simply the class values of the segments corresponding to the values of a test instance for each feature . Descriptions of the same concepts in both FP and OFI are presented in Figure 2 . The main diffe rence between FP and OFI techniques is that FP uses disjoint partitioning of feature value s into nonoverlapping s . intervals segments , whereas OFI allows ove rlapping of intervals that belong to diffe rent classes.
THE COFI ALGORITHM
The input of the COFI algorithm is a training data set, and the output is the classification knowle dge in the form of overlapping feature intervals. Each instance in the training data set is represented by a vector. y : The ith instance e is represented as e s x , x , . . . , x , c where 1 ( j ( k, and k is the total numbe r of the classes.
Figu re 2.
Comparison of representation by feature partitioning and overlapping feature intervals for the same data set.
Learning in COFI
Learning ove rlapping feature intervals is done by storing the proje ctions of objects separately on each feature-class dimension and then generalizing these values of the same class into intervals. The basis unit of the representation is an interval. An interval is represented by its lower and upper bounds, representative ness count, and its class.
y w x : I s lower bound, upper bound , class, representativene ss count Lower and upper bounds of an interval are the minimum and maximum feature values that fall into the interval, respective ly. Representative -ness count is the numbe r of the instance s that the interval represents, that is, the instance s that have the corre sponding feature value between lower and upper bounds, and their class value is the same as the class value of the interval.
In the COFI algorithm, learning is achieved by obtaining the projection of the concepts ove r each class dimension for each feature . Initially, when the first example is processed, a point interval is constructe d. The lower and uppe r bounds of this interval are equal to the corresponding feature value . It is represented as a point in the feature dimension of the corresponding class.
As an example , suppose that the first training instance of a frame d data set e is of class c . As shown in Figure 3a through generalization with othe r neighboring points of intervals in the same class dimension to cover the new feature value . In order to generalize the new feature value , the distance between this value and the previously constructe d intervals must be less than the generalization distance, D , for this feature . The generalization distance D for each For the first feature f , generalization will occur on the c dimen-1 1 sion of f , but no generalization will be done on f 's class dimension c .
The generalization process is illustrated in Figure 3b . The COFI algorithm will generalize the interval for x into an exte nded interval 1, 1 y w x : x , x , c , 2 . Here, the representativene ss count is also incre- partitioning will be done in c 's class dimension as in Figure 3c . This 3 prope rty of the algorithm allows ove rlapping, because at the same time, different class intervals may be formed for the same feature values. If one of the feature value s of the next training example falls into an interval properly as shown in Figure 3d , then the representative ness count of the interval is incremented by one; that is, if the interval is y w interval but the representativene ss count is incremented by one. Perhaps the most importance characte ristic of the COFI algorithm is that it allows overlapping of intervals that are generalizations of feature values. That is, it has the ability to form diffe rent class or concept definitions for the same feature value s. The rationale behind this approach is based on the fact that there may exist different class values for the ove rlapping feature values. The COFI algorithm may store many intervals that correspond to the same feature values but different class values. Here it is assumed that there are disjunctive concepts.
Let us show the formation of overlapping intervals through an example. Let the fifth training instance of Figure 3 belong to c . The 5,1 2, 1 2 1, 2 Figure 3e , it is seen that in the COFI algorithm no specialization is done, that is, there is no subdivision of existing intervals. This approach is plausible , because in real life different concepts may exist at the same time, especially in medical domains.
Classification in COFI
The classification of a test instance is based on a majority voting take n among the individual predictions based on the votes of the feature s. 
Here, k is the numbe r of classes and The final classification for the test instance i is the class that received the highest amount of vote s:
If the feature value i does not fall into any interval in any class f dimension, then the class is predicted as UNDE TERMINED and no s . vote s in othe r words, 0 votes are assigne d to the vote vector elements. That is, no prediction is made for this value on that feature .
As an example of the classification, suppose that the intervals are formed for all the training set elements as shown in Figure 4 . For 
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Because the vote that class c receives is the highe st, the final classifica-3 tion is the class c .
3

EVALUATION OF COFI
In this section, both a complexity analysis and an empirical evaluation of the COFI algorithm are presented. In the complexity analysis, space , training time, and testing time complexities of the COFI algorithm are computed. In the empirical evaluation, the COFI algorithm is compare d with the k-NN, the NBC, and the CFP algorithms on some real-world data sets.
Complexity Analysis of the COFI Algorithm
Space complexity of the COFI algorithm is usually less than that of othe r techniques that store examples verbatim in memory. However, in the worst case, the space complexity of the COFI algorithm is
where m is the total numbe r of training instances and n the total numbe r of feature s hence m n is the maximum total numbe r of intervals.
The time complexity of the COFI algorithm depends on the numbe r of intervals. The numbe r of intervals is determined by the generalization ratio, the nature of attribute s of the training examples, and the repeated feature value s of the training examples. For nominal feature s no generalization is done . In this case, all the intervals are point intervals. In the worst case, if all of them have unique values, then the numbe r of intervals is equal to the numbe r of training examples for each feature . This is a very rare situation in real-world data sets; if it occurs then these kinds of features are usually irrelevant feature s.
Learning in the COFI algorithm involve s the update of the current concept representation for each training instance . Updating the current representation with a new training instance requires a search for the interval in which the training instance falls for each feature-class dimension. In our implementation, intervals are store d in an orde red list, and we use a simple linear search. The complexity of this search is proportional to the numbe r of existing intervals currently on the corre-sponding feature class dimension. In the worst case the number of intervals for one feature is m . Therefore, the time required by the training process for the ith instance is s .
where c is the training constant, k is the number of classes, and i r k is t the average numbe r of examples for each class up to the ith training instance. For all the training instance s, this time will be s .
Here, the average number of intervals for one class dimension is m r k, because we have k class dimensions for each feature, and there is a minimum of m intervals for each feature . Therefore , the training time complexity of the COFI algorithm is
The classification of a test instance requires a search on each class dimension for all feature s. Since, in the worst case, there will be m intervals, the complexity of classification of a test instance is equal to the sequential search time on orde red lists, which is s .
O m n
By using an appropriate data structure, for example, balance d s . binary tree, a search can be done in O log m time. However, for its simplicity in the implementation we choose to maintain the intervals on a feature -class dimension as an orde red list.
Empirical Evaluation of the COFI Algorithm
The COFI algorithm is tested on some real-world data sets that are widely used in the machine learning field. The real-world data sets are selected from the collection of data sets distributed by the machine learning group at the University of California at Irvine . Our implementation of the NBC algorithm does not make any assumption about the distribution of value s for feature s, such as a normal distribution. Therefore, both NBC and k-NN algorithms store all the instance s in the memory.
The CFP algorithm is similar to the COFI algorithm. CFP uses feature partitioning instead of ove rlapping feature intervals. A set of feature values is partitioned into segments of the same class. Whereas COFI assigns weights to intervals, CFP learns a weight for each feature .
In this paper, the leave-one-out cross-validation technique is used to report the performance of the COFI algorithm. Leave -one -out is an elegant and straightforward technique for estimating classifier error rate s. Because it is computationally expe nsive , it is often reserved for s relatively small samples. For a give n method and sample size numbe r . of instance s m , a classifier is generate d using m y 1 cases and tested on the remaining case. This process is repeated m times and the total numbe r of correct classifications is taken as the leave-one-out crossvalidation accuracy of the learning algorithm on the given data set. The values given for memory sizes in Table 1 are the numbe r of values store d after training with m y 1 training instances.
It is seen that the COFI algorithm achieves bette r results than the othe r algorithms on four out of seven of these data sets. All the classifiers achieve similar accuracie s for the Iris, and Horce-colic data sets. The k-NN algorithm outpe rforms the others on the Glass data set; but does poorly on the Cleveland data set.
The CFP and the COFI algorithm usually achieve similar accuracy results, and they are better than NBC and k-NN on the average . The COFI algorithm results in better accuracy for the Glass, Ionosphe re, Hungarian, and Wine data sets than the CFP algorithm. It is seen that if the ove rall performance is considered, the COFI algorithm achieve s the best accuracy results among these four algorithms for the seven data sets.
When memory require ments among these algorithms are compare d, it is clear that the COFI algorithm always requires less memory than the othe r algorithms. The numbe r of intervals stored in memory by the COFI algorithm depends on the generalization ratio and the structure of the data set, in othe r words, the distribution of the feature value s. Four values are store d in memory for each interval. On the othe r hand, in the NBC and k-NN algorithms, all the instance s are kept in memory verbatim. Therefore , for each instance the feature values and the associate d class value should be stored. Table 1 give s the memory requirements of these algorithms for the seven real-world data sets. Here we assume d that one unit of memory is allocate d for each element of an interval and for each feature and class value.
In the CFP algorithm, segments are stored in memory. However, since no ove rlapping is allowed and subpartitioning is done in the CFP algorithm, usually the numbe r of segments of the CFP algorithm is greate r than the number of intervals of the COFI algorithm. Memory requirements of the CFP algorithm are also shown in Table 1 Kononenko 1993 claimed that in the data used by human experts there are no strong dependences between feature s because features are prope rly defined.
An important characteristic of the COFI algorithm is its ability of overlapping. When compared with CFP, COFI is successful when CFP fails in some cases. For example, if the proje ctions of concepts on an axis overlap each othe r, the CFP algorithm constructs many segments of different classes next to each other. In that case, the accuracy of classification depends on the observe d frequency of the concepts. However, in the COFI algorithm, because all class dimensions are independent of each other, no specialization is require d. The concept descriptions can be ove rlappe d.
Anothe r important prope rty of the COFI algorithm is its means of handling the unknown attribute values. Most of the syste ms use ad hoc s methods to handle the unknown attribute values Quinlan, 1989; Grzy-. mala-Busse, 1991 . Like CFP, the COFI algorithm also ignores the unknown attribute values, which is a natural and plausible approach. Because the value of each attribute is handled separately, this cause s no proble m.
The behavior of the COFI algorithm toward the irrelevant feature s is also very interesting. Irrelevant attribute s can easily be detected by looking at the concept description of the COFI algorithm. Irrelevant attributes construct intervals that cover whole dimension for each class. Therefore , the detection of the irrelevant attribute s can be performed by looking at the intervals of the COFI algorithm. In the CFP algorithm, irrelevent attribute s cause fragmentation of the feature dimensions into a large number of small segments. Whereas the COFI algorithm decreases the numbe r of intervals, the CFP algorithm increases its segments of irrelevant feature s.
The COFI algorithm uses the relative representative ness count for prediction, which is the numbe r of examples that interval represents. This number is divide d by the total number of examples that have the same class value. Therefore, a kind of normalization is achieved to make the correct predictions. Such a normalization is needed because datasets usually contain nonhomoge neous examples in terms of the numbe r of examples that have the same class value .
One important component of the COFI algorithm is the generalization ratio g. It controls the generalization process. This ratio is chose n externally depending on experiments. For future work, an algorithm may be develope d to find the optimum generalization ratio.
One of the most important propertie s of the COFI algorithm is that one may easily predict the class of a give n test instance by using the learned concepts. The algorithm does not have to search all feature s if only an approximate answer suffice s. However, in some technique s, for example, in decision trees, the algorithm has to search all feature s until s . it reache s a leaf Utgoff, 1994 . In the COFI algorithm, a decision can be made by just looking at some key attributes. This approach is similar to the human approach of classification.
At the end, the simplicity of the rules for the concept descriptions in the COFI algorithm should be expressed. The simplicity of the algorithm does not affe ct the accuracy results when compare d with the very complex algorithm NBC. NBC represents its knowledge in the form of probability distribution functions. Simple-rule learning syste ms are generally a viable alternative to syste ms that learn more complex rules by applying more complex algorithms. If a complex rule is induced, then its additional complexity must be justified by giving more accurate predictions than a simple rule.
When compare d with the NBC and k-NN algorithms, the COFI algorithm uses much less storage, because both the NBC and k-NN algorithms should keep all feature value s separately in the memory to find the probability density function in NBC and to find the distance measure in k-NN for predictions. In the COFI algorithm, intervals should be kept in memory. The memory required for intervals is usually much less than the memory required for the instance s themselves.
In summary, the scheme for knowledge representation in the form of ove rlapping feature intervals is a viable technique in classification.
