Abstract: This paper presents a model to enable robots to create a suitable criterion for decision-making by indirectly interacting with people in a group. Using this model, a robot learns a suitable criterion for the group as a group member through reinforcement learning. When people, who have different personalities form a group, they adjust their criteria to a common criterion for the group. The present study investigates whether the robot can make a suitable decision-making criterion in a group by learning from interactions. Participants and the robot answer easy quizzes that have vague questions without direct conversation. Our experiments reveal that a group consisting of the participants and the robot forms a common criterion in a limited scenario. However, further study is required to reveal a robot's social influence of human.
INTRODUCTION
In recent years, there has been an increasing effort to develop communication robots. However, currently, communication robots cannot join a multiparty group or conversation. Moreover, to communicate more like human in multiparty situations, they need to learn sociality [1] . Robot models that take sociality into account have previously been proposed [2] [3] [4] . These models enable robots to behave cooperatively. However, sociality also means the tendency to form a group and live with the group members. Therefore, in every human society, people cooperate with many unrelated individuals [5] .
For robots to behave with sociality in a human society, they need to adapt to rules, namely group norms, which are generated by members of the group without the group members teaching how to behave in the group. People conform to common group behaviors in human groups. Therefore, robots must also learn to behave as a member of a group by observing other members' behaviors. These behaviors are known as group norms [6] . However, all humans have unique personalities, which reflect the dynamic integration of a person's subjective experiences and behavior patterns [7] . Because of unique personalities, people have different criteria for making decisions and can respond differently from one another when faced with the same stimuli [8] . Although people have different personalities and decision-making criteria, the criteria converge into one common criterion when a group is formed.
We therefore propose a model for a robot that creates decision-making criteria by interacting with people in its group. A robot uses the model to learn suitable criteria for the group. When people form a group and face with an unfamiliar situation, they try to adjust their criteria to a common criterion that is suitable for the group. We investigate whether the people and robot's answers converge to a suitable criterion when they answer easy quizzes that have vague questions. Moreover, we use RoBoHoN as a group member of robot in Fig. 1 . RoBoHoN is a robot that can speak Japanese and behave in a scenario which we plan [9] . RoBoHoN, that is a height of about 20 centimeters, can be easily put on a desk and can behave and have conversations with human on the basis of a scenario made beforehand. However, it cannot move and behave autonomously.
GROUP NORM MODEL
The proposed model enables a robot to create a suitable criterion for decision-making by interacting with people in a group through reinforcement learning. The suitable criterion is a group norm in the group. In this study, we aim a robot system's decision-making on the basis of group norms and investigate whether its decision-makings look like human's. In order for a robot to adjust its behaviors to a group including human, the robot needs to infer a way to behave in the group suitably from the other group members' behaviors while a group norm is forming. Therefore, before a robot behaves in a group on the basis of the robot system, we investigate whether the robot system, taking a group norm into account, makes decisions. group norm. The robot's behaviors within the group are determined by this model. The robot recognizes the behaviors of the other group members and compares its own behavior with theirs. Thus, it behaves socially and creates a suitable group criterion by learning from other members' behaviors.
The model uses three stages to learn suitable behavior: decision-making, behavior recognition, and accepting feedback. The inputs pass through these three stages. Inputs in the model consist of others' behavior whereas the output is its own behavior. Moreover, the decision-making module learns the group norm by reinforcement learning.
The decision-making component determines the robot's behavior. The robot then inputs its own behavior into its behavior recognition component. Here, the robot learns a suitable behavior using the hypothesis that people also converge to a suitable behavior in a group. The behavior recognition component also receives the behavior of the other members that the robot observes. These behaviors are then inputted into the feedback acceptance component. On the basis of a combination of the group members' behaviors, the feedback acceptance component sends feedback to the decision-making component. The feedback acceptance component judges whether the robot's behavior suits the group, giving the robot a feedback. The feedback is then inputted to the decisionmaking component, which uses the feedback to learn how to select suitable behaviors.
The robot continues to adjust the parameters of the different behaviors that it can execute through the repetition of this process. The adjustments are based on whether the participants' behaviors correspond to the robot's own behavior. As the robot's behavior and other participants' behaviors begin to correspond, behaviors within the group become unified.
The decision-making component creates a suitable criterion for group participation by learning the group members' behaviors via reinforcement learning. An agent in the decision-making component is used to make the decisions and has a role in learning suitable behaviors.
Reinforcement Learning Parameters
Reinforcement learning in this study involves actions, states, a value function, Q values, and rewards. The model has a reinforcement learning environment in the decisionmaking component in Fig. 3 . A robot, using the proposed model, has a set of behaviors that the robot can execute. When such a robot should behave in a real world, an agent in the decision-making component moves on the reinforcement learning environment and decides which behavior the robot should carry out then. Each behavior has a value of each behavior that the robot can carry out in a group.
There are states and two actions in the environment. The reinforcement learning environment in Fig. 3 There also are a value function, Q values, and rewards. The mechanism put a high value on robot's adjustment to a group including human. A value function, ( ), shows a value of s as a criterion in a group. The Q value, ( , ), denotes a value of a combination of a certain state and a certain action. When a robot adjusts its behaviors to a group, the robot selects an appropriate way of behaviors for the group while searching the space of states. The values of the ways are derived from value function. In addition, Rewards are used in order to renew the value function. Until the robot using proposed model makes a decision in a group, the robot system executes some s and an while moving from a present state to a next state on the environment in Fig. 3 . Every time the agent in the robot system moves to a next state, it has to make a small decision, that is to select either or in a certain state. The value of the small decisions indicates a Q value, derived from a value function. In this case, the equation for renewing the value function at th step is given in Eq. (1), where is a weighting factor, is the learning rate, and ( ) is the reward at th step.
The equation of ( ) at th step is given in Eq. (2), where is the number of members in a group that the robot joins ( th member is regarded as the robot), is a criterion namely behavior at th step that each group member show in the group, and 2 is a sharpness of the ( ) . Additionally, the initial value function of each state are random numbers. Moreover, the Q value, ( , ) , denotes a value of a combination of a certain state and a certain action. The agent selects an action that has higher value in a state where the agent stays. The equation for deriving Q values is given in Eq. (3) and (4) . The conditions of the variables in Eq. (3) and (4) are ∈ {0, 1, 2, ⋯ , − 1}, ∈ {0, 1, 2, ⋯ , }, and ∈ {0, 1, 2, ⋯ , }. 
The Eq. (4) has two cases in a value of ( ) . When ( ) = max ( ) , the Eq. (5) indicates that the robot feels is appropriate as a group norm.
In other words, the agent moves on the environment in order by executing or executes on the basis of the Q value of executing an action in a certain state. However, it's difficult for robots to come up with a certain criterion today. Therefore, a limited scenario of experiments gives a set of the states to the robot in this study.
Experiments 3.1 Quiz Environment
In this paper, we prepare quizzes about the descriptive terms of a quantity of dots for participants in an experiment group. Each participant in the group answers the same quiz by clicking a button on a laptop. All the participants recognize each participants' answers after the all participants finish to answer once. This procedure is repeated several times. At first, each participant does not know a right answer, so that they answer the quiz on the basis of their criteria. However, the repetition gets each participant to be affected by the other participants' answers and change their criteria because they do not know a right answer and recognize each answer in the group. Fig. 4 shows an input screen on the laptop and an example of a participant's answer. Fig. 4(a) shows the initial input screen. Fig. 4(b) shows an input screen after a participant has answered. Fig. 4(c) shows results of the three answers after the three participants have finished the quiz. Fig. 4(a) and (b) have two buttons beneath the white box, labeled "BUTTON" and "FINISH." If the participant clicks on BUTTON once, a black dot appears on the input screen. The number of BUTTON pushes is the number of dots that equals the descriptive term. Every time the participant pushes the BUTTON once, a black dot appears at a random location in the white box. The number of dots indicates the answers of a participant in the quizzes. Additionally, the quiz allows participants to click to a maximum of 100, but participants are unaware that this is the maximum allowable limit. They are, however, able to know the number of dots in their own answer.
Participant answers a quiz whose instructions told them to "continue pushing BUTTON until, in your opinion, you see X." The label X is replaced by a descriptive term that is selected in an experiment. For example, the quiz asks participants to continue clicking BUTTON until, in their own opinion, they see "a considerably large number" of dots. The first participant clicks on BUTTON until they are happy with their answer and then clicks on FINISH. The second and third participants answer in this same way. Finally, the application shows the screen in Fig. 4(c) . As a result, the three participants see one another's answers. The participants repeat this procedure five times. At the beginning of each step, they do not know the others' answers. However, at the end of a step, they can see how the other participants have responded. 
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Experiment Flow in a Group Including RoBoHoN
A quiz host controls this experiment. At first, each participant answers the six quizzes about descriptive quizzes without any advice in order to compare answering by his/herself and answering in a group before the experiment. Then, we informed the participants of the existence of the six descriptive terms in the quizzes before the test that they could make their own criteria for each descriptive term. Next, the quiz host introduce the flow of the experiment and RoBoHoN and teaches how to use the laptop before the experiment is carried out. After that, RoBoHoN introduces itself to the other two participants and tells the participants that RoBoHoN intends to join the experiment with the human participants. This is a phase of forming a group, that is, each participant regards the other participants including RoBoHoN as group members. Next, the quiz host decides who answer the quiz at first so that the first and second participant are human group members whereas the third participant is RoBoHoN. When one of the participants have his/her turn to answer a quiz, he/she sits at the chair in front of the laptop. After RoBoHoN finishes to answer, the three participants see one another's answers. As the same time, RoBoHoN checks the one another's answers and learns. When the numbers of dots of human participants' answers are 1 and 2 , RoBoHoN's robot system recognizes their answers as 1 and 2 and renews the values by using Eq. (1), (2), (3), and (4). The participants repeat this procedure five times. Table 2 shows parameters of reinforcement learning. means the number of the participants including RoBoHoN whereas indicates the maximum number of the states.
Results and Discussions
Fig . 5 shows the results of three experiments where two participants and the robot in each group answered five questions per experiment. We selected two participants who had large individual differences for certain descriptive terms in each experiment. The horizontal axis shows the step number, whereas the vertical axis shows the standard deviations of the three experiments, which indicate the degree of their individual differences at each step of the three experiments.
Each standard deviation decreases as compared to each fifth step in all the experiments in Fig. 5 . This result shows that groups including the robot tend to converge. As a result, we can see that the robot, using the proposed model, adjust its answer to the answers of the group members although the participants recognized that they were interacting with a real robot.
Conclusion
In this study, we proposed a model to enable a robot to create a suitable criterion for decision-making by interacting with humans in a group in a multiparty scenario. In a multiparty quiz scenario, a system uses the model to find a suitable criterion based on observing the other participants in a group. Our results show that the robot adjusts itself to each group and can generate group norms with human participants in limited scenarios when human participants try to form group norms. The experiment results reveal that by using our proposed model the robot adjusts its own behaviors to participants' behaviors. In the future, we will apply robots using the proposed model to elderly care. The robots participant in a group of elderly people and interact with them while considering the social network in the group, so that these interactions are expected to keep and improve their health. Additionally, we plan to investigate how the participants are affected by the robot in detail when the number of group members of the content of the quizzes is changed. 
