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ABSTRACT
Several aspects of numerical Green’s function (NGF) in the surface integral
equation (SIE) method for inhomogeneous media have been addressed, in-
cluding the process of solving for the NGF from differential equation, the
integrating of NGF with SIE, the NGF based augmented-electric field in-
tegral equation (A-EFIE) for low-frequency problems and the characteris-
tic mode analysis (CMA) for conducting objects with inhomogeneous back-
ground. The NGF of inhomogeneous media is purely independent with SIE
which can be obtained by a variety of differential equation solvers with an
arbitrary boundary condition. Therefore, the NGF can be precomputed and
reused when it interacts with other objects in SIE. By encapsulating the inho-
mogeneous background with NGF, the CMA is extended to tackle real world
problems where the interaction with background is captured. In addition,
with the proposed model-order reduction method and wide-band spectral
NGF, the complexity of performing CMA on the problem with inhomoge-
neous background is greatly reduced. Finally, the physics in semiconductor
devices is investigated where the hydrodynamic model is applied to analyze
semiconductor solar cell with nonlinearity.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
The surface integral equation has been widely used in the electromagnetic
radiation and scattering applications [1–5]. Comparing to the differential
equations methods, such as the finite element method [6], the SIE has two
prominent advantages. First of all, the physical quantities of the equation are
discretized on the surface of the analyzed object, which reduces the degree
of freedom enormously. Besides, since the Green’s function for homogeneous
region has closed-form expressions which satisfy the radiation boundary con-
dition automatically, there is no requirement to truncate the infinite compu-
tational region when it encounters open-region problems.
The SIE has difficulty in dealing with inhomogeneous media due to the lack
of analytic Green’s function for the media. The derivation of SIE shows that
the equation is valid as long as the Green’s function of the inhomogeneous
region satisfies the wave equation [7]. We extend SIE to applications with
inhomogeneity where the numerical Green’s function (NGF) is introduced
into the scheme [8]. The NGF is the solution of the wave equation by dif-
ferential equation (DE) solvers where the finite element method (FEM) and
the finite difference method (FDM) are the most powerful ones. Unlike the
conventional finite-element boundary-integral (FEBI) method [9, 10] which
couples the exterior and interior regions with boundary condition, the solu-
tion of NGF is independent with the SIE since it has no specific requirement
for boundary condition. Therefore, we can encapsulate each inhomogeneous
object by its NGF and reuse it when the object interacts with other objects.
Another critical issue that the conventional SIE can encounter is the low-
frequency breakdown which happens when the frequency is close to zero
or the electric size of the object is small compared to the wavelength. At
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low frequencies, the equation is not well balanced between the capacitance
and inductance terms [11, 12]. The loop-tree decomposition balances the
solenoidal and irrotational currents at low frequencies by performing quasi-
Helmholtz decomposition to EFIE [13,14]. However, it requires searching for
loops in the mesh which can be very expensive for complicated structures.
A-EFIE avoids searching for loops by enforcing the current continuity at low
frequencies [15]. A-EFIE has been applied to study perfect electric conduc-
tor (PEC) [16], lossy conductors and piecewise dielectric objects [17], where
closed-form Green’s functions are used. To handle inhomogeneous media at
low frequencies with A-EFIE, the concept of NGF can be introduced into
A-EFIE. The author in [18] proves that the A-EFIE can be derived from po-
tential based A–Φ equations, where the Green’s functions are defined by the
vector potential and scalar potential equations, respectively. Since the A–Φ
equations are solvable at low frequencies, the NGFs without of low-frequency
breakdown can be obtained by solving these equations.
One of the most important applications of the SIE is characteristic mode
analysis (CMA), which is formulated based on real and imaginary parts of
the SIE matrices of conducting objects [19–21]. CMA becomes increasingly
important in antenna designs because it provides physical insight into the
radiation properties of the currents modes that can be supported by the an-
tenna structure [22]. CMA is mainly applied to conducting objects; however,
complicated inhomogeneous background is also included in many real-world
antenna applications, such as antenna in magnetic resonance imaging (MRI).
The effect from inhomogeneous background is necessary when performing
CMA to the antenna. Motivated by the NGF in SIE, we can extend CMA
to the applications where conducting objects are immersed in an arbitrarily
inhomogeneous background which is represented by NGF.
In applications where an antenna changes its location frequently but the
background location does not change, accelerating the process of performing
CMA to the antenna at different locations is critical. Since the interac-
tion matrix between the antenna and the background is low-rank, model-
order reduction method can be applied to approximate the interaction with
given truncation error. Motivated by the equivalence principle algorithm
(EPA) [23], we can enclose the background with equivalence surface (ES)
and write the incident wave to the background by the field of the current
modes on the ES. Therefore, the wave input-output relation of the back-
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ground is encapsulated inside of the ES, which can be precomputed and
reused when the location of the antenna is changed. Antenna analysis com-
monly requires frequency-sweep where the frequency embedded NGF needs
to be recalculated at each frequency. To reduce the computational complex-
ity in the CMA applications that requires frequency sweep, the wide-band
spectral NGF (S-NGF) is proposed. The S-NGF is written in terms of the
eigenmode expansion where only the expansion coefficients are dependent
on the frequency. Recalculation of the S-NGF can be very cheap when the
frequency is changed since the frequency-independent matrices are reused.
Finally, numerical modeling methods in semiconductor solar cell are in-
vestigated in order to explore areas other than the wave physics in elec-
tromagnetics. The drift-diffusion model is the most popular method in the
semiconductor solar cell modeling. The drift-diffusion model only enforces
charge conservation under certain assumptions. The assumptions start to
lose their validity when the size of the structure enters into submicrometer
region, because the increased internal electric field leads to the nonlocal and
hot-carrier effects [24]. To capture the transport phenomena more accurately,
we applied the two-dimensional hydrodynamic equations to semiconductor
solar cell modeling, where both charge conservation and momentum conser-
vation are enforced in the system.
1.2 Organization of the Thesis
Chapter 2 proposes the application of numerical Green’s function to the sur-
face integral equation for inhomogeneous media. The procedures of obtaining
NGFs of inhomogeneous media by FEM are illustrated and the discretiza-
tion scheme is also provided in the chapter. Since the conventional integral
equation scheme has low-frequency breakdown, the A-EFIE based integral
equation for inhomogeneous media is presented in Chapter 3. The whole
SIE is derived from potential equations, where the Green’s functions for the
scalar potential and vector potential are written in numerical expressions.
Chapter 4 shows the application SIE in performing CMA on antenna with
inhomogeneous background where the presence of background is represented
by NGF. To implement CMA efficiently to the applications where antenna
has multiple locations but the background is fixed, we present a model-order
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reduction method in Chapter 5. Furthermore, a wide-band spectral numeri-
cal Green’s function is proposed in Chapter 6 in order to accelerate the CMA
calculation when frequency sweep is required. In Chapter 7, the physics in
semiconductor is explored where we applied hydrodynamic model to solar
cell analysis.
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CHAPTER 2
NUMERICAL GREEN’S FUNCTION OF
ANISOTROPIC INHOMOGENEOUS
MEDIA WITH SIE
The surface integral equation (SIE) leveraging the analytic homogeneous
medium Green’s function is only suitable for investigating piecewise homo-
geneous objects. In this chapter, we demonstrate that by taking advantage of
numerical Green’s function (NGF), SIE methods can be extended to model
arbitrarily inhomogeneous and anisotropic media. The NGFs of complicated
media are computed with differential equation (DE) methods where the do-
main can be truncated by arbitrary boundary conditions. Electromagnetic
scattering solutions of several inhomogeneous and anisotropic geometries are
simulated to validate the proposed scheme, where NGFs are obtained by the
finite element method (FEM).
2.1 Introduction
The surface integral equation (SIE) has been widely adopted to model elec-
tromagnetic (EM) scattering and radiation properties of piecewise homoge-
neous media [1–5]. In solving unbounded EM problems, unlike differential
equation (DE) solvers which truncate the computational domain with the ab-
sorbing boundary condition (ABC) or perfectly matched layer (PML), SIE
solvers automatically satisfy the radiation condition by leveraging the ana-
lytic, homogeneous-medium dyadic Green’s function [25]. In SIE solvers, the
unknowns are currents residing on the equivalence surface, which is usually
taken to be the surface of the homogeneous structure. This mitigates the
curse of dimensionality and tremendously reduces the number of unknowns
in comparison with DE solvers whose unknowns are 3D fields permeating the
entire space.
Although analytic Green’s functions can be easily implemented in conven-
tional SIE solvers, such a scheme cannot be employed to model arbitrar-
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ily inhomogeneous and anisotropic objects, whose Green’s functions have
no closed-form expressions. In order to overcome this limitation, numer-
ical Green’s function (NGF) is incorporated into the framework of SIE.
DE solvers, e.g., the finite difference method (FDM) and the finite element
method (FEM) [26], have flexibility in handling complicated inhomogeneity
and anisotropy; hence, they can be utilized to seek for NGFs [7]. In this
chapter, we use FEM as an example to compute NGFs, where the computa-
tional domain, which is taken to be slightly larger than the inhomogeneity,
can be truncated by an arbitrary impedance boundary condition (IBC), in-
cluding perfect electric and magnetic conductors as special cases. When the
boundary impedance is set to a complex value, the FEM internal resonance
issue of nonuniqueness is removed. To properly discretize the NGF based
SIE, the equivalence electric and magnetic currents are approximated with
basis functions defined on a pair of dual grids. By explicitly invoking the con-
cept of NGFs, our scheme offers flexibility in the selection of NGF solvers,
as their computation is completely separated from SIE. Moreover, the com-
puted NGFs can be stored and reused in a variety of scenarios where the
same inhomogeneity exists.
The proposed scheme is distinguished from the conventional finite-element
boundary-integral (FEBI) method [6]. First, FEBI is formulated from FEM
where the computational domain is truncated by boundary integrals. In
contrast, this scheme has an SIE framework where NGFs can be precomputed
independently and stored in logarithmic-linear complexity with hierarchical
matrix technique [27]. Second, FEBI has a large number of unknowns which
are fields living in both the 3D (interior volume) and 2D (boundary surface)
manifolds, while this SIE scheme involves equivalence surface currents as
unknowns only.
2.2 SIE for Anisotropic and Inhomogeneous Medium
We consider an arbitrary two-region problem with inhomogeneous and anisotropic
materials as shown in Fig. 2.1. The electric fields in Regions 1 and 2 satisfy
the vector wave equations as
∇× µ−1r1 · ∇ × E1(r)− k20εr1 · E1(r) = iωµ0J(r), r ∈ V1, (2.1)
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∇× µ−1r2 · ∇ × E2(r)− k20εr2 · E2(r) = 0, r ∈ V2, (2.2)
where J(r) is the source in Region 1, tensors µr1 and εr1 are relative per-
meability and permittivity of the anisotropic region, respectively. Dyadic
Green’s functions are defined for Regions 1 and 2 respectively as
∇× (µtr1)−1 · ∇ ×G1(r, r′)− k20εtr1 ·G1(r, r′) = Iδ(r− r′), (2.3)
∇× (µtr2)−1 · ∇ ×G2(r, r′)− k20εtr2 ·G2(r, r′) = Iδ(r− r′). (2.4)
After right-multiplying (2.1) by G1(r, r
′) · a and left-multiplying (2.3) by
E1(r) and then right-multiplying it by a, the difference of the two equations
is written as
∇×µ−1r1 · ∇ × E1(r) ·G1(r, r′) · a
− E1(r) · ∇ ×
(
µtr1
)−1 · ∇ ×G1(r, r′) · a
= iωµ0J(r) ·G1(r, r′) · a− E1(r) · aδ(r− r′), (2.5)
where a is an arbitrary constant vector. By invoking the appropriate vector
identity, (2.5) can be rewritten as
∇ ·
{[
µ−1r1 · ∇ × E1(r)
]
×G1(r, r′) · a
+ E1(r)×
[ (
µtr1
)−1 · ∇ ×G1(r, r′) · a]}
= iωµ0J(r) ·G1(r, r′) · a− E1(r) · aδ(r− r′). (2.6)
The surface integral equation for Region 1 is obtained by integrating (2.6)
over V1 and using Gauss’s theorem, after removing vector a on both sides,
yielding
∫
St
dS nˆ ·
{[
µ−1r1 · ∇ × E1(r)
]
×G1(r, r′)
+ E1(r)×
[ (
µtr1
)−1 · ∇ ×G1(r, r′)]}
= iωµ0
∫
V1
dr J(r) ·G1(r, r′)− E1(r′), (2.7)
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where St = S ∪ S0. On the equivalent surface St, the equivalent magnetic
current Ms(r) and electric current Js(r) are defined as
E1(r)× nˆ = Ms(r), (2.8)
nˆ× µ−1r1 · ∇ × E1(r) = iωµ0Js(r), (2.9)
respectively. After swapping r and r′, (2.7) is eventually modified as
r ∈ V1, E1(r)
r ∈ V2, 0
}
= Einc(r) + iωµ0
∫
St
dS Js(r
′) ·G1(r′, r)
−Ms(r′) ·
(
µtr1
)−1 · ∇′ ×G1(r′, r). (2.10)
The incident electric field Einc(r) is generated by the source in Region 1,
which is written as
Einc(r) = iωµ0
∫
V1
dr J(r′) ·G1(r′, r). (2.11)
The upper and lower equations in (2.10) are evocative of the generalized Huy-
gens’ principle and extinction theorem for inhomogeneous and anisotropic
media, respectively. It is of note that in scattering problems where V1 is un-
bounded, G1 is required to satisfy radiation condition and the integral over
S0 vanishes when S0 →∞.
Similarly, the surface integral equation for Region 2 can be derived as
r ∈ V2, E2(r)
r ∈ V1, 0
}
= iωµ0
∫
S
dS Js(r
′) ·G2(r′, r)
−Ms(r′) ·
(
µtr2
)−1 · ∇′ ×G2(r′, r). (2.12)
Equations (2.10) and (2.12) are known as surface integral equation for inho-
mogeneous and anisotropic media, which are solvable after the dyadic Green’s
functions are provided. The above derivations indicate that (2.10) and (2.12)
hold true once G1 satisfies (2.3) in V1 while G2 satisfies (2.4) in V2, regardless
of the choice on their boundary conditions.
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2.3 FEM Based Solution of NGF
When Regions 1 and 2 contain homogeneous and isotropic media only, solu-
tions to (2.3) and (2.4) satisfying radiation boundary conditions are in the
well-known closed-form of
Gi(r, r
′) =
(
I +
∇∇
k2i
)
eiki|r−r
′|
4pi|r− r′| , (2.13)
where ki = k0
√
µriεri, i = 1, 2. However, dyadic Green’s functions have no
closed-form solutions for general anisotropic inhomogeneous media. In such
applications, differential equation solvers, such as FDM and FEM, could
be used to solve for NGFs. Due to its versatility in handing complicated
structures, FEM is utilized in this work to solve for the Green’s function of
inhomogeneous media numerically.
For the i-th anisotropic and inhomogeneous region, the dyadic Green’s
function Gi(r, r
′) only needs to satisfy
∇× (µtri)−1 · ∇ ×Gi(r, r′)− k20εtri ·Gi(r, r′) = Iδ(r− r′) (2.14)
in Vi bounded by Si. As shown in Fig. 2.1, Vi is contained in the FEM
computational domain Ωi with the boundary ∂Ωi, where Vi ⊂ Ωi . We
assume that an arbitrary current source Ji(r
′) is introduced in Ωi. After
right-multiplying (2.14) with Ji(r
′) and integrating over r′, we have
∇× (µtri)−1 · ∇ × Ei(r)− k20εtri · Ei(r) = iωµ0Ji(r), (2.15)
where
iωµ0
∫
Ωi
dr′ Gi(r, r′) · Ji(r′) = Ei(r). (2.16)
In FEM discretization, we expand Ei with the curl-conforming vector edge
basis Ψn(r) (Whitney 1-forms), which yields
Ei =
N∑
n=1
enΨn(r) = Ψ
t
(r) · e, (2.17)
where e = [e1, e2, · · · , eN ]t and Ψ = [Ψ1,Ψ2, · · · ,ΨN ]t with N as the total
number of edges in Ωi. Weighting (2.15) by Ψm(r) leads to a matrix equation
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as
K · e = iωµ0〈Ψ, Ji〉Ωi , (2.18)
where
[K]mn = 〈∇ ×Ψm,
(
µtri
)−1 · ∇ ×Ψn〉Ωi
− k20〈Ψm, εtri ·Ψn〉Ωi + 〈Ψm, ηsnˆ× nˆ×Ψn〉∂Ωi (2.19)
with the inner product defined as 〈f , g〉D =
∫
D f · g dr, D = Ωi or ∂Ωi.
The impedance boundary condition is imposed on ∂Ωi as
nˆ× (µtri)−1 · ∇ × Ei = ηsnˆ× nˆ× Ei, (2.20)
where ηs is the surface impedance on ∂Ωi, and nˆ is the normal vector of
∂Ωi. When ηs = ∞ or 0, it corresponds to the perfect electrical conduc-
tor (PEC) or perfect magnetic conductor (PMC) boundary condition, re-
spectively. It is well-known that (2.15) suffers from the internal resonance
problem of nonuniqueness if either the PMC or PEC boundary condition is
applied. In order to eliminate internal resonances, ηs should be chosen as
complex values, which is equivalent to introducing losses into the system.
Expansion coefficients of the electric field can be solved for from (2.18)
such that
e = iωµ0K
−1 · 〈Ψ, Ji〉Ωi . (2.21)
Thus, the electric field in Vi is obtained finally as
Ei(r) = iωµ0Ψ
t
(r) ·K−1 · 〈Ψ, Ji〉Ωi . (2.22)
It follows from (2.16) that the Green’s function of the i-th anisotropic inho-
mogeneous region is written with vector edge basis as
Gi(r, r
′) = Ψ
t
(r) ·K−1 ·Ψ(r′). (2.23)
The corresponding curl operation of the NGF is
∇×Gi(r, r′) = ∇×Ψt(r) ·K−1 ·Ψ(r′). (2.24)
One numerical example is investigated to investigate the accuracy of NGF
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where a point source is placed at the center of a spheric computational domain
with absorbing boundary condition (ABC), as shown in Fig. 2.2. After
finding the NGF for the spherical domain, the electric field produced by
the source is calculated in terms of (2.22). Since the domain is free space,
the calculated field should be close to the results generated by the analytic
Green’s function in (2.13) if the ABC is placed far enough. The electric field
in z direction for an electric point source is compared between NGF and
analytic Green’s function (AGF) in Fig. 2.3. The electric field in y direction
for a magnetic point source is compared between NGF and AGF in Fig. 2.4.
2.4 Integrate NGF into SIE
SIEs (2.10) and (2.12) can be applied to analyze anisotropic inhomogeneous
media when the NGFs and their curl-operations in different regions are ob-
tained as in (2.23) and (2.24). In scattering problems where Region 1 is
usually homogeneous, the corresponding Green’s function has the closed-
form expression as given in (2.13). For inhomogeneous Region 2, the NGF
can be computed as in (2.23). After plugging (2.13) and (2.23) into the
transpose of (2.10) and (2.12), respectively, the two equations which enforce
the extinction theorem in each region become
L1(r, r′) · Js(r′)−K1(r, r′) ·Ms(r′) = −Einc(r), r ∈ V2 (2.25)
L2(r, r′) · Js(r′)−K2(r, r′) ·Ms(r′) = 0, r ∈ V1 (2.26)
In the above, operators L1, K1, L2, and K2 are defined as
L1 · Js = iωµ0
∫
S
dr′ G1(r, r′) · Js(r′), (2.27)
K1 ·Ms =
∫
S
dr′ ∇×G1(r, r′) ·Ms(r′), (2.28)
L2 · Js = iωµ0Ψt(r) ·K−1 · 〈Ψ, Js〉S (2.29)
K2 ·Ms = Ψt(r) ·K−1 · 〈∇′ ×Ψ, Ms〉S, (2.30)
where the equivalence surface S between V1 and V2 [Fig. 2.1] corresponds to
Si in Fig. 2.5.
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To have a well-conditioned matrix equation, the trial and testing basis
cannot be chosen as Rao-Wilton-Glisson (RWG) basis functions like the con-
ventional SIE does [1]. Motivated by the differential-forms theory, we propose
the following discretization scheme [28]. As Ψ in (2.29) are defined on the
primal grid which is equivalent to curl-conforming nˆ×RWG basis on S, to
have Js properly projected to the space of vector edge basis, we approximate
Js with basis functions Πn which are defined on the dual grid of RWG such
as the Buffa-Christiansen (BC) basis function [5] or Chen-Wilton basis func-
tions [29]. In this work, BC basis is utilized. Moreover, since Ms should
be approximated in the dual space of Js, it is approximated with the RWG
basis functions Λn. Hence, we have
Js =
Ns∑
n=1
bnΠn, Ms =
Ns∑
n=1
dnΛn, (2.31)
where Ns is the number of edges on the equivalent surface S, bn and dn are
the expanding coefficients of BC basis and RWG basis, respectively. After
testing (2.25) and (2.26) with BC basis functions Πn, we have
〈Π, L1 · Js〉 − 〈Π, K1 ·Ms〉 = −〈Π, Einc〉, (2.32)
〈Π, L2 · Js〉 − 〈Π, K2 ·Ms〉 = 0, (2.33)
where Π = [Π1,Π2, · · · ,ΠNs ]t.
In (2.32) or (2.33), the second term represents the electric field produced
by the equivalence surface magnetic current which resides on S. Such a field
is discontinuous across S. From (2.30), NGF produces continuous electric
field when r crosses over S. Such a continuous field can be treated as the
principle value in the K operator. In order to let the testing take place at
S+ which approaches S from the exterior of V2 , we need to add the singular
term 1
2
nˆ×Ms into the K operator [30]. Therefore, (2.30) can be computed
as
K2 ·Ms = 1
2
nˆ×Ms + Ψt ·K−1 · 〈∇ ×Ψ, Ms〉S. (2.34)
We investigate the condition numbers of several matrices resulting from
different discretization schemes as shown in the Table 2.1. The geometry
for this study is a homogeneous dielectric sphere with a radius of 0.3λ0 and
permittivity εr = 2.0. In this case, the AGF can be used in (2.26). The com-
12
puted matrix condition numbers are listed in Table 2.2, which demonstrates
the effectiveness of the proposed discretization scheme.
Table 2.1: Discretization schemes with different testing functions and trials
functions of Js and Ms
Scheme Testing Fun Trial Fun Js Trial Fun Ms
AGF RWG RWG BC
NGF-1 RWG RWG BC
NGF-2 BC BC RWG
Table 2.2: Condition numbers of matrices resulting from different
discretization schemes
Scheme L1 K1 L2 K2 Z
AGF 233 4.2 470 4.6 988
NGF-1 233 4.2 6.3× 107 2.7× 105 3.3× 108
NGF-2 209 4.5 730 15.8 1140
2.5 Numerical Results
To validate the proposed SIE with NGFs incorporated, the scattering solu-
tion from a homogeneous dielectric sphere with a plane wave excitation is
calculated. The electric size of the sphere is k0a = 0.4pi, where k0 is the free
space wave number, and a is the radius of the sphere. The permittivity of the
sphere is εr = 2.0, and the permeability is µr = 1.0. NGFs are computed by
FEM where the computational domain is truncated with three different types
of boundaries, namely PEC (ηs = ∞), PMC (ηs = 0) and IBC (ηs = ik0).
The computed scattering cross section (SCS) is compared with the analytic
Mie scattering result as shown in Fig. 2.6 and the good agreement proves
that the proposed scheme has flexibility in choosing boundary conditions for
the NGFs.
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In order to demonstrate that the proposed method is capable of modeling
anisotropic inhomogeneous media, the scattering of an anisotropic shell is
calculated. The electrical size of the shell is k0a1 = pi, k0a2 = 0.8pi, where
a1 and a2 are outer radius and inner radius of the shell, respectively. The
permittivity for the shell is
εr =
 3.0 −1.5i 01.5i 3.0 0
0 0 2.0
 . (2.35)
The NGF for the anisotropic region is calculated with IBC (ηs = ik0). As
shown in Fig. 2.7, good agreement between the computed SCSs and those
plotted in [31] can be observed which demonstrates the accuracy of the
scheme comparing to analytic solutions.
In the last example, a PEC cube is placed aside a dielectric sphere with
the permittivity tensor given by
εr =
 2.0 0 00 2.0 0
0 0 4.0
 . (2.36)
The dimensions of the structure are shown in Fig. 2.8. In this calculation,
we encapsulate the dielectric sphere with the NGF, and set the FEM bound-
ary impedance as ηs = ik0. The computed SCSs are compared with those
obtained by ANSYS HFSS as shown in Fig. 2.9, where good agreement is
observed.
2.6 Conclusion
In this chapter, NGFs are used in SIE solvers to efficiently model the scat-
tering of anisotropic inhomogeneous media. FEM is adopted in solving for
NGFs where different boundary conditions can be used to truncate the com-
putational domain. Numerical results demonstrate that SIEs are capable of
handling anisotropic inhomogeneous material with NGFs.
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2.7 Figures
Figure 2.1: Two-region anisotropic problem.
Figure 2.2: Computational domain with point source.
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Figure 2.3: Comparison between NGF and AGF for Ez of a point source.
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Figure 2.4: Comparison between NGF and AGF for Ey of a point source.
Figure 2.5: FEM computational domain.
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Figure 2.6: SCS comparison for a dielectric sphere.
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Figure 2.7: SCS comparison for an anisotropic shell.
Figure 2.8: Anisotropic sphere with PEC cube.
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CHAPTER 3
AUGMENTED ELECTRIC FIELD
INTEGRAL EQUATION FOR
INHOMOGENEOUS MEDIA
The augmented electric-field integral equation (A-EFIE) is extended for the
analysis of inhomogeneous media at low frequencies with the application of
numerical Green’s function. The internal surface integral equation (SIE)
for inhomogeneous region is derived from the vector potential (A) and the
scalar potential (Φ) equations, which are free of low-frequency breakdown.
In the new equations, the Green’s functions of A and Φ for inhomogeneous
media are incorporated. Due to the absence of the analytic solutions, the
Green’s functions for A and Φ are solved numerically with the finite-element
method (FEM) and represented in matrix forms. Numerical examples are
presented to demonstrate the validity of the proposed scheme in the study
of inhomogeneous objects at low frequencies.
3.1 Introduction
Surface integral equations (SIE) have been widely adopted to model elec-
tromagnetic (EM) scattering and radiation problems of homogeneous me-
dia [32–35]. In unbounded EM problems, SIE solvers automatically sat-
isfy the radiation condition by leveraging the analytic, homogeneous-medium
dyadic Green’s function. The unknowns of the SIE are currents residing on
the equivalence surface. This tremendously reduces the number of unknowns
in comparisons to the differential equation (DE) solvers where the unknowns
are 3D fields permeating the entire space.
In applications of electrically small objects, SIE solvers with low-frequency
stability are needed. As is well known, the conventional electric field inte-
gral equation (EFIE) has low-frequency breakdown since the contributions
from current and charge are not well balanced at low frequencies [25]. The
loop-tree decomposition is one of the conventional methods to rectify this
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issue [2, 13]. This method performs quasi-Helmholtz decomposition so that
the solenoidal and irrotational currents are well balanced at low frequen-
cies. However, searching for the loops can be very expensive, especially for
complicated circuit structures with multiple connections.
To avoid loop-tree search, the augmented electric-field integral equation
(A-EFIE) was proposed to renormalize EFIE by introducing the additional
current continuity equation [15]. Furthermore, a perturbation method was
applied to A-EFIE to remedy the inaccuracy issue at extremely low frequen-
cies [16]. Although the charge is introduced as the additional unknown, the
total computational costs of the matrix vector product do not increase ob-
viously in fast algorithms. A-EFIE has been successfully applied to analyze
PEC, lossy conductors and dielectric objects at low frequencies, where ana-
lytic Green’s functions (AGFs) are used [17,25].
It is difficult to handle inhomogeneous objects with A-EFIE since the
Green’s functions have no closed-form solutions. In this chapter, a low-
frequency stable numerical Green’s function (NGF) is incorporated into the
A-EFIE to solve inhomogeneous EM problems at low frequencies. The A-
EFIE for inhomogeneous region is derived from the potential based A-Φ for-
mulation [18] where the electro-quasistatic physics and magneto-quasistatic
physics are completely separated into A and Φ equations at low frequency, re-
spectively. Consequently, the electro-quasistatic field and magneto-quasistatic
field are solved at the same level of accuracy. The DE solvers, e.g., the fi-
nite difference method (FDM), the finite element method (FEM) [26] and
the discrete exterior calculus (DEC) [36], are flexible to handle complicated
inhomogeneity. Hence, the DE solvers can be used to seek for NGFs of the
scalar and vector potentials.
This chapter is organized as follows. Section 3.2 provides a brief deriva-
tion of A-EFIE for inhomogeneous media from A-Φ equations. Section 3.3
shows the process of obtaining the numerical expression for the scalar Green’s
function g2(r, r
′) of inhomogeneous media with FEM. The method of solving
for the dyadic Green’s function G2(r, r
′) of vector potential is presented in
Section 3.4. Section 3.5 shows the way to integrate the NGFs into A-EFIE
and choose the appropriate trail and testing basis for the new scheme. Fi-
nally, numerical examples are summarized in Section 3.6 to demonstrate the
validity of the method.
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3.2 A-EFIE Formulation for Inhomogeneous Media
We consider an arbitrary two-region problem as shown in Fig. 3.1, where
the inhomogeneous region V2 is bounded by the surface S and V1 is the
homogeneous open region. Representing the electric field E in Region 2 with
vector potential and scalar potential
E = iωA−∇Φ (3.1)
and substituting it into Maxwell’s equations, we obtain two separate equa-
tions for the scalar potential and the vector potential in Region 2 [18]
∇ · εr∇Φ + χ
ε0
ω2Φ = −ρ/ε0 (3.2)
∇× µ−1r ∇×A− k20εrA−
εr
c20
∇ε0
χ
∇ · εrA = µ0J, (3.3)
where χ = αµ0µrε
2
0ε
2
r, ρ and J are the sources in the Region 2. At low
frequencies, (3.2) degenerates to Poisson’s equation which is free of low-
frequency breakdown problem. Besides, the first and the third terms of (3.3)
can be well balanced when k0 → 0 by properly choosing the value of α to
avoid the ill-conditioned system due to the null space of the curl operator. In
order to generate a positive defined matrix system of (3.3), the generalized
Lorenz gauge is applied in the derivation of (3.2) and (3.3) by setting α = 1,
namely
ε0
χ
∇ · εrA = iωΦ. (3.4)
We define the scalar Green’s function g2(r, r
′) for Φ and the dyadic Green’s
function G2(r, r
′) for A which satisfy the two equations in the Region 2 as
∇ · εr∇g2+ω2 χ
ε0
g2 = −δ(r− r′), (3.5)
∇× µ−1r ∇×G2 − k20εrG2 −
εr
c20
∇ε0
χ
∇ · εrG2 = Iδ(r− r′). (3.6)
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Following the derivations in the Section 8.1 of [7], we have the SIEs of Φ and
A for the inhomogeneous region V2 obtained as
r ∈ V1, 0
r ∈ V2, Φ(r)
}
=
∫
S
dr′ nˆ · εr [g2∇Φ(r′)− Φ(r′)∇g2] (3.7)
r ∈ V1, 0
r ∈ V2, A(r)
}
=
∫
S
dr′
[
G2 · µ0Js(r′) + nˆ′ ·A(r′)εr∇′g2
+ nˆ′ ×A(r′) · µ−1r ∇′ ×G2 − nˆ ·G2µ−1r ∇′ ·A(r′)
]
. (3.8)
Since E = iωA − ∇Φ, the SIE for E when r ∈ V1 can be derived by using
(3.7) and (3.8), which is written as
0 =
∫
S
dr′
{
G2 · J˜s +∇g2ρ˜s − µ−1r ∇×G2 · M˜s
}
. (3.9)
The unknowns for the currents and charge are normalized as J˜s = ik0Js,
M˜s = η
−1
0 Ms and ρ˜s = c0ρs, where
ρs = −nˆ · εE = −nˆ · εiωA + nˆ · ε∇Φ. (3.10)
The derivations indicate that (3.9) holds true if g2 satisfies (3.5) and G2
satisfies (3.6), regardless of the boundary conditions. When Region 2 is ho-
mogeneous, (3.9) becomes the well-known A-EFIE for homogeneous medium
where the Green’s functions have the analytic forms of
G2(r, r
′) = I
eik2|r−r
′|
4pi|r− r′| = Ig2(r, r
′). (3.11)
When Region 2 is inhomogeneous, the Green’s functions have no closed-form
solutions. Differential equation solvers, such as FDM, FEM and DEC, could
be used to solve for NGFs due to their flexibility in handling complicated
material properties [8]. In this work, FEM is used.
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3.3 Numerical Expression of g2(r, r
′)
Assume that an arbitrary charge source ρ is introduced in the Region 2. By
right-multiplying (3.5) with an arbitrary ρ and integrating over the source,
we obtain the equation for the scalar potential in the Region 2 as
∇ · εr∇Φ + χ
ε0
ω2Φ = −ρ/ε0 (3.12)
where
Φ(r) = −
∫
V2
dr′ g2(r, r′)ρ(r′)/ε0. (3.13)
To obtain the numerical expression of (3.12), we expand Φ with Whitney-0
form basis λn(r) yielding
Φ =
Nn∑
n=1
fnλn(r) = λ
tf , (3.14)
where f = [f1, f2, · · · , fNn ]t and λ = [λ1, λ2, · · · , λNn ]t with Nn as the total
number of node in V2.
Testing (3.12) by λm leads to a matrix equation(
S1 + ω
2S2
)
f = −〈λ, ρ/ε0〉V2 (3.15)
where [
S1
]
mn
= 〈∇λm, εr∇λn〉V2 − 〈λm, nˆ · εr∇λn〉S (3.16)[
S2
]
mn
= µε0ε
2
r〈λm, λn〉V2 . (3.17)
In this work, Dirichlet-type boundary condition is used where Φ is set to be
0 on the boundary S. The inner product is defined as 〈f , g〉D =
∫
D f · g dr,
D = V2 or S.
After solving (3.15) for the coefficients f , Φ is written as
Φ = −λtQ−1〈λ, ρ/ε0〉V2 (3.18)
where
Q = S1 + ω
2S2. (3.19)
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Comparing (3.13) and (3.18), g2 can be written in terms of λ as
g2(r, r
′) = λt(r)Q
−1
λ(r′). (3.20)
The corresponding gradient operation is written as
∇g2(r, r′) = ∇λt(r)Q−1λ(r′). (3.21)
Equation (3.12) degenerates to the well-known Poisson’s equation at low
frequencies which is solvable with Dirichlet boundary condition and Neumann
boundary condition. Thus, the Green’s function is free of low-frequency
breakdown.
3.4 Numerical Expression of G2(r, r
′)
Assume that an arbitrary electric current J is placed in Region 2. After
right-multiplying (3.6) with J and integrating over the source, the equation
for the vector potential is
∇× µ−1r ∇×A− k20εrA− εr∇
1
µrε2r
∇ · εrA = µ0J, (3.22)
where
A(r) =
∫
V2
dr′ G2(r, r′) · µ0J(r′). (3.23)
From the discretization scheme in [37], A can be represented by curl-conforming
Whitney-1 form basis Ψn, and that
A =
Ne∑
n=1
enΨn(r) = Ψ
t
e , (3.24)
where e = [e1, e2, · · · , eNe ]t and Ψ = [Ψ1,Ψ2, · · · ,ΨNe ]t with Ne as the total
number of edges in V2.
Since Ψn is not divergence-conforming, the divergence operation in (3.22)
generates surface charge on the boundary. An intermediate quantity is in-
troduced to bypass the issue. We expand 1/µrεr∇ ·A with Whitney-0 form
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basis, which is
1
µrεr
∇ ·A =
Nn∑
n=1
dnλn(r). (3.25)
Testing (3.25) with with basis λm leads to a matrix equation as
GEe = GNd , (3.26)
where
[GN ]mn = 〈λm, λn〉V2 (3.27)
[GE]mn = 〈 1
µrεr
λm, nˆ ·Ψn〉S − 〈 1
µrεr
∇λm,Ψn〉V2 . (3.28)
The coefficient d can be solved as
d = G
−1
N GEe . (3.29)
After testing (3.22) with vector edge basis Ψm and using the relation in
(3.29), we have the matrix representation(
K1 − k20K2 −K3G
−1
N GE
)
e = bv, (3.30)
where
[K1]mn = 〈∇ ×Ψm, µ−1r ∇×Ψn〉V2 + 〈Ψm, ηΨn〉S (3.31)
[K2]mn = 〈Ψm, εrΨn〉V2 (3.32)
[K3]mn = 〈Ψm, εr∇λn〉V2 (3.33)
[bv]m = 〈Ψm, µ0J〉V2 . (3.34)
Moreover, impedance boundary condition is applied in (3.31), namely
nˆ× µ−1r ∇×A = ηA, (3.35)
where the impedance coefficient η is chosen to be a complex number in order
to eliminate internal resonances.
With the basis coefficients e from (3.30), A is written as
A = Ψ
t
H
−1
bv, (3.36)
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where
H = K1 − k20K2 −K3G
−1
N GE. (3.37)
From (3.23), the numerical representation of the dyadic Green’s function for
vector potential equation is
G2(r, r
′) = Ψ
t
(r)H
−1
Ψ(r′). (3.38)
The corresponding curl operation is written as
∇×G2(r, r′) = ∇×Ψt(r)H−1Ψ(r′). (3.39)
For the conventional E based wave equation, the term with curl-operation
becomes dominant at low frequencies. Its corresponding matrix representa-
tion has non-unique solution due to the null space of the curl operator. In
(3.22), however, the additional third term is independent of frequency which
balances the equation at low frequencies.
3.5 Integrating NGFs with SIE
After obtaining the numerical expression of the scalar and dyadic Green’s
functions, we can integrate them into SIEs. The A-EFIE for inhomogeneous
media includes the external, internal and current continuity equations [25],
which are ∫
S
dr′
{
g1J˜s + ∇g1ρ˜s −∇g1 × M˜s
}
= −Einc
η0
(3.40)∫
S
dr′
{
G2 · J˜s +∇g2ρ˜s − µ−1r ∇×G2 · M˜s
}
= 0 (3.41)
∇ · J˜s + k20ρ˜s = 0, (3.42)
where Einc is the incident wave on the equivalent surface. Since only open
region problem is considered in this work, g1 has a closed-form expression for
homogeneous media in the Region 1. For the inhomogeneous Region 2, g2
and G2 have numerical forms as shown in (3.20) and (3.38), respectively.
Since g2 and G2 are projected to the subspace of the basis functions λ and
Ψ, the basis functions of the surface currents and charge should be properly
chosen in order to have a well-conditioned system matrix. Motivated by
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differential-forms theory, we propose the following discretization scheme [28].
Since Ψ is the vector edge basis, and in order to have (3.40) and (3.41)
properly tested, we approximate J˜s with basis functions defined on the dual
grids, such as the Buffa-Christiansen (BC) basis function or Chen-Wilton
basis functions Πn. Moreover, M˜s is approximated with Rao-Wilton-Glisson
(RWG) basis functions Λn and ρ˜s is approximated with pulse basis function
Γn. Substituting (3.21), (3.38) and (3.39) into (3.41) and testing (3.40),
(3.41) and (3.42) with BC basis Πm, we obtain the matrix equationV
ext −1
2
nˆ× I + Kext DtPext B
V
int 1
2
nˆ× I + Kint Pint
FD 0 k20I

 J˜sM˜s
ρ˜rs
 =
−η
−1
0 b
0
0
 , (3.43)
where the subscripts “ext” and “int” refer to the external and internal oper-
ators and
[V
ext
]mn =
∫
S
drΠm ·
∫
S′
dr′g1(r, r′)Πn (3.44)
[K
ext
]mn =
∫
S
drΠm · −
∫
S′
dr′∇g1(r, r′)×Λn (3.45)
[P
ext
]mn =
∫
S
dr∇ ·Πm ·
∫
S′
dr′g1(r, r′)∇′ ·Πn (3.46)
[V
int
]mn = 〈Πm,Ψt〉[H]−1〈Ψ,Πm〉 (3.47)
[K
int
]mn = 〈Πm,∇×Ψt〉[H]−1〈Ψ,Λn〉 (3.48)
[P
int
]mn = 〈Πm,∇λt〉[K]−1〈λ,Γn〉 (3.49)
[nˆ× I]mn =
∫
S
drΠm · (nˆ×Λn) . (3.50)
Assume the total mesh contains t spanning trees. Since the total charge
of each spanning tree of the mesh is zero, one element of charge vector ρ˜s
is dependent on the rest of the elements, which causes rank deficiency and
the matrix becomes ill-conditioned. ρ˜rs in (3.43) is the reduced charge which
has removed t elements from ρ˜s to enforce charge neutrality [15], so that
the matrix is avoid of rank deficiency. D is the matrix form of divergence
operator and matrices B and F are used for neutrality constrains. More
mathematical discussion of this issue can be found in [15].
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3.6 Numerical Results
To validate the proposed scheme, the scattering cross section (SCS) of a
homogeneous dielectric sphere is calculated and compared with Mie series as
the benchmark. The relative permittivity of the sphere is 2.0 and the radius
is 0.3 m. The frequency of the incident plane wave is 300 MHz. The total
number of surface edges in the mesh is 954 and the average size is 60 mm.
The results are compared to A-EFIE with AGF and Mie series in Fig. 3.2,
where good agreements are observed.
The low-frequency performance of the scheme is investigated in the second
example where the scattering of a homogeneous dielectric sphere is analyzed
at low frequency. The relative permittivity of the sphere is 2.0 and the radius
is 1.0 m. The frequency is set to be 1,000 Hz. The number of edges on the
equivalent surface is 954 and the average size is 0.19 m. The SCS results are
compared with A-EFIE with AGF and Mie series in Fig. 3.3.
Finally, an inhomogeneous dielectric structure is used to validate the pro-
posed method. As shown in Fig. 3.4a, three layers of the fine dielectric
cylinders are embedded in a dielectric background where the relative dielec-
tric constants for the three layers are εr1 = 3.0, εr2 = 5.0 and εr3 = 7.0,
respectively. The relative dielectric constant for the background is εr0 = 2.0.
The radius of cylinder is 1.5 mm and the distance between each layer is 20
mm. The structure is illuminated by a plane wave with frequency of 300
MHz from Z direction. The total number of tetrahedra in the mesh is 75,885
and the length of the finest mesh is 0.1 mm. The total number of surface
triangles is 1,526 and the triangles are conformal with tetrahedrons on the
equivalent surface. The SCS is calculated and compared with the result from
ANSYS HFSS with good agreements in Fig. 3.4b.
3.7 Conclusion
A-EFIE for inhomogeneous media is discussed in the letter where the SIE for
inhomogeneous region is derived using low-frequency stable A-Φ equations.
FEM is applied to solve for the NGFs, which are derived from A and Φ equa-
tions. Numerical results demonstrate that A-EFIE with NGFs are suitable
for handling inhomogeneous material at low frequencies.
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3.8 Figures
Figure 3.1: The two-region problem.
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Figure 3.2: SCS comparison at high frequency.
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Figure 3.4: (a) Geometry parameters (b) SCS comparison.
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CHAPTER 4
CHARACTERISTIC MODE ANALYSIS
FOR CONDUCTING OBJECTS WITH
INHOMOGENEOUS BACKGROUND
Characteristic mode analysis (CMA) which is formulated based on SIEs of
conducting objects becomes increasingly important in antenna designs. With
the employment of numerical Green’s function (NGF), we extend CMA to
the applications where conducting objects are immersed in an arbitrarily in-
homogeneous background. In addition to the free-space Green’s function, our
scheme leverages the background Green’s function which consists of an extra
scattering term to account for the scattering of the background inhomogene-
ity. The impedance operator of the object is constructed with the technique
of NGF. With the proposed scheme, CMA is extended to more general ap-
plications and offers better guidance in practical antenna engineering.
4.1 Introduction
The most popular characteristic mode theory for conducting objects was for-
mulated based on the electric field integral equation (EFIE) by Harrington
and Mautz [20]. It solves an explicit generalized eigenvalue problem formed
with the EFIE impedance matrix. The computed eigenvalues, also named
as characteristic values, offer useful insight as they indicate whether the cor-
responding modal currents radiate or store electromagnetic energy at given
frequencies [38]. The theory was later extended to dielectric and magnetic
bodies by Harrington et al. with the formulation of volume integral equa-
tions (VIEs) [39]. The study on characteristic modes of material bodies using
surface integral equations (SIEs) was developed in the same group, resulting
in the well-known PMCHWT equations [40]. More recent developments on
the theory of characteristic modes for material bodies are reported in [41]
and [42]. However, it is difficult to preserve all the appealing merits when
generalizing the theory from conducting to dielectric bodies. The VIE based
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theory seems more persuasive than its SIE counterparts as it relies on the
physical polarization currents in the bodies rather than the fictitious surface
equivalence currents.
With the advancements of modern communication technologies, many ap-
plications lead to demands of antenna designs in complicated environments.
Examples are sensors implanted in human body, antennas mounted on large
platforms such as airplanes and automobiles, and nano-particles placed ad-
jacent to animal tissues. These applications severely challenge conventional
design approaches which are based on experience, intuition or brute-force
simulations. On the other hand, CMA, as a deterministic and systematic
approach, offers useful physical insight in natural resonances of radiating
objects, and fast guidance on antenna design and optimization. However,
current CMA has such a limitation that the radiating object is treated as
being embedded within a homogeneous electromagnetic (EM) background
(free-space mostly). The impedance matrix is generated where only the free
space Green’s function is invoked. Hence, it is of great interest and benefit
to generalize and extend the characteristic mode theory by taking into ac-
count the complicated EM environment. By doing so, the application scope
of CMA can be greatly broadened, making CMA a powerful tool in scenarios
where many practical factors are considered.
4.2 CMA for PEC Bodies in Free-Space
As suggested by Harrington and Mautz [20], CMA solves a generalized eigen-
value problem (GEP) which is given by
X · Jn = λnR · Jn, (4.1)
where X and R are the imaginary and real Hermitian parts of the impedance
matrix Z, respectively. Jn and λn are the n-th modal current and character-
istic value, respectively. When the number of unknowns on the conducting
object is small, (4.1) can be solved with direct methods, e.g., QZ decompo-
sition.
For a conducting object shown in Fig. 4.1, the impedance matrix is the
matrix representation of the operator L111 , which maps the induced surface
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current J1 on the object Ω1 to the tangential electric field E1 on the con-
ducting surface Γ1 as
L111 (r, r′) · J1(r′) = nˆ× E1(r), r, r′ ∈ Γ1. (4.2)
In the above equation, integration is implied over repeated variables r and
r′, while operator L111 is given by
L111 · J1 = nˆ× ik0η0
∫
S
dr′G0(r, r′) · J1(r′) (4.3)
and the free-space dyadic Green’s function is
G0(r, r
′) =
(
I +
∇∇
k20
)
g(r, r′) (4.4)
with the scalar free-space Green’s function defined as
g(r, r′) =
eik0|r−r
′|
4pi|r− r′| . (4.5)
By applying the Galerkin’s procedure where both the testing and trial
functions are chosen to be the Rao-Wilton-Glisson (RWG) basis functions
Λi [1], we can obtain the matrix representation of L111 as
[L
11
1 ]ij =
〈
nˆ×Λi,L111 ·Λj
〉
Γ1
, (4.6)
where the reaction inner product is defined as 〈f ,g〉S =
∫
S
f ·g dr, nˆ×Λi and
Λj are testing and trial functions, respectively. By applying (4.1), the CMA
for the conducting object Ω1 can be performed with the real and imaginary
parts of impedance matrix in (4.6).
4.3 CMA for PEC Bodies with Dielectric Background
In applications, such as antenna radiation problems, the conducting ob-
jects are placed in an inhomogeneous background. When performing CMA
onto conducting objects, the interaction from the inhomogeneous background
needs to be captured. Considering the problem shown in Fig. 4.2, an inho-
mogeneous background Ω2 is introduced into the problem. The total electric
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field on Ω1 contains two parts, the field generated by J1 that incidents di-
rectly to Ω1 and the electric field scattered back to the conducting object by
the background. Therefore, the dyadic Green’s function for the problem can
be written as
G(r, r′) = G0(r, r′) + Gbg(r, r′), (4.7)
where G0(r, r
′) is the free-space Green’s in (4.4) and Gbg(r, r′) is the back-
ground Green’s function. According to EFIE for dielectric objects [25], the
Gbg has a matrix expression as
Gbg =
[
L121 K121
]
·
[
L
22
1 −K
22
1
L
22
2 −K
22
2
]−1
· L211 , (4.8)
where L and K operators map the electric currents and the magnetic currents
to the electric field, respectively. They are defined as
Lmnp · Jn = nˆ× ik0η0
∫
Γn
dr′Gp(r, r′) · Jn(r′), r ∈ Γm, r′ ∈ Γn (4.9)
Kmnp ·Mn = nˆ×
∫
Γn
dr′∇×Gp(r, r′) ·Mn(r′), r ∈ Γm, r′ ∈ Γn, (4.10)
where m,n, p = 1, 2. In (4.9) and (4.10), G1 represents the Green’s function
in the exterior region of the object and G2 is the Green’s function for the
interior inhomogeneous region. Since the exterior region is considered as free-
space in this work, G1 has the same analytical expression as G0. Besides,
the matrices in (4.8) are written as
[L
mn
p ]ij =
〈
nˆ×Λi,L22p ·Λj
〉
Γ2
, m, n, p = 1, 2 (4.11)
[K
mn
p ]ij =
〈
nˆ×Λi,K22p ·Λj
〉
Γ2
, m, n, p = 1, 2. (4.12)
As shown in (4.8), the Gbg maps the electric current J1 to the scattered
field on the conducting object due to the inhomogeneous background. When
Gbg operates on J1, the operator L211 gives the E1 on the background surface
Γ2 where the electric field is considered as the incident wave of object 2.
34
After solving the matrix equation for the background with the incident wave
as RHS vector, the equivalent currents J2 and M2 on Γ2 are obtained. Finally,
the scattered field on the conducting object is solved by applying L and K
operators on J2 and M2, respectively.
By accounting for the scattered field from the background inhomogeneities,
the updated impedance matrix of the conducting object is computed as
[Z]ij = [L
11
1 ]ij + 〈nˆ×Λi,Gbg ·Λj〉. (4.13)
It can be shown that when background medium is reciprocal, the updated
impedance matrix in (4.13) is symmetric; therefore, the characteristic values
are real and the modal orthogonality is maintained.
Since G2 in (4.8) is the Green’s function for the inhomogeneous region,
there is no closed-form representation for it. Therefore, the expression of G2
needs to be found before the (4.13) can be solved. In this work, the finite
element method (FEM) is applied to the background region to obtain G2 in
numeric-form [43]. According to the derivation of NGF for inhomogeneous
media in the Chapter 2, the G2 can be represented by the vector edge basis
Ψ(r) as
G2(r, r
′) = Ψ
t
(r) · G(k0) ·Ψ(r′), (4.14)
where
Ψ = [Ψ1,Ψ2, · · · ,ΨN ]t, (4.15)
G(k0) =
(
S− k20T
)−1
, (4.16)
[S]ij = 〈∇ ×Ψi,∇×Ψj〉Ω2 , (4.17)
[T]ij = 〈Ψi, εrΨj〉Ω2 . (4.18)
After substituting (4.14) into (4.8), the impedance matrix Z can be solved
by (4.13). CMA with the consideration of the inhomogeneous background is
performed by the real and imaginary part of the updated impedance matrix.
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4.4 Numerical Results
In order to validate the proposed scheme, we studied a sphere-block model
where a PEC sphere (object conductor) is placed on top of a dielectric block
(background inhomogeneity). The geometrical and material parameters and
mesh information are provided in Fig. 4.3. We first compute the scattering
cross section (SCS) of the sphere-block model with the proposed SIE-NGF
scheme and compare the results with finite-element boundary integral (FEBI)
method and commercial EM simulation software FEKO. As shown in Fig.
4.4, the SCS results agree well with each other which proves the accuracy
of the method. We then perform CMA to the sphere conductor with the
updated impedance matrix as shown in (4.13). In Table 4.1, the characteristic
values (CVs) of the first 15 important modes are provided. From the table,
we can see that the SIE-NGF results are consistent with those obtained by
FE-BI.
Table 4.1: Characteristic values (CV) comparisons
CV index SIE-NGF FE-BI
1 1.172403 1.158303
2 1.179019 1.160580
3 1.179691 1.165094
4 −1.193127 −1.197679
5 −1.199539 −1.203342
6 −1.437229 −1.435483
7 −1.637572 −1.661178
8 −1.934964 −1.959950
9 −1.989642 −2.017964
10 −2.039113 −2.039113
11 −2.058248 −2.062287
12 3.749066 3.749274
13 3.750874 3.752953
14 4.259446 4.222257
15 4.357968 4.306414
In the second example, we perform CMA of a PEC loop placed near the
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background inhomogeneity, namely a human head shaped dielectric, as shown
in Fig. 4.5a. The operating frequency and the relative permittivity of the
dielectric medium are set to 800 MHz and 4.0, respectively. In this simula-
tion, NGF is computed with FEM. The mesh contains 352 triangles on the
loop, and 5, 322 triangles and 58, 076 tetrahedra in the head shaped dielec-
tric. The scattering cross section (SCS) results computed by a conventional
finite-element boundary-integral (FE-BI) scheme and the SIE-NGF scheme
are compared in Fig. 4.5b. Good agreement is observed. We also reconstruct
the SCS using the first 10 characteristic modes, which agrees well with the
directly computed results. The first loop characteristic mode is illustrated
in Fig. 4.6a, where the radiation pattern is computed with the background
Green’s function. As a comparison, we plot in Fig. 4.6b the first mode of the
loop without the presence of the background dielectric. We further study
the scattering solution of the entire system where an incident plane wave
propagating in −x direction and polarized along y-axis is introduced.
4.5 Conclusion
CMA is extended to applications where an arbitrary background is consid-
ered. By leveraging the NGF technique, scattering of the background inho-
mogeneity is included to update the impedance matrix of the object conduc-
tor. Characteristic values and modal currents are computed to aid the design
of radiating and resonating systems.
4.6 Figures
Figure 4.1: A PEC object.
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Figure 4.2: A PEC object with background.
(a) (b)
Figure 4.3: Structure and mesh: (a) The dimension of a PEC sphere with
dielectric block. (b) The generated mesh.
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Figure 4.6: Current and radiation patterns of the first loop mode: (a) With
the background dielectric. (b) Without the background dielectric.
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CHAPTER 5
REDUCED-ORDER MODEL WITH
EQUIVALENCE SURFACE FOR
SCATTERING PROBLEMS
A reduced-order model for analyzing scattering problems with surface in-
tegral equation (SIE) method is proposed in this chapter. An equivalence
surface (ES) is introduced to enclose the scatterer and the corresponding in-
teraction matrix between the ES and the scatterer is generated. A series of
eigenvectors are obtained by performing randomized singular-value decom-
position (RSVD) to the matrix. According to the equivalence principle, the
incident wave generated by the radiator to the scatterer can be expanded by
the eigenvectors. Therefore, the wave input-output relation of the scatterer
is encapsulated by a limited number of eigenvectors with a given truncation
error, which can be precomputed and reused when the location of radiator
changes but the scatterer does not. In addition, discrete empirical interpo-
lation method (DEIM) is applied to further accelerate the calculation of the
interaction between the radiator and the background.
5.1 Introduction
Surface integral equation (SIE) has been widely adopted to model electro-
magnetic (EM) scattering and radiation properties of piecewise homogeneous
media [3, 15]. To solve SIE numerically, Rao-Wilton-Glisson (RWG) basis
functions which are defined on surface triangles are commonly used to ap-
proximate the equivalent currents [28]. Since the Green’s function in SIE
is a global closed-form function, the matrix representation of SIE is dense
which makes solving the equation rather expensive. When generating surface
mesh on the objects, a relatively dense mesh is required in order to capture
the near interaction between elements of the object. However, the mesh on
each object is oversampled when dealing with the interaction between the
radiator and scatterer in EM scattering problems where they are separated
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from each other since the contribution of evanescent wave is negligible. As
a result, model-order reduction (MOR) can be applied to reduce the com-
putational complexity of dealing with the interaction between radiator and
scatterer [44].
The authors in [45] proposed the scheme of reduced-order models (ROM)
for scattering problem where the computational domain is discretized into
discrete volume voxels. To get the minimum-order model, randomized singular-
value decomposition (RSVD) is performed on the matrix of the interaction
between the radiator and the scatterer. Furthermore, the calculation is ac-
celerated by discrete empirical interpolation method (DEIM) [46]. In this
work, we borrow the ROM concept to solve SIE based scattering problems.
From the method in [45], the RSVD should be performed again when the
radiator’s location changes which jeopardizes the efficiency greatly in the
applications where the radiator changes its location frequently but the back-
ground does not change. We introduce an equivalence surface (ES) to en-
close the scatterer. Instead of performing RSVD to the matrix of interaction
between the radiator and scatterer, RSVD is applied to the matrix of in-
teraction between ES and scatterer. The eigenvectors generated by RSVD
are used to expand the space of the interaction matrix between radiator and
scatterer. The input-output relation of the scatterer is encapsulated by the
eigenvectors which are independent of the radiator. Although the incident
field from the radiator can be represented by multipole and plane wave ex-
pansion with a lower computational cost, the proposed method needs to solve
fewer scattering problems than multipole expansion since the RSVD gener-
ates the minimum rank of the integral operators [47]. One of the advantages
of this method is that only the reduced interaction matrix needs to be gen-
erated once and no further RSVD are needed. Besides, the whole scheme is
based on method of moment (MoM) matrices which enables this method to
be easily applied to conventional MoM.
Compared to the equivalence principle algorithm (EPA) which also em-
ploys ES to reduce the computational cost of multiscale problems [23], the
proposed method in this letter has the following advantages: (1) Only a lim-
ited number of scattering problems are solved in this scheme when dealing
with the interaction between ES and scatterer. Therefore, the calculation
time and the dimension of scattering matrix are greatly reduced. (2) Since
the electric field generated by equivalent electric current and magnetic cur-
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rent is expanded by the same eigenvectors, only the mapping between electric
current and electric field is needed in the proposed scheme. (3) Since DEIM
is applied to find the dominant incident field vectors, only a selected num-
ber of radiator-scatterer interactions are calculated, which reduces the filling
time of interaction matrices. The proposed method in this letter is an ideal
candidate of model-order reduction for EPA.
5.2 Matrix Representations of Scattering Problems
Consider the scattering problem as shown in Fig. 5.1, where the incident wave
(Einc) is generated by the current source on the surface of the radiator (ΩI)
and scattered by the background object (ΩB) onto the observation object
(ΩO). We define the operator Lαβ that maps the current on the surface Sβ
to the electric field on surface Sα. It is given by
LαβJ = iωµ0
∫
S
dr′G(r, r′) · J(r′), r ∈ Sα, r′ ∈ Sβ, α, β = I, B,O,E (5.1)
where G(r, r′) is the free-space dyadic Green’s function, which is
G(r, r′) =
(
I +
∇∇
k20
)
eik|r−r
′|
4pi|r− r′| . (5.2)
Therefore, the incident field on the SB is written as
Einc(r) = LBIJI(r′), r′ ∈ SI , r ∈ SB. (5.3)
The field generated by the induced electric current on SB extincts the incident
field inside of ΩB, which is
LBBJB(r′) = Einc(r), r′ ∈ SB, r ∈ S−B . (5.4)
Similarly, the scattered field on the ΩO that is generated by the induced
current JB can be written as
Esca(r) = LOBJB(r′), r′ ∈ SB, r ∈ SO. (5.5)
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To solve (5.3), (5.4) and (5.5) for the scattering field by MoM, we expand
electric current JI and JB with RWG basis Λ
I
n and Λ
B
n , respectively.
JI =
NI∑
n=1
eInΛ
I
n = Λ
I
T
eI , JB =
NB∑
n=1
eBnΛ
B
n = Λ
B
T
eB, (5.6)
where eI = [eI1, e
I
2, · · · , eINI ]T , ΛI = [ΛI1,ΛI2, · · · ,ΛINI ]T , eB = [eB1 , eB2 , · · · , eBNB ]T ,
ΛB = [ΛB1 ,Λ
B
2 , · · · ,ΛBNB ]T with NI as the total number of edges on SI and
NB as the total number of edges on SB.
After testing (5.3), (5.4) and (5.5) with RWG basis functions, the scatter-
ing field on the ΩO can be solved as
Esca(r) = ΛO
T
LOBL
−1
BBLBIe
I (5.7)
where
[LBI ]mn =
∫
SB
drΛBm(r) ·
∫
SI
dr′G(r, r′) ·ΛIn(r′) (5.8)
[LBB]mn =
∫
SB
drΛBm(r) ·
∫
SB
dr′G(r, r′) ·ΛBn (r′) (5.9)
[LOB]mn =
∫
SO
drΛOm(r) ·
∫
SB
dr′G(r, r′) ·ΛBn (r′) (5.10)
and ΛO is the RWG basis functions defined on SO which has the form of
ΛO = [ΛO1 ,Λ
O
2 , · · · ,ΛONO ]T with NO as the total number of edges on SO.
As is known, the matrices of far interaction LOB and LBI have low-rank
approximation. In [45], the author provided an approach to accelerate the
calculation by applying RSVD and DEIM to the equation. In their method,
the RSVD is performed on the matrices of interaction between radiator and
scatterer directly and DEIM is used to reduced the number of evaluation
basis on the scatterer. In this chapter, we propose an improvement to the
method by introducing an equivalence surface to enclose the scatterer in the
problem. The RSVD is performed to the interaction matrices between the
equivalence surface and the scatterer. The interaction matrices LOB and
LBI are approximated by the orthogonal basis that are solved by RSVD.
Therefore, the wave input-output relation of the scatterer is represented by
the orthogonal basis which can be precomputed and reused when the location
of the radiator is changed.
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5.3 Model-Order Reduction Implementation
In the proposed ROM, we introduce an equivalence surface SE to enclose
the scatterer ΩB as shown in Fig. 5.1. Since the ES is apart from the
scatterer, there is no need to capture the evanescent wave from scatterer.
Therefore, the total number of mesh elements is much smaller than that on
the scatterer, especially when the scatterer has complicated fine structures.
The time of generating the matrix of interaction between scatterer and ES is
much less than the time of generating matrix of interaction between scatterer
and radiator directly since the matrix size is much smaller.
From the equivalence principle, the incident wave Einc in (5.3) is equivalent
to that generated by the equivalent electric current JE and magnetic current
ME, which are defined as
JE = nˆ×HincEI , ME = EincEI ,×nˆ, (5.11)
where nˆ is the normal direction pointing outside of SE, E
inc
EI and H
inc
EI are the
electric and magnetic field at the equivalence surface, respectively.
The incident field incidents onto the background object can be written by
equivalent currents instead, which is
Einc = LBEJE +KBEME, (5.12)
where the K operator maps magnetic current to electric field. It satisfies the
linearity relationship with Lαβ [8], which is
KαβMβ = 1
iωµ0
(∇×Lαβ) Mβ, α, β = I, B,O,E. (5.13)
Therefore, a matrix equation can be obtained from (5.3) and (5.12) as
LBIe = LBEJE + KBEME. (5.14)
We perform R-SVD on matrix LBE, which is written as
LBE = ULΣLV
†
L, (5.15)
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where ΣL, UL and VL are the singular values, the left-singular vectors and
the right-singular vectors of LBE, respectively. The V
†
L is the complex con-
jugate of VL.
Since KBE is a linear transform of LBE, the vector of the product KBE ·ME
can be expanded by the orthonormal left-singular vectors as
KBEME = ULy , (5.16)
where y is the vector of expansion coefficients.
Substituting (5.15) and (5.16) into (5.14), we find that the vector LBI · e
can actually be approximated with the orthonormal vectors, which is written
as
LBIe = ULh , (5.17)
where h is the vector of expansion coefficients.
The LBE matrix is low-rank due to the separation of the two surfaces.
Therefore, we can use the q number of the important eigenvectors to approx-
imate the matrix with a given truncation error where q is much less than the
number of edges on either SI or SB. Using the orthogonality characteristic
of UL, we have
h ≈ Ur†L LBIe , (5.18)
where U
r
L is the truncated eigenvector matrix with dimension of NB × q.
Substituting (5.18) into (5.17), we arrive at
LBIe ≈ UrLU
r†
L LBIe . (5.19)
The scattering field matrix LOB is the transpose of LBO due to its reciprocal
property. The mode order reduction procedures of LBO are similar as that
of LBI , which is written as
LBOs ≈ UrLU
r†
L LBOs , (5.20)
where s is an arbitrary vector. Therefore,
LOB ≈
(
U
r
LU
r†
L LBO
)T
. (5.21)
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Substituting (5.19) and (5.21) into (5.7), we have
Esca ≈
(
Λ
O
)T (
U
r†
L LBO
)T
S
r
EEU
r†
L LBIe , (5.22)
where
S
r
EE = U
rT
L L
−1
BBU
r
L. (5.23)
The calculation of S
r
EE contains q scattering problems which can be efficiently
calculated with the fast multipole algorithm (FMA) and they are highly
parallelizable [48, 49]. Since the right-hand side vectors are determined by
the equivalence surface, the response matrix can be precomputed and reused
when the source location is changed.
In EPA, the scattering matrix which represents the input-output relation
of the scatterer has a similar expression as (5.23), which is written as
SEE =
[
−nˆ×KEB
−nˆ× LEB
]
L
−1
BB
[
LBE KBE
]
, (5.24)
Comparing between (5.23) and (5.24), We can see that the proposed scheme
is less expensive than EPA where only q number of scattering problems are
needed and the filling of matrix KBE is not required.
To further reduce the computational complexity, we rewrite the last three
terms as
U
†
LLBIe = U
†
Lx , (5.25)
where x = LBIe . In this way, the term is expressed with a set of NB vectors
which are represented by a NB × q matrix U†L. The coefficient vector x has
the dimension of NB × 1. To accelerate the computation of the term, we
approximate it with only q number of basis vectors which are chosen with
DEIM. Since the selected vector number q is much smaller than NB, the
calculation is greatly expedited. Then (5.25) can be approximated as
U
†
LLBIe ≈
(
F
T
UL
)−1 (
F
T
LBI
)
e , (5.26)
where F is a matrix formed by q columns of an identity matrix where the
column indices are generated by DEIM which are used to selected q columns
of the matrix. The detail derivation and implementation procedures are
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shown in [45]. Similarly, the scattering field term can be written as
U
†
LLBO ≈
(
F
T
UL
)−1 (
F
T
LBO
)
. (5.27)
In this way, only q number of edges whose interaction with the source ob-
ject are needed which saves the computational time and storage memory
enormously.
5.4 Numerical Results
To investigate the approximation error of the proposed scheme, we studied
the scattering problem as shown in Fig. 5.2 where the incident wave is
generated by ΩI and the ΩB is the scatterer, the ES is placed 0.2 λ0 away
from the background object. The frequency of the incident wave is 300 MHz.
The total number of edges on both of the ΩI and ΩB is 510. The total
number of edges on the equivalence surface is 342.
The following two relative errors with different truncation numbers are
compared
1.
∥∥∥LBIJ a −ULU†LLBIJ a∥∥∥ / ∥∥LBIJ a∥∥
2.
∥∥∥∥Ur†L LBIJ a − (FTUL)−1 (FTLBI)J a∥∥∥∥ /∥∥∥U†LLBIJ a∥∥∥
where J a is an arbitrary vector. The comparison with different q values are
shown in the Table 5.1. From the table, the truncation error becomes about
Table 5.1: Truncation errors for the two approximations
Trunc. No. 50 100 150 200 250 300
Error 1 15% 4% 1.5% 0.7% 0.2% 0.09%
Error 2 36% 14% 6.1% 2.7% 1.2% 0.5%
6.1% when the truncation number is 150 which is much smaller than the
edges on the either source object or the background object.
To prove the efficiency of the proposed scheme, the antenna radiation with
the presence of a complicated background is analyzed. In this example, one
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sinuous antenna is placed beside a circuit network, where the dimensions are
shown in Fig. 5.3a and Fig. 5.3b. The reduced-order MoM matrix equation
for the problem is written as{
LII +
(
U
†
LLBO
)T (
U
T
LL
−1
BBUL
)
U
†
LLBI
}
J = V , (5.28)
where J is the equivalent current on the antenna, and V is the excitation
vector for the antenna. In this letter, the antenna is excited by a delta gap
source at the feeding point of the antenna.
In the example, the working frequency is set to be 46 GHz and the thickness
of the circuit board and the antenna is 0.1 mm. The total numbers of edges
on the circuit and the antenna surface are 13,413 and 3,972, respectively. The
number of edges on the equivalence surface is 2,514. To prove the efficiency
of this scheme when the location of the radiator changes frequently, the
following three different antenna positions are analyzed:
1. the antenna is located at x = 0
2. the antenna is located at x = −4mm
3. the antenna is located at x = 4mm
The comparisons of truncation errors and calculation time are shown in Table
5.2. The corresponding surface currents in logarithmic scale and the far-field
patterns when the antenna is at three locations are shown in Fig. 5.4
When performing RSVD on LBE, the truncation threshold is set to be
2% of the largest eigenvalue. Since FMA has not been integrated into our
code, the S
r
EE matrix is calculated by LU decomposition with partial pivoting
solver in free online Eigen 3 library [50]. The total time of generating S
r
EE at
location 1 is 754 seconds, where the time of calculating LBE and performing
RSVD is 65 seconds. When EPA is applied to encapsulate the background
with scattering matrix in (5.24), the total time is 1,246 seconds which is
much more than the proposed method.
5.5 Conclusion
An SIE based reduced-order model for scattering problems is proposed in this
work where an equivalence surface is introduced to enclose the scatterer. The
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Table 5.2: Comparisons for radiator at different locations
Comparison Trunc. No. Error 1 Error 2 Cal. time
Loc. 1 204 2.4% 6.6% 843s
Loc. 2 204 2.0% 5.3% 107s
Loc. 3 204 2.5% 6.8% 93s
orthonormal eigenvectors are obtained by performing RSVD on the matrix
of interaction between the scatterer and the equivalence surface. The input-
output characteristics of scatterer are encapsulated by a limited q number
of eigenvectors with a given truncation error. The input-output matrix can
be reused when the location of the radiator is changed. Furthermore, only
q number of radiator-scatterer interaction vectors are needed after DEIM is
applied. The two examples demonstrate the accuracy and efficiency of the
proposed scheme.
5.6 Figures
I
I
B
I
B
1
2
Einc
sca
O
O
Figure 5.1: Scattering problem.
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Figure 5.2: Scattering of two conducting spheres.
(a)
(b)
Figure 5.3: The dimensions of the circuit board with antenna. (a) Top
view. (b) Side view.
50
(a)
(b)
(c)
Figure 5.4: Current distributions and the far-field patterns for antenna at
(a) position 1, (b) position 2, (3) position 3.
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CHAPTER 6
WIDE-BAND CMA OF ARBITRARY
CONDUCTING OBJECTS WITH
INHOMOGENEOUS BACKGROUNDS
This chapter introduces a novel and efficient scheme to carry out wide-band
characteristic mode analysis (CMA) of arbitrary conducting objects with the
presence of inhomogeneous electromagnetic (EM) background. The effect
of the complicated EM environment is accounted for with the background
numerical Green’s function (NGF), which is a result of the finite-element
discretization in this work. This scheme leverages the wide-band spectral
representation of the background NGF. Furthermore, the generation of the
matrix is further accelerated by an improved model-order reduction (MOR)
method where an equivalent surface is introduced to enclose the inhomoge-
neous background. The MOR method has great advantages in the applica-
tions when the location of the background is fixed but the conducting object
changes its location frequently. The numerical examples demonstrate the
efficiency and accuracy of the proposed scheme.
6.1 Introduction
The motivation of this work is to apply CMA effectively to the perfectly
electrically conducting (PEC) objects that are placed with complicated in-
homogeneous EM background, especially to applications where frequency
sweep is required and the location of PEC object changes frequently. The
background is encapsulated by spectral numerical Green’s function (S-NGF)
which is a wide-band representation in terms of the eigenmode expansion in
the inhomogeneous region. The convergence of the series formed by reso-
nant solenoidal modes in the NGF’s spectral representation can be greatly
accelerated by performing a low wavenumber extraction. The S-NGF can be
calculated cheaply when frequency sweep is required in CMA. For conducting
objects of interest, by invoking the fast-converging spectral background NGF,
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the surface integral equations (SIEs) are formulated to generate impedance
matrices for CMA. In addition, an improved model-order reduction (MOR)
is proposed to expedite the generation of the interaction matrix between the
conducting object and the background. By introducing an equivalence sur-
face (ES) to enclose the background, the interaction matrix can be expanded
by orthonormal eigenmodes that are obtained by the randomized singular-
value decomposition (RSVD) of the interaction matrix of between the ES
and the background. The MOR method is particularly useful in the situ-
ations when the conducting object changes its locations frequently but the
background does not change, where the matrix representation of the back-
ground can be stored cheaply and reused when the location of the PEC object
changes.
6.2 Spectral Numerical Green’s Function
In applications, such as antenna radiation problems, the conducting objects
are placed in an inhomogeneous background. When performing CMA on con-
ducting objects, the interaction from the inhomogeneous background needs
to be captured. Considering the problem shown in Fig. 6.1, an inhomoge-
neous background Ω2 is introduced into the problem.
We just consider the inhomogeneous background Ω2 where an arbitrary
current source Ja is placed. The electric field in Ω2 is subject to the governing
wave equation as
∇×∇× E(r)− k20εr(r)E(r) = iωµ0Ja, r ∈ Ω2, (6.1)
where k0 = ω
√
ε0µ0, ω is the frequency and εr denotes the relative permittiv-
ity. Only the nonmagnetic material is considered in this work. Nevertheless,
the proposed algorithm can be easily extended to magnetic materials. On
the boundary Γ2 which is assumed to be an magnetic wall, we have nˆ×H = 0
where nˆ is the unit normal vector pointing outward from the surface Γ2.
Equation (6.1) is discretized by FEM due to its versatility in handling
complicated material properties. The domain Ω2 is partitioned into many
tetrahedral elements, and the fields are approximated with N2 edge element
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basis functions (Whitney 1-forms) Ψi as [28]
E(r) =
N2∑
i=1
Ψi(r)ei = Ψ
t
(r) · e , (6.2)
where N2 is the total number of edges in Ω2, e is a column vector contain-
ing expansion coefficients ei as entries, Ψ
t
(r) = [Ψ1(r),Ψ2(r), · · · ,ΨN2(r)].
Thus, by applying the Galerkin’s procedure, (6.1) results in
(S− k20T) · e = f , (6.3)
where
[S]ij = 〈∇ ×Ψi,∇×Ψj〉Ω2 , (6.4)
[T]ij = 〈Ψi, εrΨj〉Ω2 , (6.5)
[f ]i = 〈Ψi, iωµ0Ja〉Ω2 . (6.6)
Furthermore, it follows from the definition of Green’s function, G2 can be
expressed in terms of FEM vector basis as [8]
G2(r, r
′) = Ψ
t
(r) · G(k0) ·Ψ(r′), (6.7)
where
G(k0) =
(
S− k20T
)−1
. (6.8)
When frequency sweep is required in the application, solving for the numer-
ical Green’s function (NGF) in (6.7) is expensive because it is frequency-
dependent and the matrix inversion in (6.8) has to be performed at each
frequency. To overcome the obstacle, the spectral representation of G(k0) is
adopted where this NGF is expanded by a series of eigenmodes of the inho-
mogeneous domain. The S-NGF is a combination of frequency-independent
matrices with frequency embeded in the expansion coefficients, thus it can
be calculated cheaply when frequency is changed.
The wave equation (6.1) can be rewritten as an eigenmode equation, where
the wavenumbers k0n and modal fields E
0
n in Ω2 are subject to the source-free
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governing equation as
∇×∇× E0n(r) =
(
k0n
)2
εr(r)E
0
n(r), r ∈ Ω2. (6.9)
After FEM discretization, (6.9) results in
S · e0n =
(
k0n
)2
T · e0n. (6.10)
The eigensolutions of (6.10) can be categorized into two classes. The first
class are resonant or solenoidal modes corresponding to nonvanishing eigen-
values, which are written as
S ·U = T ·U ·Λ, (6.11)
where U is a matrix containing all solenoidal modes as column vectors; Λ is
a diagonal matrix given by
Λ = diag
[(
k01
)2
,
(
k02
)2
, · · ·
]
, k0n 6= 0. (6.12)
After normalization, the orthogonality conditions can be obtained as
U
t · S ·U = Λ, (6.13)
U
t ·T ·U = I, (6.14)
where I is an identity matrix. The second class are irrotational or spurious
direct current (DC) modes corresponding to the zero eigenvalues. They form
the null-space of S, which is essentially the gradient projector P satisfying
∇× [(P · e)t ·N(r)] = 0. Here, P is a sparse matrix containing 1, −1 and
0 only. After operating on the Whitney 1-forms N(r) with P, it becomes a
gradient of scalar function which is in the null space of the curl operator. It
can be easily constructed such that P
t · S = 0 and S ·P = 0 [51].
To illustrate the construction of P, a two-dimensional triangular mesh is
shown in Fig. 6.2. In the mesh, the bold edges are the edges that only
connect all the nodes once, which are the same as tree-edges in tree-cotree
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method [52]. The P for the mesh is written as
e0
e1
...
e15
 =

1 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0
. . . . . . . . . . . .
0 0 0 0 0 0 −1 1
 ·

φ0
φ1
...
φ7
 , (6.15)
where we define the vector of pointing into the node as the positive direction.
The solution to (6.3) can be expanded with these eigenmodes as they form
a complete space, or
e = U · a + P · b, (6.16)
where a and b are the vectors of modal expansion coefficients. By invoking
the orthogonality conditions between the two classes of modes such that
U
t ·T ·P = 0, (6.17)
the coefficients can be computed as
a =
(
Λ− k20I
)−1 ·Ut · f (6.18)
and
b = − 1
k20
(
P
t ·T ·P
)−1
·Pt · f . (6.19)
After substituting (6.18) and (6.19) into (6.16), then G(k0) is expanded by
the eigenmode as
G(k0) = U ·
(
Λ− k20I
)−1 ·Ut
− 1
k20
P ·
(
P
t ·T ·P
)−1
·Pt. (6.20)
On the RHS of (6.20), the first term is the series formed by solenoidal modes
which can be truncated with a limited error as it converges as 1/ (k0n)
2
. For
the second term, it is obvious that the contribution of the irrotational modes
is treated as a whole. In addition, P and P
t
correspond to the discrete
gradient and divergence operators, respectively;
(
P
t ·T ·P
)−1
is equivalent
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to solving a Poisson’s equation.
Furthermore, the efficiency of the scheme can be enhanced by reducing
the number of solenoidal modes used in the spectral representation. This is
achieved with the NGF extraction at one low wavenumber [53] as
G(k0) = G(kL) + 1
k2L
H− 1
k20
H
+ (k20 − k2L)U ·
(
k2LI−Λ
)−1 · (k20I−Λ)−1 ·Ut, (6.21)
where
H = P ·
(
P
t ·T ·P
)−1
·Pt. (6.22)
The series of solenoidal modes converges as 1/ (k0n)
4
after the low-wavenumber
extraction is applied. After performing low wavenumber extraction, fewer
modes are needed to expand the NGF with the same accuracy compared to
the formulation without low wavenumber extraction in (6.20).
When the tetrahedral mesh is used for the discretization where M nodes
and N edges are generated, both FEM matrices S and T are N × N ; the
dimensions of P, U and Λ are N ×M and N ×K, and K ×K, respectively,
where K = N − M . However, for a given range of k0, the series can be
approximated with Ks solenoidal modes, where Ks is a small number. Ac-
cordingly, the matrices in the series are truncated to be Us, Λs and Is, with
the dimensions as N × Ks, Ks × Ks and Ks × Ks, respectively. As shown
in (6.21), G(kL), H and U only need to be calculated once when frequency
sweep is required and they can be reused when frequency is changed.
6.3 MOR for Background-PEC Object Interaction
From Chapter 3, the Green’s function for the problem can be written as
G(r, r′) = G0(r, r′) + Gbg(r, r′), (6.23)
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where G0(r, r
′) is the free-space dyadic Green’s function and Gbg(r, r′) is the
background Green’s function. Gbg(r, r
′) can be written as
Gbg =
[
L121 K121
]
·
[
L
22
1 −K
22
1
L
22
2 −K
22
2
]−1
· L211 . (6.24)
After substituting (6.21) into (6.24), the impedance matrix of the interference
from the inhomogeneous background is written as
Zbg = Z12 · Z−122 · L
21
1 , (6.25)
where
Z12 =
[
L
12
1 K
12
1
]
, Z22 =
[
L
22
1 −K
22
1
L
22
2 −K
22
2
]
. (6.26)
As is known, L
12
1 , K
12
1 and L
21
1 represent the far-interaction between Ω1 and
Ω2 whose calculation can be accelerated by low-rank approximation meth-
ods. In this work, an improved MOR method that leverages equivalence
surface is applied to the scheme. The MOR method has advantages in appli-
cations where the conducting object changes its location frequently but the
background is fixed, such as the optimization of antenna location.
Borrowing the model-order reduction method in Chapter 5, an ES is in-
troduced to enclose the dielectric object, as shown in Fig. 6.3. Following the
procedures in the Chapter 5 we perform RSVD on L
23
1 to get the minimum
rank, which is written as
L
23
1 = Q ·Σ ·V
†
, (6.27)
where Σ, V and Q are the singular values, the left-singular vectors and the
right-singular vectors of L
23
1 , respectively. The V
†
is the Hermitian transpose
of V.
Since the L
21
1 matrix is low-rank, we can use the q important eigenvectors
to approximate the matrix with a given truncation error. The q is much less
than either of n1 and n2, where n1 and n2 are the number of edges on Γ1 or
Γ2, respectively. We write Qr as the truncated eigenvector matrix with the
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dimension of n2 × q. The L211 · J1 can be approximated by the eigenvectors
L
21
1 · J1 ≈ Qr ·Q
†
r · L
21
1 · J1. (6.28)
The scattered field matrix L
12
1 is the transpose of L
21
1 due to its reciprocal
property, which is written as
L
12
1 ≈
(
Q
†
r · L
21
1
)t
·Qtr. (6.29)
Similarly, the K
12
1 can be approximated as
K
12
1 ≈
(
Q
†
r ·K
21
1
)t
·Qtr. (6.30)
Substituting (6.28)-(6.30) into (6.25), we have
Zbg = Z
r
12 ·
{
Q
t
r · Z
−1
22 ·Qr
}
·Q†r · L
21
1 , (6.31)
where
Z
r
12 =
[(
Q
†
r · L
21
1
)t (
Q
†
r ·K
21
1
)t]
. (6.32)
The term in {.} of (6.31) contains q scattering problems which can be ef-
ficiently calculated with the fast multipole algorithm (FMA) and they are
highly parallelizable [48]. Since Qr is determined by the equivalence surface,
the matrix in {.} of (6.31) can be precomputed and reused when the source
location is changed.
The Q
†
r ·L
21
1 and Q
†
r ·K
21
1 can be further compressed with discrete empirical
interpolation method (DEIM), which are written as
Q
†
r · L
21
1 ≈
(
F
t ·Q
)−1
·
(
F
t · L211
)
, (6.33)
where F is a matrix formed by q columns of an identity matrix where the
column indices are generated by the DEIM which are used to select q columns
of the matrix. The detailed derivation and implement procedures are shown
in [45]. Similarly, the scattered field term can be written as
Q
†
r ·K
21
1 ≈
(
F
t ·Q
)−1
·
(
F
t ·K211
)
. (6.34)
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In this way, only q edges that interact with the source object are needed which
reduces the computational time and storage memory usage enormously.
6.4 Numerical Results
To show the efficiency and accuracy of the proposed scheme, three parts are
studied. We first study the accuracy and convergence characteristics of S-
NGF which is truncated with a limited number of eigenmodes. Since MOR
method is applied to the interaction between the conducting object and the
inhomogeneous background, the accuracy and efficiency are also investigated
when the location of the conducting object changes frequently. Finally, CMA
for a loop antenna with the presence of a human head shaped inhomogeneous
background is analyzed with frequency sweep at multiple antenna locations
to validate the proposed method.
6.4.1 Accuracy of S-NGF
The accuracy of the spectral background NGF is examined in the following
example as shown in Fig. 6.4, where a conducting sphere is placed close to
a three-layer dielectric background. The relative permittivities of the three
layers are 2.0, 4.0 and 2.0, respectively. The dimensions of the structure are
shown in Fig. 6.4. In FEM discretization, the total number of edges in the
inhomogeneous dielectric background is 7,778.
First of all, the general eigenvalue problem in (6.9) is solved and a num-
ber of 110 solenoidal modes with the lowest non-zero eigenvalues are pre-
calculated. In this work, Intel Math Kernel Library (MKL) eigensolver is
used to search for the eigenvalues and eignvectors in a range given by the
user. Frequency sweep from 100 MHz to 600 MHz with a step of 100 MHz is
implemented where the S-NGF at each frequency is constructed promptly by
the 110 modes. Both of the S-NGF without and with low wavenumber extrac-
tion are calculated by (6.20) and (6.21), respectively. The low wavenumber
kL is chosen to be 1. The S-NGFs are compared to the NGF calculated by
the representation in (6.7). The relative errors at different frequencies are
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shown in Fig. 6.5, where the relative error is defined as
∥∥GSNGF(k0)− GNGF(k0)∥∥ /∥∥GNGF(k0)∥∥ . (6.35)
As shown in Fig. 6.5, the total error of S-NGF approximation with 110
eigenmodes is less than 5% in the frequency range. Besides, the S-NGF
with low wavenumber extraction (LWNE) converges much faster than the S-
NGF without low wavenumber extraction at all frequency points. The error
increases with frequency because higher frequency requires more modes to
expand. For GNGF(k0), solving (6.8) directly with LU decomposition needs
18 seconds at each frequency point. In the S-NGF method, the total time of
pre-calculating the 110 modes is 48 seconds, but it only needs to be generated
once at 100 MHz. The time of generating S-NGFs at the rest of the frequency
points is less than one second.
6.4.2 Model-order reduction
An equivalence surface is introduced to enclose the background object where
the distance between the background and equivalence surface is 0.1 m as
shown in Fig. 6.6. After discretization, the number of edges on the back-
ground surface, equivalence surface and conducting object surface are 3,390,
1,020 and 1,335, respectively. RSVD is applied to find the eigenvalues and
eigenvectors of the interaction matrix between the ES and the background.
The modes are truncated when the singular value decreases to 2% of the
largest singular value. The following three different truncation errors are
calculated at different frequencies:
1. Error 1: ∥∥∥Qr ·Q†r · L211 − L211 ∥∥∥ / ∥∥∥L211 ∥∥∥ (6.36)
2. Error 2: ∥∥∥∥(Ft ·Q)−1 · (Ft · L211 )−Q†r · L211 ∥∥∥∥ /∥∥∥Q†r · L211 ∥∥∥ (6.37)
3. Error 3:∥∥∥∥(Ft ·Q)−1 · (Ft ·K211 )−Q†r ·K211 ∥∥∥∥ /∥∥∥Q†r ·K211 ∥∥∥ (6.38)
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The mode numbers and the three different approximation errors at 100 MHz
to 600 MHz are shown in Table 6.1.
Table 6.1: Approximation errors at different frequencies
Freq. (MHz) 100 200 300 400 500 600
Trunc. No. 208 212 232 228 239 260
Error 1 (%) 1.3 1.0 1.1 1.2 1.4 1.6
Error 2 (%) 3.4 2.5 4.9 3.0 4.3 4.8
Error 3 (%) 4.8 4.6 4.1 3.4 2.5 5.1
To demonstrate the effectiveness of the MOR method, CMA is performed
on the conducting sphere at 300 MHz with three different locations with
the presence of the background. The 232 modes are calculated once at the
beginning by which the background is encapsulated. The coordinates of the
three different locations are (0, 0, 0), (0, 0, 0.2) m and (0, 0, −0.2) m,
respectively. The modal currents and far field patterns of the first mode
with smallest characteristic value at three locations are shown in Figs. 6.7 to
6.9, respectively. The characteristic values of the first mode at three different
locations are 0.794805, 0.804446 and 0.804711, respectively. As is shown in
Figs. 6.7 to 6.9, the modal currents on the conducting sphere and the modal
far field patterns become asymmetric due to the existence of the background.
The computation time for generating the matrix directly by (6.25) is 96 sec-
onds at each location. The time for generating the matrix with MOR method
is 79 seconds for the first location including the time of pre-calculating the
modes, but it takes only 9 seconds to form the matrix for the rest of the
locations since the expanding modes are reused.
6.4.3 CMA for complicated problem
A more complicated example is analyzed where a loop antenna is placed
beside an inhomogeneous human head structure [54] which is enclosed by
an equivalence surface, as shown in Fig. 6.10. Since the equivalence surface
can be any shape, we set the intersection of the equivalence surface in the
xy-plane to be elliptical in order to minimize the number of unknowns on the
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surface. The relative permittivities for the fat, eyeballs, tongue and brain
are set to be 5.0, 8.0, 6.0 and 3.0, respectively. The total number of edges on
the dielectric surface, equivalence surface and antenna surface are 3,180, 870
and 3,054 respectively. For the inhomogeneous dielectric region, there are
41,055 edges, including the edges on the surface. Frequency sweep is applied
from 0.8 GHz to 1.2 GHz with a step of 0.1 GHz. Antennas at four different
locations are computed at each frequency. The four antenna locations are
shown in Fig. 6.11, where the center of the loop antenna is located at: no.1
(0.0, 0.0, 0.0) mm, no.2 (0.0, −35, 70) mm, no.3 (0.0, 35, 70) mm and no.4
(0.0, −30, −25) mm, respectively.
The computation times of different steps are listed as follows
• Pre-calculating the S-NGF eigenvalues and generating the frequency
independent matrix: 944 seconds.
• Generating L231 (interaction between the equivalence surface and the
background) and performing RSVD on the matrix: 58 seconds.
• Generating the impedance matrix of antenna at each frequency while
antenna location is fixed: 27 seconds.
• Generating the impedance matrix of antenna at each location while the
frequency is fixed: 25 seconds.
• Calculating the NGF directly with equation in (6.8) at each frequency:
701 seconds.
• Generating the impedance matrix directly with the equation in (4.13)
without the MOR method at each location: 147 seconds.
Therefore, the total time of calculating S-NGF for a single antenna location
at all 5 frequencies is 1,050 seconds, compared to 3,505 seconds for generating
NGF directly. Besides, the total time to generate SIE matrices for 4 antenna
locations at a single frequency (excludes the S-NGF calculating time) is 133
seconds, compared to 588 seconds when SIE is generated directly without the
proposed MOR method. The desktop used for this example has a processor
of Intel(R) Core(TM) i7-4790 with 3.6 GHz speed and a memory of 32 GB.
The characteristic values for the first 5 important modes at 0.8 GHz, 1.0
GHz, and 1.2 GHz for four different antenna locations with (w/) the presence
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of background are listed in Table 6.2. The characteristic values of the antenna
at location 1 (no.1) without (w/o) background are also shown in the table for
comparisons. As shown in the table, the existence of background and changes
of the antenna locations do affect the characteristic values. In addition, the
number of important characteristic modes increases with frequency.
Table 6.2: Characteristic values (CV) comparisons
CV index 1 2 3 4 5
no.1 w/o (0.8) −1.02 −5.93 14.36 −68.83 78.84
no.1 w/o (1.0) −0.09 −2.47 8.36 −27.62 −36.87
no.1 w/o (1.2) 0.23 −0.65 5.54 −10.36 −14.42
no.1 w/ (0.8) −1.30 −9.36 24.90 −47.28 80.09
no.1 w/ (1.0) 0.51 −2.24 13.21 −29.13 −45.72
no.1 w/ (1.2) 0.03 0.74 7.72 −14.31 −16.63
no.2 w/ (0.8) −1.01 −7.51 21.22 −55.31 83.36
no.2 w/ (1.0) 0.37 −2.01 11.55 −31.06 −42.13
no.2 w/ (1.2) −0.12 0.56 7.15 −12.38 −15.33
no.3 w/ (0.8) −1.12 −8.02 21.93 −49.76 84.38
no.3 w/ (1.0) 0.38 −2.11 11.84 −28.99 −41.34
no.3 w/ (1.2) −0.07 0.59 7.17 −12.61 −14.94
no.4 w/ (0.8) −1.19 −7.98 21.22 −49.87 83.13
no.4 w/ (1.0) 0.37 −2.13 11.66 −29.37 −40.79
no.4 w/ (1.2) −0.08 0.64 7.05 −12.91 −15.28
The modal current and far field pattern of the fifth mode at 1.2 GHz on
four different antenna locations are shown in Fig. 6.12 and Fig. 6.13. The
modal currents and far field patterns are different when the antenna location
is changed.
The modal currents and far field patterns of the first characteristic mode
at 1.0 GHz at location no.1 for antenna with background and without back-
ground are shown in Fig. 6.14. It is obvious that the modal current and
far field pattern are changed when the background is introduced into the
problem.
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6.5 Conclusion
We have developed a wide-band CMA scheme which is applicable to con-
ducting objects with an arbitrary EM background. Our scheme leverages
the fast-converging spectral NGF which is suitable for frequency sweep ap-
plications. A MOR method with the application of equivalence surface is
applied to reduce the computational cost when obtaining the impedance
matrix with SIE. The MOR method has advantages when the location of
background does not change but the antenna changes location frequently.
We perform the extended CMA on several examples which demonstrate the
validity, flexibility and feasibility of our work.
6.6 Figures
Figure 6.1: A PEC object with background.
Figure 6.2: Sample 2D triangular finite-element mesh.
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Figure 6.3: A PEC object with background for model-order reduction.
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Figure 6.4: An inhomogeneous background with a PEC sphere.
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Figure 6.5: Approximation errors of S-NGF.
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Figure 6.6: An equivalence surface is introduced to the problem.
Figure 6.7: Modal current and far field pattern of location 1.
Figure 6.8: Modal current and far field pattern of location 2.
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Figure 6.9: Modal current and far field pattern of location 3.
Figure 6.10: A human head structure with antenna.
68
Figure 6.11: Four antenna locations.
Figure 6.12: Mode currents of antenna in four locations.
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Figure 6.13: Far fields of mode currents in four locations.
Figure 6.14: Mode current and far field pattern comparisons.
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CHAPTER 7
TWO-DIMENSIONAL SOLAR CELL
SIMULATION WITH HYDRODYNAMIC
EQUATIONS
Drift-diffusion models which only enforce charge conservation are commonly
used to analyze semiconductor devices under certain assumptions. The as-
sumptions start to lose their validity when the size of the structure enters
into submicrometer region, because the increased internal electric field leads
to the nonlocal and hot-carrier effects. To capture the transport phenomena
more accurately, we applied the two-dimensional hydrodynamic equations to
semiconductor solar cell modeling, where both charge conservation and mo-
mentum conservation are enforced in the system. Finite difference method
is applied to solve the two-dimensional (2-D) equations iteratively. To deal
with the nonlinear velocity terms in the hydrodynamic equations, the donor-
cell scheme in fluid dynamics is borrowed to enforce flux continuity at the
boundary of each grid. The numerical results from the proposed scheme
are compared with commercial software COMSOL which is based on drift-
diffusion models.
7.1 Introduction
Semiconductor nanowire (NW) solar cells have attracted great attention in
photovoltaic applications. Compared to conventional thin-film semiconduc-
tor solar cell, NWs have the following major advantages [55]. Since NWs are
arrays with fine structures, they provide more light absorbing surface area.
When the incident light is propagating in the NWs, it can be reflected multi-
ple times and the propagation multi-path is increased which greatly enhances
the light absorption rate. Besides, by properly tailoring the doping densities
of NWs in three-dimensions, the carrier collection can be boosted when the
thickness of core and shell is less than the minority carrier diffusion length.
Drift-diffusion models are the most popular numerical methods in solar cell
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simulation, where the total direct current in the semiconductor is a combina-
tion of drift current and diffusion current. The static electric field inside the
semiconductor leads to the drift current. The variation of carrier distribution
creates a concentration gradient and generates the diffusion current. After
applying the current continuity condition and Poisson’s equation to the com-
putational domain, the static potential and carrier densities can be solved.
Many assumptions have to be made before we can use drift-diffusion models,
such as that the charge carriers and lattice are in thermal equilibrium [56].
The most famous numerical scheme of solving drift-diffusion equations was
proposed by Scharfetter and Gummel [57].
The drift-diffusion models face challenges with technology advancement.
Since the size of the semiconductor devices decreases, the electric potential
changes rapidly in a small distance when the bias voltage remains unchanged.
The strong electric field causes the nonlocal and hot-carrier effect in the de-
vice; therefore the conventional drift-diffusion models have difficulty in de-
scribing the current transport accurately. The hydrodynamic equations are
higher order transport models that are derived from Boltzmann’s equation.
It has been applied to analyze the electron transport and hot carrier effects
in the semiconductor devices [24]. Another important application of hydro-
dynamic model is in nonlinear electromagnetic response of metallic metallic
metamaterials [58]. In this chapter, hydrodynamic equations with charge
conservation and momentum conservation are applied to NW solar cell mod-
eling.
7.2 Drift-diffusion Equations
The drift-diffusion model in semiconductor device simulation is defined by
Poisson’s equation and current continuity equations [59], which are written
as
∇ · (ε∇φ∗) = −q (p∗ − n∗ +N∗D −N∗A) (7.1)
∇ · J∗n = q (G∗ −R∗n) (7.2)
∇ · J∗p = −q
(
G∗ −R∗p
)
(7.3)
J∗n = −qµnn∗∇φ∗ + qDn∇n∗ (7.4)
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J∗p = −qµpp∗∇φ∗ − qDp∇p∗, (7.5)
where φ∗ is the potential, n∗ and p∗ are the electron and hole densities, N∗D
and N∗A are the donor and acceptor concentration, J
∗
n and J
∗
p are the electron
and hole current densities, G∗ is the generation rate of electron-hole pair, R∗n
and R∗p are the recombination rate of electron and hole carriers, µn and µp are
the mobility of electron and hole, Dn and Dp are the diffusion coefficients of
electron and hole, respectively. In (7.4) and (7.5), the currents are separated
into drift current which is due to electric field and diffusion current which
is due to the gradient of carrier concentration. The mobility and diffusivity
coefficients satisfy the Einstein relation
Dn =
kBT
q
µn, Dp =
kBT
q
µp. (7.6)
To solve the drift-diffusion equations numerically, finite difference method
is commonly used. Since the carrier densities and current densities should
be defined at different grids, the discretization scheme needs to be properly
chosen. One of the most popular approaches is Scharfetter-Gummel scheme,
where the carrier densities are defined at the center of each grid cell and the
currents are defined at the center of cell faces. Taking a 1-D cell as an exam-
ple, the electron current at the interface of cell i and i + 1 is approximated
as
Jn,i+1/2 =
qDn,i+1/2
∆
[
ni+1B
(
φi+1 − φi
Vt
)
− niB
(
φi − φi+1
Vt
)]
, (7.7)
where Vt is the thermal voltage and the B(x) function is defined as
B(x) =
x
ex − 1 . (7.8)
The whole scheme is written in implicit form in order to have a fast conver-
gence rate; therefore matrix inversion is needed at each iteration step.
7.3 Hydrodynamic Equations
The hydrodynamic model which enforces both the particle conservation and
momentum conservation is used in this work. Comparing to conventional
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drift-diffusion models, nonlinear velocity terms are considered in the electron
and hole current equations of the new model. The hydrodynamic equations
in the time domain are written as [24]
∇ · (ε∇φ∗) = −q (p∗ − n∗ +N∗D −N∗A) (7.9)
∂n∗
∂t
= −∇ · (n∗v e) +G∗ −R∗n (7.10)
∂p∗
∂t
= −∇ · (p∗vh) +G∗ −R∗p (7.11)
∂ (n∗v e)
∂t
+ n∗v e · ∇v e = q
me
n∗∇φ∗ − kBT
me
∇n∗ − n
∗v e
τe
(7.12)
∂ (p∗vh)
∂t
+ p∗vh · ∇vh = − q
mh
p∗∇φ∗ − kBT
mh
∇p∗ − p
∗vh
τh
, (7.13)
where v e and vh are the velocities of electron and hole carriers, me and mp
are effective masses of electron and hole carriers, T is the temperature, τe
and τh are momentum relaxation times. Equations (7.10) and (7.11) are
the particle conservation of electrons and holes, (7.12) and (7.13) are the
momentum conservation equations of electrons and holes.
The hydrodynamic equations can be reduced to drift-diffusion equations if
the nonlinear terms are ignored. The steady state solution for v e in (7.12)
without the acceleration term is
v e =
τeq
me
∇φ∗ − τekBT∇n
∗
men∗
. (7.14)
Since the electron current is defined as
J∗n = −qn∗v e, (7.15)
we substitute (7.14) into (7.15), the electron current is represented as
J∗n = −q
τeq
me
n∗∇φ∗ + q τekBT
me
∇n∗. (7.16)
The above equation is reduced to (7.4), where the mobilities and diffusion
coefficients for the electron and hole are defined as
µn =
τeq
me
, Dn =
kBT
q
µn =
τekBT
me
. (7.17)
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To obtain a well-conditioned system and avoid numerical overflow, we nor-
malize the following parameters as
φ = φ∗/Vt, p = p∗/n0, n = n∗/n0, x = x∗/Ld (7.18)
G = G∗/n0, Rn = R∗n/n0, Rp = R
∗
p/n0, (7.19)
where n0 is the intrinsic concentration. The thermal voltage Vt is defined as
Vt =
kBT
q
, (7.20)
and the intrinsic Debye length Ld is written as
Ld =
√
εkBT
q2n0
. (7.21)
After setting J n = nv e, and J p = pvh, the normalized (7.9)–(7.13) are
written as
∇ · ∇φ = − (p− n+ND −NA) (7.22)
∂n
∂t
+∇ · (nv e) = G−Rn (7.23)
∂p
∂t
+∇ · (pvh) = G−Rp (7.24)
∂J n
∂t
+ J n · ∇v e + J n
τe
=
q2n0
εme
(n∇φ−∇n) (7.25)
∂J p
∂t
+ J p · ∇vh + J p
τh
=
q2n0
εmh
(−p∇φ−∇p) . (7.26)
7.4 Numerical Discretization
The finite difference method is applied to solve the hydrodynamic equation
iteratively. The flow of solving (7.23)–(7.26) is shown below:
(1) Find out the initial carrier densities (ne, pe) and potential distribution
(φe) at equilibrium condition without bias voltage and generation of
electron-hole pairs.
(2) Solve the convection terms of charge and momentum conservation equa-
75
tions (7.23)–(7.26), and update carrier concentrations and current den-
sities as nl → nl+1/2, pl → pl+1/2, J ln → J l+1/2n , J lp → J l+1/2p .
(3) Update the source terms of (7.23)–(7.26) as nl+1/2 → nl+1, pl+1/2 →
pl+1, J l+1/2n → J l+1n , J l+1/2p → J l+1p nl+1, pl+1 → φl+1.
(4) Solve for the potential by (7.22) with updated carrier densities. If
potential does not converge, another iteration is started with step (2);
otherwise jump out of the loop.
For the finite difference discretization, φ, n, p, J n and J p are defined at the
center of unit cell, v e and vh are defined at the center of edges, as shown in
Fig. 7.1. The velocities at the cell interfaces are obtained by averaging the
velocity over the two adjacent cells. For example, the velocity of electron in
x direction at the boundary between cell (i, j) and (i+ 1, j) is calculated as
vex(i+1/2,j) =
1
2
[
Jnx(i,j)
n(i,j)
+
Jnx(i+1,j)
n(i+1,j)
]
. (7.27)
7.4.1 Initial solutions at equilibrium
Before solving hydrodynamic equations at non-equilibrium, the Poisson’s
equation at equilibrium is solved first. The equilibrium solution is used as
the initial value of the iteration solver for non-equilibrium, so that it con-
verges to the steady solutions fast. At equilibrium condition, the potential
and carrier densities satisfy the following relations as
ne = exp(φe), pe = exp(−φe). (7.28)
After substituting (7.28) into (7.22) and applying central difference, the dis-
cretization of Poisson’s equation can be rewritten as
φl+1e,(i−1,j) + φ
l+1
e,(i+1,j)
(∆x)2
+
φl+1e,(i,j−1) + φ
l+1
e,(i,j+1)
(∆y)2
−
[
2
(∆x)2
+
2
(∆y)2
]
φl+1e,(i,j)
= −
[
e−φ
l
e,(i,j) − eφle,(i,j) +ND −NA
]
, (7.29)
where the superscript l indicates the iteration step. By solving (7.29) itera-
tively, the initial ne, pe and φe at equilibrium can be obtained.
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7.4.2 Discretization of convection terms
Borrowing the knowledge of handling nonlinear terms from fluid dynamics,
equations (7.23)–(7.26) are solved in two steps by operator splitting [60]. The
equations are solved without source terms first, which are
∂n
∂t
+∇ · (nv e) = 0 (7.30)
∂p
∂t
+∇ · (pvh) = 0 (7.31)
∂J n
∂t
+ J n · ∇v e + J n
τe
= 0 (7.32)
∂J p
∂t
+ J p · ∇vh + J p
τh
= 0. (7.33)
We assume that the velocity is piecewise constant in each grid cell; therefore
the donor-cell scheme can be applied to enforce the flux conservation at the
boundary of each cell. To illustrate the implementation of donor-cell method,
the following 1-D convection equation is used as an example
∂n
∂t
+
∂(nve)
∂x
= 0. (7.34)
Since the velocity in each cell is assume to be constant, the discretization of
(7.34) in cell i can be written as
nl+1i ∆x = n
l
i∆x+ ∆t (Fin − Fout) , (7.35)
where Fin and Fout are the flux propagating in and out of the cell i, as shown
in Fig. 7.2. The fluxes are defined as
Fin =
ve,i−1/2nli−1 if ve,i−1/2 > 0ve,i−1/2nli if ve,i−1/2 < 0 (7.36)
Fout =
ve,i+1/2nli if ve,i+1/2 > 0ve,i+1/2nli+1 if ve,i+1/2 < 0 . (7.37)
77
Following the procedures of donor-cell method, the implicit backward differ-
ence discretization of (7.30) is finally yielded
n
l+1/2
(i,j)
∆t
+
[
f
l+1/2
nx(i+1/2,j) − f l+1/2nx(i−1/2,j)
∆x
+
f
l+1/2
ny(i,j+1/2) − f l+1/2ny(i,j−1/2)
∆y
]
=
nl(i,j)
∆t
,
(7.38)
where the superscript l+ 1/2 means that it is the intermediate step between
step l and step l + 1. The flux at the interface is defined as
f
l+1/2
nx(i+1/2,j) =
n
l+1/2
(i,j) v
l
ex(i+1/2,j) if v
l
ex(i+1/2,j) > 0
n
l+1/2
(i+1,j)v
l
ex(i+1/2,j) if v
l
ex(i+1/2,j) < 0
(7.39)
f
l+1/2
nx(i−1/2,j) =
n
l+1/2
(i−1,j)v
l
ex(i−1/2,j) if v
l
ex(i−1/2,j) > 0
n
l+1/2
(i,j) v
l
ex(i−1/2,j) if v
l
ex(i−1/2,j) < 0
. (7.40)
Similarly, the discretization equation of (7.31) can be written as
p
l+1/2
(i,j)
∆t
+
[
f
l+1/2
px(i+1/2,j) − f l+1/2px(i−1/2,j)
∆x
+
f
l+1/2
py(i,j+1/2) − f l+1/2py(i,j−1/2)
∆y
]
=
pl(i,j)
∆t
. (7.41)
For the discretization of (7.32), we decompose it into two equations which
represent the x, y components, respectively.
∂Jnx
∂t
+
∂(vexJnx)
∂x
+
∂(veyJnx)
∂y
+
Jnx
τe
= 0 (7.42)
∂Jny
∂t
+
∂(vexJny)
∂x
+
∂(veyJny)
∂y
+
Jny
τe
= 0. (7.43)
Since (7.43) is similar to (7.42), only the discretization expression of (7.42)
is shown here, which is
J
l+1/2
nx(i,j)
∆t
+
J
l+1/2
nx(i,j)
τe
+
F
l+1/2
nxx(i+1/2,j) − F l+1/2nxx(i−1/2,j)
∆x
+
F
l+1/2
nxy(i,j+1/2) − F l+1/2nxy(i,j−1/2)
∆y
=
J lnx(i,j)
∆t
. (7.44)
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The flux-flow terms are defined as
F
l+1/2
nxx(i+1/2,j) =
J
l+1/2
nx(i,j)v
l
ex(i+1/2,j) if v
l
ex(i+1/2,j) > 0
J
l+1/2
nx(i+1,j)v
l
ex(i+1/2,j) if v
l
ex(i+1/2,j) < 0
(7.45)
F
l+1/2
nxx(i−1/2,j) =
J
l+1/2
nx(i−1,j)v
l
ex(i−1/2,j) if v
l
ex(i−1/2,j) > 0
J
l+1/2
nx(i,j)v
l
ex(i−1/2,j) if v
l
ex(i−1/2,j) < 0
. (7.46)
Following the same procedure as (7.42)–(7.46), the discretization representa-
tion of (7.33) can be obtained similarly.
7.4.3 Source terms discretization
After the equations with the convection terms are solved, the source terms
are considered at the second step, where the following four equations are
solved:
∂n
∂t
= G−Rn (7.47)
∂p
∂t
= G−Rp (7.48)
∂J n
∂t
=
q2n0
εme
(n∇φ−∇n) (7.49)
∂J p
∂t
=
q2n0
εmh
(−p∇φ−∇p) . (7.50)
Taking the electron carrier as an example, implicit discretization equations
of (7.47) and (7.49) are updated as
nl+1(i,j) = n
l+1/2
(i,j) + ∆t
[
G
l+1/2
(i,j) −Rl+1/2n(i,j)
]
(7.51)
J l+1nx(i,j) =J
l+1/2
nx(i,j) + ∆t
q2n0
εme
[
n
l+1/2
(i,j)
φl(i+1,j) − φl(i−1,j)
2∆x
− n
l
(i+1,j) − nl(i−1,j)
2∆x
]
.
(7.52)
With the updated nl+1 and pl+1, the static potential can be updated by solv-
ing equation (7.22). The iteration loop stops when the potential converges.
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7.5 Boundary Conditions
Ohmic contact boundary is considered at the top and bottom metal contact
of a PN junction, which are written as
φP = Vap + φbi, at p-type contact;
φN = 0, at n-type contact, (7.53)
where Vap is the applied voltage (zero at both contacts for the short circuit,
zero at the n-type side contact and Voc at the p-type side contact for the
open circuit) and φbi is the built-in potential.
The Dirichlet boundary condition is applied to the carrier densities at the
two metal contacts, which are shown as
p = NA, n = n
2
0/NA, at p-type contact;
p = n20/ND, n = ND, at n-type contact. (7.54)
The free outflow/inflow boundary condition is applied to the current densities
at two contacts. At the side surfaces, we assume that there is no carrier
flowing out of the surfaces. Therefore, the Neumann boundary conditions
are applied to the sides surfaces, which are written as
∇φ · nˆ = 0, ∇n · nˆ = 0, ∇p · nˆ = 0, (7.55)
J n · nˆ = 0, J p · nˆ = 0, (7.56)
where nˆ is the normal vector pointing out of the sides surfaces.
7.6 Numerical Results
In the first example, a 2-D PN junction solar cell is used to validate the
proposed scheme, which is shown in Fig. 7.3. The junction is located at the
center of the structure and both the doping densities of donor and acceptor
are set to be 1.0 × 1015/cm3. The temperature T = 300K, the relative
permittivity of silicon is 11.8 and the intrinsic carrier density is n0 = 1.25×
1010/cm3. The solutions from the hydrodynamic model are compared with
the results obtained from commercial software COMSOL which is based on
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the drift-diffusion model.
The comparisons of carrier concentrations and potential distribution at
equilibrium condition are shown in Fig. 7.4 and Fig. 7.5, respectively. When
a reversed bias voltage (Vb = −4V ) is applied to the PN junction, the deple-
tion region at the junction will grow. The steady state solutions of carrier
concentrations and potential distribution are compared with the results from
COMSOL, which are shown in Fig. 7.6 and Fig. 7.7, where good agreement
is observed. When a forward bias voltage (Vb = 0.4V ) is applied to the
PN junction, the built in voltage will decrease and the depletion region will
be reduced. The steady state solution comparisons between this work and
COMSOL are shown in Fig. 7.8 and Fig. 7.9.
We assume that a constant electron-hole pair generation rate (G = 1.0 ×
1021/cm3) is applied to the semiconductor domain where the forward bias
voltage is Vb = 0.4V . The carrier concentrations and potential distribution
are compared with the results from COMSOL, which are shown in the Fig.
7.10 and Fig. 7.11, respectively.
A coaxial structure is analyzed in the second example, which is shown in
Fig. 7.12. The semiconductor parameters in the simulation are shown in the
Table 7.1.
Table 7.1: Physical properties of semiconductor
Constant Value
q 1.60218× 10−19 C
kB 1.38066× 10−23 J/K
εr 11.7
T 300 K
NA 1.0× 1017/cm3
ND 1.0× 1017/cm3
n0 1.5× 1010/cm3
me 6.01× 10−32 kg
mh 4.65× 10−31 kg
τe 2× 10−12 s
τh 4.4× 10−10 s
The voltage sweep from 0 V to 0.6 V is applied. The results of potential
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distribution and carrier densities from COMSOL and hydrodynamic model
at 0.2 V forward bias voltage are shown in Fig. 7.13 and Fig. 7.14, respec-
tively. When the forwards bias is set to be 0.4 V, the results from COMSOL
are shown in Fig. 7.15 and the results from the proposed hydrodynamic
model are shown in Fig. 7.16. The intersection plots of y = 1 × 10−7 when
the forward bias is 0.4 V are compared between hydrodynamic model and
COMSOL are shown in Fig. 7.17, Fig. 7.18 and 7.19. Since the nonlinear
term in the hydrodynamic model is related to the acceleration of carrier,
the difference of the carrier densities for the two models happens at the two
contacts where the acceleration of carrier is maximum. The I-V curve of the
coaxial solar cell is in Fig. 7.20. When the length of the solar cell is reduced
to 400 nm with the same bias voltage, the internal electric field will increase
and the velocity term becomes more important. The comparisons for the
carrier densities are shown in Fig. 7.21 and Fig. 7.22.
7.7 Conclusion
Hydrodynamic equations are applied to solar cell modeling where both of
the particle conservation and momentum conservation are enforced on the
model. Compared to drift-diffusion model, the hydrodynamic model contains
the nonlinear terms in the current expression which provide more accurate
description of current transport. Finite difference method is used to solve
the hydrodynamic equations iteratively and numerical results are compared
with the solutions obtained from commercial software COMSOL.
82
7.8 Figures
Figure 7.1: The unit cell for hydrodynamic equations.
Figure 7.2: The donor-cell scheme.
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A D
Figure 7.3: A 2-D PN junction.
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Figure 7.4: Carrier concentrations comparison at equilibrium.
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Figure 7.5: Potential distribution comparison at equilibrium.
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Figure 7.6: Carrier concentrations comparison with reversed bias.
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Figure 7.7: Potential distribution comparison with reversed bias.
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Figure 7.8: Carrier concentrations comparison with forward bias.
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Figure 7.9: Potential distribution comparison with forward bias.
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Figure 7.10: Carrier concentrations comparison with a constant generation
rate and a forward bias.
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Figure 7.11: Potential distribution comparison with a constant generation
rate and a forward bias.
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Figure 7.12: 2-D solar cell.
Figure 7.13: 2-D solar cell COMSOL results where the forward basis
voltage is 0.2V.
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Figure 7.14: 2-D solar cell hydrodynamic model results where the forward
basis voltage is 0.2V.
Figure 7.15: 2-D solar cell COMSOL results where the forward basis
voltage is 0.4V.
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Figure 7.16: 2-D solar cell hydrodynamic model results where the forward
basis voltage is 0.4V.
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Figure 7.17: Comparison of potential between the hydrodynamic model
with and without nonlinear terms when forward basis voltage is 0.4 V.
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Figure 7.18: Comparison of electron density between the hydrodynamic
model with and without nonlinear term when forward basis voltage is 0.4 V.
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Figure 7.19: Comparison of hole density between the hydrodynamic model
with and without nonlinear term when forward basis voltage is 0.4 V.
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Figure 7.20: I-V curve of the 2-D solar cell.
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Figure 7.21: Comparison of electron density between the hydrodynamic
model with and without nonlinear term when internal electric field is
increased with 0.2 V forward basis voltage.
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Figure 7.22: Comparison of hole density between the hydrodynamic model
with and without nonlinear term when internal electric field is increased
with 0.2 V forward basis voltage.
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