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I N T R O D U C T I O N 
Ces dernières années, le nombre et la complexité des 
fonctions assumées par le système se sont accrus jus-
qu'à donner le dernier-né des systèmes d'e~ploitation: 
MVS ( multiple virtual storage). 
De même, l'utilisation, à distance, des f a cilité s de 
l'ordinateur et de l'envoi de données, ont pris un essor 
particulier. 
Dans l'ensemble des tâches du s y stème, il en existe 
une plus particulièrement dont la fonction est d'assurer 
le contrôle et la transmission des données à distance p 
VTAM. 
, 
La transmission de ces données né cessite la ~résence 
de zones de transit qui seront donc destinées à prendre 
en charge, temporairement, ces donné es jusqu'à ce 
qu'elles soient tra nsmises, soit vers les terminaux, 
soit vers les processus du processeur central. 
Plus particulièrement, les paramètres qui définiront 
ces tampons ont une import a nce prinordiale dans le 
bon fonctionne ment du r é seau. 
En effet, une mauvaise définition aura des consé-
quences graves sur le comportement de VTAM. 
Or, les méthodes proposées par IBM, pour la défini-
tion de ces paramè tres, pré sentent g ue lques lacunes. 
C'est pourquoi nous avons tenté de donne~ un solution 
pratique aux problèmes posés par la définition de ces 
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paramètres. 
Notre objectif sera de déterminer la taille mémoire 
minimum nécessaire pour éviter le ralentissement. 
A cette fin, nous construirons un simulateur 
d'allocateur des tampons ~qui dégagera les informations 
nécessaires. 
Ce simulateur fonctionnera à partir de donné es 
fournies par VTAM à un outil de mesure. 
Ces données re grouperont des renseigneme nts sur tout 
ce qui utilisera les tampons de VTAU. 
Elles permettront de simuler l'allocation aisément. 
La libération né cessitera le calcul d'un paramètre 
propre à chaque longueur de tampon possible. Ce para-
mè tre sera le nombre de tampons de cette longueur 
libéréspar seconde. 
Les informations dégagées par le simulateur seront 
le maximum d'octets utilisés lors de la simulation. 
Cette donné e existera pour chaque long ueur de tampon. 
Une deuxième notion moins importante sera la place 
prise en moyenne. 
Nous avons également écrit des programmes dont la 
fonction sera de donner l'état de ces tampons lors d'une 
exécution réelle. 
Ces programmes interviendront dans le c alcul des 
paramètres qui permettront de simuler la libération des 
tampons. 
De plus, ils seront toujours utiles pour le contrôle 
de l'utilisation de ces tampons par après. 
Ces programmes ont été inclus à un outil de mesure 
existant: RMF, où ils sont devenus une option supplé-




RdF est un outil de mes ure essentie llement ori enté 
vers l'utilisation de res s ources. Il pe rmettra de 
contrôler l a v a lidité des paramètres du gé r ant des 
r ess ources ( SRM). 
C'est p ourquoi, nous a vons tenu à exposer les 
gr andes lignes de RMF et de SRM. 
Enfin, notre CTé thode sera appliqué e sur un cas r éel, 
où nous mettrons donc en p ratique l es différentes 





CHAPITRE I: VTAM 
=---====-==------
Avant de poursuivre l'exposé de ce mémoire, il est 
né cessaire de d é crire le contexte dans lequel on évolue, 
ce qui permettra de mieux saisir les raisons de certains 
comportements de VTAM ainsi que les différentes fonctions 
qui sont à sa charge . 
VTAM: Vitual télécommunication access method. 
Dans l'exposé de VTAM et du mécanisme interne de son 
fonctionnement, nous irons en deux étapes: d'abord un bref 
exposé de VTAM "externe" tel qu'il apparaît à l'utilisateur 
et ensuite les séquences logiques des opé rations d'entrée ; 
sortie en relation avec la gestion de ses tampons: VTAM inter-
ne. 
I.1 VTAM externe: 
VTAM est une tAche du système qui dirige les transmis-
sions de donné es entre les programmes d'applica tion et les 
différentes composantes dU réseau de télécommunicat ion. 
Le principe de base est donc que d'une part, les 
programmes d'application utilisent VTAM pour communiquer avec 
les terminaux et que ceux-ci, d'autre part, utilisent VTAM 
soit pour répondre , soit pour envoyer un mes sage . 
Les termes "message" et "transaction" désigneront tout 
ce qui est susceptible de transiter par VTAM, que ce soient 
des commandes, des données ou des paramètres de contrôle. 
Un programme d'application sera le processus dont la 
fonction est de traiter les données reçues d'un terminal 
appartenant au réseau. 
I.1.1. Les services pris en charge par VTAM: 
Les services pris en charge sont les suivants: 
1. établir, contrôler et terminer les accès entre les 
I-2 
termina ux et les progr amme s d'application . 
2. tra nsfé re r l es données entre l es terminaux et le s 
programmes d'application. 
3 . permettre le contrôle et la modification de la 
structure du r é seau. 
Conjoint eme nt à son rôle primaire dans la transmis -
sion des données, VTAM possède des caractéristiques 
lui permettant d'@tre l a base d'un réseau de grandeur 
quelconque ; ces caractéristiques sont: 
- partage des ressources du réseau, ce qui devrait 
le rendre plus efficace. 
- distribution des fonction s de contrôle du r és eau, 
c e qui r é duira l a charge a u niveau processeur 
central. 
- reconfiguration dynamique possible. 
I.1.2.-Partage des ressources: 
VTAM considère tous les éléments du réseau comme 
partageables . Le s pro~rammes d' appli c a tion s'exécu t ant 
sur le système central peuvent partager les ressources 
suivantes: 
- contrôle ur de lignes, les unités de contrôle 
et les lignes 
- les terminaux 
- les contrôleurs de communication 
I.1 .3 - Distribution des fonctions : 
Les facilités du contrôleur de communication pro-
grammable permettent à VTAM de décharger le processeur 
central de certaines foncti ons de contrôle de lignes, 
de détection d'erreurs et de leur prise en charge etc ••• 
En général: - VTAM alloue l es ressources 
- l e contrôleur de communication contrô-








- des terminaux intelligents formattent 
l eurs données et traitent des tran-
sactions locales . 
Représentons par un schéma génôral l ' organisati on 
l ogique du réseau . 
Terminal 
n° ( 1 ) ~ ~ Contrôleur ,f--
~---V- T_A_I_J ____ ------~,.._~_~_c_~_~_:_~_n~---\ 
fi g ure .I-I 
te r minal 
loca l · 
Terr:iinal 
n° (2) 
. J. 1 . 4: Relations logiques entre les compos a nts 
du r éseau : 
Les contrôleurs de ligne, les unités de contrôle et les 
lignes peuvent être utilisés par plus d ' un programme d ' appli-
cation. Un programme d ' application ne s ' occupe pas de ces 
contrôleurs de communicati on , de ces unité s de contrô l e ni 
d e s lignes ; il communique uniqu ement avec un terminal . 
VTAM contrôle l ' utilisati on des chemins afin de fournir une 
connexion l og i que entre un programme d ' app l ication et les 
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terminaux . 
N'importe quel terminal peut communiquer a vec n'importe 
quel progra mme d'application. 
Cependant, un terminal ne peut communiquer qu'avec un 
programme d'application à la fois. 
Sur le schéma I-I, les terminaux (1) et (2) peuvent donc 
être mis en rapport avec n'importe lequel des deux program-
me s d 'application (a) et (b), mais un ou les deux terminaux 
ne peuvent être connectés en même temps aux deux applica-
tions. 
I.1.5. Procé dure de connexion: 
Les programme s d'application utilisent certaines "macros" 
de VTAM afin de demander une connexion à un terminal, un 
transfert de donné es entre lui-même et un terminal etc .•. 
La connexion est réalisée par un processus qui consiste 
à rendre un chemin disponible pour l a communication entre 
un pro gr amme d'application e t un terminal. La connexion 
s'effec tue lorsqu' à une demande, VTAM r é pond e n rend ant 
un chemin disponible. 
I.1. 6 . Procé dure de gé né r a tion: 
En f a it, dans VTAM, en dehors de la progra mma tion qui 
utilise l e s macros pré vues à cet effet, l a difficulté se 
situe surtout a u niveau de l a génération. 
En gros, la génération se passe de la f a çon suivante: 
- Déf inition d es progra mmes de contrôle du r é sea u qui 
seront cha r gé s sur le contrôleur de communic a tion. 
- Dé fiBition des programmes d'applic a tion, d e s terminaux 
locaux ou à distance, des procédures de connexion 
(ex. routine de validation d'un "lagon") 
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I.2. VTAM INTERNE le mécanisme des entrée/sortie en 
relation avec l'utilisation des 
tampons. 
========================================================= 
Passons d'abord rapidement en revue les différentes 
étapes d'un opération entrée/sortie. 
I.2.1. Connexion d'un programme à VTAM: 
Un programme d'applic a tion se connecte à VTAM au 
moyen d'une macro qui aura pour effet la mise en place 
par VTAM d'une structure de blocs de contrôle permettant 
au programme de demander des services. 
I.2.2. Ouverture des sessions: 
L'ouverture d'une session entre un programme d'appli -
cation et une unité logique s'effect ue avec une mac ro. 
Dans le c as le plus courant, cett e demand e d'ouverture 
de session émane d'un utilisateur extérieur qu i formule 
une demande de "Log on". Cette demande est présentée 
par VTAM au programme concerné en donnant le contrôle 
à un programme de validation. 
Le programme d'application émet alors une macro qui 
établi t entre les blocs de contrôle représentant 
les deux entité s, les liens maté rialisant la session. 
C'est le rôle des services de connexion. 
De plus, cette macro provoque le cha r gement des 
modules nécessaires à la gestion des échanges qui vont 
intervenir dans le cadre de cette session. 
I.2.3. Echan3es de données: 
Tout envoi de CTes Gage s s'accompagne de l'exécution 
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de trois types de fonction intervenant en sequence. 
Ces trois fonctions sont les suivantes; 
1/ le programme d'interface 
2/ le "control layer" et le 
TPIOS 
Nous allons successivement exposer les fonctions 
assumées par le programme d'interface puis décrire 
l'encha înement chronologique des fonctions 
charge par le control layer et le TPIOS en 
en sortie. 
1/ Le programme d'interface: 
prises en 
entrée et 
Ces routines traitent les demandes venant des 
applications ou des routines VTAM en les contrôlant. 
Pour une demande venant d'un programme d'application, 
ces programmes vérifient la validité de la demande , 
l'interprètent et, enfin, passent la main au 
"control layer". Sitôt ces opérations exécutées, les 
routines avertissent le programme d'application de la 
fin et fournissent également certaines informations 
sur les opé r ations. (code de retour) 
2/ Le control layer et le TPIOS en sortie: 
Ce schéma représente l'enchaînement de ces deux 









l aye r sor-
tie 
BPCL 
-->~ ccw --- • 
logiques 
TPIOS 
sortie ---~- CCW r 0e ls 
Zone 
utilisa-
t e ur 
pour les tampons 
TPIOS IOBUF 
a/ le control l a yer en sortie: 
Le control layer exploite le contenu du bloc de 
contrôle passé par les routines d'interface pour créer 
un bloc de contrôle appelé "bloc de contrôle canal 
logique" (BPCL). Il traduit donc sous forme de ccw lo-
giques la demande de l'application. Le BPCL pointe 
v e rs la zone à transmettre, située dans l'application. 
Il passe alors la main au TPIOS en donnant ce BPCL. 
b/ Le TPI OS sortie : 
Le rôle du TPIOS est de traduire en ccw réels 
la demande fi gurant dan s le BPCL et de l ancer l'exécu-
tion du programme canal. 
Les donné es à tra nsmettre référenc_éies ::: par les ccw 
devant être fixées en mémoire, le TPIOS doit les 
déplace r au préalable de la zone utilisateurs vers 
l es tampons d'entrée/sortie. Ces tampons sont situés 
dans les IOBUF. 
Cependant, avant d'exécuter le mouvement, le TPIOS 
r é s eau 
s'assure du fait que rien. à priori , n'empêchera le message 
ainsi déplacé d ' être transmis vers le no e ud suivant . 
(Nous entendons par noeud, l'étape suivante par laquelle 
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va transitt:!Cle messaGe ,par exemple, le contrôleur de communi-
cation). 
Cette précaution , en fait , est prise pour pallier l'en-
gorgement é ve nt uel des "IOBUF" .par des messages dont la 
transmission serait conditionnée par un é v ènement extérieur . 
Si rien n'empêche le mouvement , ce dernier est réalisé. 
De plus , à chaque opération d ' écriture émise vers le 
contrôleur de communica tion, le TPIOS cha îne une lecture 
afin de permettre à celui - ci d ' envoyer vers le processeur 
central des données •éventuel.lement déjà prêtes • . 
Po ur cela, le TPIOS r ése rve un nombre de tampons suffisant 
(constante définie) pour prendre en charge le message le 
plus long que peut lui envoyer le contrôleur de conmunica-
ti on. 
Nous pouvons donc déjà définir les IOBUF,: tiYJ)e dè 
tampons destinés à prendre en charge temporairement les 
messages de sortie et les messa.ge s d ' entrée co~me nous allons 
le voir. 
3/ Le TPIOS et le control layer en efiltrée : 
Représentons également ces fonctions par un schéma 
TPIOS 










a / le TPIOS e n e ntré e: 
Il .va libé rer les tampons précédemment réservés et 
non utilisés. Il passera ensuite la main au control 
layer d'entrée. 
b/ le control layer en entrée : 
Celui-ci reçoit des informations composées soit des 
messag es arrivant au réseau, soit des renseignements 
concernant l'exécution d'une macro émise précédemment. 
Dans le premier cas, le control layer libère les 
IOBUF en r é alisant l'une des opérations suivantes: 
- transfert de leur contenu vers la zone utilisateur 
si le processus a émis une demande susceptible d'être 
satisfaite par le message a rrivé . 
- transfert du contenu des IOBUF vers les PPBUF . 
La fonction de ce dernier type de tampons sera de 
prendre en charge les messages qui ne peuvent être 
traité s immé diatement par l'application (ex. elle est 
en attente sur une ressource). Ils sont donc destinés à 
contenir les messages jusqu ' à ce que l'application soit 
prête . A ce moment , le message sera transféré des 
PPBUF vers la zone utilisateur. 
Nous avons décrit le mécanisme général d'une 
opération d'entrWsortie ainsi que de la fonction des 
tampons. Nous allons ma intenant dé crire les tampons 
plus en détail. 
I. 3. LES TYPES DE TAMPONS : 
En pratique , il existe onze types de tampons composé ~ 
entre autres des IOBUF et des PPBUF, dé crits précédemmen i 
Mais la plupart de ces onze types de tampons contien-
nent des blocs de contrôle relatifs à l'organisation du 
r é seau , au nombre de terminaux. 
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En d'autres te rmes, ils sont constants et la 
dffin i tion des p a ramètres qui l es fixeront ne posera 
guère de problèmes. 
Nous allons plus particulièrement nous attacher 
à deux types de tampons : les IOBUF et les PPBUF. 
L ' utilisation de c e s deux types de tampons dépend 
de la fré quence d'arrivée des messages ainsi que de 
la distribution de leur longueur. 
Auparavant , définissons les différe nts paramètres 
qui concernent un type de tampons et par conséquent les 
deux types qui nous inté ressent. 
Ces paramètres sont: 
BNO nombre de tampons 
BTII limite du nombre de tampons utilisés . 
BSZ long ueur des tam~ons 
I . 3 .1 : LES IOBUF 
Les d e ux valeurs BNO et BSZ sont fixes pour toute 
une session d'activité de VTAfA. Ces tampons sont fixés 
e n mémoire principale; ce qui posera le problème du 
coût d e la mémoire . Cette place allouée aux IOBUF devra 
être s uffisante pour prendre en cha r g e les messages 
venant du r éseau avec l'aide de s PPBUF. 
S i l'on représente par M la place alloué e aux IOBUF 
M 
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On a (72 + BSZ) x BNO + 8 = U 
où 8 est une cons t a nte pour un type de t a mpon et 
72 est la longueur d'une zone constante à chaque 
tampon IOBUF et utilisée par le système ( ex. sert à 
chaîner tous les tampons que prend un message) 
28 28 mes s age lui-même 44 octets 
BSZ 
on voit que 28 + 44 = les 72 octets constants 
28 est également une zone constante cette fois -ci par 
message , et le BSZ est celui déclaré à VTAM. 
et soit 1 la longueur du message 
x le nombre de tampons e mployés par ce message. 
on a x = f ((1+28) / BBZ ) 
ou f(z) : z --• Y= le plus petit entier~ z 
et l a place totale prise par ce message: x f o is ( BS Z+72) 
Les rè gles d'allocation sont les suivantes: un seul 
mess age à la fois peut occuper un tampon et un message 
p e ut occuper plusieurs tampons si la longueur est supé-
rieure à BSZ . 
Le premier tampon prendra les (BSZ - 28) premiers 
octets tandis que les suivants pourront contenir 
BSZ octets avec é ventuellement une perte à la fin 
du dernier tampon. 
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I.j.2. LES PPBUF: 
Leur BSZ doit être égal au BSZ défini par les IOBUF. 
L'importance de la ressource mémoire est moins si-
gnificative dans ce cas car les tampons sont pageables. 
C'est pourquoi leur BNO devra être calculé sur d'au-
tres bases tenant compte également de l a différence fonda-
mentale d'utilisation (uniquement messages d'entrée). 
La définition des paramè tres qui fixeront les IOBUF 
et les PPBUF ne pose pas de problème tout au moins dans 
la procédure qui v a permet tre de les donner à VTAM. 
En effet, ils sont situés sur une librairie dont 
VTAtl se sert à chaque fois qu'il est dé marré. Nous ne 
parlions donc pas ici des méthodes de calcul de c e s 
paramètres. 
Enfin , les PPBUF possèdent la même structure que les 
IOBUF et, tout comme ces derniers, répondent à l a régle 
qu 'un seul message peut prendre place dans un tampon 
a lors qu 'un message peut être écla té en plusieurs 
tampons. 
I. 4: LE RALENTISSErt1ENT DE VTAM: 
============================== 
I .4.1. Le phénomène en lui-même : 
Le phé nomène du ralentissement est dû au fait que l e 
nombre d'IOBUF disponible tombe en-dessous d 'un niveau 
défini à l'avance. Ce niveau est le paramètre BNO - BTH 
où BTH est évidemment le seuil du nombre de tampons 
utilisés. Ce phénomène ne joue qu ' a u niveau des IOBUF 
et pas des PPBUF. 
Si l'on représente par un graphi q ue: 
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y =nombre de 








x : temps 
Si le nombre de tampons utilisés se situe entre 
BTH et BNO, soit BTH ~y~ BNO, nous nous trouvons 
--da ns cette situation. L ' intervalle (ti , tj) représente 
l a durée pendant laquelle le phé nomène persiste . 
La r é action de VTAM à un état semblable sera de 
refuser tous les messag es qui ne sont pas des demandes 
privilégiées . Cetté réaction persistera jusqu 'à ce 
que la situation se normalise. 
Les demandes privilé g i é es sont en fait des 
commandes 11 expéditives 11 qui ne souffrent guère de 
retard dans leur traitement. Elles ont été dé finies 
comme étant privilégié es . Elles consistent principale-
me nt d a ns les commandes d'activation et de désactiva-
tion. 
Ces comCTandes ont des fréquences extrêmement faibles. 
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Dans ce cas précj_s, elles permettront d e diminuer 
la cha r ge du réseau. Ce sera d'ailleurs une mesure 
extrème. 
Les conséquences au niveau du temps de r éponse 
de telles contraintes sont évidemment très graves et 
devraient être~itées avec le plus grand soin. 
I.4.2. Le s causes du r a lentissement: 
Nous a llons distinr;uer deux types de causes qui 
peuv e nt entrainer ce genre de situation: 
1. celles dues au système. 
2. c e lles dues à l'installation. 
I.4. 2 .1. Les c a uses syst ème : 
Une premier raison système peut être due à une 
surcharge qui se traduit par une arrivée de messages 
plus rapide que leur libé ration. VTAM possède un 
compteur qui lui dit s'il peut a cc epter un message. 
Ce compt e ur représente l e nombre de tampons utilisés. 
Si celui-ci est infé rieur à BTH, le message est accepté. 
De manière gé nérale, si BTH n'est pas att e int: 
il a ccepte l es sorties après avoir vé rifié la 
disponibilité du noeud suivant et r ése rve le n ombre 
de tampons né cess a ires. 
il a ccepte les messages en entrée et réserve 
a uparavant. 
Une deuxième raison es t due au f a it ~ue le terminal 
ne sai t pas se rendre compte de l a disponibilité del'-
applica tion. Ceci va permettre a u terminal en question 
d'envoyer des messages jusqu'à concurrence d'un nombre 
maximum de tampons utilisés dans les PPBUF. Ce nombre d e 
tampons maximum permettra de limiter l'envoi de messa-
ges au nive a u d'un terminal et es t une constante propre 
à chaque terminal définie à VTAUI . 
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Mais si l'imp ortance de ces envois p our tout le 
réseau a pour conséquence le remplissage complet des 
PPBUF , les prochains messages r e steront dans les IOBUF 
avec, à brève échéance, les conséquences du ralentisse-
ment. 
C'est, par ailleurs, un des cas de ralentissement 
l e s plus graves car il nécessitera probablement 
la relance du système. 
I.4. 2 . 2 . Les c a us es dues à l'installa-
tion: 
Les méthodes d'évaluation des différents para-
mètres r égissant les tampons ne sont pas extrêmement 
fiables. 
Ceci nous amè ne à considérer l es causes r é sultant 
d'une mauva ise dé finition d es paramè tres. 
En effet, une mauva ise . définition des BSZ, BNO, BTH 
pour les deux types de tampons se r épercute à deux 
niveaux d'ailleurs extrêmement liés : celui d 'une 
mauvaise gestion de la mé moire et, en relation, 
celui du problème du rale ntissement plus crucial par 
ai lleurs. 
a/ mauvaise gestion de l a mé moire: 
Une mauvaise gestion de la mémoire devra être prise 
dans le sens place mémoire nécessaire ( en octets) 
excessive pour la situation obs ervée . 
En d'autres termes, la situation r é elle aurait 
p u 6tre prise en charge au prix d'exig ences mémoire 
moins importantes. 
Cela pourrait r é sulter de dèux raisons: 
- Une long ueur de tampon trop petite v erra les 
messages é claté s en plusieurs t ampons e t, par ce fait, 
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une perte de place due à la zone consta nte de chacun 
de ces tampons. 
- une longueur de tampon trop grande provoquera 
une perte sensible de place à la fin de chaque tampon. 
Nous allons nous efforcer da ns la suite d'apporter 
une solution à ce problème assez crucial. 
b/ mé moire insuffisante: 
Le point précédent peut déjà être la cause d'un ra-
lentissement si la perte de place provoque l'atteinte de 
BTH , alors qu'une définit ion adé quate eût peut-être 
permis d'éviter ce p·roblème. 
- l e paramètre BTH: Pour ce paramètre également , 
des précautions doivent être prises, car il doit r épon-
dre à deux objectifs. Il doit d'abord être suffisamment 
grand pour ne pas déclencher des ralentissements intem-
pestifs et é vitables avec un BTH supérieur. 
Ens uite, il d oit laisser suffisamment de place 
a u nombre de tampons restant, c'est-à-dire BNO-BTH , 
de manière à pouvoir tra iter les demandes privilégiées 
en cas de ralentissement. 
- le p a r amè tre BNO: ce paramè tre doit être sùffi-
samment r éaliste au vu des besoins du système et du 
BSZ choisi et, d'autre part, ne pas être excess if au 
détriment de la ressource mémoire. 
Il s'agit d'adopter une stratégie de juste-milieu 
en ce qui concerne BTH et BNO. 
Da ns le cas de BSZ, on choisira une taille corres-
pondant a ux besoins r é els qui peuvent consister en 
une brusque poussée du système. 
C'est le problème auquel nous allons nous attaquer à 
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savoir l'estimation des différents paramètres qui 
c a ractérisent les deux types de tampons IOBUF et PPBUF. 
Nous allons auparavant étudier les méthodes existantes 
ains i que , immédiatement, les outils dont nous nous 
servirons dans notre méthode . 
I. 5. LES OUTILS EXISTANTS: 
========================= 
I . 5 .1. : Le " su ivi" 
Une a utre c a ractéristique de VTAM est de pouvoir 
disp oser , grâce à GTF, de r enseignements concernant les 
messages qui sont passé s par le système . 
C'est le suivi interne de VTAM q ui v a donner par 
messa3e et pour tous les messages à GTF : 
Par mess age: - entrée ou sortie 
- d es tination 
- origine 
- longueur du message 
- code du mess ag e - commande etc •.. ) 
et tous les messages, un enregistrement "time o clock" 
c'est-à-dire l e nombre de micro-secondes de puis l e dé but 
de ce siècle jusqu 'au moment où cet enregistrement 
"time o clock" a é t é cré é par GTF. Ces données sont dispo-
nibles en pratique en vra c par l'outil de mesure GTF qui, 
en fait , ne fait q u' é crire sur b a nde ce que lui passe 
VTAM, sauf le time o clock qu'il cré e. 
Nous pouvons donc avoir c es bandes à notre disposi-
tion . 
I.5.2. Les sorties des programmes dans RMF: 
RMF est un outil de mes ure, à la fonction bien dé fi-
nie, qui fera l'objet d'un chapitre ulté rieur ainsi que 
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l e s différents p r oGra mmes que nous avons é crits. 
Pour l'instant, exposons simplement la liste des 
r e nseignements dont nous disposons. 
Pour chaque type de tampon, nous pouvons avoir deux 
types de renseignements: les premiers seront un r é sumé 
sur un intervalle, tandis que les seconds un instantané 
de la situation des tampons. 
Pour la session r é sumée, nous avons: 
Par type de tampon: 
1/ long ueur du tampon 
2/ nombre de tampons 
3/ nombre de tampons disponibles: 3 données:minimum 
-ma ximum 
-moyenne 
4/ nombre maximum de tampons utilisés, également 
trois données: minimum 
- ma ximum 
- moyenne 
Ce ge nre de rensei gnements permettra d' a voir une 
idée de l'activité de l'utilisation des tampons sur un · 
intervalle qu e lconque (option) grâce à ce r é sumé. 
Pour la session "instantané", nous avons: 
Par t ype de tampons: 
1/ longueur du t a mpon 
2/ nombre de t a mpons 
3/ nombre de tampons disponibles au moment de 
l'observation 
4/ nombre maximum de tampons utilisé s sur le cycl ,: 
d'observation. 
Ces donné es sont disponibl~s au terminal. Il e st à 
remar q uer que les deux dernières ne seront pas né cessai-
r ement complémentaires par rapport au nombre de tampons 
total, la troisième étant déjà elle-même un maximum sur 
un cycle d'observation. Cette session permet une obser-
v a tion dé tai llé e de l'évolution dynamique de la situa-
tion des tampons. 
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CHAPITRE II LL...i METHODES DE DE:B1 INITION EXISTANTES 
EXPOSE ET CRITIQUE: 
======================================================== 
Dans l'étude des méthodes existantes, nous allons 
successivement aborder le problème de deux points de vu e : 
le point de vue de la définition à priori dans le 
contexte du début d'une installation et le point de vue 
à postériori, c'est-à-dire le contrôle et ajustement 
des diffé rents paramètres. 
II.1. Définjtion à priori: 
Hous devons définir les paramètres sans connaître 
la charg e réelle. 
Il est donc nécessaire de se baser sur des études 
pré visionnelles de la charge future. 
La méthode proposée par IBM se décompose en deux 
é t apes : 
1/ estimation d'une longueur de tampon (commun) 
2/ ca lcul d'un BTH, puis d'un BNO approprié pour 
les IOBUF, puis d'un BNO pour les PPBUF. 
II.1.1. Estimation d'une longueur de tampon. 
IBM propose une table de BBZ qui va de 88 à 4096 
par pas de 8 dans laquelle devra être choisie la valeur 
adéquate. L'aide fournie se limite à cola et suppose 
donc la détermination de ce BSZ être un travail de 
l'installation. 
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D' aut re par t , il est néces s a ire d ' a voir à sa 
dispos ition la d i stribution de la long ue ur des messages, 
ce qui est loin d'être é vident. 
En effet, si l'analyse des caractéristiques propres 
à chaque application permettra raisonnablement de 
connaître le taux des transactions et d'autres données 
né cessaires à l'implémentation d'une application, la 
distribution de la long ueur des messages ne trouvera. 
peut-être pas sa place dans une telle analyse. 
De plus, même si cela était, l'intégration des 
caractéristiques de .chaque application dans un modèle fi -
nal au vu des interactions, loin d'être négligeables, 
risque de poser de ~ros problèmes. 
Relevons les difficultés existantes: 
1. La plupart des utilisateurs ont certaines diffi-
cultés à estimer leur futur comportement. 
2 . Pour un même terminal, les utilisateurs peuvent 
être différents et chacun possède sa propre méthode de 
travail. 
3. Le nombre de terminaux différents et les 
genres d'utilisation a ugmentent de manière sensib le 
la difficulté de greffer un modèle rig oureux qui 
r espe ctera le comportement du r é seau (TSO, TP, •.. ). 
4. De la même façon que pour le point 1 et cette 
fois-ci concernant plus particulière ~ent le BSZ , les 
utilisateurs n'ont pas beaucoup la notion de la 
long ueur des messages qu'ils auront à envoyer . 
5. L'heure a également une importance primordiale 
dans cette é tude, car l es intervalles d'observa tion 
ri squent d'enregistrer des variations importantes. 
On se rend compte du nombre des caractéristiques 
qui interviennent.dans le comport ement du réseau. 
Tous ces différents problèmes rendent extrêmement 
h asardeux l'adaptation du modèle r é sultant de cette 
ét ude a u modèle futur. 
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Nou s a vons r ele v6 les principa l e s diff i cult&s 
c onc e rnant un e a na lyse pré alable d e s d e ux par a mè tre s 
qui int e rviendront, à savoir l e s taux et les long ueurs. 
d e s messages. 
Nous reprochons donc à la mé thode concernant 
l'estimation de la long ueur du t a mpon de laisser place 
à un vide qu.e ne pourra it combler qu'une a n a lyse pour 
l e moins pé rilleuse. 
II.1.2. CALCUL d'un BTH pour les IOBUF: 
Une fois la long ue ur du t amp on dé terminé e, il 
r est e donc à c a lculer le BTH et le BNO. 
Le BTH sera c a lculé selon la formule suivante: 
BTH = ( M.AXBFRU x 0,40) NTRAN 
cc cc 
Nous avons limité volont a ire me nt le dé veloppement 
de l a formul e de c a lcul a u niveau d u contrôle ur de 
communic a tion. 
En effet, d'une part le principe est le même pour 
l e s autres unité s et, d'autre part, l'expos é complet de 
l a formule n ous aurait amené à entre r dans la descrip-
tion de tous les types de termina ux susceptibles 
d'exister dans une insta llation. 
Le principe est de pouvoir supporter la maj orité 
d e s messag es v e nant du contrôleur de communica tion. 
1. MJ\XBFRU dé signe le nombre de t a mpons que prend 
l e messag e de longueur maximale p a ssant par le contrô-
l e ur de communication. 
2 . Le f a cteur NTRAN est le taux moyen des tran-
cc 
sactions pass a nt par le contrôleur de communication. 
Soulignons à ce propos qu'aucune muthode d'estimation 
n'est proposé e. 
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3. Le fac t eur ü,4 es t un facteur de pro portion 
qui devrait permettre d 'obtenir nu total un nombre de 
tampons capable de prendre en charge tout le flot de 
messages passant par le contrôleur de communic a tion. 
Il est donc supposé suffisamment é levé pour supporter 
les varia tions d a ns le t a ux des transactions. 
Cette v a leur 0 ,4 a é t é calculée s ur base d 'un 
r é seau re groupant tous l es genres d'applica tion p ossible ~ 
avec une r épartition respectant les cas gé né raux. 
En d' au tres termes , cette formule risque fort de 
ne pas correspondre 1 une entreprise particulière 
c ar cha cune possède des caractéristiques bien spéci-
fiques . Le facteu r 0,4 devrait être propre à chaque 
insta llation. 
II . 1 .3. Le nombre tot a l de t a mpons pour le IOBùF 
B:NOIOBUF =ETH+ 12 
De nouve a u, nous r eprochons à cette formule d 'être 
trop générale et de ne pas refléter une r éalité pa rticu-
lière . 
De plus , le f a cteur 12 est fort sujet à caution, caJ 
il devrait êt re s uffisant p our traite r l es demandes 
privilégiées ; or, cet obectif dépend de la vale ur BSZ , 
qui n'int e rvient pas d ans cette formule. 
II .1.4. Le nombre de tamp ons pour les PPBUF: 
BNOPPBUF = 2 ( t1 + •••• + tn) 
où t . = nombre de termina ux de type i (même long ueur 
1 
maxima le de message) , connectablEsau contrôleur 
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de communic ation. 
Le but est d ' allouer p our le PPBUF une place 
égale au nombre maximum de messages en entrée , suscepti-
bles d ' ê t re pré s ents dans l e système à tout moment 
donné. 
En pratique , on s'aperç oit que ce type de tamp on 
verra la plupart du temps un nombre relativement 
important de tampons non utilisés. 
La réation devant ce genre de problème ne devra 
pas être de réduire le n ombre de ce type de tamp ons . 
En effet , d ' une part , leur coût est relativement 
p e u é levé et, d ' autre part , il sera d ' une grande utilité 
d a ns le cas où le taux d ' arrivé e dès transactions sera 
supérieur au taux auquel les messages seront traités 
par les processus. 
On peut n otamment reprocher: 
1. le facteur 2 se voudrait être le nombre de mes-
sages maximum que peut envoyer un terminal. Or, ce 
facteur est propre à chaque terminal et fait partie des 
paramè tres du réseau précisés à VTAU. 
2 . Les diffé rents types de terminaux n'ont pas la 
même l ongueur maximale de messag e. 
3 . Cette formule ne fai t aucune allusion a u BSZ , 
ce qui la rend fort sujette â caution. 
II.2. LA PRATIQUE 
La difficulté d'appliquer c e s formules et les 
r é serves formulées quant à l eur validité ont fait qu ' en 
pratique , elles ne sont, dans la plupart des cas , pas 
appliquées comme nous venons de l'exposer, ce qui montre 
bien la fragilité de la méthode . 
En fait, c • est surtout la dé termination de BSZ 
qui subit des modifications sensibles. 
On peut en relever de ux : 
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II. 2 .1. Estimation comparative du BSZ: 
Par rapport à une installation qui a sensiblement 
les mêmes caractéristiques , on estime le BSZ et puis, 
ensuite , on procède à l'application des formules . 
Mais comme là méthode théorique ne propose aucun 
moyen de le déterminer, le chang ement consiste simple-
ment dans le fait que la méthode de détermination ne 
concorde pas avec la méthode implicitement proposée , 
à savoir une dé termination analytique. 
De plus , ce BSZ, malgré la correspondance générale, 
risque de ne pas r é pondre to talement a ux besoins r é els 
et propres à l ' installation . 
Enfin , le nombre de tampons obtenus g râce aux 
formules ne sera s ouvent qu 'une estimation minimale . 
II . 2 . 2 . Par tâtonnement: 
Une mé thode également employé e est d ' essayer une 
long ueur de tampon plus ou moins réaliste et ensuite 
d'appliquer les formules pour voir ensuite les résult ats . 
Ces deux méthodes pratiques ont en commun qu ' elles 
fixent un BSZ plus ou moins quelconque et qu'ensuite, 
e lles procèdent à un contrôle et à des changements de 
va leurs . 
On mesure bien les difficultés inhérentes a une 
telle procédure de contrôle . 
En effet , si l ' oh observ e que les tampons sont 
insuffisants, on peut prendre deux attitudes: 
- BSZ:mauvais 
- BTH: insuffisant 
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Gi l'on part de la de rniè r e atti tud e , on ri sque 
r apidement d'amener d es contraintes mémoires largement 
exc e ssives . 
S i l ' on part de la première attitude, on ne sait 
dans quel sens orienter le BSZ . 
De p lus, l e fait qu'il soit valable peut tout 
simplement vouloir dire q ue le BTH s ' est avéré suffisant 
dans l a situation obs e rvé e . 
Mais, en fait, ceci constitue déjà les difficultés 
du contrôle à posté riori. 
Les moyens qui s ont fournis à l ' utilisateur f ont 
l'objet du paragraphe suiv a nt . 
II . j . DEFINITION à postériori : 
Nous nous trouvons donc dans le c as où les para-
mètres sont définis et où nous avons à contrôler l ' -
utilisation de s tazpons . 
A cet effet , VTAhl me t à notre disposition un outil , 
le "suivi". 
Cet outil ne nou s donne qu e des renseignements par 
message , ce qui risqu e de p oser quelques problèmes si 
on veut a voir une idé e gé nérale . 
Les routines fonctionnant dans le c adre de HMF 
vont nous donner l' état des tampons IO et PP , ce q ui 
permet tra simplement de constater l'inefficience de 
l•organisation existante . 
CependaDt , elles ne donneront a ucune idée sur la 
r ais on , ni sur la méthode à employer pour r edéfinir les 
paramè tres concernant les deux types de tampon. 
Seul, peut - être , le "suivi" de VTAM, utilisé de 
manière adéquate, pourrait donner des rens eigneme nts . 
Ce sera un des conceptsde base de notre mé thode. 
II-8 
Il n'existe donc pas, à proprement parler, d'outils 
susceptibles de nous amener à trouver des BSZ, 13TH , BNO 
r épondant aux besoins r éels, lacune que nous nous effor-
cerons de combler. 
II.4. Un problème de performance r e latif au BSZ: 
Il existe une contrainte de performance au niveau 
de la valeur de BSZ, contrainte généralement admise. 
En effet, cette contrainte n'est pas indispe n sab le. 
Le BSZ doit être au moins égal à la moitié du 
plus long message qui peut être envoyé par une bonne 
partie des terminaux. 
Autrement dit, cela veut dire qu'on ne doit prendre 
que deux tampons au maximum pour la plupart des mes s ages 
venant de la part de ces terminaux (en général , car 
cela dépend de la configu ration, elle est de l'ordre 
de plus de cent octets). Il s'agit bien de la plupart 
des messages, car il est é vident qu'on ne peut tenir 
compte des gros envois tels que l'envoi de tout un écran . 
Il est clair que la contrainte du nombr~ des 
tampons doit intervenir sous une forme ou sous une autre. 
Llais dire que celle qui vient d'être énoncée répbnd 
aux besoins nous semble a ller un peu vite. 
En effet, d'une part les terminaux concernés 
enverront rarement un message de long ueur maximale, 
ce qui va défavoriser le point de vue mémoire et, d'-
autre part, la restriction de deux ou trois tampons 
par message nous semble limitée . 
L'idéal devrait être l'étude d'un rapport coQt 
mémoire sur coQt nombre de tampons, qui nous donnerait 
un BSZ respectant le côté mémoire sans être une source 
de surcharge pour le nombre de tampons. 
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L'estimation respective des coOts et surtout 
leur inté~ration ûans une seule fonction économique 
est loin d'être aisée, car les deux objectifs sont, 
à première vue, contradictoires. 
Nous disons bien à première vue, car nous verrons 
que l'objectif mémoire rencontre les contraintes tampons· 
de manière adéquate . 
Ce qui veut dire que la contrainte actuellement de 
mise pourra être évitée dans le cadre de notre méthode 
qui va donc consister dans un outil d'aide à la 
définition des différents paramètres . 
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CHAPITRE III : PROPOSITION D'UNE METHODE 
II~.1. INTRODUCTION. 
Nous nous trouvons devant un problème qui consiste 
à déterminer des paramètres régissant les tampons 
de type IO et PP. Ces paramètres sont, rappelons-le, 
pour les IOBUF (BSZ, BTH, BNO) et pour les 
PPBUF ( BNO) • 
Nous avons souligné précédemment les difficulté s 
existantes ainsi que la fragilité des méthodes propo-
s é es. 
Ceci nous a amené à élaborer une autre méthode qui 
tentera de déterminer la taille mémoire néces saire ainsi que 
, 1e BSZ adéquat r épondant aux besoins de l'installa-
tion. 
Ceci concerne les IOBUF. Les PPBUF feront-l'objet 
d'une démarche ultérieure. 
Les objectifs seront: 
1/ Me illeure utilisation en moyenne de la mémoire. 
2/ Eviter la ralent issement. 
3/ Pouvoir traiter les demandes privilégiées en 
c a s de ralentissement. 
Ces trois objectifs seront atteints grâce à 
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1 . L ' application d 'une formule donnera , pour 
chaque BSZ , la place prise en moyenne . Cette vale ur 
entrera en ligne de compte ulté rieurement. Cette 
approche est purement statique ( phase 4) • Les r éfé -
rences à des phases concernent l'ordinogramme qui 
suivra . 
2 . Nous limiter à prendre le BSZ qui possède cette 
valeur minimale peut cré er certains problèmes. C'est 
pourquoi nous avons créé un simulate ur d 'allocation 
et de libé ration des tampons. 
Il nous permettra de déga5er les contraintes 
dues au r alentissement . 
Ces contraintes se traduiront sous deux formes: 
- les BSZ ne correspondant pas aux besoins seront 
détectés et refusé s. En d'autres termes, ils 
n'interviendront pas dans le choix final. 
la taille mémoire né cessaire et suffisante sera 
dégagée grâce à l a donnée MAX (xi: BSZ possible) . 
X· 
Cette donnée UAXx~ repré senterà le maximum en 
l 
octets de la place utilisée pour chaque xi . 
La taille mémoire nécessaire et suffis~nte pour 
l a situation observée sera le premier nombre 
de pages ~ min ( MAXx. ) • 
l 
Les fonctions d u simu l ateur (pha se 4) seront g lo-
balement les suiva ntes: 
l'alloca tion sera aisée grâce à l a conna issance 
de la longueur du mes sag e. 
- la libé r a tion se fera g râce à la connaissance 
p our chaq ue long ueur de tampon possible (xi) 
du nombre de tampons de cette long ueur libé r é 
par seconde (P ) . Cette val e ur sera 
x. 
dé terminé e aupa~avant. 
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Connaissant é~alement les temps d ' arrivée de chaque 
message , il sera possib le de simuler la libération des 
tampons. 
Les P seront calculés de la façon suivante (phase 2) 
x. 
l 
- A l'arrivée de chaque message dans le système , nous 
imprimerons le temps et l e nombre de tampons pris 
par les messages arrivés jusque là pour chaque 
lon~ueur possible de tampon. 
Nous déterminerons ensuite la suite des messages 
libéré s. 
Les sorties du point précédent permettront la déter-
mination des P grâce à la connaissance d u nombre de 
x. 
l 
tampons pris par ces messages libé r é s et des • oments 
de début et de fin où c es messages ont été libérés. 
Enfin, lors de l ' utilisation, nous ferons varier 
la taille de mémoire allouable afin de connaître 
lP.s contraintes correspondantes à chacune de ces 
tailles. 
3. Nou s nous efforcerons de déter• iner un nombre 
de tampons suffisant pour traiter les demandes privi-
légiée~~ Ce nombre sera indépendant de la taille 
mémoire allouée a ux tampons. (pha se 3) 
III.1.1. Problème de définition à priori : 
La m~thode que nous allons proposer é t a it essen-
tiellement un moyen de contrôle et de déc ision sur un 
III.4 
environnement déjà existant , nous voyons deux moyens 
de l'appliquer: 
III.1.1.1. Simulation 
Grâce à des paramètres déterminés à l'avance, il 
s ' a f, irait de simuler la situat ion des tamp ons 10 sur 
base de messages dont la l ongueur et le t a ux sont 
gé né r é s suivant des lois précisées au simulateur IBM. 
On peut soumettre ce moyen a ux critiques préala-
blement exposées, à savoir la va l eur des paramètres 
ainsi estimés • Ceci·_· · n'empê cherait pas, de toute 
manière, de calcu ler l es vé ritable s valeurs une fois 
la situation r éelle existante. 
• 
III . 1 .1. 2 . Utilisation au départ de l'ouil de 
contr8le et de décision • 
En définissant une longueur de tamp on r éaliste, 
et en réservant un nombre de tampons volont a irement 
exagéré , nous pourrons arriver a ux même s résultats au 
prix d'efforts moindres. 
En effet, chaque méthode de définition à priori 
• 
nécessitera quand même . des contrôles t andis que celle-
ci ne demande aucune étude préalable. 
Le nombre de t ampons volontairement exagé ré est 
dQ au fait que l'on veut éviter le ralentissement . 
Il suffira alors de l ancer les out i ls q ue nous allons 
définir pour avoir les paramètres dés irés . 
Nou s allons maintenant exposer notre méthode de 
déterminat ion des paramètres des IOBUF. Il s 1 agit donc 
de la méthode à postériori s'adaptant à un environ-
nement existant . Nous aborderons alors finalement le 
problème du BNO des FPBUF . 
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III . '1 . 2 . SCHE~,1.A Général : 
Comme nous ·1 1 avons dit précédemment , notre mé thode 
se base r a essent i ellement s ur les faits observés par 
lesquels nous entendons l ' emploi des donné es fournies 
par le suïv.i de VTAI:l · et les ·. sorties de illvlF. 
Voici le schéma géné ral de la mé thode au point de vue 
chronologique . 








Xi à place pris par les 
messages i.----PI t i -J 
arrivés 
x . r eprésente les val e urs de BSZ 
l possibles 
et t . représente l e fait que l ' on 












calcul d u nombre 
de t amp ons libé r é s 
par seconde de 
long u e ur x. ( p out 




phase 3: déte r mination d 'un nombre de t ampons néces~aires 
p our tra it e r toutes l es demandes privil égiées 









notre programme . 
tion 1 : 
onc tion 1 consiste dans la 
la~ion de la situation des 
,ons si le véritable BSZ 
.t é té x1 • . . . . xn. 
· a donc n vale ur de BSZ 
ibles • 
. ti::m 2 : 
·o~tion 2 va permettre de 
iir silex. est valable 
1 
: la mémoi re a lloué e. 




ra alors faire varier la 
ri re alloué e et retourner 
i fonction précédente. 
f supposons qu 'il y a 
illes de ménoire possibles. 
registre~ent des données 
ortera notamment les opé -
c s de cumu l (nombre de 
ages, place totale 
e .. • •• ) 
Programme 
assemb ler 





me nt des 
données 
f onction 1 
... 
, 
fonct ion 2 
f onction 3 
P f ois 
n fois 
oui 
impre ss ion 
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Dans l ' expo sé de notre outil , nous n e suivrons pas 
l ' or dre chronologique . 
Nous supp oserons certaines données introduites quand 
c ' est nécessaire et nous le préciserons lorsqu e c ' est 
le cas . 
En pratique, nous allons procéder comme suit : 
Sur une session : 
1 . expo sé des d onnées à notre disposit ion ( phase 1) . 
2 . exposé de la f ormule de calcul de la place prise 
par les messages a r rivés . 
3. expo sé de la méthode de sinulation en supp osant 
P connus . 
x . 
l 
4. Nous allons faire varier cette taille afin d '-
observer les conséquences . (phase 4, fonction 3) 
5. Calcu l des P (phase 2 ) x. 
l 
6 . Calcul d'un ( BNO - ETH ) (phase 3) x . 
l 
III . 2 . Les données disponibles : 
Nous disposons de la bande de sortie 11 suivi VTAtl " 
décrite précédemment . Cette bande nous donne les messages 
qui sont passés par le système. 
n ous disposons également des sorties RM.F qui nous 
donneront la situation des tampons p our la longu e ur 
existante dans l'installation à diff~rents moments . 
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III. 3. Détermination d'une long ueur de tampon sur 
une session, 
III.3.1. Approche statique: 
En premier lieu, nous avons écrit un programme 
assembler qui se charge de lire la bande et de passer 
les renseignements nécessaires à un programme COBOL, 
certains traitements au niveau de l'octet étant 
nécessaires. 
Ces renseignements sont repris dans le contenu du 
"suivi" GTF. 
A partir de la bande GTF, nous allons calculer 
la distribution exacte de la longueur des messages sur 
l a session observée. Une session est ici une période 
d'observation. 
Nous allons sortir sur toute la session la distri-
bution observée de la longueur des messages suivant cett e 
représentation. 





On aura V 1. 
l. 




est l e nombre de messages de longueur 1. 
l. 
est le taux de messages de long ueur 1. , c'est-à-
l 
dire n1 _ /N 
l. 
où N est le nombre total de messages sur 
toute la session 





et enfin f 1 _ la fréquence d'arrivée par seconde 
l. 





Ces sorties ne seront que des renseignements . 
Et nous sortirons pour chaque BSZ la valeur 
calculée de la manière suivante : 
(3) 
1 ( z. 
nl. f(( 1. + 28) X.) (x. + 72)) ( t - ti) 
1. 1 J J Il 1 
1 1 (2) 
où x. r eprésente les valeurs de BSZ possible. 
J 
(1) représente le nombre de tampons pris de longueur x. 
J 
par les messages de longueur 1. et de nombre n 1 1 . 
1 
la fonction f : z ~ y : le p lus petit entier > z • 
(2) représente la place réelle prise par un tampon de 
longueur x. 
J 
dont (1) * (2) représentera la place totale en octets 
prise par les me ssages de longueur 1 .. 
. 1 
Si l'on fait la somme depuis 11 ... l n , on va 
donc avoir la place totale prise par tous les messages 
c'est-à-dire la place que prendraient les messages s'Ils 
étaient mis les uns à la suite des autres. 
A l a fin de la session, n ou s sortirons cette 
valeur pour tous les BSZ possibles ains i que la moyenne 
des octets prisé par seconde. 
Cette moyenne sera égale à la valeur de l'expres-
sion (3) divisée par (tn - t 1 ) qui est la durée de 
l'intervalle. 
S i l'on représente sur un schéma l a signification 
































,--~ \ moyenne de plac e occu-





C'est-à-dire que BSZ ainsi dé terminé va nous 
xj' 
donner la meilleure utilisation de l a mémoire en 
moyenne. 
III . 3.2. CRITIQUE: 
A ce stade, nous pourrions déterminer un BSZ 
adéquat pour un modèle où les fréquences réelles d'-
arrivée de chaque long ueur de message seraient cons-
tantes • 
Ce BSZ serait é gal aux. pour l eque l l'utilisation 
l 
moyenne de la mémoire sera it minimum. 
En pratique, il n'en sera probablement ri en et 
l'on pourra observer certaines variat ions, sources 
éventuelles de nonbreux problèmes. 
En effet, une variation importante d ans la long ueur 




De plus, cette méthode ne nous donnera aucune 
indic~tion permettant de déterminer le BNO . 
La variation pourrait provoquer un ralentissement 
en cas de fréquence d'arrivée suffisamment élevée . La 
mauvaise correspondance entre la longueur des messages 
à ce ~ornent et celle de BSZ général prendrait en 
effet une place prépondérante. 
III.4. Construction d'un simulateur d'allocation 
et de libération des tampons. 
Afin de résoudre le problème soulevé précédemment, 
nous allons procéder en deux é tapes: 
1/ estimation, par BSZ possible, d'un nombre de 
tampons libérés par seconde . 
2/ à partir de là, et connaissant les moments d'-
arrivée des messages dans le système, simula-
tion de ce qu 'aurait été l'état des tampons 
pour chaque BSZ possible , ce qui nous permettra 
de dégager les contraintes nécessaires, 
L'étape de l'estimation d'un nombre de tampons 
libérés par seconde se fera lors d'un développement 
ultérieur. Nous supposons donc que ces données 
sont introduites dans le programme. 
Si l'on représente par un schéma les fonctions 
assumées par ce simulateur: 
début de VTAM 
t. :( A ) t = n 
i xr i 
t . : ( A ~- = n' 
J xr J 
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d6but de l'observation 





) = n t. x. 
l l 
t. : V x. J l 
on c a lcule 





t fin de l'observation 
n t n 
où (Ax )t. 
r l 
r epr é sente l e nombre de t a mpons utilisés: 
réellement . 
de longue ur x r qu i e s t le BSZ d e l'insta lla tion, 






utilisé s à l'instant t., si l e ur long u e ur d a ns le BSZ 
l 
l'inst a lla tion a va it é t é x .. On va c a lculer c ette l 
v a l eur pour chaque t. où t. r epr é sente le mom e nt d'arrivé e 
l l 




Nous allons maintenant exposer la façon de c a lculer le 
(Sx_) à un ins~ant t. 
l 
Soit t l'arrivée du message. 
Soit ( sx.) t-1 la situat ion après l'arrivé e du pré -
i 
céd e nt message . 
Rappelons que - nous connaissons pour chaque message 
son moment d'arrivé e ainsi que sa longue ur, 
- nous connaissons pour chaque x. le taux 
l. 
de tampons libéré par seconde= P 
x. 











X T (a) 
repré sente le nombre de tamp ons de long ueur x. pris 
l 
par le message arrivant 
où Test le te• ps séparant l'arrivé e du me ssage de l'arrivée 
précédente. 








représentant le seuil du nombre de tampons de 
longueur X. • 
l 
On va également c a lculer Max qui représentera le 
x. 
l 
• axinum de tamp ons utilisés de longue ur x . sur toute la 
l 
session . 
Si le test (b) est négatif, cela voudra dire q ue l'on a 
atteint le seuil pour cet x .• Cet x. aurait donc provoqué le 
l l 
ralentis sement. 
La réaction consistera , à rejeter cet x .• 
l. 
Pour que xi soit une valeur possible, il faut qu'à 










Pour chaqu e me ssage arrivant dans le système, et pour 
chaque x., nous allons calculer la valeur (S ) et l X. 
faire le t est (b). 
1 
Si bien qu'à la fin de la session, nous aurons: 
Soit C = l'ensemble des x. possibles. 
l 
< ( ( BTH)x . pour tout tj J 
l 
Si l'on repré sente par un dessin l'introduction des 
nouvelles contraintes : 










Enfin , il faut préciser que nous p ouvons sortir 
les mêmes données sur des intervalles de longueu rs va-
riables (l'option étant le nombre de messa~es) 
Ces données sont donc: V Hax x. x. 
l l 
(S ) au début de l'int ervalle 
x. 
1 
( Max ) (x. + 72) la pl ace maximum prise 
x. l 
l 
E (S ) l e nombre moyen de tampons employés de x. 
l longueur x . 
1 
(E (S )) (x. + 72) la place moyenne prise en octets, 
X. l 
l 
le nombre de pages pour lequel cet x. est possible. l 
;,. 
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Toutes ces données sont reprises, bien sûr sur 
l'ensemble de la session. 
III.5. Simulation sur diffé rentes tailles de 
mémoire allouable . 
Supposer à priori q ue la place allouée aux 
IOBUF est fixée, limite assez fortement l'inté rêt de 
la méthode . 
C'es t pourqu oi nous avons inclus la simulation 
sur des tailles d'IOBUF allant de 1 à N pages (cons-
tituant des limites pratiques). 
Le découpage en page est arbitraire mais nous 
pensons q u~ ce partage est suffisamment affiné pour 
ne pas créer des problèmes de pla ce perdue et, d' -
autre part, il reflète fortement la situation r é elle. 
Soit P . un nombre de pages possibles 
l 
l e test lors de la session 
va devenir 
.( S -x. ) <. (BTHx . )p : 
l l l 
( s x. 
l 
) L_ ETH 
x. 
l 
Les formules définies en III.4 vont prendre l e ur 
forme définitive sur une session 
V P. 
l 
C deviendra dans la formule 
( S ) t . 
x. J 
l 
~ ( (BTH) )p po ur tout t · 1 
xi i J 
Pour chaque P. , nous aurons les contra intes qui 
l 
s'y adaptent et elles seront diffé rentes d'un P. à un l 
autre . 
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En effet, si les P. augmentent, les contraintes 
l 
vont s'élargir, ce qui pourra donner des BSZ diffé-
rents de ceux trouvé s dans le P. précédent. l 
En d'autres termes, nous avons actuellement 
p our chaque P. l'ensemble des x. possibles. 
l l 
REIL\RQUE : le problème de la r é servation..-· 
C'est un problème qu'il nous est impossible d'-
implemanter dans l'état actuel des outils du suivi 
car la réservation s'effectue en dehors de l'arrivée 
des messages dans le système suivant un mécanisme 
que nous ne saurions simuler . 
S i l'on représ ente ce phénomène 
t . arrivée d'un message 
l 
t. 1 réservation i+ 
t. 
2 
arrivée d'un message qui va occuper les 
l+ 
tampons réservés et libé rer les inutiles 
La conséquence pratique d'un tel mécanisme est 
q ue le nombre de tanpons disponibles peut varier 
d'une constante maximale = (I1IAXBFRU) entre deux x. 
l 
messages. 
Par contre, la situation simulée par nos program-
mes devra être équivalente à l'instant t. 2 • 1+ 
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Ce qui nous amène à dire que le risque se situe 
dans la possibilité que la réservation provoque un 
ralentissement. 
D'autre part, ce ralentissement non dé tectab le ne 
durera q ue le temps t. 1 à t. 2 , temps extrêmement l+ l+ 
court, la réservation et l'occupation des tampons c ons-
tituant des opérations presque simultanées 
On voit que le risque est extrêmement faible et 
que, de plus, les conséquences sont fort r é duites, 
sinon insignifiantes. 
III.6. Calcul pour chaque BSZ du taux libéré par 
seconde (phase 2) 
On a supposé précédemment ces différentes valeurs 
introduites dans nos programmes. Voyons maintenant 
la méthode employée pour l'obtention de ces paramètres 
existant pour chaque x. disponible. 
l. 
III. 6.1. Outils. 
Nous allons à cette fin nous servir de deux outils: 
d'une part de l'observation faite par nos programmes 
tournant dans le cadre de RMF et,d'autre part,de nos 
programmes de simulation. 
Nous allons paramètrer de manière: 
1. à réduire l'intervalle à un message (option), 
ceci afin d'avoir le temps d'arrivée de chaque 
message car les temps n'étaient imprimés, avant, 
que pour le début d'intervalle. 
2 . Nous introduisons des P = O. Si on regarde la 
x. 
l. 





cette manière, les (sx. )t seront simplement 
l 
la place totale prise, jusqu'à l'instant t. 
La réduction de la taille d'un intervalle à un 
message permettra de connaître le nombre de 
tampons pris par les messages arrivés jusque là, 
et ceci pour chaque longueur de tampon, puis -
qu' on imprime l a situation des tampons à 





nombre de tampons 
de longueur x 
utilisés à r 
l'instant t 1 











t. = pour tout t . on a 
l l 
le nombre de tampons 
pris, pour un x. , 
l 
par les messages 
arrivés jusque là 
= (G ) t. X. l 
l 
III.6.2. lombre de tampons libéré s de long ueur x 
r 
Au préalable, nous synchroniserons les deux 
observations en choisissant deux instants t 1 , et tn, 
communs aux deux types d'observation: 


















le nombre de 
l'intervalle 
moment t.i où 
(C) 
tampons de 
( t1, ' t lJ n 











c'est-à-dire que t est le moment auquel tous les 
r 
messages arrivés seront libérés. 
III.6.3. Nombre de tampons libérés V 
x. 
1. 
( = p ) 
x. 
1. 
Ayant déterminé cet instant tr , nous connaissons 
donc le nombre de tampons pris par les messages arrivés 
pour tous les x . . 
1. 
on aura donc P 
x. 
1. 
qui sera égal au nombre de tampons de longueur x. 
1. 
libérés par seconde sur l'intervalle. 
Il est à remarquer que tous les calculs décrits 
dans ces paragraphes ont été faits à la main, car, 
d'une part, nous ne pouvions disposer dans un même 
programme des deux genres de données et, d'autre part, 
les calculs sont extrêmement simples et fort réduits. 
De plus, quand nous avons parlé de paramètrer 
nos programmes, nous entendions une recompilation avec 
toutefois des changements extrêmement limités et 
très simples à introduire. Ceci a été dQ à des fins 
de contraintes de tests. 
Nous proposons d'ailleurs une généralisation des 
programmes par l'introduction dynamique des P , de x. 
1. 
la taille des intervalles et éventuellement des 
tailles mémoires différentes sur lesquelles doivent 
, .. 
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s'effectuer les tests. 
III.6.4. Choix de tn' et t 1 , 
t , sera le moment t. où on observe le nombre maximum 
n l 
de tampons utilisés de l'installation (sortie RMF). 
Ce choix est destiné à rendre ( MAX ) , lors de la 
X 
simulation, égal au nombre maximum r ée llement utilisé 
à l'instant t , . 
n 
t 1 , sera un moment où le nombre de tampons utilisés 
est suffisamment bas. 
En effet, la distribution de la long ueur des messages 
qui occupent les tampons i t 1 ,ne sera pas nécessairement 
la même que la distribution de la longueur des messages 
entre les instant s t 1 , et tr. 
Prendre un tel t 1.,suffira à minimiser ce risque, 
les différentes possibles étant d'autant plus petites. 
Il est possible que certains autres moments dangereux 
soient détectés . 
Dès lors, on appliquerait à nouveau la méthode 
p our chacun de ces t , . 
n 
Chacune de ces exécutions serait considérée comme 
une session d'observation à part entière (cfr intégration 
des sessions). 
En effet, la distribution de la longueur n'est pas à 
priori la même sur toute la session. 
III.6.5. Profil géné ral 
A partir des résultats de la simulation, on pourra 
avoir une idée générale du profil d'utilisation des 
tampons. Le nombre de messages par intervalle définira 
la précision désirée. 
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Ce profil dé finira la façon dont l' é t at des 
tampons é volue dynamiquement. Il sera calculé pour 
les x. possibles lors du dé compte final. l 
Ce concept interviendra ultérieurement. 
III.7. Estimation de la place nécessaire a ux demandes 
privilégiées. 
Lors d'un r alent issement, il faudra ménager 
suffisamment de place pour traiter les demandes 
privilégiées. 
Nous all ons ab order ce problème sous un angle propre 
aux demandes privilégiées. 
En d'autre termes, notre politique sera de r é server 
d'office, quel que soit le BNO , un nombre de 
tampons constant . 
Le problème de la détermination du BTH se transfor-
mera en ce lui de la détermination du BNO , puisque ·1e 
BTH sera calculé en soustrayant de BNO le bombre 
que nous allons fixer. 
Rappel ons l es caractéristiques des demandes pri-






- elles sont d'une fréquence extrêmement faible. 
- elles ne p euvent supporter un retard important. 
- elles auront une réponse 
(BNO - BTH) = ( MAXBFRU) - 1 + 
x. x. 
(PR) + (RE) 
x. x. 
l l l l 
où PR est le nombre de tamp ons de longueur x. né ces saire 
l 
pour prendre en charge la demande privilégiée la plus 
longue 
et RE est le nombre de tampons de longueur x. nécessai-
1 
re pour prendre en charge la réponse la plus longue. 
( MAXBFRU) est nécessaire car si la situation 
x. 
l 
précédente était à ( BTH 
x. 
l 
accepté peut amener l'état 
- 1), l'arrivée de ce message 
des tampons à (BTH -1) + 
x. 







est le nombre de tampons nécessaire pour 
prendre en charge le message le 
qu'il faut au moins ( M..AXBFRU) 
x. 
l 
du BTH pour ne pas atteindre le 
plus l ong, c'est-à-dire 
- 1 tampons au-dessus 
BNO . 
On pourrait croire que cela risque de retarder 
considérablement les demandes privilégiées. 
Il n'en est rien car: 
- VTAM refuse toutes les autres demandes 
d'entrée/sortie c'est-à-dire qu'elles seront les 
seules à entrer en compétition. 
- son autre occupation consistera à libé rer les 
tampons afin de rentrer dans des normes infé-
rieures à BTH, avec pour effet de fournir des 
tampons aux demandes privilégiées. En fait, son 
taux de libération des tampons sera beaucoup 
plus important que celui auquel les demandes 
privilégiées utiliseront ces tampons. 




les tampons temporairement, les délais seront 
minimes car, rappelons-le, les envois se limi-
teront exclusivement aux demandes privilégiées. 
Enfin, rappelons que ces tampons ne serviront 
que très rarement; ce qui, dans une politique 
plus large, rendrait des tampons, la grosse 
majorité du temps, inutilisés. 
Nous avons introduit dans nos programmes les 
différents. paramètres , , ce qui leur permettra 
de calculer les ( BTHx.)P. nécessaires aux tests. 
l l 
REMARQUE: Le problème de la contrainte •nombre de tamp on. 
L'existence de cette contrainte ne nous semble pas 
nécessaire si l'on applique la formule exposée précé-
demment. En effet, au regard de la formule, on remarq ue 
que chaque tampon supplémentaire amène une perte sèche 
de 72 octets, zone propre à chaque tampon. 
Ceci va considé rablement influencer la détermina-
tion de BSZ , car la perte d~autant de fois 72 octets 
va prendre une part fort significative dans la place 
prise. 
Ce qui nous amène à dire q ue cette formule d'esti-
mation d'un BSZ sur une session favorisera, dans une 
large mesure, la r éduct ion du nombre de tampons,du 
moins jusqu'à un point r éaliste . 
En effet, le nombre de tampons minimum donné par 
un BSZ égal à la longue ur maximale d'un message est 
inacceptable au niveau mémoire. 
Autrement dit, nous pensons q ue cette contrainte 
évitera un nombre de messages susceptible d'être une 
source de surcharge. De plus, le rapport b é néfice 
tampon et b é néfice mémoire devra être largement en 
faveur de la place mémoire à minimiser car c'est ce 
qui r e ste, rappelons-le, notre obj e ctif et notre 
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contrainte actuels. 
Nous avons choisi l'objectif mémoire au détriment 
du côté CPU et de l'allocation des tampons . 
En effet, les c as d'installation où la ressource 
mémoire n'est pas d'importance cruciale n'auront guère de 
problèmes . Il leur suffira simplement d'allouer suffi-
samment de places aux IOBUF. 
Enfin, pratiquement, nous p ourrons observer que les 
BSZ déterminés suivant cette méthode respecteront les 
contraintes employées dans les méthodes théoriques . 
III . 8. Intégration de plusieurs sessions 
Il est bien évident que l'on ne peut se limiter 
à une seule_ session d'observation pour en tirer les 
conclusions générales. 
On aura: 
P our chaque P . 
l 
Ci · = t (1 ( Ck) i j . 
pour k = 1 , ••• , m 
P our chaque 
(Ok) x. 
J 





m est le nombre de sessions 
et ( ck) . ~ j u ( x . ) l ( s ) t < 
l l l x. . ((ETH) x. 
l 
) P. pour tout 
1 lors de 
session 
l J 





dre la place prise en moyenne par seconde pour la session 
k. 
( MAX_ ) désignera le maximum de place utilisée 
---k X. 
J 
en octets lors de l a session k pour le tampon de lon-
gue ur xj. 
En r és umant ~cette situation, chaque P. possè de 
l 
son ensemble de x. p ossibles . 
l 
~----- --- - ------ -
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A chaque session, et pour chaque x. , nous possé-
J 
dons les données nécessai~es. 
III.9. Le choix des sessions 
Le choix des sessions a une importance primordiale 
dans la validité gén~rale de la mé thode. En effet, 
s'il reflète la situation réelle et ses principales 
caractéristiques, les résultats s'adapteront au 
modèle futur. 
C'est pourquoi, nous choisirons des situations 
types de l'installation. Précisons que la période 
des observations se fera sur des péri.odes de pointe, 
c'est-à-dire où le taux des messages est le plus élevé. 
En effet, ces périodes constitueront les moments 
susceptibles de créer les problèmes ulté rieurs. 
Les sessions d'observation pourraient être choisies 
et obtenues par: 
1. La détection des moments et des causes produi-
sant ces pointes . 
2 . Reproduction de ces causes de manière -0uffisam-
mentpessimiste afin de couvrir les cas les plus 
défavorables. 
Le suivi de VTAt1 et les sorties de RbiF, lors de ces 
sessions, formeront les observati ons qui dégageront 
les données nécessaires. 
Nous fournirons également des renseignements qu i 
permettront de se rendre compte à postériori de la 
validité de la session observée. (cfr Ch. III.11) 
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III. 10. Déte r minat io n de l a p l ace mémoire et du BSZ 
Nous p ossédons donc par P . l'ensemble des 
l 
x. p ossibles . 
l 
Nous déterminons le P. minimal nécessaire 
l 
prendre en charge la situation obs e rvée : 




1/ détermination du BSZ: 
pour 
Po ur chaque x ., nous allons déterminer la session 
l 
s usceptible de p oser l e p lu s de problèmes ultéri eure-
ment, en q uelq ue s ortè, la pl us dangereuse. 
En d'autres termes, les au tres sessions ne poseront 
pas de problèmes à c e BSZ. 
A cette fin, nous ferons intervenir trois critères: 
a/ l a valeur ( I1LI\X ) pour chaque ses s ion X X . 
l 
b/ la valeur ( Ok ) x . p our chaq ue session 
l 
cl la validité de la session d 'observation et le 
profil de l'utilisation des tampons. 
Ce dernier critère permett r a d'au gmenter ou de dimi-
nuer l'importance relative des valeurs ( MAX ) k x . et 
( Ok) x. • 
1 
1 -· 
Si, par exemple, l'on voit q u'un ( MA~)x. s'adapte 
l 
mal à une pointe, l'importance de 
accrue par r apport a ux a utres. On 
c e ( MAXk ) sera x. 
s'aperç oit1 de la 




Comparaison de c es paramètr es: 
Si , dans 
( I,1AXk1) x. et 
l 
( Ok1)x_et (Ok2 
l 





) du même signe q ue 
x. 
l 
Il peut ne pas en être toujours de même. 
On pourrait choisir la session k telle que 
(IvlAYK ) x . > ( MAXk , ) x . pour k ' = 1 , . . • , n k ' f k 
J J 
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Supposons deux sessions 
(ok1 )x = 2 .000 octets 1 
k1 et k2 
(Ok2)x
1 
= 2 . 900 octets 
( MAXk'1 )x
1
= 3.500 oct ets ( MJ\Xk2)x1 = 3.499 octets 
Choisir la sess~on k1 apparait ici comme un mauvais 
choix car x 1 a dans la session k2 une place occupée 
nettement supérieure pour une différence dans les MAX 
insignifiante. 
L'importance des différents écarts entre les 
(Ok)x. et les (ù1AXk)x. devra permettre de choisir 
la se§sion pour qui la1 conbinais on des deux sera la 
plus exigeante. 
Cependant, il pourra exister des cas où le choix ~ i 
sera loin d'être évident. l 
Nous donnerons dans ce cas la priorité à la session 
dont (rvlAX ) est le plus élevé . En effet, ce seront k x. 
les maximumsl d'utilisation qui risqueront d'atteindre 
le BTH. 
A ce stade, nous avons v' x. E. C. , la session k 
l l 
désirée, et, par la même occasion (MAXk) et (Ok) • 
x. x. 
l l 
Il suffit alors d'appliquer le même raisonnement 
que pré~édemment mais, cette fois-ci, dans l'autre sens 
afin de déterminer le x .. qui a le moins d'exigences. 
l 
Ceci sera rendu possible par la comparaison entre les 
x.,des différents ( MAXk) et (Ok) obtenus dans les 
l X. X. 
l l 
sorties de la session k déterminée précédemment pour 






2. D6ter• ination du BNO: 
Le nombre de pages allouées sera calculé à partir du P. 
. l 
choisi précédemment. On pourra éventuellement procéder à une 
augmentation de la taille mémoire allouée. 
Elle traduirait simplement la marge de sécurité vis-à-
vis de situations dont on ne saurait prévoir toutes les 
variations. 
Cette augmentation dépendra it: 
de la validité de la session 
- du comportement des tampons à l'é gard de la session. 
Lors de certains intervalles, la validité de 1a session 
pourra être estimée à partir de: 
la liste des applications et leurs caractéristiques 
la distribution de la longueur des messages 
Le comportement des tampons sera connu à partir du pro-
fil d'utilisation défini précédemment (cfr III.6.5.). 
Un exemple de raisonnement possible serait le suivant: 
lors d'une pointe, on s'est rendu compte qu'elle pourrait 
être plus accentuée; dès lors, la bonne ou mauvaise façon 
de réagir des tampons permettra d'estimer la mémoire sup-
plémentaire à allouer. 
Ce genre d'estimation globale ne sera possible que . pour 
une personne connaissant les problèmes et le comportement 
de l'installation. 
III.11. Renseignements supplémentaires: 
Afin de faciliter la tâche des personnes devant procé-
der à certains choix, nous avons tenu à fournir des ren-
seignements supplémentaires: 
Ces renseignements seront: 
- par application: - taux des messages 
- longueur moyenne 
- nombre 
- sur toute la session: idem 
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III.1 2 . Le nombre de t ampons che z PPBUF. 
Le BSZ e st donc fixé par c e lui des IOBUF. 
Avant de passe r à l a définition du BNO , examinons 
auparavant l a v a lidité du BSZ pour les PPBUF 
ils ne contiennent que des mes sages d'entrée qu i 
n'ont pas à priori la même distribution que ceux 
de sortie. 
d a ns le cas où des envois sont faits de la part 
d'un termina l (batch ou autre) et que l'appli-
cation n'est pas en état de les traiter, la dis-
tribution des messages s'écartera de l'initiale 
vu que les messages vont s'accumuler. 
~ais d'autre part, 
c' est au niveau des IOBUF que se passera le r a -
l e ntissement, c'est-à -dire que leur situation à 
c e moment-là influencera le résultat. 
- en r ai son des diffé rents sens q ue peut prendre 
ce changement de distribution, un BSZ adéquat dans 
un ca s n e le sera it pas d a n s l'autre et nous 
r etomberions devant le même problème. 
- favoriser q uand même le PPBUF nous amènerait à 
cré er des problèmes d ans les IOBUF. 
Nous ne trouvons a ucun avantage à recons idé rer l a 
valeur BSZ préalablement définie. 
n 
BNO = ( L A. • B. ) / BSZ 
. 1 l l l= 
où n r eprésente le nombre de termina ux en entrée , 
A. r epr ésente la long u e ur maxin ale du message que le 
l 
terminal i peut envoyer, 




Rappelons que ces deux données sont définies à VTAM. 
B. sera égal à 1 pour les terminaux non batch . 
l 
La taille r é sultant de cette formule permettra de 
supporter les envois maximum de tous les terminaux batch. 
Elle permettra également de prendre en charge le cas où 
tous les autres terminaux enverraient leur message de 
lonGueur maximale . 
Nous considérons que la taille r ésu ltant de cette 
formule sera suffisamment élevée car: 
- les terminaux enverront rarement leur message dB 
longueur maximale 
- le nombre de terminaux actifs sera rarement 
maximum 
mais d ' autre part : 
- les envois d' un terminal batch occuperont souvent 
le maximum de tampons qu 'il peut utiliser dans les 
PPBUF 
- un terminal pourra envoyer plus d ' un message 
- l e coût de la mémoire paginable est nettement 
moins élevé 
- un ralentissement dû au PPBUF sera , la plupart du 
temps, irrémédiable . 
RELiARQUES GENERALES 
A. si la situation r ée lle est en ralentissement : 
Un problème peut se poser si la méthode es t appli-
quée à postériori . En effet , si le BTH est atteint, 
l'arrivée des messages sera fortement influencée vu que 
VTAM n'acceptera plus que les demandes privilégiées . 
Une autre l ongueur de t ampon déterminée par notre 
méthode se serait peut - être limitée à retarder l'éché-




d e mani ôr e temporaire afin d ' éviter ce genr e d'ennui . 
B. Charp;e du"suivi"de VTAU. 
L'exécution par VTAM du "suivi" aura deux consé -
quences: 
r a lentissement de l a fréquence d'arrivé e des 
message s 
r a lentissement également dans l a libé ration des 
t ampons, 
c'est-à-dire que ces deux conséquences auront tendance 
à s'éliminer au niveau des contraintes. 
Le ralentissement, quant à lui, est dû au f a it 
que VTAM dispose de moins de temps: 
- pour r épondre aux terminaux 





Nous avons eu à notre disposition une bande du suivi 
VTAJ'.11 . 
Elle était le r é sultat de la simulation d'une confi-
guration de 36 terminaux TSO. 
Elle contenait 5200 messages pour un intervalle 
de 30 minutes, c'est-à-dire un taux d'arrivée extrême-
ment élevé. 
Malheureusement, nous ne pouvions avoir à notre 
disposition l'état exact des tampons réellement utilisés. 
Ceci nous a amené à nous donner des valeurs réa-
listes et à déterminer ainsi les P qui, malheureuse-
x. 
l 
ment, ne reflètaient pas exactement la réalité. 
Cependant, nous ne pensons pas que cette exigence 
diminue dans une quelconque mesure l'inté rêt de lamé-
thode. En effet, ces chiffres seraient le r é sultat d'une 
observation aisée grâce à nos programmes tournant dans 
RUF. 
Connaissant cependant le BSZ de l'installation~ il 
nous sera possible de faire une comparaison entre-le 
BSZ déterminé par notre méthode et le BSZ réel. 
Ceci nous permettra d'avoir une idée du gain mémoire 
acquis grâce à un nouveau BSZ. 
En pratique, nous avons supposé que la bande de 
simula tion é tait composé e de d eux sessions d'observa-


































Si l'on r epr 6sente par gr aphique l es diff6 r ent s 
maximums atteints par chaque longueur de tampon: 
















)-p ={112, 120,128,144,152,160,168,176,184,192 , 
~ 5 200) 
Les (01 )x. sont croissants avec la valeur de xi 
, c'est-
l 
à dire que plus le x. est Grand , plus 
l 
(01 ). x. 
l 
est élevé . 
Les différences sont de l'ordre de 20 à 25 octets entre 
chaque x. (cfr listing ) 
l 





min = P5 
c'est-à-dire que 5 pages auraient suffi . 
l 120, 128, 144, 152} C)p = 
5 
Pré cisons également que les (02 ) sont également x. 
croissants avec la valeur de x. avec dês différences de 
l 
10 à 15 octets. 
Po ur chaque x. la session deux est la plu s dangereuse. 
l 
120 est le tampon qui a le moins d'exigence; en 
effet, son UA.X est l e plus petit et son (0)120 l'est 
également dans les x. possibles. 
l 
Analys ons l a distribution de la long ueur des 
messages 
80% des messages ont une longueur~ 80 octets 
4% des messages ont une longueur ~ 301 octets 
Le reste, bien sûr se situe entre les deux. 
A cette condition, comment peut-on concevoir qu'un 
tamp on de 120 octets de long pu isse avoir donné le 
min (max ) absolu, a lors qu 'il a, par rapport aux 
x . 
l 
tampons plus petits, une moyenne d'utilisation par 
seconde de l'ordre de 10 à 15% inférieure. 
A cet effet, supposons que: 
. 
• 
U (80) : 40 
U (1 20) : 34 
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U (x.) le nombre de t ampons actuellement utilisé s 
l 
Soit un message qui arrive de long ue ur de 
1400 octets. 
U ( 80 ) : 40 +(f(1400/80)) = 58 
U (120) :34 + (f(1400/1 20) = 45 
On voit donc l'importance des messages de grande 
longueur sur la situation r é ell e et comment la 
situation décrite plus haut peut se produire . 
Le gain vis-à-vis du tamp on existant (112) est 
de 2K . 
Ces deux K, cependant, amè n e ront une diffé rence 
de 1 page, lors de la ré.servation finale. 
En effet , si l'on r é serve 6 pages, cela risque 
d'être insuffisant car les six pages - (BN0-BTH) 112 
nous amèneront à une r és erve insuffisante en fonction 
du maximum. C'est pourquoi, si ce tampon avait été 
ch oisi, 7 pages a ura i ent été nécessa ires. 
Les définitions r és ultant de la simulation se~ont: 
BSZ : 120 BN0: 128 BTH: 115 
0000000000 
Ut i l isation 
maxima l e des 
ressources 
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CHAPITRE IV S.R.M. 
==================== 
IV.1 INTRODUCTION 
Le SRM est une nouvelle caracté ristique d 'un système 
d'exploitation en ce sens qu'il a remis a u sein d'une 
même composante des algorithmes de performance jus-
qu 'ici séparés . 
Certains nouveaux côtés ont été introduits notamment 
afin de permettre un contrôle plus développé sur la 
charge du système . 
Les objectifs de SRM (system ressources manager) 
sont g lobalement les suivants: 
-utilisation opt imale des ressources 
- distribution des ressources de manière à res-




- temps de réponse 
' ~ 
décisions 
Pour a rriver à ses fins , SRM procédera à des 
dé cisions rencont rGn t ses obj ectifs . 
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Les décisions s'effectuent de la manière suiva nte: 
écriture de l a zone de travail d'un processus 
sur mémoire auxiliaire ( q ue nous appelerons 
dé sormais expulsion) 
- calcul de la priorité dynamique des process us 
- r éintroduction d'un processus expulsé 
Le principe de départ est de partager tous les 
genres de process us en domaines. Chaque domaine regrou-
pera l e s processus possédant l es mêmes caracté ristiques 
d ' exécution . 
En effectuant un contrôle sur les nive a ux de multi-
progr a mmati on à l'inté r ie ur de chaqu e doma ine g râce à 
ce s décisions , SRM tentera de garder un ensemble de 
travaux adé quat. 
Par exemple, une façon de dé couper sera de r egroupe r 
séparément les courts TSO , l~s batchs prioritaires , les 
batchs non priori t aires . 
SRM choisira le meilleur processus pour être r é in-
troduit ou être expulsé, de manière à : 
opt imaliser l'utilisation des ressources 
satisfaire les objectifs de t emps de r éponse de 
l'utilisateur 
Cette décisi on d'expulsion ou de réintroduction se 
fera sur base de l'utilisation g lobale des ressources. 
Les r ess ources géné rales sont : 
- l e processeur 
- le maté rie l pour les entrées/ sorties 
- la mémoire centrale 
La dé cision d'expulsion de SRM reviendra en pra-
tique à empêcher le processus d'utiliser les ressour-
c es . 
Interruption tous 
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IV.2. Diag ramme gé néral de fonctionnement 
Gé rant des entré al 
/sortie 
les cycle s ~1) 
Appel par une au -
tre composante du 
système 
Contrôle à 
SRM gé r ant du processeur 




gé r a nt du 
cha r gement 
(1) signifie que SRM prendra la main 
(2) les différents algorithmes corresponda nt a ux 
différents gé rants donneront chacun des valeurs de 
r e comma ndation pour un processus. Ces valeurs repré-
senteront les conseils de chaque gérant. 
Silli/! se basera sur les v a l eurs donnée s par les gé='" 
r a nts pour ses diffé rentes dé cisions d ' expulsion ou de 
r é introduction. 
Le system ressource manager choisira un niveau de 
mult iprogrammation ( MPL ) en se basant sur: 
1. l a situation d' ensembl e d'utilisation des ressour-
c es . 
2 . Les contraintes spé cifiées dan s un domaine particu-
lier. 
3. Les situations particulières des proces sus à l'-
inté rieur d ' un domaine en relation a vec leurs 
obj ectifs. 
IV-4 
Les contraintes spé cifiées dans un domaine sont les 
su iva ntes: 
rJIIN ~.U:'L le nombre minimum de processus dans ce 
domaine. 
MAX MPL : le nombre maximum. 
le poids du domaine: équival ent en quelque sorte à 
son importance. 
Le point 1 sera spécifié gr~ce a ux gé rants des 
ressources qui donneront à SRM des valeurs géné rales 
d 'utilisation des trois ressources. 
Les ~érants de la charge , du processus, des 
entrées/sorties donneront des vale urs de recomman-
dation valables à l ' inté rieur d'un domaine et concernant 
chaque processus appartenant actuellement à ce domaine. 
Le processus général d ' une décision de SRM est le 
suiva nt: 
- choix d'une expulsion ou d 'une r é introduction 
suiva nt l'utilisation des trois Grandes 
ressources 
- choix d'un domaine 
- calcul des val e urs de r e commandation pour chaque 
algorithme p our tous l es processus appartenant 
au domaine 
- cumul des diffé rentes vale urs et choix du ou des 
processus sur lequel se portera la dé cision 
Il f a ut donc remarquer que le calcul des valeurs 
de r ecommandation par les gé rants du processeur et des 
entrées/sorties ne se fera que pour les processus 
appartena nt au domaine choisi. 
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IV.3. Le géra nt du processeur 
Il se subdivise en trois grandes fonctions: 
1° une fonction d'équilibre de l'utilisation du 
processeur. 
2° calcul de la priorité dynamique 
3° Contrôle des processus utilisant une ressource 
protégée. 
IV.3.1. fonction d'équilibre 
Cette fonction donnera les valeurs de recommandation . 
Elle permettra de contrôler: 
- l'utilisation générale du processeur 
- l'utilisation individuelle du processeur par pro-
cessus. 
Elle possède donc tous les renseignements né cessaires 
(qdelie calcule) afin d'estimer toutes ces utilisations. 
La valeur de recommandation pour un processus parti-
culier s e calculera comme suit: 
1) Si le processeur est sous-utilisé(temps d'attente 
supé rieur à une constante}, alors les gros utilisa-
teurs vont recev6ir une valeur de recommandation positive 
proportionnelle à l'importance de cette sous-utilisation 
et à la proportion dans laquelle le processus peut y re-
mé dier, c'est-à-dire que plus il sera un important util i -
sateur du processeur, plus il recevra une recommandation 
importante. 
A ce stade, il faut déjà faire une remarque valable 
p our les autres algorithmes: Les valeurs de recommandati• 
on à l'inté rieur d'un domaine sont calculées pour tous 
les processus dans le domaine, qu'ils soient expulsés 
ou qu'ils soient actifs, cela implique que SRM garde 
des informations sur la façon d'utiliser les ressources 
de la part du processus. 
En pratique la recommandation se fera pour un 
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processus détecté comme un gros utilisateur de pro-
cesseur, par la c omparaison du taux auquel il utilise 
le processeur par rapport à une constante définie. 
Les processus n on détectés recevront une recommandat ion 
nulle. 
2) Le processeur est sur-utilisé: 
Dans ce cas, les utilisateurs détectés comme lourds 
recevront une recommandation négative tandis que celle 
des autres sera nulle. 
De manière générale, la recommandation est, pour 
un processus: 
> 0 (réintroduction) si sous-utilisation 
~O (expulsion) s'il y a sur-utilisation 
; 0 s ' il n'a pas été identifié. 
rv. 3.2. Calcul de la priorité dynamique 
En pratique, SRM exerce le contrôle sur la priorité 
des processus, dont on a spécifié une priorité qui 
tombe dans celles contrôlées par SRM (il ne les con-
trôle donc pas toutes). 
SRM exerce son contrôle sur un ou plusieurs groupes 
de 16 priorités dans lesquelles il va calculer la 
priorité dynamique, suivant trois algorihmes: 
- temps moyen d'attente ( MTW) 
les priorités fixées (F) 
- les priorités rotatives (R) 
Ces trois algorithmes s'appliqueront à l'intérieur 
d'un groupe de 16 priorités. 
Ce groupe de 16 priorités est divisé en trois 
ensembles correspondant aux trois algorithmes et 
chaque algorithme s'appliquera à un ensemble et calcule-
ra la priorité qui devra toujours appartenir au même 
ensemble. 
Par exemple, si la priorité d'un utilisateur est 35 
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e t que l e ~roupe 32 à 4 8 e st cont rôlé par SHM , q u e , de 
p lus , l e sou s -ens e mble 32 à 38 es t l e ~rou p e t e mp s moyen 
d'attente, la priorité dynamique de ce processus variera 
toujours de 32 à 38. Le découpag e en trois ensembles 
est commun à tous les g roupes (ex. MTW: l e s 8 premières ) 
- l ' alg orithme MTW favorisera les processus à 
orientation entré e/sortie. 
- l e g roupe de prioritÉ:S rotat ives est un groupe où 
tous les x temps, SRM mettra le dernier en tête 
du groupe et le premier en queue. 
les priorités fixé es ne cha n gent pas. 
IV. 3.3. Protection d e s processus utilisant 
une ressource privilé g iée. 
On spé cifie à SRM un intervalle de temps pendant le-
quel un processus utilisant une ressource en la r é servant 
n e peut être expulsé, c e ci afin d' é viter que les autres 
proc e ssus n e soient bloq ué s jusqu'à ce que le premier 
libè re la ressource. En effet, s'il est expulsé de la 
mémoire , les processus dé sirant cette ressource ne 
pourront recevoir l'autorisation. 
IV.4. Gérant des entrée/sortie. 
I l se compose d'une fonction dont le but est d'équi-
libre r l'utilisa tion au niveau d e s canaux log iques . 
Le s recommandations se feront donc de la même ma nière 
qu e pour le gé rant du processeur, mais cette fois-ci sur 
b a se de chaque canal log ique . 
Un c a na l logique sera considé r é comme sous-utilisé o u 
s ur-utilisé sur base de limite d 'un taux d'EXCP par 
s e conde . 
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Les proces s us seront identifi és de la même manière . 
IV.5. Le gérant de la charge. 
Rappelons que toutes les valeurs de recommandation se 
feront à l'intérieur d'un domaine. 
Cette partie de SRM supportera l e s objectifs de perfor-
mance de l'installation pour les sous-ensembles individuel ;-
d'utilisateurs (les domaines~. 
DIAGRAMME 
paramètres spécifiés 
de l'Înstallation (IFS ) 
SRIII IKc<.-· ___ .__G_&_r_a_n_t _ d_e_c_h_a_r_g_e~ 
chronologiquement, le gérant effectue les opérations 
suivantes: 
1/ il cumule les unité s de service pour tous les proces-
sus . 
2/ il détecte les change• ents de période dans l a vie 
d'un process us. 
3/ il ca lcule les taux de services pour tous les process t s 
appartenant au domaine choisi. 
4/ Une fois le domaine choisi, il compare la situation 
des diffé rents proce ssus. 
5/ il donne une valeur de recommandation pour chaq ue 
processus . 
IV.5.1. Les unité s de service. 
Les unité s de service sont une combinaison linéaire 
des trois ressources de base. 
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Le s uni t ~ s de servic e reçues pour µn processus sont 
, 1 ' Cf!;U es U ! 
A ( t emps d e proc e sseur )K + B ( nombre d ' EXCl) ) 
+ C( nomb r e moye n d e page pour sa z one d e tra v a il* t emp s 
proc e sse ur 
K 
où K es t un fac t e ur d ' é che lle 
e t A, B , C s ont des c oëfficie n t s q u i rep r 6 sent e ront l ' impor-
t anc e acc or dée à une r esso ur c e particuliè r e , 
I V. 5 . 2 . Dé t e c t ion des périodes : 
A l a v ie d ' un p roces s us , corresp ondent plus1e urs 
obj e c t i fs d e performance . Hou s v e rrons p lu s tard où in-
t e rvi e nd r a c e p rob l è me . 
J: ~5. 3 . Cale u 1 de; taux 
Le ~érant va calcul e r deux t a ux : 
- le taux d ' abs o r p t ion : c ' es t l e taux a uque l l e pro-
cess us reç o i t l e s unité s de se rvic es q uand il es t e n 
mémo i re principale . I l es t égal a u t ota l des unit é s d e 
se r vices reçues quand il est a ctif , div isé par l e t emps 
où il est a c t if ; i l es t donc à zé ro quand le processus es t 
expul sé . 
- le t a ux de se rvice : c ' es t l e tuux a uq ue l un proce s -
s u s reç oit l es uni t és de servic e depuis l e dé marrage ; 
il est d onc é~al a u t ot a l des unité s de service r eç ues s ur 
l e temps é coulé d epuis ~on lancement. 
unité s de 
service 
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représente le moment où le processus est expulsé 
t 1 r ep r é sent e le moment où il est r éintroduit 
le moment t 1 à t 2 et les unité s des services cumulés vont 
donner le taux d'absorption tandis que le moment (t
0
, t 2 ) 
v a définir le taux de service sur les deux périodes . 
Sur l'intervalle (t1 ,t2 ) , la pente du taux de service 
est moins import a nte que celle du taux d'absorpt ion vu 
qu'il ne reç oit p a s d 'unité de services pendant l'inter-
v a lle (t
0
, t 1 ) • Le taux de servic e représentera donc le 
t a ux gé né ral auquel il a eu accès a ux ressources depuis 
le début . 
IV.5.4 Comparaison. 
Lorsqu 'on procède à une dé cision à l'intérieur d'un 
doma ine, il est né cessaire de comparer les diffé rents 
processu s afin de choisir l ' adéquat . 
Une n ouv e lle notion, l a charge correspondant à un 
processus , rendra cette comparaison possible. 
Le concept est de donne r une unité de commune mesure à 
tous les processus dans le domaine; il représ entera la 
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façon dont il exploite les ressources pour son pouvoir à les 
.utiliser. 
La .formulation sous forme de cha rge sera une mani~re 
de r ép ondre à l a question : "Donnez-moi une quantification 
de la façon dont le processus utilise les ressources" . 
La fonction qui . associera à un taux de service sa 
charge correspondante sera préc isée F,râce à un obj e ctif de 
performance qui assoc ie des charges à des valeurs- de taux 
de service. 
No u s pensons qu ' il sera plus ais.é de saisir le princi-
pe de rqisonnement sur un exemple . 
SRV 
Supposons deux obj ectifs de performance : 
obj ectif 1 est d6fini par SRV : (400,200 , 0) e t ~KL(180 , 100 ; 
et ob~1 va être dé terminé par les trois couples 
v 
(400 , 1) ( 200 , 50) (0 , 100) 
objectif 2 est d6fini par SRV!: (400 , 5 , 0) et \'/KL(1,50 , 100) 
SRV représente des taux de service 
JKL des valeurs de chure;e 
Voici le graphique des deux fonctions 
1 36 50 100 
\'✓KL 
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S upposons maint e nant d e ux proc e ssus aya n t cha cun 
0bj e ctif/1 et objeetif/2 respective me nt comme objectif de 
performance . 
Supposons également ~u ' ils aient tous les deux un taux de 
service de 200 . 
Pour le processus 1 \1/KL = 50 
Pour le processus 2 WKL = + 36 
-
c'est-à -dire que le processus 1 a plus droit d'avoir un 
t a ux de service de 200 que le processus 2. 
IV.5~5. Calcul des recommandations. 
Le s valeurs de recomma ndation seront les WKL associés 
au SRV ou d a ns le cas précédent 50 et 36. 
En d ' autres termes , les valeurs fournies par le gérant 
de l a charge seront une estimation du droit du proc ess us 
à avoir le taux de service qu 'il emploie. 
Une r emarque importante doit être faite : 
C'est que les processus nouveaux, vu qu ' ils n'ont pas 
encore reçu de services, ont un t a ux de service égal 
à zé ro, ce qui donnera un WKL maximum. 
A l ' intérieur d'un domaine, il s ' en suivra généralement : 
l'expulsion d'un processus q ui vi ent de commencer, et 
l'introduction du nouveau. Ceci sera é vité . g râce à un 
nombre d 'unité s de services que l'on pré cise à SRM e t 
a vec comme effet pratique d ' empêcher ce Processus d ' être 
exp ulsé tant qu ' il n'aura pas reçu un nombre d 'unité s de 
service égal au nombre précisé . 
Il reste maintenant à inclure le point" période " d a ns tout 
ceci ou, du moins , l'expliquer, c ar , chronologiquement, 
il é t a it à sa plac e . 
Le principe est le suiva nt: on associe à diffé rents 
moments de la vie d'un proc e ssus, des obj ectifs de perfor-
mance différents et également des domaines diffé rents. 
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En effe t , l es carnctéris ti<1_u es d ' exéc ution d ' un pro-
cesstrn peuvent chanr~0r de telle mani c) r e ri_uc : 
ses exigences ne sont plus l es mêmes 
- son appartenance au même d omaine ne se justifie plus 
La vie d ' un process us sera divi sé en plusieurs 
pé riodes et à chaque pé riode ser a associé un objectif de 
pe rformance adéquat, a insi qu ' un domaine respectant ses 
caractérist iques. 
L ' ensemb l e des pé riodes , e t associé à chaque pé riode 
son obj ectif de performance , sa du r é e , et son domaine sera 
précisé grâce à l a dPS:inition d ' un r;roupe de performance qui 
aura la configuration suivante : 
pé riode 1 : duré e , OBJ N1 , DOLlA INE M1 
pé ri ode 2 : durée , OBJ N2 , DOI.11\Dill M2 
La précis ion d 'un Groupe de performance lors de l ' in-
troduction d ' un progr amme d~ns l e syst~me perCTettra de 
déterminer tous l es é léments dont SW1 se servira pour 
ré Gler son exécution . 
Enfin , le gérant détecte la f in d ' une période en 
re crtrdant s i l e cumul des unités de service ne dé passe pas 
celui indiqué pour l a pé riode lo. durée d ' une période 
est précisée en unités de service . Si cette limite es t 
a tteinte , il · passera à l a · période suivante en , , 
tenant compte des caracté ristiques différentes , s ' adaptant 
à l a nouvelle . 
IV. 6 . Situation des param~ tres : 
Tous les param~tres se sit uent dans l ' IPS , d u moins ce ux 
c_ité s pré éédèrar:ient , sauf, pour chaqu e r es sourc·e , les 
çoëfficients intervenant lors du calcul des 
unité s de service qui se situent e ux sur une a utre 
libra irie ac c ess ible à LlRhl . 
-
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Il reste à mentionner l'existence d'un dernier para-
mètre qui prendra deux valeurs : 0 ou 1 (RTB: response/ 
throughput/bias). 
0 signifie que SRM ne tiendra pas compte des recomman-
d a tions des gérants du processeur et des entrée/sortie 
et 1 qu'il en tiendra compte . 
Le RTB à O favorisera l'objectif temps de réponse, au 
d é triment de l'objectif utilisation des ressources. 
rv.7. Les façons dont SRM pre nd la main: 
Nous avons exposé précédemment que SRM pouvait obtenir 
la ma in de deux faç ons: 
- par d e s interruptions tous les x temps. 
- par un appel d'une autre partie du système. 
rv. 7.1. Par int erruption. 
SRM prendra le contrôle toutes les x secondes et procé-
dera au choix d'un domaine où il exercera ses dé cisions 
(variables en fonction de la charge). 
IV. 7 . 2. Appel pa r une autre partie 
(SYSEVENT) 
En effet, une autre partie du système peut demander 
certains services à SRM. Un exemple pratique est le cas 
produit par une pénurie de pages en mémoire réelle . Le 
gé r a nt de la mé moire avertira SRM de l'état actuel 
afin qu'il prenne des mesures. 
Outre l'expulsion de mémoire réelle de certains 
proces s us, SRM réagira en empêcha nt la cré ation de 
nouve a ux espaces d ' adresses. 
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Ceci est rendu possible, entre autre, par le fait 
qu'une commande "start" ·à la console provoquera l'appel 
de SRM qui, en reto~r, autorisera ou non la demande. 
Dans le cas où le nombre de pages r é elles disponibles est 
tombé en-dessous de la limite, SRM r é pondra non. 
IV.8. Choix d'un domaine: 
SRM choisira le domaine possédant la valeur suivante 
la plus élevée. 
C _ nombre mo en 1 de rocessus rêts x poids du doma ine(2) : 
- nombre actuellement actif 3 
Si on étudie (1) sur (3), on remarque que s'il y a plus 
de processus prêts qu'il n'y en a en moyenne, le rapport 
(1) sur (3) sera inférieur à 1 et diminuera ainsi l'impor-
tance du domaine. La tendance gé né rale favorisera les 
donaines prioritaires, du moins jusqu'à ce que leur nombre 
actif devienne prépondérant. 
D'un autre côté, le rapport (1) sur (3) supérieur à 
1 augmentera l'importance du domaine. 
IV.9. Décision d'expulsion ou de r é introduction. 
Les dé cisions d'expulsion ou de r é introduction se feront 
sur base de valeur d'utilisation idéale des trois 
grandes ressources qu'on lui donne et sur l'utilisation 
actuelle des ressources. 
Il dé cidera d 'une exp ulsion lors de sur-utilisa tion 
de certaines ressources et d'une r é introduction en cas 
de sous-utilisation. 
Eventuellement, il choisira de faire les deux, puis, 
une fois son choix fixé, il dé cidera du domaine où 
exercer ses décisions. 
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IV.10. La Char Bc d e SRM . 
Nous allons disting uer deux sort e s de charges: 
- celle due à l'exécution des programmes de SRM eux-
mêmes . 
- celle due à l'expulsion du processus. 
IV.10.1. SRM lu i-même 
C' est une charg e très difficile à estimer et nous ne 
disposons pas des outils né ces s aires à son é valuation. 
En pratique, la tendance géné rale est que SruA prend la 
main moins souvent par des interruptions au fur et à mesur e 
que la charge gé né rale augmente. ( l a charge de SRM est 
évaluée à 5% du temps du processeur , sur une charge 
normale). 
IV.10.2. L'expulsion du processus ou 
la réintroduction. 
On peut subdiviser cette charge en trois ensembles. 
1/ le temps né cessaire à une tâche spéciale qui appar-
tiendra _au process us pour se prépa rer à l'expulsion. 
2 / le t emps né ces saire pour tra iter l es interruptions 
d ' entrée/sortie afin de transférer les pages de l a zone 
de travail vers les supports né c essaires. 
3/ le temps né cessaire au gérant des mémoires pour 
mettre ses tables à jour. 
Enfin , SRM né cessite l'existence d'une unité à accès 
direct dont l'usage sera de garder les page s des p rocessu s 
expulsés . 
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IV.11. En pratique . 
Tout au long de cet exposé , nous nous sommes aperçu de 
l a complexité de la définition des paramètres à SRM. 
Ce tte complexité imposera de longs tâtonnements a fin 
d'obtenir des définitions susceptibles de satisfaire 
les objectifs de l'installation. 
Cet te définition ad$quate ne sera d'ailleurs rendue 
possible que par l'intermé diaire d'un outil de mesure RMI1' 
Cet outil a na lysera l'utilisation d es ressources 
du système du point de vue essentiellement orienté SRLl , pa1 
ecemp l e : il exprimera le nombre d'unités de services rendus 
à un p rocessus, ce qui permettra de vé rifie r la bonne 
application et l'effet pratique de c eux définis à SRM . 
En pratique , RMF ne fera qu 'observer des zones donné es 
q u'SRM cré e et met à jour. 
On pourrait croire, en pratique, qu 'une bonne partie 
des raisons de r é introduction et d ' expulsion sera due au 
gé r ant des charges. 
Les causes de ces dé cisions et leur taux font partie 
d'un rapport fourni par RMF . 
Or, il nous a é t é donné de pouvoir observer certains 
de ces rapports concerna nt de trè s grosses entre prises. 
Da ns c e s rapports , on pouvait constat e r qu'une 
énorme majorité (95%) d es causes d'expulsion et de 
r éintroduction étaient dues à un temps d ' attente 
d'évènement d 'entrée /sortie (ex. attente de l a r éponse d'u1 
terminal) . 
Ce qui revient à dire que l'utilisation des capacités 
de SRM es t fortement r é duite et ne comporte pratiquement 
qu 'une caracté ristique existant déjà s ur les s y stèmes 
pré c édents. 
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Cette dé cision d'expulsion est d'ailleurs provoquée 
par un appel à SRM lorsque le syst ème détecte un t emps 
d'attente suffisamment significatif . 
Le problème est d G, à notre avis, à la complexité 
engendrée par la détermination des paramètres et à 
l ' estimation de leur interaction . 
En effet , s ' il semble relativement aisé de dé finir les 
objectifs pour un processus , évaluer les conséquences 
des interactions nous semble nettement plus aléatoire 
S i l es paramètres sont extrê• ement difficiles à cerner, 
il est ~vident que , bien utilisé, SRhl fournira l'outil adé-
quat qui permettra de contrôler et de respecter les 
objectifs de l ' installation d ' une manière extrêmement 
précise . 
00000000 0 000000 
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CHAPITRE V RMF et nos ou tils de mesure. 
========-=============================== 
V.1. INTHODUCTION . 
No us avons donc écr it les progr ammes qui fonction-
nent dans l e cadre de RMF et qui ont pour but de sortir 
des renseignements s ur l' état des tampons de VTAM. 
Or, RMF est un outil essentiellement destiné à 
supporter sm . . 
C'est pou rqu oi, outre l e fait que SRM est une 
nouvelle caracté ristique, nous avons tenu à définir les 
grandes lignes de ce composant important du système . 
A prése~t, nous allons exposer brièvement RMF pour 
ensuite passer à une description plus détaillée de nos 
progr ammes. 
V.2 - RMF ( r essource measurement facility ) 
V. 2.1 . Fonction et méthode d'approche . 
Le "ressource measurement facili ty" de hIVS est un 
moyen de mesurer les performance du système et de 
montrer les différentes sources de tous les problèmes 
afin de contrôler les paramèt res qui régissent SRM. 
Un contrôle effectif du syst ème demande des 
mesures sur de longues périodes qui soient faciles à 
utiliser et capables de donner les renseignements 
désirés à différents niveaux de détails. 
V-2 
Les données obtenues devraient aider, en relation 
avec SRM, au contrôle de la performance et des objectifs 
demandé s. 
Une méthode d'approche pourrait être: 
1/ Identifier les composantes du système qui ont un 
pourcentage d'utilisation exceptionnel. Les critères de 
qualification employés par RMF sont standards et corres-
pondent lorsque, c'est le cas, aux mêmes genres de 
données que pour la définition des paramètres dans 
SRM ( ex. unités de service). 
2/ Identifier les moments où l'utilisation de telle 
ou telle ressource est exceptionnelle. 
3/ Faire la correspondance entre les services 
alloués aux utilisateurs et les services théoriques 
dans les circonstances d'un niveau de charge particulier 
spécifié dans l'IPS; autrement dit, si l'espace d'adresse 
reçoit bien ce qu'il devrait recevoir. 
4/ Identifier les embouteillage s. 
5/lientifjer les utilisateurs excessifs de certaines 
ressources. 
On détectera les problèmes au niveau le plus général, 
puis on lancera l es mesures dans des domaines bien 
particuliers. 
Le genre de mesures générales regroupe les suivantes: 
processeur, pagination, char ge , canaux, l'activité des 
unités à accès direct. 
Les mesures de la charge , afin de permettre la 
vérification des paramètres précisés à SRM, sont 
disponibles soit par domaine, groupe de performance, 
objectif de performance. 
Ces mesures fournissent une bonne représentation 
de l'activité du système pour des périodes relativement 
longues.. 
On peut donc alors initier les rapports à des 
niveaux plus détaillés. 
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V.2.2. Mé thodes d'utilisation: 
Il existe deux moyens d'utiliser RMF. 
A ces deux moyens, correspondent les deux types 
de mesure possibles : générale (session de type 1) ou 
détaillée (session de type 2). 
La session de type 1 sera démarrée à l a console et 
supportera, suivant les options précisées, des mesures 
globales sur le système. Ces mesures globales sont le 
r é sultat de la réduction des données collecté es a u 
cours d'un intervalle d 'observation ( MIN, I'.11\X , MOYENNE). 
A l'inté rieur d'un intervalle, l'option cycle 
définira la pé riodicité d 'observation des données 
qui seront réduites par après . 
La session de type 2 fournira des données dé taillé es 
et _non réduites au terminal. Elle permettra de suivre "en 
direct" l'évolution des donné es dé sirées. 
C'e st en quelque sorte un session instanta né e. 
v. 2.3. Conclusion sur RMF: 
Cet outil de mesure, qui ne fait qu 'observer 
des zones de donné es appartenant à SRM, offre donc de 
l a rges possibilités pour la CTesure de la performance du 
système . 
En relation avec sru.~ , il pourra aider, dans une 
gr ande part, à améliorer cette performance. 
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v.3. Nos outils . 
Comme nous l'avons dit, RMF est surtout l'outil 
s a ns lequel SRM n e serait qu'une utopie. 
De plus, on considérai t comme ressources du systè-
me :le p rocesse ur, les entrées/sorties, ainsi que les 
mémoires . 
La gesti on des tampons appartenant à cette 
dernière ressource peut revêtir une importance parti-
culière . 
Ces tampons réservé s à VTAM ne faisaient pas l'-
objet d 'une observation par Rl'ilF. No us a vons éc rit une 
série de routines dont le but est d'observer des 
renseignements qui donnent l'état des tampons VTAM . 
Ces routines ont été incluses à RMF et sont 
devenues une option supplémentaire pour l'utilisateur 
qui le désire. 
Comme les deux types de mesures possibles (générale 
ou détaillée) ont cha cun leurs avantages ,nous avons 
inclus deux séries de programmes: la première s'exécute-
ra sous le contrôle de la session de type 1 et la seconc 
sous le contrôle de la session de type 2 . 
V.j.1. S ous le contrôle de la session de type 1. 
Les programmes qui s 'exécutent sous le contrôle 
de la session 1 sont au nombre de cinq et à chacun 
correspondent des fonctions bien particulières , comme 
dans le cadre de H.MF do nt nous allons voir brièv eme nt 
l'organisation gé né r ale pour l a session 1. 
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RMF (1) occ upe donc un es pac e d ' a dresse e t se 
compose d e c e s g r a nde s s ortes de prog r a mmes: 
1. les progr ammes de c ontrôle. 
2 . les prog rammes d'initi a lisation. 
3. l e s prog r a mmes d'observation. 
4. les prog rammes de traitement de fin d'in-
tervalle. 
5. les prog r a mmes de r apport. 
6. les prograai.mes de clôture. 
La s équence des opé rations est le suiva nte: 
RM.F prend l a main, a prè s son initialisa tion, de 
d e ux ma niè res: soit pour r é pondre à une commande qui 
mod ifie les options actuelleme n t employé es ou soit par 
d e s interruptions pé riodiques pré cisé es g râce à 
l'option "cycle" qui permettront d e donner l a main 
à c es prog rammes d'observation corre sponda n t a ux 
d onné es q u e l'on dé sire. 
Qua nt à RMF, il es t la plupa rt du t emp s expulsé e t 
ne r e stent en mé moire r é elle (fixé s) qu e les p rog rammes 
d'ob s erva tion et le prog r a mme qui lui donne l a ma in. 
Ce n'est q ue lors d e s fins d'intervalle q ue RMF sera 
r é introduit. 
En effet, lorsque RMF est a ctif, s i l'on considère 
toute l a pé riode de l'interva lle, ne sont util e s que le s 
prog r ammes d'observa tion; c'e s t p ourq uoi, on l e s fixe d e 
te lle ma n iè re qu'ils puissent être r e trouvé s lors d'un 
cycle s i RMF e st expul sé . 
De l a mê me ma ni è r e q ue Wv1F, c e s p rog r ammes q ue noU ti 
a v on s é c ri ts e t intégr é s à RMF p os s è d e nt l a mê me 
structure . 
1. un prog r a mme d'initia lis ation. 
2 . un progra mme d'ob s erva tion. 
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3. un programme de tra itement de fin d'inter-
val le . 
4. un programme de rapport s . 
5. un programme de terminais on. 
Il es t bien é vident que ces progr ammes s'exécutent 
é~alement sous les différents programmes de contrôle 
de 0 RlvIF . 
·Re gardons de plus près la fonction de cha cun de 
ces programmes. 
v.3.1.1. Initia lisation. 
Le programme d'initialisation a comme fonction 
de r é server l a place né cessaire au prog ramme d'obser-
v a tion pour range r les données obs ervées. 
De plus, initialement, il a v a it comme but de 
fixer en mé moire r ée lle le module d'observation e n 
deux é tapes: 
La première é t a it de rendre RMF non expulsable 
penda nt que la seconde étape consist a it à fixer l a zone 
d e mémoire vituelle où "l'observateur" avait été 
charg~ pré c édemment par ce même program~e d'initialisa-
tion . 
Cependant , cette méthode comportait c ertaines 
l a cunes, ce qu i a nécessité l'emploi d'une a utre solu-
tion , celle de l a "liste fixe". La "liste f ixe" es t 
une list e de module conservée par l e superviseur et dont 
to us les memb r es sont fixés en mémo ire virtuelle. Sa 
gestion est d onc entièrement prise en charge par le 
superviseur et dé cha r ge le programme de ses contraintes. 
Le programme d'initialisation s'exécute une fois 
lorsqu 'on démarre RMF a v ec comme option "utilisate ur". 
Enf in , il rés e rve , dans une z one d u superviseur, 
des z ones de travail pour "l'observateur", zone qu'il 
J 
V-7 
initialise éGalement . 
v.3.1.2. Observations. 
Le proGramme de contrôle de RMF va lui passer la 
ma in après que lui-même l'ait reçue lors d'une 
interruption correspondant à un cycle. 
L'"observateur" est chargé d'aller recueillir les 
données sur l'état des t ampons VTAM. 
La fonction plus dé taillée de ce programme est 
d'aller chercher les valeurs dés iré es, de mettre à jour 
les valeurs minimum et maximum correspondantes et 
d'additionner ce nombre dans un compteur de manière à 
pouvoir, par après, calculer la moyenne en connaissant 
le nombre d'observations. 
Ce programme, comme le précédent, tourne en clé 0 
et de plus ininterruptible, ce qui veut dire qu 'un 
SVC, faisant partie de la codification, provoquera une 
interruption fatale. 
C'est ce module dont nous avons parlé auparavant 
qui est fixé grâce à l a liste fixe. 
Il est bien évident que tous ces programmes sont 
écrits en assembler. 
v.3.1.3. Fin d'intervalle. 
Ce programme prend la main à l a fin de la durée 
de l'intervalle spé cifié e d ans les options données à 
RMF. 
De plus, il s'exéc ute une fois dans la phase 
d'initialisation. 
V-8 
Da ns notre cas , aucune fonction bien précise 
n' é tait à exécuter . 
S on obj e ctif est de rés e rver une zone de tra vai l 
dans laq uelle il placera les donné es que l'observateur 
lui passera. 
Ce s données ~ubiront certaines transformations à 
des fins d'impression. Cette opération aura it d'ailleurs 
pu avoir lieu d a n s la phase d'impression. 
Enfin, il va réinitialiser la zone de travail de 
l'observateur qui, rappelons-le, se trouve dans des 
z ones r és ervées; c'est po urquoi, lui aussi tourne en 
clé O. 
V.3.1.4. Le programme d'impression. 
· La fonction du programme d'impression est d'-
a chever l a transformation des donné es et de f a ire le 
formattage de manière à pouvoir les imprimer. 
En outre, ce programme libèrera les zones r é servée s 
par le programme de traitement de fin d'intervalles 
après avoir , bien sûr, imprimé toutes les données 
né cessaires, à savoir, p our chaque type de tampon: 
le minimum , le maxicrum et la moyenne du nombre de 
tapons disponibles , du nombre maximum de tampons 
utilisés et la longueur et le nombre de t a mpons pour 




v.3.2. Sous le contrôle de l~s ess ion 2. 
Il reste uaintenant à exposer les programmes inclus 
à l a session 2 mais qui, eux, ne donnent que des instan-
tanés de l a situation et non des valeurs repré sentatives 
d'une période de temps. 
Ces programmes sont au nombre de deux: 
1/ L'observat e ur: son but e s t d'aller chercher les 
donné es nécessaires dans les blocs de contrôle de VTAM 
et de mettre les valeur observées dans une zone réservée 
à cet effet et dont l'adresse est donnée par le système. 
Mais avant que ces programmes puissent s'exécutei, 
il a fallu r ecompiler le"menu", qui est la liste des 
options disponibl Rs en TSO, de manière à ajouter 
l'option "VTAM". 
Ceci étant fait et l'utilisateur ayant choisi l'-
option VTAM sur son écran, l'observate ur va s'exécuter 
et a ller chercher toutes les données, pour les mettre 
dans la zone r é servé e par le système et dont l'adresse 
lui a été passé e grâce à un registre •• Les programmes 
ne sont pas r éentra nts et tournent en clé utilisateur. 
Sa fonction pourrait être comparée à celles de 
l'observateur et du prog ramme de fin d'intervalle de la 
session de type 1. 
2/ Le rapport: à partir de données dont l'adresse 
lui est passée, il construit les zones d'impression par 
la transformation d es données h exadé cimales et l a mise 
en page des titre s. 
Cependant, un problème se pose au niveau de l'"im-
pression" sur termina l. 
L'adresse de l a routine qui se chargera de 
l'écriture ainsi que l'adresse du bloc contrôle corres-
pondant lui sont pas s é es par RMF. 
Ceci va permettre l'impression au terminal 
adéquat. 
V-10 
Voilà donc en gros les différentes fonctions de 
ces programmes qui sont écrits, rappelons-le, en 
assembler. 
00000000000000 
C O N C L U S I O N S 
Le problème qui consiste à définir les paramètre s 
qui fixeront les tampons de VTAM est assez complexe. 
Notre objectif était de prendre la mémoire minimum 
nécessaire. 
Dans une première étape, les grandes lignes de 
VTAI\1 et de l' u_tilisation de ses tampons ont été exposés. 
On a constaté ensuite l'inefficience des méthodes 
de détermination existantes. 
Ceci nous a amené à proposer une méthode suscepti-
ble de dé terminer ces paramètres. 
A cette fin, nous avons construit un simulateur 
d'allocation et de libération des tampons. 
Ce simulateur se servait en partie de données 
fournies par le système et jusqu'ici inexploitées. 
Ces données comportaient notamment la longueur ainsi que 
le moment d'arrivée des messages arrivant dans le · 
système. 
Dans une étape préalable à l'exécution définitive 
de ce simulateur, nous avons déterminé les paramètres 
P , nombre de tampons de longueur x. libérés par seconde. 
X. l 
l 
Cette détermination a été rendue possible grâce à la 
construction d 'un outil nous donnant l'état exact des 
tao.pans VTAL1 . 
Cet outil a é té inclus dans un outil de mesure 
existant, RI/IF. 
Sa fonction est de collecter des renseignements sur 
une composante du système: le gérant des ressources. 
C'est pourquoi, nous avons tenu à exposer les 
,· 
J 
grandes lie;nes de Rf lF et du gérant des ressources. 
Cha cun de ces paramè tres P a é t é calculé 
x. 
de manière à faire correspondre 1 le maximum d'octets 
utilisés pour une longueur de tampon lors de la simu-
lation avec le maximum d'octets utilisés si cette 
longueur avait é t é celle de l'installation. 
Ceci nous a permis de dégager les besoins maximum 
propres à chaque longueur de tampon. 
On s'est rendu compte ensuite de la né cessité 
de la pré sence de plusieurs sessions d'observation re-
prenant les moments de 11 pointe 11 susceptibles de créer 
les problèmes ulté rieurs. 
A ce sujet, il faut souligner la dépendance étroite 
entre la validité des r é sultats déduits des sorties du 
simula teur et la représentatiYité de ces sessions. 
L'incltision de plusie urs sessions devait permettre 
la détermination de la place mémoire minimum. 
A chacune de ces sessions, et pour toute lon-
gueur de tampon possible é taient associés les besoins 
et -les caractéristiques correspondants. 
Nous avons a lors déga gé la place mé moire né ces s aire 
minimum à partir de ces dernières données ainsi. que 
le BSZ adéquat. 
La solution idéale à ces problèmes résiderait dans 
une a llocation dynamique qui supprimerait le côté 
taille mémoire, avec un BSZ minimisant la place prise 
en moyenne par seconde. 
Cependant, dans une installation où l'importance 
de la ressource mé moire e s t significative , nous pensons 
avoir apporté une solution qui permettra de dé finir 
des exigences en mémoire moins importante grâce 
une meilleure utilisation de la mé moire. 
' a : 
















Temps r é el 
Concept and philosophy 
Programmers guide 




ressource measurement facility 
program logic manual 
trace facility 




"Point de l'inf ormation" 
J. BAILLY 
Ainsi que certaines brochures internes: 
11 Sorne problems of performances" 
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