Abstract. We present an algorithm to extract control-flow graphs from Java bytecode, considering exceptional flows. We then establish its correctness: the behavior of the extracted graphs is shown to be a sound over-approximation of the behavior of the original programs. Thus, any temporal safety property that holds for the extracted control-flow graph also holds for the original program. This makes the extracted graphs suitable for performing various static analyses, in particular model checking. The extraction proceeds in two phases. First, we translate Java bytecode into BIR, a stack-less intermediate representation. The BIR transformation is developed as a module of Sawja, a novel static analysis framework for Java bytecode. Besides Sawja's efficiency, the resulting intermediate representation is more compact than the original bytecode and provides an explicit representation of exceptions. These features make BIR a natural starting point for sound control-flow graph extraction. Next, we formally define the transformation from BIR to control-flow graphs, which (among other features) considers the propagation of uncaught exceptions within method calls. We prove the correctness of the two-phase extraction by suitably combining the properties of the two transformations with those of an idealized control-flow graph extraction algorithm, whose correctness has been proved directly. The control-flow graph extraction algorithm is implemented in the ConFlEx tool. A number of test-cases show the efficiency and the utility of the implementation.
Introduction
Over the last decade, there has been a steadily increasing demand for software quality and reliability. Different formal techniques have been deployed to reach this goal, such as various static analyses, model checking and (automated) theorem proving. A major obstacle for the application of formal techniques is that the state space of software is typically infinite. Appropriate abstractions are thus necessary in order to make the formal analyses tractable. Further, it is important that such abstractions are sound w.r.t. the original program: if a property holds over the abstract model, it should also be a property of the original program.
A common approach is to generate an abstract model from the code, only preserving the information that is relevant for the class of properties of interest. In particular, control-flow graphs (CFGs) are a widely used abstraction, where only the control-flow information is kept, and all program data is abstracted away (see e.g. [6, 19, 16] ). In a CFG, nodes represent the control points of the program, while edges represent the instructions that move control between control points.
Numerous techniques have been proposed to extract automatically controlflow graphs from program code (see e.g. [15, 8, 16] ). Typically, however, these are not accompanied by a formal soundness argument. The present paper attempts to fill this gap: we define a control-flow graph extraction algorithm for sequential Java bytecode (JBC), and show that the extraction algorithm is sound w.r.t. the behavior (i.e., executions) of the program. The extraction algorithm considers all the typical intricacies of Java, such as virtual method call resolution, the differences between dynamic and static object types, and exception handling. In particular, it includes explicitly thrown instructions, and a significant subset of run-time exceptions. The sound analysis of exceptional flows is particularly challenging for two reasons. First, the stack-based nature of the Java Virtual Machine (JVM) makes it hard to statically determine the type of explicitly thrown exceptions, thus making it difficult to decide to which handler (if any) control will be transferred. Second, the JVM can raise (implicit) run-time exceptions, such as NullPointerException and IndexOutOfBoundsException, and to keep track of where such exceptions can be raised requires much care.
We present a two-phase extraction algorithm using the Bytecode Intermediate Representation (BIR) language [9], developed by Demange et al. The use of BIR has several advantages. First of all, BIR provides a stack-less representation of JBC. Thus, all instructions (including the explicit athrow) are directly connected with their operands. This allows to determine the static type of explicitly thrown exceptions. In addition, the representation of a program in BIR is smaller, since operations are not stack-based, but represented as expression trees. Second, BIR supports the analysis of implicitly thrown exceptions by generating assertions that indicate when the next instruction might raise a run-time exception, following the approach proposed for the Jalapeño compiler [7] . Finally, Demange et al. present formal translation rules from JBC, and define an operational semantics for BIR. They show that the resulting program is semantics-preserving with respect to observable events, such as raising exceptions, and sequences of method invocations. This result increases the reliability of the correctness of the BIR transformation, and in consequence, also of our CFG extraction algorithm.
Our two-phase extraction algorithm first uses the transformation from JBC to BIR from Sawja [11], a library for static analysis of Java bytecode, and then it extracts CFGs from BIR. It is implemented as the tool ConFlEx. Sawja provides only intra-procedural support for exceptions. Thus, to obtain a sound extraction tool, on top of this we implemented a fixed-point computation of exceptional flow caused by uncaught exceptions.
Proving correctness of the two-phase extraction algorithm directly (e.g., by means of behavioral simulation) is cumbersome. Instead, we use the correctness of an idealized direct extraction algorithm by Amighi [2, 3] to simplify the overall correctness argument. We connect the CFGs that are extracted by the idealized algorithm and by the two-phase algorithm via a (structural) simulation relation,
