In this article, we formalize a matrix of Z-module and its properties. Specially, we formalize a matrix of a linear transformation of Z-module, a bilinear form and a matrix of the bilinear form (Gramian matrix). We formally prove that for a finite-rank free Z-module V , determinant of its Gramian matrix is constant regardless of selection of its basis. Z-module is necessary for lattice problems, LLL (Lenstra, Lenstra and Lovász) base reduction algorithm and cryptographic systems with lattices [22] and coding theory [14] . Some theorems in this article are described by translating theorems in [24] , [26] and [19] into theorems of Z-module.
Preliminaries
From now on x, y, z denote objects, i, j, k, l, n, m denote natural numbers, D, E denote non empty sets, M denotes a matrix over D, and L denotes a matrix over E. Now we state the proposition:
(1) Let us consider natural numbers i, j. Suppose M = L and i, j ∈ the indices of M . Then M i,j = L i,j .
Let us consider a natural number i. Now we state the propositions: Proof: M is a matrix over E by [12, (87) ]. Reconsider L 0 = M as a matrix over E. For every natural numbers i, j such that i, j ∈ the indices of L 0 holds L 0i,j = L i,j .
(5) Let us consider a matrix M over D. Suppose for every natural numbers i, j such that i, j ∈ the indices of M holds M i,j ∈ E. Then M is a matrix over E.
The theorem is a consequence of (1) and (5).
(7) Every matrix over Z is a matrix over R.
Let M be a matrix over Z. The functor Z2R(M ) yielding a matrix over R is defined by the term (Def. 1) M .
Let n, m be natural numbers and M be a matrix over Z of dimension n×m. Let us note that the functor Z2R(M ) yields a matrix over R of dimension n×m. Let n be a natural number and M be a square matrix over Z of dimension n. Observe that the functor Z2R(M ) yields a square matrix over R of dimension n. Let M be a matrix over R. We say that M is integer if and only if (Def. 2) M is a matrix over Z.
One can verify that there exists a matrix over R which is integer.
Let n, m be natural numbers. Observe that there exists a matrix over R of dimension n×m which is integer.
Let M be an integer matrix over R. The functor R2Z(M ) yielding a matrix over Z is defined by the term (Def. 3) M .
Let n, m be natural numbers and M be an integer matrix over R of dimension n×m. Let us note that the functor R2Z(M ) yields a matrix over Z of dimension n×m. Let n be a natural number and M be an integer square matrix over R of dimension n. Observe that the functor R2Z(M ) yields a square matrix over Z of dimension n. Let n, m be natural numbers. The functor 0 m×m n yielding a matrix over Z R of dimension n×m is defined by the term (Def. 4 ) n → (m → 0 Z R ).
Sequences and Matrices Concerning Linear Transformations
In the sequel k, t, i, j, m, n denote natural numbers, D denotes a non empty set, V denotes a free Z-module, a denotes an element of Z R , W denotes an element of V , K 1 , K 2 , K 3 denote linear combinations of V , and X denotes a subset of V . Now we state the propositions:
(8) Suppose X is linearly independent and the support of K 1 ⊆ X and the support of K 2 ⊆ X and the support of K 3 ⊆ X and
Suppose X is linearly independent and the support of K 1 ⊆ X and the support of K 2 ⊆ X and a = 0 Z R and
From now on V denotes a finite rank, free Z-module, W denotes an element of V , K 1 , K 2 , K 3 denote linear combinations of V , and X denotes a subset of V . Now we state the proposition: Let V be a finite rank, free Z-module. An ordered basis of V is a finite sequence of elements of V and is defined by (Def. 5) it is one-to-one and rng it is a basis of V . 
Proof: Define P[natural number] ≡ for every finite sequence H of elements of V 1 for every finite sequence I of elements of Z R such that len H = len I and len H = $ 1 and for every k and for every element v of [5, (18) ], [3, (12) ], [5, (17) ], [32, (30 
The theorem is a consequence of (11). Let Then [20, (2) 
Proof: Reconsider A = the support of K as a subset of rng F . Consider 
The theorem is a consequence of (20) and (21). (23) Let us consider a matrix M 1 over the carrier of V of dimension n×k, and a matrix M 2 over the carrier of V of dimension m×k.
The theorem is a consequence of (25) and (24). (27) Let us consider a matrix M over the carrier of V 1 
For every finite sequence P of elements of V 1 , P = P T by [5, (38) , (6), (39)]. For every n such that X [n] holds X [n + 1] by [5, (4) , (40)], [24, (3) , (2), (1) 
Consider M 1 being a matrix over the carrier of V 1 of dimension n 1 ×m 1 such that for every i and j such that i, j ∈ the indices of
Decomposition of a Vector in Basis
Let V be a finite rank, free Z-module, b 1 be an ordered basis of V , and W be an element of V . The functor W → b 1 yielding a finite sequence of elements of Z R is defined by (Def. 7) len it = len b 1 and there exists a linear combination K of V such that W = K and the support of K ⊆ rng b 1 and for every k such that
Now we state the propositions:
The theorem is a consequence of (13) and (20). 
Matrices of Linear Transformations
Let V 1 , V 2 be finite rank, free Z-modules, f be a function from V 1 into V 2 , b 1 be a finite sequence of elements of V 1 , and b 2 be an ordered basis of
(35) Suppose f 1 is additive and homogeneous and f 2 is additive and homogeneous and AutMt(
The theorem is a consequence of (29) 
The theorem is a consequence of (36). (38) Suppose g is additive and homogeneous and len b 1 > 0 and len
For every i and j such that i, j ∈ the indices of AutMt [32, (29) ], (34) , [32, (25) ].
Proof: [32, (29) ], [12, (87) ], (8) , [36, (22) ].
Proof: width AutMt(a·f, b 1 , b 2 ) = width AutMt(f, 
Proof: Define P[natural number] ≡ for every finite sequence F of elements of R F such that len F = $ 1 and for every natural number i such (43) Let us consider a natural number i, and an element j of R F . Suppose j ∈ Z. Then power (45) Let us consider natural numbers n, i, j, and a square matrix M over R F of dimension n + 1. Suppose 0 < n and M is a square matrix over Z of dimension n + 1 and i, j ∈ the indices of M . Then Delete(M, i, j) is a square matrix over Z of dimension n. 
(53) Let us consider a finite rank, free Z-module V , and an ordered basis
The theorem is a consequence of (49), (34), (52), and (4). (54) Let us consider a finite rank, free Z-module V , and ordered bases
The theorem is a consequence of (49), (38) , and (53). (55) Let us consider a finite rank, free Z-module V , ordered bases b 1 , b 2 of V , and a square matrix M over
The theorem is a consequence of (49), (34) , and (54).
Real-valued Function of Z-Module
Let V be a non empty vector space structure over Z R . Observe that there exists a functional in V which is additive, homogeneous, and 0-preserving.
A linear functional in V is an additive, homogeneous functional in V . Now we state the proposition:
(56) Let us consider an element a of Z R , an add-associative, right zeroed, right complementable, vector distributive, scalar distributive, scalar associative, scalar unital, non empty vector space structure V over Z R , and a vector v of V . Then
Let V be a non empty vector space structure over Z R . Note that there exists a functional in V which is additive and 0-preserving.
Let V be a right zeroed, non empty vector space structure over Z R . Let us note that every functional in V which is additive is also 0-preserving.
Let V be an add-associative, right zeroed, right complementable, vector distributive, scalar distributive, scalar associative, scalar unital, non empty vector space structure over Z R . Note that every functional in V which is homogeneous is also 0-preserving.
Let V be a non empty vector space structure over Z R . Let us observe that 0Functional V is constant and there exists a functional in V which is constant.
Let V be a right zeroed, non empty vector space structure over Z R and f be a 0-preserving functional in V . Let 
Bilinear Form of Z-Module
Let V , W be vector space structures over Z R . The functor NulForm(V, W ) yielding a form of V , W is defined by the term (Def. 12) (the carrier of V ) × (the carrier of W ) −→ 0 Z R .
Let V , W be non empty vector space structures over Z R and f , g be forms of V , W . The functor f + g yielding a form of V , W is defined by 
Let us consider non empty vector space structures V , W over Z R , elements a, b of Z R , and a form f of V , W . Now we state the propositions: 
The theorem is a consequence of (68).
(72) Let us consider non empty vector space structures V , W over Z R , forms f , g of V , W , and a vector v of
The theorem is a consequence of (67).
(73) Let us consider non empty vector space structures V , W over Z R , a form f of V , W , an element a of Z R , and a vector w of
(74) Let us consider non empty vector space structures
The theorem is a consequence of (67). 
(78) Let us consider non empty vector space structures
Let V , W be non empty vector space structures over Z R , f be a functional in V , and g be a functional in W . The functor f ⊗ g yielding a form of V , W is defined by 
(84) Let us consider non empty vector space structures V , W over Z R , a functional f in V , a functional g in W , and a vector w of
Let V , W be non empty vector space structures over Z R and f be a form of V , W . We say that f is additive w.r. Let us consider non empty vector space structures V , W over Z R , a vector v of V , a vector w of W , an element a of Z R , and a form f of V , W . Now we state the propositions:
