Abstract -Evaluation tools are significant from the Agent Oriented Software Engineering (AOSE) point of view. Defective designs of communications in Multi-agent Systems (MAS) may overload one or several agents, causing a bullying effect on them. Bullying communications have avoidable consequences, as high response times and low quality of service (QoS). Architectures that perform evaluation functionality must include features to measure the bullying activity and QoS, but it is also recommendable that they have reusability and scalability features. Evaluation tools with these features can be applied to a wide range of MAS, while minimizing designer's effort. This work describes the design of an architecture for communication analysis, and its evolution to a modular version, that can be applied to different types of MAS. Experimentation of both versions shows differences between its executions.
I. INTRODUCTION
OMMUNICATIONS become complex to design in huge systems which interact frequently. In MAS, interactions among agents must be designed correctly to avoid behaviors that may collapse communications. The overall result of these behaviors is high response times, among other problems. Within this context, communication analysis techniques become relevant to evaluate the correct performance of the MAS. These techniques inspect the communications among agents in executions, to detect undesirable patterns of communications, like agents that are overloaded with the reception of too many messages. Once the undesirable situation is detected, the re-design the MAS communications is a straightforward task [1] . Other non desirable situations appear when there are not expected sequences of agents that interact in a conversation [2] .
The effect of overloading can be compared to bullying, as explained in [3] . There are agents that play the bully role, when they send too many messages; other agents play the mistreated role when they received too many messages; other agents that play both roles, mistreated and bully; other ones that are considered as isolated because they neither send nor receive messages; and there are regular agents that behave correctly because they send and receive messages in a balanced way. There are metrics to measure the proportion of sent and received messages; these metrics are the values to classify agents into the mentioned patterns. The detection of non desired patterns in certain conversations can help the designer to modify the interactions, obtaining better response times and higher QoS results, [1] , [3] .
Previous frameworks for the analysis of these behaviors have been designed embedding the evaluation and debug tools within the execution of the MAS. Results can be inspected after the execution, and in consequence a straightforward redesign can be made.
Despite the satisfactory results obtained with this approach, reusability for other types of MAS becomes a difficult task, that involves re-codification of the evaluation and debug functionality. An efficient architecture is basic for the designer/tester, not only to obtain satisfactory results, but also to reuse the analysis tool in other type of MAS.
This work represents one step forward in architectures for MAS analysis. We provide a new framework for the MAS execution and evaluation in order to reach complete independence of both tasks. The result is a new architecture with two modules: one for the execution and another for the evaluation and debugging.
This research is presented in the following order: Section 2 describes the related work. The description of the new architecture is within Section 3. The results of the execution of the new architecture are included in Section 4. Finally, conclusions and future work can be found in Section 5.
II. RELATED WORK
Literature regarding load balancing in MAS is relevant and plentiful. This problem has been focused using different strategies. [4] apply learning techniques in MAS load balancing. The task of the agent is to choose the correct resource using local information. Its objective is to optimize the resource usage. Unlike our work objective, they are not concerned in the scalability and adaptability of their solution to other problems or platforms.
The work in [5] resembles ours because they also use classification techniques and metrics to analyze the organization of MAS. They also relate their metrics and the response time, which is used as indicator of QoS. But it differs our work in the use of their metrics, which are used just to evaluate architectures; instead, we present an architecture to evaluate the communications in MAS.
AntNet [6] , Challenger [7] , and DIET (Decentralised Information Ecosystem Technologies) [8] overcomes multi-agent platforms limitations in terms of adaptability and scalability, providing a foundation for an open, adaptive and scalable agent organization. In this way, they share the same interests as we do, but they are focused on supporting basic mobile agent capabilities.
Messor [9] uses adaptive system approach. It uses an algorithm that emulates the ant behavior to distribute workload among distributed nodes. In this case, they are specially focused in peer-to-peer systems.
Other work, the Anticipate Agent Assistance (AAA) [10] also uses an agent-based metric for testing and managing the resource information of the wireless points, choosing the less overloaded access points. They are also concerned in achieving high QoS indicators of communications. However, they have confined their solution to the wireless networks.
Finally, [11] perform debugging process on recorded data of the MAS execution, like in the current work. Their analysis helps understand the behavior of the system and can reveal undesirable social behaviors. So their testing and debugging of complex MAS remains just at social level.
In summary, there are works that are concerned in achieving equitable behaviors of agents in MAS executions. All of them differ in the way they make the analysis, design, or evaluation, and their purpose: ones are focused on load balancing in general, others on load balancing in communications, and others in social behaviors. But neither of them has the purpose of building a scalable architecture of MAS to evaluate its communications. This architecture can integrate the elements which are present in MAS communications, as the following section describes.
III. DESIGN OF THE NEW ARCHITECTURE
The new architecture, called IDKAnalysis 2.0, is based on a previous version, IDKAnalysis 1.0.
Both architectures follow the Ingenias methodology [12] and have been executed on Ingenias Development Kit (IDK) case studies, although they use different versions of IDK (IDKAnalysis 1.0 uses IDK 2.7, whereas IDKAnalysis 2.0 uses IDK 2.8). IDK versions use a template (build.xml) to detail the agent deployment of the case study one wants to run. At the same time, user inputs can be necessary to start the case study activity, although these inputs vary on each case study. Further details on this framework can be seen at [13] . Both versions of IDK are available at http://sourceforge.net/projects/ingenias/files/INGENIAS%20D evelopment%20Kit/Aranjuez/, on their corresponding option. The first version performs the MAS execution and evaluation at the same time. The outputs only refer to the analysis, and extract the analysis measures and QoS measures. The second version is based on an architecture with a frontend that executes the main functionality of the MAS, and a back-end that analyzes the communications generated by the front-end.
There are also differences in the inputs and outputs of both architectures:
 In the first one, apart from the agent configuration, it is necessary human interaction to start the activity, whereas in the second one, the execution starts automatically (without the user input).  The outputs of the first version are shown at the same time. In the second version, the front-end outputs a log file with the events recorded; the back-end receives as input the event log file, and produces the two outputs physically separated in two files.
Inputs and outputs of the back-end are described and analyzed in the following subsections.
A. Event log file
The event log file registers the main events of the MAS execution with certain format that corresponds to the main features of these events. The generation of this file is a characteristic functionality of IDK2.8.
The standard format of a line is as follows: To register all communication information, the types of events of this version include message shipping and reception events, and others that are necessary to measure response times. Even more, with the intention of using the event log file for other purposes than communication analysis, a wide range of types of events is included: 1) A new entity is added to the mental state. 2) An agent was initialized completely. 3) A task was scheduled within the agent. 4) A task was executed. 5) An agent is starting collaboration as initiator. 6) An agent has accepted to participate in an interaction as collaborator. 7) An agent has received a request to participate in collaboration. 8) A mental entity has been removed from the conversation. 9) An agent received a message. 10) An agent sent a message. 11) An entity was added to a conversation.
In IDK 2.8 the name of the event log file is generated in such a way that it contains the day, month, year, hour and minute of its creation.
An excerpt of an event log file can be found in the Appendix section.
B. Outputs of the Evaluation Module
As Fig. 1 (b) shows, the outputs of the second module are the QoS measures (in this case response times) and the bullying measures. This module is coded in Java, JDK1.7.0_04. For this purpose, there are two types of events selected from the event log file.
The first output depends on each case study and basically is the time elapsed since a service is requested until an offer of that service is proposed. For MAS with a lot of service responses (as a consequence of having many agents offering services), it is may be useful to establish a number of iterations or responses until a response time is recorded.
It is necessary to choose the task when the time measuring process initiates and the task when it finishes. The response time is the elapsed time between them. This depends on each case. In the experimentation of Section 4, the initiating task is ChooseMovie, and the finishing task is ChooseCinema. The type of event that records the executed task is TaskExecuted. In the example below, the log refers to the starting time of execution of ChooseMovie task. where the additional fields mean:
The second output is the bullying measures, which are described in detail in a previous work [3] . In this case, MessageReceived event is used each time a message is received by an agent, as in the following example: In this way, information about senders and receivers is enough to compute the measures of [3] and start the evaluation process.
Although the measures are standard for any type of MAS with agents playing different roles, the designer must also specify which the role is going to be analyzed as bully, and which one as the mistreated. Besides, he must tune a threshold. As explained in [3] , the computed measures are compared with the indicated values for each pattern, although a margin between both values is established as threshold.
Considering that all these features must be customizable for executions of other types of MAS, this module contains the following parameters: 1) Path of the Eventlog file, LogBullying file, QoS file. 2) Name of the LogBullying file 3) Name of the Qos file. 4) Role that is suspected to be the Bully in the conversations. 5) Role of that is suspected to be the Mistreated in the conversations. 6) Threshold for the bullying metrics. 7) Number of iterations that a task must be executed to calculate the response time. 8) The initial task that must be executed to start the response time counting. 9) The final task that must be executed to end the response time counting.
C. Advantages of IDKAnalysis 2.0 over IDKAnalysis 1.0
Case studies built under IDKAnalysis 2.0 offer several aspects of the executions that make it applicable to other case studies. These features appear on each module:
1) The event log file generated by the first module does not only record communication related to events, but also other events that can be analyzed for different purposes.
2) The second module produces two different files, so bullying measures and response times can be analyzed separately. Besides, this module contains some parameters that can be tuned, so it can be adapted to other methodology case studies.
Figs. 4 and 5 (in the Appendix section) show the running architectures of both versions using the experimentation described in Section 4. Fig. 4 (a) shows the architecture of the first version, where the distinction between the front-end and the back-end does not exist. The second version in Fig. 4 (b) contains the srceclipse package, which is the back-end, whereas the rest of the packages compose the front-end. The srceclipse package, which does not appear in Fig. 4 (a) , is also composed of the bullying package and the logs package, as Fig. 5 shows. The first one contains the source and binary files for the evaluation process, and the second one is the directory where the log files (inputs and outputs) are placed. As explained in the previous subsection, this directory is the first parameter the designer/tester can customize.
IV. EXPERIMENTATION RESULTS
Executions of both versions have been carried out using the Cinema case study, pursuing the objective of acquiring cinema tickets according to certain user's preferences. The participant roles are the following:
 Interface agent, which represents the customer.  Seller agent, which represents the cinema.  Buyer agent, which represents the intermediary between the Seller and the Interface. The hardware of the experimentation has been a machine with 2 GHz and 2GB RAM, using 32-bit Windows 7 Professional.
The Cinema case study uses Java Agent DEvelopment (JADE) platform. JADE framework uses the Foundation for Intelligent Physical Agents (FIPA) standard for communications among agents.
As table 1 shows, configurations with different numbers of agents for each role have been run: The following subsections include examples of executions on both versions of the tool.
A. Execution using IDKAnalysis 1.0
The Cinema case study begins with two possible options for the use, as Fig. 2 shows. It is necessary to start running by selecting Start monthly activity. This will produce the conversations between the agents, in order to get the proposed tickets. As this is not the relevant part of this work, no output has been extracted. Then, Bullying Measures can be selected, to obtain the values for the bullying metrics and response times from the generated communications.
A snapshot of this execution on console can be seen in Fig.  3 , where the metrics and classification for IntergaceAgent_16, IntergaceAgent_19, IntergaceAgent_18 agents, and the corresponding values for the roles and the system, can be seen alongside the extraction of a response time.
B. Execution using IDKAnalysis 2.0
Mentioned parameters in subsection 3.B, numbered from 4 to 9, have been tuned as follows:
 Role that is suspected to be the Bully in the conversations: Interface  Role of that is suspected to be the Mistreated in the conversations: Buyer  Threshold for the bullying metrics: 1.0  Number of iterations that a task must be executed to calculate the response time: 10  The initial task that must be executed to start the response time counting: ChooseMovie  The final task that must be executed to end the response time counting: ChooseCinema
In this way, the response time which is recorded, is the elapsed time between the ChooseMovie task and the tenth occurrence of the ChooseCinema task.
In the Appendix section, there are examples of the two outputs generated by the IDKAnalysis 2.0 using the FullSystem configuration. They are generated in two separate files, to facilitate the designer analysis. 
V. FUTURE WORK AND CONCLUSIONS
In this work we have presented a new framework which separates the multi-agent system execution and the evaluation of the communication among agents.
This perspective provides several advantages from the Software Engineering point of view:
 To work on the functionality or the evaluation process directly, by introducing changes in the front-end (for the first purpose), or the back-end (for the second purpose).  To inspect bullying behaviors and QoS measures separately, by the analysis of the LogBullying file (in the first case), or the QoS file (in the second case).  To reuse the evaluation module in other case studies, by tuning some parameters accordingly to each multi-agent  system circumstances. The range of events generated by IDK8.0 (and IDKAnalysis2.0 in consequence) offers different possibilities to record QoS, which does not necessarily use the TaskExecuted event, but other ones.
This architecture offer several possibilities of future work. It is thought to use the evaluation module in MAS with different purposes and frameworks:  ADELFE methodology [14] for Adaptive MAS.  ICARO-T framework [15] for agent organizations.
Available at http://icaro.morfeo-project.org/  Agent Based Social Simulation frameworks.
The combination of IDKAnalysis 2.0 with the above methodologies will provide experimentation outputs with two purposes: 1) Validate and enlarge the evaluation framework with the experimentation results. In particular, it is necessary a previous extraction of the event logs. These logs must accomplish the basic format of the log file mentioned in subsection 3.A. Even more, as log extraction is used for other purposes, an ontology may be parsed to get the correct parameters for each purpose. This new component and other ones will be incorporated in a new version of the tool, IDKAnalysis 3.0. 2) Enlarge the mentioned methodologies and frameworks from the AOSE point of view, with a complete module that provides testing and debugging tools.
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