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Graduate medical education (GME) refers to the advanced instruction provided
to clinicians who have previously received their MD (doctor of medicine) or DO (doctor
of osteopathic medicine) degrees. GME education takes place in the clinical setting
(e.g., hospitals, clinics), delivering the training necessary for physicians to become
licensed to practice medicine, as well as to become board-certified in their specialty.
GME training programs throughout the US are absolutely essential, as they are the
primary source in this country for the physician workforce.
One of the major decisions in a physician’s life as they approach the end of GME
training is where to practice medicine. Federal and state governments, along with other
sources devote substantial resources to the training and development of medical
doctors. In a time of increased concerns over an impending shortage of physicians and
the costs associated with GME training, there are key incentives to identifying those
GME graduates who are most likely to practice medicine in the state in which they
trained. Thus, GME training programs are interested in learning more about the factors

that influence in-state practice location decisions, as well as how to identify graduates
that are likely to practice in-state.
The focus of this dissertation was to utilize logistic regression with crossvalidation to examine in-state retention using individual level demographic and
educational predictors in order to create a pilot-scoring tool to identify graduates from a
Michigan-based GME training program who are likely to practice medicine in Michigan
post-training. Results showed that a connection to the state of Michigan (e.g., being
born in Michigan, graduating from a university or medical school in Michigan and
completing GME training in Michigan), as well as graduating from a primary care
program and being married, were predictive of in-state retention. A score associated
with each variable was determined and a pilot-scoring tool was created to identify GME
graduates likely to practice in Michigan post-training. A tool like this could be used in
targeted recruitment efforts towards graduates likely to practice in Michigan after
training. Further studies to determine the reliability, validity and applicability of this
scoring tool are necessary.
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CHAPTER I
INTRODUCTION
Statement of the Problem
One of the major decisions in a physician’s life as they approach the end of
graduate medical education (GME) training is what to do next. While a small minority of
doctors go into industry or pursue full time research, the vast majority of physicians will
practice medicine. Then the question becomes, where to practice? The federal
government and GME sponsoring institutions devote substantial resources to the
training and development of medical doctors. In a time of increased concerns over an
impending shortage of physicians and the costs associated with residency training, there
are key incentives to identifying those residents who are most likely to practice
medicine in the state in which they trained (i.e., in-state retention). Thus, GME training
programs are interested in learning more about the factors that influence in-state
practice location decisions, as well as how to identify graduates that are likely to
practice in-state.
This dissertation utilized techniques from the field of research, logistic regression
with cross-validation, to examine the demographic and educational characteristics that
may influence the decision to practice medicine in Michigan. After the predictors from
the regression were identified, a pilot-scoring tool to aid in the evaluation of whether
graduates were likely to practice within the state of their GME training was developed.
As there are currently no tools like this available, an instrument like this is a valuable
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contribution to the field of evaluation. It also contributes to the field of GME as it would
allow sponsoring institutions to identify whether upcoming graduates are likely to
practice medicine in the same state in which they trained. This tool could be used in
targeted recruitment efforts of these identified individuals.
What is GME?
The educational journey to becoming a physician spans many years. It begins
with an undergraduate degree followed by four years of medical school or
undergraduate medical education (UGME) and then another three to 11 years of GME.1
This type of education involves caring for patients, attending educational conferences
and didactic sessions, learning new skills and techniques, participating in scholarly
activities (e.g., research) and working with other health professions learners. GME
delivers the training necessary for physicians to become licensed to practice medicine,
as well as to become board-certified in their specialty. GME training programs
throughout the US are absolutely essential, as they are the primary source in this
country for the physician workforce.2
The length of GME training is based upon the specialty the physician is pursuing.1
For example, an internal medicine residency program lasts three years, while a general
surgery program requires a five year commitment. Sub-specialty training (e.g., vascular
surgery, pediatric hematology/oncology), in the form of fellowship programs, can add
another one to three years of additional GME training. As a fellow, the physician’s role
is basically that of an attending physician (i.e., a board certified physician who is in
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practice and seeing patients) in the area of whatever specialty in which they completed
residency, while learning a more specific sub-set of knowledge within that specialty.
GME Training Sites
The bulk of GME training takes place in teaching hospitals and ambulatory
offices under the supervision of practicing faculty physicians. Teaching hospitals make
up approximately 6% of all of the hospitals (n=5,686) within the US.2-4 Michigan alone
has 44 GME sponsoring institutions (52 teaching hospitals), ranking 6th in the nation,
supporting just under 5,000 medical residents per year.5,6,7
Teaching hospitals play a pivotal role in supporting physician training by
providing clinical experiences to learners, as well as opportunities for scholarly activity
in the form of research, patient safety and quality improvement projects.1,8 In addition
to providing a large amount of complex and acute patient care, one fifth or more of all
of the care which takes place in US hospitals occurs at teaching hospitals.1,2
These training sites provide many advanced services with the latest technology
that non-teaching hospitals cannot provide.2,4 This includes burn units, pediatric and
neonatal intensive care units, transplant services and cardiac surgery.2 GME training
sites not only provide many benefits in the short-term in the form of offering more
extensive and advanced services, they are also the source of America’s physicians for
the future.
However, providing these resources does not come without a price. Residents
and fellows receive salaries and benefits during their training period. Factoring in the
indirect costs to the teaching hospitals, which are associated with residency training
3

(e.g., more tests ordered, longer patient length of stay), the average cost of GME
training has been reported to average between $152,000 to $239,000 per resident or
fellow per year.1,9
GME Funding
GME is funded by multiple sources, including government sources, as well as
private sources. The two main government sources include federal funding in the form
of Medicare and Medicaid. 1,4,10,11 Other sources include Veterans Affairs, Health
Resources and Services Administration and the Department of Defense.10,11 State
governments are also able to provide additional sources of funding to GME. Private
funding can come from the teaching hospitals themselves, philanthropy, private
insurers, universities and faculty physician practice groups.1,11,12
GME Funding from Medicare
The main source of funding comes from Medicare payments from the federal
government, which account for over $9 billion of the funds provided for GME per
year.4,10,11 There are two types of Medicare payments made to teaching hospitals,
direct GME (DGME) and indirect GME (IGME).1,11 DGME payments cover resident
salaries and teaching faculty time. Since teaching hospitals are paid at the same
discharge rate as non-teaching hospitals, and these rates are usually less than the cost
of the service provided, congress proposed IGME payments to cover the increased
expenses related to the operational costs of the GME programs (e.g., more tests
ordered, longer patient stays, advanced services offered, complex patient population).1
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Pressures on GME funding have been mounting over the last 20 years. In 1997,
the Balanced Budget Act was introduced and passed by Congress.1,8,11 It included a
provision to reduce the amount of federal support for GME funding by capping the
number of residency slots that can be supported by Medicare. In more recent years
there have been several bills introduced in the US Congress to reduce GME payments.
For example, a proposal of a 50% reduction in GME by the Joint Selection committee on
Deficit Reduction was added to the Budget Control Act of 2011, however, this language
was later omitted.11
GME Funding from Medicaid
Medicaid is the second largest source of GME funding, providing over $3.78
billion per year. 10,11 State governments can use Medicaid dollars to support GME
programs, although there are no federal regulations on how a state chooses to disburse
funding or if they choose to disburse funds to GME at all.6,11 Most states have
historically provided GME funding through Medicaid. The range of state Medicaid
support is variable. In 2012, Alaska spent $375,000 and New York spent $1.8 billion,
while eight states used no Medicaid funds to support GME.6 This lack of regulation
leads to wide variability in how Medicaid funds are used.
In more recent years, some states have reduced and/or limited the number of
Medicaid dollars allotted for GME, while others have eliminated this type of financial
support all together. For example, Michigan reduced Medicaid funding to GME by 3.6%
from 2009 to 2012.6,13 Michigan spent $163 million in Medicaid dollars on GME funding
during 2012, averaging 3.1 million dollars per teaching hospital.6 More recently, a $57
5

million cut to Medicaid funding for GME was proposed for the 2016 budget.14 However,
the current funding structure was maintained for the 2015-16 budget year.15
Implications of Cutbacks to GME Funding
Major cuts to GME funding may force some teaching institutions to reduce or cut
GME programs and/or eliminate services that are unavailable elsewhere in the
community.1,4,16 These types of reductions, in an era when Americans are living longer
and are requiring more complex care, may adversely affect the quality and availability of
medical care in the US. The age group with the greatest healthcare needs are those
>65, and the Census Bureau projects a 36% increase in this group by 2020 due to the
aging baby boomers.4,16,17
To further add to the complexity of the situation, the Affordable Care Act (ACA)
has introduced apprehension over reduced profit margins for hospitals.18 In addition,
demand for healthcare is also projected to increase with the implementation of the
ACA.4 Those who did not have health insurance before will be able to take advantage of
services that were not readily available to them due to lack of coverage. Finally, the ACA
has fueled concerns over the projected physician shortage, estimated to be 91,500
nationwide by 2020, with a shortfall of 6,000 projected for the state of Michigan.2,17,19
The strain on available health related services provided by physicians is further
complicated by the federal cap, which limits the number of GME training positions
funded by Medicare. This barrier to GME training has created a bottleneck related to
the number of physicians entering the US workforce at any given time. An aging
physician workforce, of which 1/3 are projected to retire by 2020, will further widen the
6

gap between healthcare needs and the number of physicians available.4,16,17 In an
effort to close the gap, medical schools have been popping up all over the US, including
three in Michigan within the past three years.8 However, the increase in medical school
graduates will do nothing to offset the burden if there is no increase in government
funding to support additional GME training slots, as well as maintaining the current
funding structure of GME.
GME Graduate Retention and Return on Investment
There is a need for more transparency and accountability from the GME
sponsoring institutions that receive the funds for their training programs.11 The issue
with the current model is that GME funds received through Medicare, Medicaid and
other sources go directly into the revenue stream of the teaching hospitals.11 This
practice makes it difficult to get an accurate picture of how the funds for GME are
actually being spent by these training sites. This practice has resulted in a lack of
accountability to GME funding sources on the part of GME institutions. If the current
funding structures are to be maintained, GME sponsoring institutions need to find ways
to demonstrate to funding sources the value of their investment (i.e., return on
investment (ROI)).
Several recent reports have focused on how the GME system is controlled and
funded, and have also examined alternative funding sources and ways to demonstrate
ROI for investment in GME.10,12,20,21 Many of these reports suggest that tracking location
of practice post-training could be used to demonstrate ROI. Location of practice after
graduation could be in the form of rates of graduates who practice in health professions
7

shortage areas (HPSA) and/or in-state retention rates (i.e., practicing in the same state
as GME training), both of which could demonstrate ROI to GME funders. In fact,
legislation in Massachusetts directed a special commission on graduate medical
education to look at the effect of GME on fulfilling physician needs in specific specialties,
as well as to determine different ways to fund GME.20 The final report recommended
that performance benchmarks tied to GME funding could be in the form of in-state
retention and training physicians in specialties that are linked with physician shortage
projections, just to name a few.22
In a study to investigate the potential expansion of GME in Northwest Indiana,
Tripp Umbach reported that physicians that practice in the state of GME training
generate approximately $1.5 million per year in economic benefits.21 If GME sponsoring
institutions could demonstrate a high in-state retention, this could further justify
funding for GME, especially in the form of Medicaid dollars, which come from the state.
For example, if Michigan provides Medicaid funds towards GME and less than half of the
GME trainees end up practicing in the state, legislators may not recognize this as a good
ROI.
Since Michigan is one of 22 states that have linked the goal of increasing the
physician workforce to Medicaid GME payments6, the concept of in-state retention
could be used as a marker for justification of funds. The ROI in this case would be
closing the physician shortage gap leading to improved access to health care, as well as
the economic benefit to the state and community where the physician is employed. In
this scenario, there would be a need for Michigan-based GME programs to explore ways
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to identify residents/fellows early in training who are likely to end up practicing
medicine in Michigan. Targeted recruitment efforts aimed at these individuals could
potentially increase in-state retention rates.
Study Purpose
In an era of limited financial resources, there is a growing need for GME
sponsoring institutions to demonstrate to funding sources the value of their investment.
One strategy for dong this is to increase their in-state retention rates. This would serve
a dual purpose of justifying the expense of the physician education, as well as address
concerns over physician shortage issues in the state. The purpose of this study is to
examine individual level characteristics of graduates from a Michigan-based GME
sponsoring institution to develop a tool to identify graduates that are likely to practice
medicine in the state of Michigan.
Study Objectives
More specifically the first objective of the study is:
1. To use logistic regression with cross-validation to examine the individual
characteristics related to whether or not graduates who trained in a Michiganbased GME sponsoring institution practice medicine in Michigan.
Further, using the identified predictors from the previous analysis to create a
mechanism to help pinpoint graduates that are likely to practice in Michigan posttraining would be useful to Michigan-based GME sponsoring institutions and/or
physician recruiters in Michigan. A tool like this could also prove useful to GME
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sponsoring institutions in other states. The second objective of the study will address
this concept.
2. Create a scoring tool based on the logistic regression with cross-validation to
categorize GME program graduates into groups: likely to practice in Michigan or not
likely to practice in Michigan.
Contribution to Evaluation, Measurement and Research
Empirical evidence from a single Michigan-based GME sponsoring institution was
used to examine variables related to whether or not a graduate practiced medicine in
Michigan. Five-fold cross-validation and bootstrap techniques were combined with
logistic regression, techniques from the field of research, to build and test the model
prior to creation of the pilot-scoring tool. Variables that were identified as predictors of
practice location were weighted and used to create a pilot-scoring tool that could be
used to evaluate whether or not GME graduates are likely to practice medicine in
Michigan.
This data driven approach to developing a pilot-scoring tool is a contribution to
evaluation. The tool has the potential to advance the evaluative capacity of Michiganbased GME institutions to assess the likelihood a GME graduate would practice in
Michigan. This tool could be used to produce a listing of identified graduates likely to
practice in Michigan for hospitals and other physician recruiters in Michigan to use for
targeted recruitment of these individuals.

10

Organization of Dissertation
There are five chapters included in this dissertation. The material in chapter one
introduced the reader to the concept of GME and its importance. How GME is funded
and the issues surrounding funding are also covered. The concept of in-state retention
is described as well. Lastly, the statement of the problem, study purpose and objectives
are described.
Data available in the literature on graduate retention within the GME training
state are discussed in chapter two. The methodologies of this study are detailed in
chapter three, including the study sample, data collection, assumptions of logistic
regression and other analytical methods. The results of the study are reported in
chapter four. Chapter five includes a discussion of the study findings, implications of the
study, recommendations for future research and conclusions.
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CHAPTER II
REVIEW OF LITERATURE
This chapter includes a review of the available literature on GME retention. Also
described are limitations of the methodologies used to obtain, analyze and report the
data relating to retention. Studies that have been used to design scoring systems are
also discussed. Lastly, a different methodological approach to examining in-state
retention is described.
Physician Retention
Physician retention is an important part of the discussion related to funding for
GME training. It has been stated that GME training programs that produce physicians
that return or stay to practice within the state of GME training is economically beneficial
and increases the access of the public to healthcare.2,16,21 Retention of physicians in the
state in which they completed GME training, as well as in physician shortage/rural areas,
have been proposed as performance measures to demonstrate ROI.22
Predictors of retention of physicians in physician shortage/rural areas and instate retention have been studied. First, the literature related to predictors of retention
in physician shortage/rural areas is reviewed. Next, studies focusing on examining
factors related to retaining physicians within the state of GME training are discussed, as
well as additional published reports that include data on in-state retention rates of
physicians who practice medicine in the state in which they received their GME training.
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Physician Recruitment/Retention into Physician Shortage/Rural Areas
With the impending physician shortage issues, access to health care, especially in
rural settings, is an important component of the retention conversation. Many studies
have focused on examining factors related to retaining physicians to practice in
physician shortage/rural areas.23-29 Due to the lack of resources and health disparities
(e.g., older, sicker, poorer) associated with rural settings, recruitment and retention of
primary care physicians in rural areas has been a topic of investigation over the past 100
years.23
More recently, studies to investigate factors related to choosing primary care, as
well as practicing in rural and underserved communities, have been conducted.23-29
These reports include the use of historical data, as well as data from surveys, to examine
the factors that influence the choice to practice medicine in rural areas.23-26 Other
studies have included various methods to obtain data (e.g., semi-structured interviews,
document review, observations) in order to investigate spousal and community roles, as
well as other factors related to recruitment and retention into a rural practice setting.2729

These studies are discussed in the following paragraphs.
Rabinowitz et al. conducted a retrospective study of Jefferson Medical College

(JMC) graduates from 1978 to 1993, including a subset of graduates that participated in
a Physician Shortage Area Program.23 One purpose of the study was to determine
predictors of rural primary care physician retention. This study utilized data previously
collected for a longitudinal study tracking JMC graduates, as well as from the American
Medical Association (AMA) Physician Masterfile.
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There were 19 study variables investigated by the authors from the following
areas: demographic, pre-medical, career plans in medical school, medical school
programs/curricula and economic issues. Univariate analyses for each of the 19
variables were performed to examine their relation to rural practice. Significant findings
from the univariate analyses were entered into a multivariate model to assess their
predictive ability related to practicing in a rural setting. Significant predictors from the
multivariate regression analysis included plans to practice in family medicine during the
freshman year of medical school, participation in a physician shortage program,
National Health Service Corps (NHSC) scholarship recipient, rural preceptorship
experience and male gender. The authors also found that individuals that had a rural
background, combined with a plan to practice in family medicine (developed during the
freshman year of medical school), were more than twice as likely to practice in a rural
setting than individuals with only one of these variables.
Another study, conducted by the Robert Graham Center and funded by the
Josiah Macy Jr. Foundation, examined factors that influence medical student and
resident choices about medical specialties (primary care vs non-primary care) and
location of practice (rural and underserved populations).26 Specifically, the roles that
student debt, scholarship and loan programs, type of school, curriculum, institutional
culture, and potential income have on medical students’ specialty choices, as well as
decisions to care for underserved populations.
Data were compiled from survey results from medical students completed at
graduation and historical data related to receipt of Title VII funds during training, the
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AMA Physician Masterfile and participation in the NHSC, as well as from data related to
current practice specialty and location, and service in Rural and Federally Qualified
Health Centers. Data from a total of 322,131 individuals were available for analysis.
Stepwise logistic regression analyses were used to examine a variety of
independent variables and their relation to the dependent variables of practicing in a
rural setting and practicing in a physician shortage or underserved area. Given the large
sample size, it was clear that most, if not all, of the independent variables would be
statistically significant, so the investigators put the added restriction that the most
important variables would have an odds ratio (OR) >2 or <0.5. For example, in their
analysis of likelihood to practice in a rural area, 20 of the 21 independent variables were
statistically significant (p<0.05), while only four of the variables were considered to be
important predictors.
Chan et al. also examined variables related to the decision to practice rural
medicine. A survey was conducted of rural family physicians who graduated from
Canadian medical schools between 1991-2000.24 A total of 382/651 physicians (58.7%)
completed the questionnaire. Comparisons were made between physicians with an
urban upbringing and a rural upbringing with regard to rating important factors that
influenced the decision to practice rural medicine, using the chi-square test. Statistically
significant differences were seen with regard to educational training (rural exposure
during medical school/residency), rural exposure growing up and other factors including
proximity to family, spouse/partner influence, desire to practice where need the
greatest.
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A survey to assess aspects of the environment that could be used to predict
retention to use in the recruitment of physicians to the Hawaiian Islands was conducted
by Pellegrin.25 Hawaii suffers from physician shortage issues, therefore the author felt it
was important to study factors related to recruitment and retention of physicians to the
island. There were 127 participants in the survey. Predictors of retention included
access to good K-12 school systems, financial sustainability, community support and
professional opportunities.
Other studies have taken a more qualitative approach to the issue of recruitment
and retention of physicians into rural medicine.27-29 One study by Hancock et al. used
data collected from 22 semi-structured interviews to create a model consisting of “four
main pathways to successful and fulfilling rural practice: familiarity, community, sense
of place, and self-actualization” (pg. 1372).27 These 22 interviews were conducted with
mostly white males, with an average age of 55 years. Mayo et al. conducted 13
interviews of spouses of rural physicians to “gain a better understanding of spousal
concerns and experience regarding rural living” (pg. 272).28 Cameron et al. used a case
study design to study four rural communities to “explore the professional, personal and
community domains of physician retention” (pg. 47).29
In-State Physician Retention Data
Over the years, in-state retention has been examined in many different ways.
These include studies that used logistic regression to examine variables related to instate retention, as well as studies that report in-state retention of specific program (e.g.,
family medicine) graduates or summary data related to percentages of graduates who
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practice in the state in-which they underwent GME training.9,30-35 These studies are
discussed in more detail in the following paragraphs.
A study in 1986 by Burfield et al. using data from the AMA Physician Masterfile
examined the relationship between medical training and practice location.30 The
authors included personal (e.g., age, time since graduation) and professional (e.g.,
practice specialty) characteristics of physicians, as well as medical school (e.g., US vs
non-US, reputation) and state (e.g., population, per capita income) characteristics for
active physicians in 1982 in their study. Summary data were reported. When
specifically looking at in-state retention of GME graduates, the results showed that a
higher percentage of general/family practitioners, as well as female physicians practiced
in the state in which they completed GME training. Overall, 51.1% of physicians were
practicing in the state in which they received GME training and 29.7% completed both
undergraduate medical education (UGME) and GME in the state.
In 1995, Seifer et al. published a study that also used the AMA Physician
Masterfile to assess the relationship between GME and practice location, specifically
location in the state in which GME training occurred.31 The investigators took a random
sample from the 1993 edition of the AMA Physician Masterfile and coupled it with the
American Osteopathic Association (AOA) Physician Masterfile for the analysis. Summary
data were reported. A logistic regression was also performed to examine the
relationship between physician/state characteristics and practice location in the state of
GME training. The authors reported that in 1993, 51% of physicians were practicing in
the state in which they trained. Data were also reported for each state. Michigan
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showed an in-state retention rate of 48%. The logistic regression analysis revealed that
gender (female), UGME in the same state as GME training, graduating from a US medical
school (inverse relationship), specialty (generalist), professional activity (teaching,
research, administration), board certification (inverse relationship), a federal employee
(inverse relationship), number of resident physicians in the state (inverse relationship),
number of non-resident physicians in the state and percentage of the population being
urban were predictive of in-state retention, while age, professional degree (MD vs DO)
and state income level were not.
Another study using data from the AMA Physician Masterfile analyzed the
effects of birth location, medical education and completion of GME training on practice
location for family medicine residents.32 The study sample included physicians that
completed GME between 1997 and 2003 that were born in Virginia, attended medical
school in Virginia or completed GME training in Virginia. Seven different variable
combinations were analyzed to assess the likelihood of practicing in Virginia. A total of
806 physicians met the inclusion criteria. The results for each variable on its own were
reported. Only 6% of physicians who were born in Virginia but received UGME and GME
training in another state were practicing in Virginia. There were 17% of physicians
practicing in Virginia who had attended medical school there, but were not born in the
state nor did they undergo GME in the state. Data for physicians who received GME
training in the state, but were not born in Virginia and did not attend medical school in
the state were reported to be 49%. Combinations of variables revealed that 74% of
physicians practicing in Virginia were born in the state and completed GME in the state,

18

while 82% went to medical school in the state and completed GME training in the state.
Finally, 81% of the physicians who had the combination of born in the state, attended
medical school in the state and completed GME training in the state were identified as
practicing medicine in Virginia.
Fagan et al. also utilized the AMA Physician Masterfile to assess the relationship
between the location of practice and where the physician received their family medicine
training.33 The investigators examined practice location within 5, 25, 50, 75 and 100
miles of GME training, as well as the percentage of family medicine graduates practicing
in the state in which they trained. A total of 64,972 physicians were included in the
study. The results showed that, nationally, 57% of the family medicine graduates
practiced in the same state as their GME training site and 55% within 100 miles of the
training site. Individual rates were reported for each state as well.
Another source of in-state retention rates that uses data from the AMA Physician
Masterfile comes from the Center for Workforce Studies, which publishes a biennial
report on GME in the US, physician supply, and medical school enrollment.5 Included in
this report are data on rates of GME graduates who practiced within the state in which
they received their GME training for active physicians (e.g., administration, direct
patient care, medical research, medical teaching).
The main sources of data for the 2013 report are listed as the AMA Masterfile
(December 2012 file), population estimates from the US Census Bureau, Association of
American Medical Colleges (AAMC) Student Record System, AOA and National GME
Census (conducted by the AAMC and AMA).
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The workbook reports data for each state, which are then re-reported in various
reports and briefs by individual health healthcare workforce committees. For example,
the Office for Healthcare Workforce Analysis and Planning, based in South Carolina,
published a brief in 2013 on retention of physicians who trained in the state.34 The data
in this brief were based on the 2011 State Physician Workforce Data Book published by
the Center for Workforce Studies. It was reported that, of the active physicians in 2010,
2,389 attended medical school and residency training in South Carolina. Of those
physicians, 1,829 (76.6%) were practicing medicine in South Carolina.
In-state retention data were also published for the Georgia Statewide Area
Health Education Center (AHEC) Network in relation to increasing the number of
primary care GME slots in Georgia. Data reported indicated that about 74% of
physicians who graduated from a Georgia-based high school and GME training program
practice in Georgia. Further, over 80% of physicians who graduated from a Georgiabased high school, medical school and GME program remained in the state to practice.
Another report by the Center for Workforce Studies focused on GME graduates
in New York.35 For the past 15 years during the Spring prior to graduation, an annual
exit survey has been given to residents and fellows completing their training in the State
of New York. The survey results report information that includes post-training plans,
specialty needs and job prospects in the state of New York.
The survey is distributed to GME sponsoring institutions located in New York. It is
assumed that the GME institution will then send the survey to graduating residents and
fellows. The overall response rate for the most recently published year (2014) was 56%
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(2,951/5,275). Across the past 15 years, the overall response rate has been 61%. Data
collected in the survey span four categories: demographic/background characteristics,
post-graduation plans, future employment plans, job search/job market experiences.
Results from the most recent survey showed that, of those that responded, just
over half of the graduates were planning to enter the patient care setting upon
graduation, and of those, 83% had confirmed practice plans. Of the graduates who had
confirmed practice plans, just under half (45%) were planning on practicing in New York.
A high percentage (80%) of the respondents who were staying in New York had strong
ties to the state, attending both high school and medical school in New York.
Respondents who were leaving New York to practice gave reasons such as: to be closer
to family (27%), better jobs (14%) and salary (9%), no intention to stay after training
(6%), climate/weather (2%) and taxes (1%).
Methodological Considerations of the Published Literature on Retention
AMA Physician Masterfile Studies to Examine Retention
While the data from the published literature provide useful information on
retention, the majority of these studies are primarily based upon data from the same
source, the AMA Physician Masterfile.23,26,30-35 This data source has been maintained
since 1906 and is the source of data for over 1.4 million physicians, residents and
medical students in the US. The AMA has a division (Division of Surveys and Data
Resources) that manages the data file.36,37
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Data for the AMA Physician Masterfile are sourced from medical schools, GME
programs, state licensing agencies, disciplinary action reports from medical and
osteopathic boards, National Board of Medical Examiners reports, Educational
Commission for Foreign Medical Graduates, American Board of Medical Specialties, and
Federal Drug Enforcement Administration registration. A request to AMA members to
update their profiles is made every three years. Other non-member profiles are
updated using the other sources listed.
One concern with the data from the source is the accuracy at any given point in
time. One study showed that the AMA Physician Masterfile data overestimated the
number of physicians practicing in small rural communities.38 The three-year lag time
between updates, as well as the reliance of physicians who belong to the association to
update their information may lead to inaccuracies in the data. For example, one
graduate included in the data for this dissertation was still showing a Grand Rapids,
Michigan location (left over from residency) using this resource, when it is known that
this individual had not practiced in Michigan since graduation.
Regression to Examine Retention
A small number of studies used regression to assess predictors of practice
location within physician shortage/rural areas, as well as within the state of GME
training.23,26,31 These studies provide useful insight as to factors that influence practice
location. However, there are limitations to some of the methodology used to examine
retention. There are also differences between the factors used to examine retention as
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defined for this dissertation and those examined in other studies. These limitations and
differences are discussed in the following paragraphs.
The study of Rabinowitz et al. used multivariate analysis to determine optimal
predictive factors for rural supply and retention of physicians.23 One concern is the
method by which the variables were selected for inclusion in the model. The
investigators set their significance level cut-of at 0.05 for the univariate analyses as
being the criterion for inclusion in the multivariate analysis. However, this low of a
significance level can lead to incorrectly rejecting variables that should be included in
the regression model. Sun et al. showed that variable selection using this method can
lead to incorrectly rejecting variables to include in the model, which may occur due to
confounding with other variables.39 Harrell has also expressed concerns with this
methodology for variable selection.40
Seifer et al. utilized logistic regression to examine factors related to in-state
retention of GME graduates, which was the same outcome variable used for the current
study.31 However, they included factors related to physician/professional characteristics
and state-level characteristics in the analyses, many of which were different than the
factors examined in this dissertation. More currently, the Robert Graham Center used
regression to examine factors that influence medical student and resident choices
related to practicing in rural and underserved areas, as well as practice specialty
choices.26 However, this more recent study differs from the current dissertation as instate retention rates of GME graduates was not the focus.
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Survey Studies to Examine Retention
Multiple factors related to error (e.g., coverage, sampling, non-response,
measurement) are associated with survey studies.41 Error related to coverage can be
introduced if the entire target population was not included based on the method of
survey dissemination. For example, under-coverage could be an issue if the entire
target population does not have an opportunity to complete the survey. Conversely,
over-coverage can be problematic if duplicates and/or those other than the targeted
group have an opportunity to complete the survey. Non-response bias can be a
limitation to the interpretation of survey results if response rates are low.
Measurement error can also be introduced through the instrument itself through poorly
worded questions and poor design/layout.
In the case of the exit survey of New York GME graduates, response bias may be
an issue.35 In this case, under-coverage is an issue since there is an assumption made
that GME sites are sending the survey to their graduates. For the survey study
conducted by Pellegrin, it is unclear whether under-coverage or over-coverage may be a
concern.25 For this study, key healthcare leaders and other physicians were asked to
distribute a link to the survey via email to clinicians in their associated institutions. It
would be unclear from this method of survey distribution whether or not everyone in
the target population received that email or not. These are limitations of survey studies
that rely on others for distribution, however, sometimes this is the only option of
dissemination available to investigators.
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Non-response bias may be an issue for many of these studies since their
response rates were less than 100% and random sampling was not employed.24,25,35
Pellegrin reported that the response rate is unknown for her study due to the method of
distribution of the survey.25 Chan et al. reported a response rate of 59%.24 However,
the reported rate may be problematic since the initial mailing included 784 physicians
and 133 returned questionnaires were deemed to be ineligible for various reasons. It is
unknown how many other surveys were sent to ineligible candidates (over-coverage), so
the true response rate can never be known.
One last limitation of the New York GME survey is that the in-state retention
data are only reported for those with confirmed practice plans at the time of survey
dissemination.35 There is no confirmation that those physicians ever ended up
practicing in the state. Further, those without confirmed practice plans who completed
the survey may have ended up practicing in New York. Another missing component of
the in-state retention data are the percentage of non-responders who stayed in New
York to practice medicine.
What’s Missing from the Published Literature?
What seems to be lacking in the literature is the contribution of specific GME
training sites to in-state retention rates. Further, a more current look at predictors,
specifically demographic and educational characteristics of the physician, of in-state
retention is needed. Lastly, a method to identify graduates likely to practice within the
state of GME training, such as a scoring tool, would be beneficial to GME sponsoring
institutions, as well as hospital and physician recruiters.
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Scoring Systems Developed through Multivariate Regression
Many studies have been designed to create scoring systems to predict specific
outcomes.42-45 The ability to predict an outcome is useful in many ways. In medicine,
scores developed from multivariate analyses to predict one year survival in ICU patients
on a mechanical vent or risk of heart dehydration in children with diarrhea are designed
to assist physicians with treatment decisions. In education, scores can be used to assist
with making decisions about educational interventions designed to retain students.
Methods used to develop these scores include the use of multivariate predictor models
coupled with cross-validation techniques.
Hough et al. developed a system to predict mortality for adult ICU patients on
mechanical ventilators for prolonged periods of time.42 The model was developed using
retrospective data captured on day 14 for patients receiving mechanical ventilation,
from 40 US medical institutions. A stepwise logistic regression analysis was employed to
develop the model. A development cohort (n=491) and validation cohort (n=245) were
used to create and test the model. The investigators used the area under the curve
(AUC) developed from a receive operator characteristic (ROC) analysis and Hosmer and
Lemeshow’s goodness-of-fit statistic for model evaluation. Prior to developing the
scores for the model, continuous variables were turned into categorical variables and
another logistic regression was performed on the development cohort to obtain the βcoefficients to use in score development. Scores were ranged from zero to four or
greater. Kaplan-Meier analyses were performed to plot survival for each score category
for both the development and validation cohorts to assess performance.
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Zodpey et al. created a risk-scoring system to assess children with dehydration
related to diarrhea.43 A multiple regression analysis was conducted using data from 774
patients. A total of 17 hypothesized risk factors were tested in the model. Factors in
the final model were weighted and each weight was rounded to the nearest whole
number after multiplying it by 10. Scores for each of the patients in the sample were
then determined. The investigators then calculated the sensitivity, specificity, and
predictive accuracy. The best cut-off score was determined using an ROC curve and the
maximum Cohen’s kappa value as determined for each of the total scores.
Imperiale et al. created a risk index using points developed from the βcoefficients derived from a logistic regression analysis to detect advanced neoplasia.44
There were 3,025 individuals in the development data set and 1,475 in the validation
dataset. There were five factors investigated in the model and included age, gender,
body fat, history of smoking cigarettes and familial history of colon cancer as the
independent variables, while advanced neoplasia was the outcome variable. The
investigators used an approach described by Sullivan et al. when developing their point
system.45 The β-coefficients were used to derive the points for each variable, which
were further categorized into risk groups (very low, low, intermediate, high) once the
points were determined. Comparisons of model parameters for the development and
validation sets were made using the risk and likelihood ratios.
These studies all used regression analysis to create scoring tools for use in
prediction of risk of some health related issue. Scoring tools were created using
different methodologies and analyses. However, the ultimate goal was the same, the
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creation of a tool to be used in the assessment of patients. The analytic techniques
from these studies were used to map out an approach to creating the pilot-scoring tool
for this dissertation.
Changing the Methodological Approach to Examining GME In-State Retention
From a methodological perspective, there are no previous reports in the GME
literature that have utilized logistic regression with cross-validation to analyze in-state
retention in order to create an instrument to identify graduates likely to practice within
the state of GME training. This dissertation utilized these analytic methods to produce a
novel pilot-scoring tool to identify graduates from a Michigan-based GME institution
who are likely to practice in Michigan post-training. A tool like this could be beneficial
to Michigan-based GME institutions, as well as hospital and state physician recruiters
within the state. However, further research will be required to determine the universal
applicability of this pilot-scoring tool and are outside the scope of this dissertation.
Chapter Summary
An overview of the literature related to retention of physicians within physician
shortage/rural areas, as well as in-state retention of GME graduates was provided.
Limitations related to the methodologies used to examine retention related to these
areas, as well as what’s lacking from the GME retention literature, were also discussed.
Lastly, studies related to the development of scoring systems using multivariate
regression and cross-validation techniques were explored.
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CHAPTER III
RESEARCH DESIGN
The purpose of this study was to examine individual level characteristics of
graduates from a single GME sponsoring institution to develop a tool to identify
graduates that are likely to practice medicine in the same state. The state in this study
is Michigan. This chapter describes the study procedures and analytic techniques used
to address the following two study objectives:
1. To use logistic regression with cross-validation to examine the individual
characteristics related to whether or not graduates who trained in a Michiganbased GME sponsoring institution practice medicine in Michigan.
2. Create a scoring tool based on the logistic regression with cross-validation to
categorize GME program graduates into groups: likely to practice in Michigan or
not likely to practice in Michigan.
Study Procedures
Study Sample Description
All graduates (n=1161) from the 18 GME training programs offered by Grand
Rapids Medical Education Partners (GRMEP) from 2000 through 2014 were included in
the initial review. Residents and fellows who graduated from one of the GRMEP training
programs and were currently still in training (e.g., additional training, fellowship) at the
time of data collection were excluded from the review. Transitional year and
preliminary surgery residents who left GRMEP after their one-year of training in order to

29

enroll in another residency training program were also excluded from the study. The
rationale for this is that these graduates had not completed their GME residency
training. Data from the graduates from 2000 through 2014 were used to build a
predictive model and create a pilot-scoring tool.
Rationale for Inclusion of Independent Variables in the Regression Model
Multiple studies and reports have stated that a connection to the state of GME
training is related to in-state retention.30-35 This includes being born in or attending high
school or medical school in the state in which GME training was completed. Based on
this information, the following variables were selected to reflect a tie to the state of
Michigan (e.g., born in Michigan, obtaining a bachelor’s degree in Michigan, attending
medical school in Michigan). An additional potential tie to the state of Michigan is the
length of time spent in GME training (time program).
Where a physician completed GME training has also been reported to be
predictive of GME location. Multiple reports in the literature state that many GME
graduates practice within the state where they completed their GME training.8,32,33
Completion of GME training in this case means that graduates did not leave the state in
order to undergo further GME training. For this dissertation completion of GME in
Michigan is defined as the resident/fellow went into practice after graduating from a
GRMEP GME program.
Marriage (ever married) could also be considered a potential predictor for
whether or not a graduate practices in Michigan. For example, if a resident or fellow
marries someone from Michigan during their training, they may be more likely to
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practice in Michigan post-GME than if their spouse was from somewhere else.
Conversely, if a resident or fellow is already married prior to starting their training, they
may have ties established somewhere else and plan to go back after training. Spousal
influence was shown to be an important factor in practice location decisions in multiple
studies.24,28,46
Type of program (primary care vs. non-primary care) was also included for
testing in the model. Graduating from a primary care program was reported to be
associated with the practicing within the state of GME completion.30,31,33,35 Female
gender was also shown to be an important factor related to in-state retention after GME
training.30,31 The investigators of these studies reported that females were more likely to
practice within the state of GME training than males. Therefore, gender was included as
a study variable.
Lastly, temporary visa holders have restrictions as to how long they can be in the
country, as well as on where they can practice after GME graduation. If these
individuals want to remain in the US to practice, they are restricted to practicing in
physician shortage areas.35 Therefore, visa status was included in the model to assess
whether this status had any influence (positively or negatively) on practicing within the
state of Michigan.
Rationale for Exclusion of Variables from the Regression Model
Age at graduation was not accounted for in the logistic regression model. Since
the outcome variable is whether or not the graduate has ever practiced in Michigan at
any point in time post-training, age at the time of graduation does not have much
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meaning since this decision could happen well beyond graduation. Also, more than half
of the residents that graduate from the GME programs go on to do a fellowship after
residency (lasting 1-3 years) prior to determining their practice location.
Time since graduation was also not accounted for in the logistic regression
model. Time since graduation is a reasonable consideration, since one could propose
that an individual who graduated in the year 2000 would have 10 more possible years to
consider Michigan as a place to practice medicine than someone who graduated in
2010. However, inclusion of this variable in a scoring system of future fellowship and
residency graduates is problematic, as time since graduation would have no meaning for
someone who is being evaluated prior to graduation.
A sensitivity analysis was conducted to assess the relationship of time since
graduation to the outcome variable, ever practiced in Michigan. A variable was created
that included three time groupings. Graduates were grouped into those that graduated
from 2000-2004, 2005-2009 and 2010-2014. This variable was included in a logistic
regression model, along with the other predictor variables described above, to see if
there was a significant relationship with ever practicing in Michigan. This variable was
not a significant (p>0.1) predictor in the model, therefore, an assumption can be made
that the time that a resident/fellow has to return to practice in Michigan is not
confounding the dissertation results.
Data Collection
Table 3.1 shows each source, the type of documentation/information that could
be obtained from the source, as well as the study variables related to the source. The
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sources included the New Innovations database (Uniontown, OH), a residency data
management system used by GME sponsoring institutions across the nation, GRMEP
GME records, Google, the Department of Licensing and Regulatory Affairs (LARA)
website, which gives access to licensing data of over a million individuals and businesses
in Michigan and GRMEP program directors and coordinators.
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Table 3.1
Data sources
Source

Information available

Data point

New Innovations

Residency applications,
personal statements, CV,
educational history, spouse
information, visa status,
program start/end dates,
birth place

Gender, UGME Michigan,
undergraduate Michigan,
time in program, primary
care program, birth place
Michigan, visa status, ever
married

GME department records

Paper applications, school
transcripts, diplomas,
documents related to visa
status, last name change
forms, job verifications
post-training, CVs, location
after graduation records

Gender, UGME Michigan,
undergraduate Michigan,
time in program, primary
care program, birth place
Michigan, visa status,
completed GME training in
Michigan

Google searches using
graduates name

Physician bios with current
employer, LinkedIn profiles

Gender, UGME Michigan,
undergraduate Michigan,
birth place Michigan, ever
married, ever practiced in
Michigan, completed GME
training in Michigan

LARA licensing website

Michigan medical license
history

Ever practiced in Michigan

GRMEP staff: GME
Director, Program
Director/Coordinator

Connection with former
resident/fellow through
email, LinkedIn, Facebook,
and/or resident/fellow is
GRMEP faculty

UGME Michigan,
undergraduate Michigan,
birth place Michigan, visa
status, ever married, ever
practiced in Michigan

The author used the different data sources in data collection efforts. The
Director of GME was available to assist the author with data collection. In some
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instances the author and the Director of GME reviewed applications together. In other
cases, the author consulted the Director of GME, or other pertinent colleagues (e.g.,
program coordinators, program directors), when conflicting evidence was discovered
and/or if a variable could not be found. For example, if undergraduate medical
education could not be located in any of the data sources, the author reached out to the
program coordinator to see if that information could be obtained through their office
records. If data could not be located and/or if conflicts in the data could not be
resolved, those data points were left blank.
The author started with a list of graduates from 6/1/2000 – 6/30/2014. Study
numbers were assigned to each graduate and a correlation tool was created in order to
de-identify the data. The number and name were then copied and pasted into an Excel
document (correlation tool) and password protected. The names were then deleted
from the Excel file with the study variables listed, leaving only the study number to be
used as the identifier. The author used the correlation tool to identify individuals when
needed. This way, the individual name was not stored with the study variables in order
to protect the identity of the individuals included in the study.
The New Innovations database houses information related to current residents
and fellows, as well as those that have graduated from GRMEP. Electronic documents
housed in the database include residency applications, curriculum vitaes (CVs), and
personal statements. This database was used to obtain information related to gender,
undergraduate medical education, undergraduate education, program start date and
graduation date, residency/fellowship program, place of birth, visa status, marital status
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and location after graduation. Sections on the residency application and CVs related to
hobbies and interests, as well as personal statements, were reviewed to search for
information related to the study variables (e.g., wife, place of birth, educational
information). Other sources from GME Department paper records included residency
applications, CVs, personal statements, school transcripts, copies of diplomas,
documents related to visa status, last name change forms, location of graduation
documentation and job verifications post-training that could be used to gather
information.
Google searches using the graduate’s full name, if available, or just the first and
last name, along with the type of medical degree (MD/DO), were also performed to
locate missing data points. In most cases, Google searches would lead to the graduate’s
current employer where information about the graduate could be obtained. For
example, Spectrum Health lists the physician’s educational background (e.g., UGME
institution, residency/fellowship location), as well as their age. If there was a physician
biography available, the information was reviewed to obtain or verify information
related to the study (e.g., birth place, educational background). For example, if the
author was reviewing a physician bio online and educational history was listed, the data
collected for this individual were checked against the website for consistency. Again, if
there were discrepancies, colleagues were consulted to discuss. Any instances where
there was doubt about the accuracy of the data, the variable was left blank.
The Department of Licensing and Regulatory Affairs (LARA) website was used to
verify the outcome variable, ever practiced in Michigan. The GME Department
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maintains records of location after graduation for all graduates. These data were
verified by using LARA for all graduates to confirm whether a license to practice in
Michigan was obtained after the graduation date.
Lastly, each residency/fellowship program has a program coordinator and a
program director. The program coordinators keep the residency programs running
smoothly and are very involved in the day-to-day activities of their residents. Also,
many of the coordinators/directors keep in touch with their former residents/fellows
through email, social media (e.g., LinkedIn, Facebook) or if the graduate works for the
residency/fellowship program as a part of the teaching faculty. The program
coordinators and directors were consulted during data collection to obtain data that the
author could not locate or had questions about.
Data Preparation
Prior to data analysis, categorical study variables were coded (Table 3.2). Time in
program was calculated using program start date and graduation date.
Residency/fellowship programs were coded as primary care and non-primary care.
Primary care includes Family Medicine, Pediatrics, Internal Medicine and Internal
Medicine-Pediatrics. All other programs were designated as non-primary care and
include all fellowship programs, as well as Radiology, General Surgery, Orthopaedic
Surgery, Plastic Surgery, Surgical Critical Care, Vascular Surgery, and Obstetrics and
Gynecology. Place of birth, location of undergraduate degree, location of medical
education and completion on GME training were coded as Michigan/not Michigan.
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Gender was coded as male/female and all other variables (married prior to/during
residency, ever practiced in Michigan, visa status) were coded as yes/no.
Table 3.2
Coding for regression variables
Variables

Coding

Y = Practiced in Michigan (outcome variable)
X1 = Gender

0=No 1=Yes
0=Male 1=Female

X2 = Residency program type

0=Non-primary Care 1=Primary Care

X3 = Place of birth

0=Not Michigan 1=Michigan

X4 = Time in program

Years

X5 = Ever married

0=No 1=Yes

X6 = Location of Bachelor’s degree

0=Not Michigan 1=Michigan

X7 = Location of medical education

0=Not Michigan 1=Michigan

X8 = Visa

0=No 1=Yes

X9 = Location completed GME training

0=Not Michigan 1=Michigan
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Missing Data
Missing data for each variable were assessed prior to the analyses. The percent
of complete data for each variable are shown in Table 3.3. The majority of the variables
were at least 90% complete.
Table 3.3
Percentage complete data for each study variable
Variable

% Complete
n=988

Ever Michigan

988/988 (100%)

Primary Care

988/988 (100%)

UGME Michigan

988/988 (100%)

Gender

988/988 (100%)

Completed GME in MI

988/988 (100%)

Birth State MI

945/988 (95.6%)

Ever Married

925/988 (93.6%)

Visa Status

970/988 (98.2%)

Undergrad MI

988/988 (100%)

Time in Program

988/988 (100%)

When describing missing data, it is important to determine whether the absent
values have a relationship to any of the other variables of interest. Allison, using the
concepts described by Rubin, detailed three types of missing data: missing completely
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at random (MCAR; there is no relationship between the missing data and any other
variable), missing at random (MAR; missing data are due to a relationship with one of
the other variables) and not missing at random (NMAR; missing data are due to the
inherent nature of the variable itself).47,48
First, an analysis was performed to determine if missing data for the dissertation
were MCAR. This was done using logistic regression to test whether there were any
relationships between the missingness of any one variable and the other predictor
variables in the model. For this dissertation, the outcome variable for this analysis was
missing/not missing data for the ever married variable (the variable with the most
missing data) and the predictor variables were gender, primary care, UGME Michigan,
undergrad Michigan, birth state Michigan, visa numeric and completed GME in
Michigan. If any variables were significantly related to the missingness of the ever
married variable, the data would not be deemed to be MCAR. There were three
statistically significant variables (p<0.05) in the regression model, gender, visa status
and time in program. These results indicated that the missing data were not MCAR.
Next, the data were not considered NMAR since the cause of missingness was
not related to the inherent nature of the variables themselves. In this case, the
variables were missing due to lack of records to provide the information. Therefore the
missing data for this dissertation were considered to be MAR.
Based on the decision that the missing data were MAR, the next decision was
whether or not some form of imputation should be used to allow for the analysis of all
of the subjects. Allison provides some insight into this issue, in his discussion of
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imputation of categorical variables.49 He developed a data set, then randomly
eliminated 50% of the data for a categorical variable. He compared a complete case
analysis (described as only using the half of the dataset that had complete data) against
four different imputation techniques, at four different proportions for the categorical
variable with missing data (0.5, 0.2, 0.1, and 0.01). The results showed that, for MAR
data, all five methods had equivalent estimates of the β-coefficients, as well as
equivalent standard deviations. His conclusion was that, for MAR data, there was no
particular benefit to using an imputation technique. Based upon his findings, an
imputation technique has not been used for this dissertation, instead, a complete case
analysis was performed.
Logistic Regression Assumptions
Logistic regression analysis was used to address the first objective of the
dissertation: To use logistic regression with cross-validation to examine the individual
characteristics related to whether or not graduates who trained in a Michigan-based
GME sponsoring institution practice medicine in Michigan. Prior to performing the
analysis, data were checked to see if the assumptions for logistic regression were met
using Stata/IC 13.0 for Mac (StataCorp, College Station, TX). The assumptions included
(1) independence of errors, (2) all categories were mutually exclusive and exhaustive, (3)
a linear relationship between the continuous predictor variables and the logit
transformation of the dependent variable (practiced in Michigan Y/N) existed, (4) no
multicollinearity of the predictor variables, and (5) no significant outliers or influential.
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First, the assumption of independence was assumed. The data set did not
include multiple observations for any one person, each row represented a unique
individual. Also, all categories for each study variable were mutually exclusive and
exhaustive.
Next, linearity between the continuous predictor variable of time in program and
the logit transformation of the dependent variable (ever practiced in Michigan Y/N) was
checked using the Box-Tidwell procedure.50 This procedure consists of creating an
interaction term between the natural log of the continuous variable and the original
continuous variable to be tested in the model with the other variables. The interaction
term for time in program was created using the natural log of the time in program
variable and the original time in program variable. Next, the model was run including
the interaction term. A significant (p<0.05) interaction term would indicate a non-linear
relationship and would need further evaluation. Based on the assessment of the pvalue for the interaction term, the assumption of linearity was met for time in program
(p=0.997).
Next, multicollinearity among the predictor variables was assessed using the
condition index and the regression coefficient variance-decomposition matrix. The
condition index is derived from the eigenvalues, and represents collinearity related to
the variable combinations. The condition index is the square root of the quotient of the
largest eigenvalue divided by the smallest eigenvalue. Values indicative of
multicollinearity suggested in the literature ranged from 10 – 30, it was decided to take
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a conservative approach for this dissertation and go with a condition index >10 as
suspect for collinearity.51,52
Table 3.4 shows the condition indices and their proportion of variance related to
each regression coefficient. The condition index with a value of 16.92 was considered to
be moderate to strong collinearity.51 Based on this finding, the collinearity was further
investigated by reviewing the variance decomposition proportions. Callaghan and Chen
note that a high condition index (>10), along with two or more regression coefficient
variances > 0.5, is indicative of problematic collinearity.51 As shown in Table 3.3, both
the constant and the time in program variable contribute greater than half of their
variability to the eigenvalue associated with the condition index of 16.92. This indicated
that a transformation to the time in program variable was warranted.
Snee and Marquardt suggested the use of centering in order to address the issue
of collinearity.53 For this study, the variable time in program was centered by creating a
new variable (time in program – 3.5). The value of 3.5 was used since it was the mean
time in program was 3.5 years. After centering the variable, the original time in
program variable was removed from the model and replaced with the centered time
variable. A reassessment of the condition index showed it had dropped from 16.92 to
8.48 (Table 3.5), indicating weak collinearity.51 Based upon this finding, the centered
time variable was used in further analyses.
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Table 3.4
Multicollinearity assessment
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Condition
index

Constant

Primary
care

UGME
MI

Gender

Birth
Ever
Visa Undergrad
Time
state married
MI
program

GME
completion MI

1.00

0.00

0.01

0.00

0.01

0.00

0.01

0.00

0.00

0.00

0.00

1.98

0.00

0.01

0.04

0.01

0.04

0.00

0.15

0.03

0.00

0.00

2.89

0.00

0.07

0.02

0.03

0.03

0.05

0.43

0.02

0.01

0.00

3.32

0.00

0.04

0.00

0.70

0.00

0.07

0.04

0.00

0.00

0.00

3.92

0.00

0.70

0.01

0.15

0.00

0.00

0.35

0.01

0.00

0.00

4.87

0.00

0.00

0.48

0.00

0.77

0.00

0.00

0.02

0.00

0.00

5.32

0.01

0.02

0.03

0.09

0.01

0.77

0.02

0.03

0.03

0.11

5.66

0.00

0.04

0.23

0.01

0.09

0.00

0.00

0.49

0.03

0.29

5.97

0.01

0.03

0.19

0.00

0.06

0.06

0.00

0.40

0.08

0.28

16.92

0.98

0.09

0.00

0.00

0.00

0.04

0.01

0.00

0.84

0.30

Table 3.5
Multicollinearity reassessment
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Condition
index

Constant

Primary
care

UGME
MI

Gender

Birth
Ever
Visa Undergrad
state married
MI

Time
program

GME
completion MI

1.00

0.00

0.01

0.01

0.01

0.01

0.01

0.00

0.01

0.00

0.00

1.82

0.00

0.02

0.03

0.00

0.03

0.00

0.14

0.02

0.06

0.00

2.28

0.00

0.01

0.01

0.02

0.01

0.02

0.00

0.01

0.57

0.00

2.87

0.00

0.01

0.02

0.14

0.02

0.02

0.59

0.02

0.09

0.01

3.19

0.01

0.02

0.00

0.61

0.00

0.16

0.01

0.00

0.02

0.01

3.82

0.00

0.87

0.01

0.10

0.00

0.01

0.22

0.00

0.09

0.00

4.55

0.00

0.00

0.48

0.00

0.76

0.00

0.00

0.02

0.00

0.00

5.13

0.03

0.04

0.03

0.10

0.00

0.56

0.02

0.02

0.02

0.37

5.37

0.00

0.00

0.41

0.01

0.16

0.01

0.00

0.89

0.01

0.02

8.48

0.95

0.03

0.01

0.01

0.00

0.21

0.01

0.02

0.14

0.58

The data were also checked for significant outliers and influential points by using
Pregibon's delta beta (DBETA) influence measures.54 This technique uses the DBETAs to
determine influential observations, defined as data points which have a strong influence
on the model performance.54 DBETAS are a function of the standardized difference in
betas with deletion of individual. The DBETAS were plotted to check for outliers (DBETA
>0.25). Based on this criterion, there were 21 observations identified as outliers in the
data set (Figure 3.1).
Figure 3.1
DBETA plot

The 21 outliers were removed to assess their influence on model performance.
The difference between the performance of the models was minimal (Table 3.6). Table
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3.7 shows the model parameters with outliers and Table 3.8 shows the model
parameters with the outliers removed.
Table 3.6
Model statistics comparison with and without outliers
# observations

Model χ2

Prob > chi2

Model with outliers

879

281.65

<0.001

Model without outliers

858

284.67

<0.001

Model
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Table 3.7
Regression model statistics with outliers
Variable

β-coefficients

SE

p value

95% CI

Primary Care

0.778

0.182

<0.001

0.422 1.134

UGME MI

0.762

0.262

0.004

0.249 1.275

Gender

-0.020

0.166

0.904

-0.346 0.306

Birth State MI

1.215

0.262

<0.001

0.701 1.729

Ever Married

0.583

0.180

0.001

0.231 0.936

Visa Status

-0.142

0.241

0.557

-0.614 0.331

Undergrad MI

1.021

0.264

<0.001

0.504 1.538

Time in Program
(centered)

0.137

0.090

0.126

-0.039 0.314

Completed GME in MI

0.593

0.224

0.008

0.154 1.033
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Table 3.8
Regression model statistics without outliers
Variable

β-coefficients

SE

p value

95% CI

Primary Care

0.797

0.183

<0.001

0.438 1.156

UGME MI

0.679

0.266

0.011

0.157 1.201

Gender

-0.003

0.170

0.988

-0.335 0.330

Birth State MI

1.275

0.266

<0.001

0.754 1.795

Ever Married

0.554

0.183

0.002

0.196 0.913

Visa Status

-0.161

0.258

0.534

-0.667 0.345

Undergrad MI

1.082

0.267

<0.001

0.559

Time in Program
(centered)

0.137

0.090

0.129

-0.040 0.314

GME Completion in MI

0.605

0.226

0.007

0.162 1.048

1.604

The DBETAs were also examined without the outliers to assess whether there
may be issues with other observations after their removal. No additional outliers (>0.25)
were revealed a review of the DBETAS plot (Figure 3.2). Based on the performance of
the models with and without outliers, it was determined to leave the outliers in the
dataset.
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Figure 3.2
DBETA plot after removing outliers

Analytic Procedures
This next section describes the analyses performed to address objective one of
the dissertation: to use logistic regression with cross-validation to examine the
individual characteristics related to whether or not graduates who trained in a
Michigan-based GME sponsoring institution practice medicine in Michigan.
Logistic Regression
The first step was to perform a logistic regression using the best subsets logistic
regression approach.55,56 This analysis uses all different variable combinations of the
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model to determine the best model subset. The criteria used in model evaluation
included the adjusted R2, Mallow’s C, the Akaike Information Criterion (AIC) and the
Bayesian Information Criterion (BIC). These criteria are suggested by Hosmer et al., as
well as Lindsey & Sheather, to use in the selection of the optimal model when
comparing multiple models.55,56 The adjusted R2 is used to determine the model that
explains the most amount of variability within the outcome variable. Optimal values for
Mallow’s C have been described as either equal to the number of predictors plus one, or
as the smallest value.56,57 The AIC and BIC are both measures of model fit that are
penalized for the number of parameters in the model.56 The concern with the AIC is
over-fitting and the concern for BIC is under-fitting.58 The model with the lowest AIC
and BIC is most desirable.56
The adjusted R2, Mallow’s C, AIC and BIC were used for model comparison and
selection for this dissertation. In an ideal situation, all of these criteria would align on
the same model. In cases where this does not occur, judgments must be made using
these criteria. For example, Hosmer et al. note that the differences in these criteria can
be so negligible (e.g., a difference <0.1) that the variables included in each model may
need to also be considered.55 Lindsey and Sheather also reported this issue.56 In one
example, they showed how the various criteria (adjusted R2, Mallow’s C, AIC and BIC)
would indicate that either a 5, 6 or 8 factor model would be appropriate. They
suggested that a 6 factor model would be a good compromise, as the values for the
various criteria were only marginally different between the three possible models.
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After model selection occurred, a logistic regression was performed using the
reduced model. This model was assessed using the Hosmer & Lemeshow goodness of fit
statistic and the AUC. The goodness of fit statistic is used to determine how well the
model fits the data. A significant p-value (<0.05) would warrant further investigation of
the model, while a p-value >0.05 represented good model-data fit.
The AUC, derived from an ROC curve analysis, was used to evaluate how well the
model was discriminating between those that ever practiced in Michigan and those that
never practiced in Michigan. Model performance based on the AUC was determined
using the criteria established by Hosmer et al.55 Based on these criteria, an AUC of 0.5 is
no better than flipping a coin, while an AUC of 1.00 represents perfect discrimination.
An AUC of >0.7 was considered acceptable and was the criterion used for this study.55
Next, the model underwent two forms of cross-validation to check for over-fitting.
Over-Fitting
One of the concerns for any predictive model derived from a specific sample is
whether or not it will still have value when applied to other data sets.59,60 The primary
concern is over-fitting. This occurs when the model is so tightly fitted to the data, that it
may not perform the same when used with other data sets. The technique of crossvalidation is a valuable tool to test the reproducibility of a data set, with a goal of testing
the accuracy and validity of the model.59 There are a variety of ways to do this,
including hold-out methods, leave-one-out cross-validation, k-fold cross-validation and
bootstrap techniques.
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For example, the hold out method involves splitting the sample into two groups,
a training set and a test set. The model parameters would be defined using the training
set, and then evaluated by estimation of the error rate using the test set. There are two
major concerns with this methodology. The first is that the sample may be too small to
allow for splitting into two sub-sets. The second is that using a single test set and
training set may lead to an unreproducible result, due to the spurious decision as to
which data are in the test set and which are in the training set.59
One solution to this problem is to involve multiple samples of the entire data set,
such as in a k-fold validation or bootstrapping technique. For the former, the data
would be divided into k random samples. The latter uses random sampling with
replacement. For this study, the model underwent both a five-fold and bootstrap
internal cross-validation procedures to test for over-fitting.
Five-Fold Cross-Validation
The first method used for this dissertation was five-fold cross-validation. In this
step, the data set was randomly split into five groups of similar size. Four of the groups
were the test set, while the remaining group was used as the validation set. The test set
was used to run the model and the validation set was used to determine how well the
independent variables from the validation data set were predicting the dependent
variable.
This process was repeated five times, so that each of the five groups of data
were used as the validation set once, while all of the rest of the data were used as the
test sets. The criterion for the analysis was the root mean square error (RMSE), as
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derived from testing each of the five validation sets. The five RMSE values obtained
were reviewed to determine if they were consistent with the RMSE obtained from the
final logistic regression model. Consistency for this evaluation was defined as each of
the five RMSEs from the cross-validation should be no greater than 15% different from
the original RMSE.59
Bootstrap
The model also underwent bootstrapping to further check for over-fitting. The
bootstrapping procedure uses random sampling with replacement. For example, as
there were 800 people with complete data, the bootstrapping procedure used sampling
with replacement to choose 800 individuals for the procedure. This random sample of
800 could contain person 23 five times, person 799 not selected at all, person 200
selected twice, etc., for a total of 800 random individuals. The bootstrapping procedure
for this study was replicated 200 times.
The evaluation criterion for this analysis was the Harrell’s C, which is equivalent
to the AUC33. For the sake of consistency, the Harrell’s C will be referred to as the AUC
throughout the rest of the dissertation. The AUC derived for the original model was
compared to the AUC from the bootstrap cross-validation procedure. The bootstrap
method produced a corrective factor, which was used to create the over-fitting
corrected estimate of the AUC.40 The original and corrected values for the AUC were
compared for consistency. For this step, consistency was defined that the average
corrected AUC (derived from the 200 replications) should be no more than 15%
different from the original AUC.59
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Pilot-Scoring Tool
This section describes the methods used to address the second objective of the
dissertation: Create a scoring tool based on the logistic regression with cross-validation
to categorize GME program graduates into groups: likely to practice in Michigan or not
likely to practice in Michigan.
The final model selected during the analyses related to objective one was used
to create a scoring system to identify graduates who are most likely to practice in
Michigan. The method of Sullivan et al. was used for this step.45 The β-coefficients,
obtained from the independent variables used in the final model, were used to create
the scores. The β-coefficients were compared, with the lowest value representing the
referent value, from which the remaining scores were determined. Each β-coefficient
was divided by the lowest β-coefficient in order to determine the score for that variable.
Products from this calculation were rounded to the nearest whole number.
Table 3.9 shows an example of Sullivan’s methodology in the context of this
dissertation.45 In this example, scores were determined for primary care,
undergraduate medical education in Michigan (UGME MI) and undergraduate education
in Michigan (Undergrad MI). First, each variable’s β-coefficient was multiplied by the
values associated with each category (e.g., 0=no and 1-yes) for the variable (Table 3.9,
column 2). Next, the products were divided by the lowest β-coefficient, which was
associated with primary care (Table 3.9, column 3). Finally, the products of these
calculations are rounded to the nearest whole number to create the final score
associated with each variable (Table 3.9, column 4).
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Table 3.9
Methodology for assigning scores to regression variables
Variable

Primary care

β-coefficient

Score computation

Rounded score

0.69

Yes = 1

1*0.69=0.69

0.69/0.69=1

1

No = 0

0*0.69=0

0/0.69=0

0

UGME MI

1.26

Yes = 1

1*1.26=1.26

1.26/0.69=1.82

2

No = 0

0*1.26=0

0/0.69=0

0

Undergrad MI

1.37

Yes = 1

1*1.37=1.37

1.37/0.69=1.99

2

No = 0

0*1.37=0

0/0.69=0

0

The next step included assigning scores to all of the graduates with complete
data for the variables included in the final model. Each coded variable in the model was
multiplied by the score associated with it. The scores for each variable were then added
together to determine the final score for individuals. When complete, each person had
a score associated with whether or not the graduate ever practiced medicine in the
state of Michigan. Next, the ROC analysis was performed to obtain the AUC to see how
well the model was discriminating between graduates that practiced in Michigan and
those that did not. For the ROC analysis, the x-axis represents the false positive rate (1specificity) and the y-axis represents the true positive rate (sensitivity). Once again, the
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AUC criteria of Hosmer et al. were used to evaluate the AUC.55 An AUC >0.7 was
considered to be acceptable.
Next, a score cut-point was determined in order to maximize the predictive
model of the scoring system, which in this case means to maximize the ability to
determine whether or not a graduate will ever practice in Michigan. Perkins and
Schisterman suggested the use of the Youden Index, also known as Youden’s J.61 This
has been shown to be a good estimate of the preferred score cut-point, and is equal to
the maximum value of sensitivity plus specificity minus 1, as derived from all possible
cut-points used to create the ROC curve. This preferred score cut-point represents the
score best suited to discriminate between the two groups being evaluated. For this
step, the sensitivity (true positive rate) and the specificity (true negative rate) for each
cut-point associated with a score were determined from the ROC analysis.
Table 3.10 shows an example of the cut-points derived from a ROC analysis, with
their associated sensitivity and specificity. A third column shows the values for the
sensitivity plus specificity minus 1. The cut-point that maximizes the sensitivity (i.e., the
ability to identify those who practice in Michigan) while maximizing the specificity (i.e.,
the ability to identify those who do not practice in Michigan) can be identified through
examination in this table. For example, if a cut-point of >= 0 is selected, this can be
interpreted as everyone would be identified as practicing in Michigan. We would have a
100% true positive rate, however, our true negative rate would be 0%. Conversely, if we
chose >= 5 as the cut-point, this is the equivalent as stating that anyone with a score of
five or above would be identified as staying in Michigan. In this case, our true positive
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rate would be very low, while our true negative rate would be really high. Therefore, in
this example, the Youden’s J is 0.44 and is associated with a cut-point of a score greater
than or equal to 2. Meaning, those with a score of 2 or more would be identified as
practicing in Michigan and those with a score of 0 or 1 would be identified as not
practicing in Michigan. The true positive rate is 60%, while the true negative rate is
84%.
Table 3.10
Cut-points derived from an ROC analysis
Score

Sensitivity

Specificity

(Sensitivity+Specificity) - 1

>=0

1.0

0.0

0.0

>=1

0.84

0.52

0.36

>=2

0.60

0.84

0.44

>=3

0.54

0.89

0.43

>=4

0.44

0.93

0.37

>=5

0.24

0.97

0.21

The final step in the procedure included creating a scoring tool. The tool created
included questions based upon each study variable that was included in the final model,
with points assigned to the response to each question. For example, if birth state in
Michigan were to be included in the final model, the question in the tool could be “Was
the resident/fellow born in Michigan?” The response options would be yes or no with
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points assigned to each response (yes= 1 point and no=0 points). This would be done
for each variable included in the model.
Chapter Summary
Described in this chapter were the objectives of the study and the methodology
used to carry out the study. The study procedures, including a description of the
sample, data points and their rationale for inclusion, data collection, and methods for
checking the assumptions of logistic regression, were detailed. Lastly, the analytical
procedures used to determine the variables for the pilot-scoring tool were described.
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CHAPTER IV
RESULTS
Summary statistics are described for the data in this chapter. The results of the
logistic regression and cross-validation analyses are also detailed. Next, the
development and results of the performance of the scoring system for the data are
discussed. Lastly, the scoring tool derived from the final regression model is presented.
Summary Data
Data for the analysis included 988 graduates. Summary data for the sample are
shown in Table 4.1. Just over half of the graduates practiced in Michigan at some point
after graduation. The sample consisted of mostly males. Close to a third of the sample
attended UGME in Michigan, attended an undergraduate institution in Michigan or were
born in Michigan. Just under half of the graduates were from a primary care program.
Approximately 80% completed their GME training in Michigan.
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Table 4.1
Summary data for the sample
Variable
Ever Michigan

504/988 (51.1%)

Primary care

475/988 (48.1%)

UGME Michigan

302/988 (30.6%)

Gender (% Male)

573/988 (58%)

Completed GME in MI

793/988 (80.3%)

Birth state MI

266/945 (28.0%)

Ever married

661/925 (71.5%)

Visa status

126/970 (13%)

Undergrad MI

336/988 (34.0%)

Time in program (mean+SD)

3.5+1.0 yrs

Logistic Regression
The first analysis was performed to address objective one, which was to use
logistic regression with cross-validation to examine the individual characteristics related
to whether or not graduates who trained in a Michigan-based GME sponsoring
institution practice medicine in Michigan, used a best subsets logistic regression
approach. The outcome variable was ever practiced in Michigan and the predictor
variables included birth state in Michigan, undergrad in Michigan, primary care, ever
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married, UGME in Michigan, completed GME in Michigan, time in program, gender and
visa status.
The best subsets analysis produced the 11 best variable combinations for the
model (Table 4.2). This table includes the adjusted R2, Mallow’s C, the AIC and the BIC,
which were used to determine the best model for further analyses. The criteria
described in Chapter III for this evaluation did not converge on the same model. The
model with the lowest BIC was a five variable model, which included birth state in
Michigan, primary care, undergrad Michigan, UGME Michigan and ever married, though
the Mallow’s C was higher than the number of variables in the model. The seven
variable model (birth state in Michigan, primary care, undergrad Michigan, UGME
Michigan, completed GME in Michigan, ever married, program years) had the highest
adjusted R2, a Mallow’s C less than the number of parameters in the model and lowest
AIC.
The problem of selecting the model with the lowest BIC is the concern for underfitting, while problem of selecting the seven variable model with the lowest AIC and
maximum adjusted R2 is the concern for over-fitting. With this in mind, the six variable
model, which included birth state in Michigan, primary care, undergrad Michigan, UGME
Michigan, completed GME in Michigan and ever married was selected. This model had a
Mallow’s C smaller than the number of parameters in the model coupled with an
adjusted R2, AIC and BIC similar to that of the five and seven parameter models.
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Table 4.2
Results of the best subsets logistic regression analysis
Block

Model parameters

Adj. R2

Mallow’s C

AIC

BIC
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1

BS MI

0.2051

85.229

1076.302

1085.860

2

BS MI, UG MI

0.2368

47.905

1041.547

1055.883

3

BS MI, PC, UG MI

0.2527

29.756

1024.101

1043.217

4

BS MI, PC, UG MI, Married

0.2625

18.814

1013.380

1037.274

5

BS MI, PC, UG MI, Married, UGME MI

0.2704

10.336

1004.944

1033.617

6

BS MI, PC, UG MI, Married, UGME MI, GME MI (selected)

0.2740

6.991

1001.573

1035.025

7

BS MI, PC, UG MI, Married, UGME MI, GME MI, PY

0.2754

6.358

1000.915

1039.145

8

BS MI, PC, UG MI, Married, UGME MI, GME MI, PY, Visa

0.2749

8.000

1002.553

1045.562

9

BS MI, PC, UG MI, Married, UGME MI, GME MI, PY, Visa, Gender

0.2740

10.000

1004.553

1052.341

BS MI=Birth State MI; UG MI=Undergrad MI; PC=Primary Care; GME MI= Completed GME in MI; PY=Program Years

The final model selected included 889 observations, see Table 4.3 for summary
data for the final model sample.
Table 4.3
Summary data for sample included in the final model
Variable

%

Ever Michigan

458/889 (51.5%)

Primary care

425/889 (47.8%)

UGME Michigan

268/889 (30.2%)

Birth state MI

253/889 (28.5%)

Gender (% male)

507/889 (57.0%)

Ever married

631/889 (71.0%)

Undergrad MI

293/889 (33.0%)

Completed GME training in MI

715/889 (80.4%)

Table 4.4 shows the β-coefficients, standard errors, p-values and 95% confidence
intervals for the variables included in the model. Other model parameters that were
assessed included the Hosmer & Lemeshow goodness of fit statistic (χ2=3.21; p=0.201)
and the Nagelkerke pseudo R2 =0.361, percentage correctly classified by the model
(73.57%) and the sensitivity (true positive rate: 60.48%) and specificity (true negative
rate: 87.47%). The non-significant goodness of fit statistic suggests that there is good
model data fit. The pseudo R2 implies the model explains 36.1% of the variability within
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the outcome variable. The model correctly classified 73.6% of the observations in the
data set as either practicing in Michigan or not practicing in Michigan.
Table 4.4
Final regression model statistics
Variable

β-coefficient

SE

p value

95% CI

Birth state MI

1.214

0.261

<0.001

0.703 1.725

Primary care

0.694

0.162

<0.001

0.376 1.012

Undergrad MI

1.038

0.262

<0.001

0.523 1.552

Ever married

0.629

0.178

<0.001

0.280 0.978

UGME MI

0.784

0.260

0.003

0.274 1.295

Completed GME in MI

0.474

0.208

0.022

0.067 0.881

The results of the ROC analysis are shown in Figure 4.1. The x-axis represents
the false positive rate, while the y-axis shows the true positive rate. The diagonal line
represents the value related to no discrimination, similar to flipping a coin. The line with
the circular symbols represents the data for this study.
The AUC, derived from the ROC analysis, was 0.802. This final model met the
criteria (AUC >0.7) established by Hosmer et al. deeming it an acceptable model for
discriminating between those that ever practiced in Michigan and those that did not.55
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Figure 4.1
ROC for final model

Five-Fold Cross-Validation
The next analysis addressed the second part of objective one, which was to use
logistic regression with cross-validation to examine the individual characteristics related
to whether or not graduates who trained in a Michigan-based GME sponsoring
institution practice medicine in Michigan. A five-fold cross-validation procedure was
performed using the selected model to assess for over-fitting the model to the data. In
this step, the data set was randomly split into five groups of similar size. Four of the
groups were the test set, while the remaining group was used as the validation set. The
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test set was used to run the model and the validation set was used to determine how
well the independent variables from the validation data set predicted the dependent
variable.
This process was repeated five times, so that each of the five groups of data
were used as the validation set once, while all of the rest of the data were used in the
various test sets. The criterion for the analysis was the RMSE, as derived from testing
each of the five validation sets. Then the five RMSE values obtained were checked for
consistency against the RMSE from the final model. Consistency for this evaluation was
defined as each of the five RMSE should be less than 15% different from the original
RMSE.59 The results of the RMSE comparison are shown in Table 4.5. Based on the
evaluation criterion (<15% different) for this analysis, it does not appear that there are
issues with over-fitting the model to the data.
Table 4.5
Five-fold cross-validation RMSE comparison
RMSE
Original model

0.423

1

0.427

2

0.447

3

0.410

4

0.427

5

0.418
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Bootstrap
A second form of cross-validation to address objective one was also performed.
This step included performing the bootstrap technique to further check the final model
for over-fitting. The bootstrap procedure used random sampling with replacement. This
analysis was run on 889 graduates, therefore 200 random samples of 889 graduates
were obtained. This random sample of 889 could contain graduate 757 five times,
graduate 12 not selected at all, graduated 579 selected twice, etc., for a total of 889
subjects. The bootstrapping procedure for this study was replicated 200 times.
The evaluation criterion for this analysis was the AUC. The value for the AUC,
was compared to the AUC from the bootstrap cross-validation procedure for
consistency, defined as less than 15% different from one another. The original AUC and
corrected AUC are 0.802 and 0.803, respectively. As described by Harrell, the corrected
AUC represents a value which has been adjusted for bias allowing the calculation of an
over-fitting corrected estimate.40 Based on the evaluation criterion (<15% different) set
for this analysis, over-fitting is not an issue.59 Both the five-fold cross-validation method
and the bootstrap method suggested that over-fitting was not a concern.
Pilot-Scoring Tool
This next section describes the results of the second objective of the
dissertation, which was to use the results from the logistic regression with crossvalidation analysis to create a scoring mechanism to categorize GME program graduates
into groups: likely to practice in Michigan or not likely to practice in Michigan. The β-
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coefficients associated with the predictors from the final model were used to create a
scoring system to identify graduates who are most likely to practice in Michigan. The
method of Sullivan et al. was used for this step.45
Table 4.6 shows how the scores were calculated for each variable included in the
final model. This was done by first establishing the reference category for each variable.
The first column of Table 4.6 shows the reference categories for each variable. In this
case, all of the variables in the model are yes/no variables, with yes coded as one and no
coded as zero.
The second column in Table 4.6 shows the β-coefficient associated with each
variable and the result of the β-coefficient multiplied by each coded variable. For
example, the β-coefficient for birth state Michigan is 1.214. This was multiplied by 1
corresponding with a yes response and 0 corresponding with a no response. Next, the
lowest β-coefficient of all the variables was used to determine the value corresponding
to one point on the scoring scale. In this case, the completed GME in Michigan variable
had the lowest β-coefficient (0.474).
The third column of Table 4.6 shows the computation for the score. This
involved dividing each of the products from the column two calculations by the lowest
β-coefficient (completed GME in Michigan=0.474). For birth state Michigan, this
involved dividing 1.214 by 0.474 for the yes category and 0 by 0.474 for the no category.
The last column in Table 4.6 shows the results of the calculations in column three
rounded to the nearest whole number. The scoring system ranged from 0-10 points. A
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yes response to being born in Michigan was associated with three points, a yes response
to graduating from a primary care program was associated with one point, a yes
response to obtaining an undergraduate degree in Michigan corresponded with two
points, a yes response to ever being married corresponded with one point, a yes
response to completing UGME in Michigan corresponded with two points and one point
would be given to anyone who had a yes response to completing GME in Michigan.
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Table 4.6
Score calculation of predictor variables in the final regression model
Variable

Birth state MI

β-coefficient

Score computation

Rounded score

1.214

Yes = 1

1*1.214=1.214

1.214/0.474=2.561

3

No = 0

0*1.214=0

0/0.474=0

0

Primary care

0.694

Yes = 1

1*0.694=0.694

0.694/0.474=1.464

1

No = 0

0*0.694=0

0/0.474=0

0

Undergrad MI

1.038

Yes = 1

1*1.038=1.038

1.038/0.474=2.189

2

No = 0

0*1.038=0

0/0.474=0

0

Ever married

0.629

Yes = 1

1*0.629=0.629

0.629/0.474=1.327

1

No = 0

0*0.629=0

0/0.474=0

0

UGME MI

0.752

Yes = 1

1*0.784=0.784

0.784/0.474=1.654

2

No = 0

0*0.784=0

0/0.474=0

0

1*0.474=0.474

0.474/0.474=1.000

1

0*0.474=0

0/0.474=0

0

Completed GME in MI
Yes = 1
No = 0

0.474
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The next step included assigning scores associated with whether or not the
graduate ever practiced medicine in the state of Michigan to all of the graduates in the
dataset with complete data. Each coded variable in the model was multiplied by the
score associated with it. The scores for each variable were then added together to
determine the final score for individuals. When complete, each person had a score
associated with whether or not the graduate ever practiced medicine in the state of
Michigan.
An ROC analysis using the scores derived from the model was then performed to
obtain the optimal cut-point for the scoring tool (Figure 4.2). The sensitivity (true
positive rate) and the specificity (true negative rate) for each of the score cut-points (010) are shown in Table 4.7. The cut-point that maximized the ability to determine
whether or not a graduate ever practiced in Michigan was determined using Youden’s
J.61 The percentage associated with Youden’s J is equal to the maximum value of
sensitivity and specificity minus 1, as derived from all possible cut-points used to create
the ROC curve.
Table 4.7 shows that the Youden’s J for this analysis is 0.486, which is associated
with a cut-point of 4. This cut-point has a sensitivity of 61.6% (true positive rate), a
specificity of 87.0% (true negative rate) and correct classification rate of 73.9%. The
interpretation for this cut-point means that individuals with a score >4 are more likely to
practice in Michigan, than those who receive a score <4.
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Figure 4.2
ROC score cut-points

73

Table 4.7
Sensitivity and specificity for score cut-points
Score

Sensitivity

Specificity

Correctly
classified

(Sensitivity+Specificity)-1

>=0

1.000

0.000

51.5%

0.000

>=1

0.993

0.053

53.8%

0.046

>=2

0.924

0.281

61.2%

0.205

>=3

0.775

0.689

73.3%

0.464

>=4

0.616

0.870

73.9%

0.486

>=5

0.587

0.889

73.3%

0.476

>=6

0.533

0.919

72.0%

0.452

>=7

0.443

0.933

68.1%

0.376

>=8

0.382

0.954

65.9%

0.336

>=9

0.286

0.975

62.0%

0.261

>=10

0.127

0.986

54.3%

0.113

>10

0.000

1.000

48.5%

0.000

The AUC for this analysis was 0.7975 and exceeded the criterion of acceptable
discrimination >0.7 used for this dissertation.55 Meaning the model was discriminating
quite well between graduates who ever practiced in Michigan and those that did not.
See Appendix A for the pilot-scoring tool. The first column contains the
questions created for each variable included in the final model the tool was derived
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from, as well as the points associated with a yes or no response. The next column is for
recording the points for each response to the questions. The last row of the tool is
where the total score, calculated from the points recorded, will be recorded. Score
interpretation is also shown. An electronic form that auto-calculates scores may also be
an option for this tool.
Chapter Summary
Described in this chapter were the results of the analytical procedures used to
create and cross-validate the model from which scoring system was derived. Also
detailed were the results of the analyses used to assess the pilot-scoring tool for the
2000-2014 graduates. A description of the pilot-scoring tool derived from the logistic
regression with cross-validation analyses was also discussed.
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Chapter V
DISCUSSION
The purpose of the dissertation and study objectives are presented in this
chapter. Next, a discussion of the results for to each objective is detailed. Lastly,
limitations of the work, suggestions for future research and study conclusions are
presented.
Study Purpose
Due to the overwhelming financial support of GME training by federal, state and
training hospitals along with increased concerns over budgets and physician shortage
issues, GME sponsoring institutions are under increased pressure to demonstrate ROI to
funding sources. One suggested method for demonstrating ROI is to track in-state
retention rates of graduates.21,22 A mechanism for identifying residents/fellows during
training who are likely to practice in the state in which they train could allow for
targeted recruitment of these physicians, which could possibly result in higher in-state
retention of GME graduates.
The purpose of this study was to examine individual level characteristics of
graduates from a Michigan-based GME sponsoring institution, in order to develop a tool
to identify graduates that are likely to practice medicine in the state in Michigan. The
following objectives were used to guide the dissertation.
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1. To use logistic regression with cross-validation to examine the individual
characteristics related to whether or not graduates who trained in a Michiganbased GME sponsoring institution practice medicine in Michigan.
2. Create a scoring tool based on the logistic regression with cross-validation to
categorize GME program graduates into groups: likely to practice in Michigan or
not likely to practice in Michigan.
Research Objective One
The Michigan Connection
The regression analysis used to address the first objective produced a model that
included six predictor variables: born in Michigan, medical school in Michigan,
undergraduate education in Michigan, GME education in a primary care residency,
completion of GME training in Michigan and whether or not the physician had married
prior to or during residency. Based on the results of this dissertation, an individual who
was born in Michigan and did both undergraduate and medical education in Michigan
who completed residency/fellowship in a Michigan-based GME program is highly likely
to practice in Michigan post-training. The three variables related to Michigan support
the theory that GME graduates with some tie to the state may be more likely to practice
in the state in which they trained than those with no tie to the state.9,30-35,46
Seifer et al. showed that physicians who attended medical school in the same
state as GME training were almost four times as likely to be retained in the state to
practice than those who did not.31 The Georgia Statewide Area Health Education Center

77

stated that retention was just over 80% for physicians who graduated from Georgia
based high schools, medical schools and residency programs.9 Retention was just under
75% for those that graduated from Georgia based high schools and residencies.
Bowman found similar findings for physicians in Virginia.32 Many other reports have
shown high in-state retention rates for GME graduates with a tie to their respective
states.30,34,35,46 Furthermore, for recruitment purposes, the Iowa medical society
developed a database of physicians in residency that have a tie to the state of Iowa.62
These include those that were born in the state, graduated from an Iowa-based medical
school or are completing residency training in Iowa. The thought was that focusing on
physicians with an Iowa connection would give a greater possibility of long-term
retention of the physician within the state. Given these findings from previous reports,
it is not surprising that the three variables with the largest β-coefficients (and the
greatest weights in the pilot-scoring tool) were born in Michigan, UGME in Michigan and
undergraduate in Michigan.
Final GME Training Location
The findings of this study suggest that completing GME training in Michigan,
meaning the graduate did not leave the state for further training (e.g., elsewhere), was
predictive of practicing in Michigan. This is consistent with much of the literature, which
suggests that location at the end of GME training has been associated with a high
percentage of graduates practicing within the state in which they trained.8,32,33 In
Bowman’s study, a higher percentage of family medicine physicians that only completed
GME training in Virginia practiced in Virginia post-training than physicians that only
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attended medical school in Virginia and those that were born in Virginia, but did not
receive their UGME or GME training there.32 Fagan et al. reported that 57% of family
physicians practiced within the same state as their residency training.33 Physicians
graduating from a GME program that are ready to go into practice as opposed to
entering another GME program (e.g., fellowship) may be more likely to practice in the
state in which they trained.
Primary Care and In-State Retention
Primary care was also included in the final model. The results showed that those
who graduated from a primary care program were more likely to practice in Michigan
than those that did not. This result is consistent with the study by Seifer et al. who
reported that general practitioners were 1.4 times more likely to practice medicine
within the state of GME training than specialists, which was a significant predictor in
their regression model.31 Armstrong et al. also reported that the need for primary care
physicians in New York was greater than the that of graduates with more specialized
training, which implies that there were more job opportunities available with in the
state.35 They supported this with additional data which showed that primary care
physicians received an average of 4.3 job offers compared to 3 for specialists.
This finding for the current study may be driven by the need for primary care
graduates in the state of Michigan and not as much of a need for the other graduates
from different programs. In 2014, the state of Michigan had 293 locations, within its 83
counties, designated as primary care health professions shortage areas (HPSA).63,64 At
that time, only 63.6% of the primary care health needs were being met in those
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designated areas and it was reported that it would take just over 200 physicians to
alleviate the needs and to remove the shortage designations.63 In 2015, location with
the HPSA designation for primary care grew from 293 locations to 308 locations.65
With this growing need, job opportunities in Michigan may be more abundant
for graduates from primary care programs. The majority of the primary care graduates
make practice decisions immediately following graduation, whereas those in programs
such as general surgery, radiology and orthopedics are more likely to go on to do more
specialized training in a fellowship program. Therefore, primary care graduates may get
recruited more heavily as graduation approaches, making them potentially more likely
to practice in Michigan after graduation. Further, graduates who go on to do a
fellowship in another state may be less likely to return if they have no connection to the
state in which they did their training or no potential job prospects when they leave.
Marriage and In-State Retention
Whether or not the graduate was ever married was a significant predictor in the
final regression model. In other words, graduates who were ever married were more
likely to practice in Michigan than their single counterparts. Many studies have shown
that spouses of physicians have an influence on practice location decisions.24,28,46
Some possible explanation as to why married graduates are more likely to practice in
Michigan are as follows. It may be that the resident/fellow met their spouse during their
training and the spouse has ties (e.g., family, friends, career) to Michigan. Alternatively,
the resident/fellow and their spouse have built a life during training and have
established relationships that may influence the practice location decision to practice in
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the state of GME training. Perhaps there were underlying financial incentives in the
form of medical school loan repayment programs to practice in one of Michigan’s rural
areas that the graduate and their spouse thought was worth it to stay. Exploration of
the underlying reason this variable was significant in the model is outside the scope of
this study.
Variables Not in the Final Regression Model
Variables not included in the model were time in program, gender and visa
status. It was interesting that time in program did not influence the decision to practice
in Michigan. The theoretical rationale for including this variable was that residents who
trained in the area for longer periods of time might be inclined to stay due to having
more time to establish stronger ties to the community. However, the residents in those
longer programs usually head off to do a fellowship somewhere else and may end up
practicing where they complete their GME training. As noted earlier, there is a good
evidence to indicate that physicians tend to practice medicine in the state in which they
finish GME training.8,32,33 Of the 211 GRMEP graduates who went on to fellowship
training after graduation, 178 (84.4%) left the state to do so. Only 35% of those
graduates returned to practice in Michigan after fellowship.
Additionally, this finding could be tied to the needs of certain specialties in
Michigan. The primary care specialties are 3-4 year training programs, whereas the nonprimary care specialties are 4-6 year training programs. If there are no jobs within the
graduate’s specialty, then the choice to stay or come back may not be any option for
these graduates, making the length of time spent in the program immaterial. As the
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need for primary care physicians is growing across the nation, the opportunities are
greater for this group of graduates.17
The decision to practice in Michigan was not influenced by gender differences.
Burfield et al. showed that 60% of female graduates practice in the state in which they
underwent GME training, as opposed to only 50% of male graduates.30 Similarly, Seifer
et al. found that female GME graduates were 1.2 times more likely to practice medicine
in the state of GME training than males, which was a statistically significant result on
multivariate analysis.31 These findings were absent in this dissertation. This could be
due to the fact that far more females have entered into the physician workforce over
the last 20 years.
Visa status was also not a significant predictor of practicing medicine in Michigan
or not. Residents/fellows with temporary visas are only allowed to be in the country for
a certain period of time before they must leave again. There are strict requirements for
those on temporary visas regarding practicing in the US after graduation. If a visa holder
wants to remain in the US, they must practice in a state or federally designated
physician shortage location.35 Michigan has many rural areas that hold an HPSA
designation.63 These types of opportunities, available both inside and outside of
Michigan, may have influenced the fact that having a temporary visa does not have a
positive or negative relationship with practicing in Michigan. Although not significant in
the final model, 35.7% of the visa holders in the dissertation data set ended up
practicing in Michigan at some point post-GME training.
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Model Performance
The ROC analysis showed the model was able to discriminate between those that
practiced in Michigan and those that did not just below the level of excellent
discrimination (0.8), based on the criteria established by Hosmer et al.55 The technique
of cross-validation was used to test the reproducibility of a data set, with a goal of
testing the accuracy and validity of the model. Over-fitting the model to the data is
often a challenge in regression analyses thus the final model was also checked for overfitting using two different methods.
The first was five-fold cross-validation. The criterion for excess over-fitting was a
change in RMSE >15%, between the original RMSE and any of the five values derived
from the cross-validation technique.59 The maximum difference found in the
dissertation data was 5.7%, which was much less than the criterion value.
The second procedure, bootstrapping, used sampling with replacement and is
another method for checking the model data fit. For this analysis, the criterion for
excess over-fitting was a change in AUC >15%.59 The difference found in the
dissertation data was 0.1%, which was far less than the criterion value. The analyses for
the five-fold cross-validation and the bootstrap technique showed that over-fitting was
not an issue for this model.
Research Objective Two
The second objective related to creating a pilot-scoring tool from the final model
derived and tested using the logistic regression with cross-validation results. The six
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predictors from the final model were used to create points related to each predictor and
a cut-point for the total score was determined to use when deciding whether a graduate
was likely to practice in Michigan or not. The methods of Sullivan et al. were used to
develop the pilot-scoring tool.45
The points derived for each variable were birth state Michigan (3 points), UGME
in Michigan (2 point), Undergrad Michigan (2 points), primary care (1 point), ever
married (1 point) and completed GME training in Michigan (1 point). The ranges of
scores for this tool were 0 points to 10 points. A cut-point of four was established using
an ROC analysis, meaning that graduates with a score of >4 were likely to practice in
Michigan and graduates with a score of 0-3 were not likely to practice in Michigan. A
question for each variable was also developed for the final pilot-scoring tool for ease of
use. This pilot-scoring tool can be used to assess residents/fellows at anytime during
their training for identification for potential recruitment by hospitals, local offices/clinics
and/or Michigan-based physician recruiters.
Contribution to Evaluation, Measurement and Research
Empirical evidence from a single Michigan-based GME sponsoring institution was
used to examine variables related to whether or not a graduate practiced medicine in
Michigan. Through the use of techniques from the field of research, including logistic
regression with cross-validation, a novel pilot-scoring tool was developed to assist in the
evaluation of whether or not GME graduates are likely to practice medicine in Michigan.
The tool is a contribution to the field of evaluation. It provides a data driven approach
to evaluating the likelihood a GME graduate would practice in Michigan. This tool could
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be used to produce a list of identified graduates likely to practice in Michigan for
hospitals and other physician recruiters in Michigan to use for targeted recruitment of
these individuals.
Study Limitations
One limitation of the study was missing data. All of the variables in the data set
were at least 90% complete. Since the data for this dissertation were considered to be
MAR, the report of Allison would indicate that the data could be analyzed using the
complete cases.49 Additionally, as data set for this dissertation was large, missing data
may not have as much of an influence on outcomes in this study as it would if the
sample size were much smaller.60 However, missing data can affect the outcome of
analyses and therefore caution in the interpretation of results may be warranted.
Another limitation includes using data from a single institution, which can limit
the generalizability of the findings. The pilot-scoring tool was created using data from
one institution, therefore, this tool may not perform the same or include the same
variables if data from multiple institutions in Michigan and/or other states were used to
create the tool.
The extended study timeframe, 14 years, introduces issues related to factors
that could influence practice location decisions. For example, Michigan went through a
recession not that long ago, which could have potentially influenced the decision to
practice in Michigan. Also, the employment opportunities are unlikely to be the same
from one year to the next. The findings of this dissertation could also be influenced by
those residents who graduated, but were still in fellowship training at the time of data
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collection and therefore were not included in the study. Lastly, the more recent
graduates (e.g., 2012, 2013, 2014) haven't had as much time to return to practice in
Michigan as some of the early years (e.g., 2000, 2001, 2002). However, a sensitivity
analysis, using a multivariate logistic regression, was conducted to determine the
relationship of time since graduation and the outcome variable, ever practiced in
Michigan, prior to the planned analyses for this dissertation. There was no significant
effect seen for time since graduation.
Many factors remain unaccounted for in the model and subsequently the scoring
tool. The model in this study accounted for 36% of the variability within the outcome
variable. However, the data for the study were derived from data that were available
through historical records, which leaves many variables that may further explain
practice location decisions out of the model. These could include factors such as the
weather, proximity to family, employment opportunities at the time of graduation,
salary and benefit influences, military/loan repayment program status, spouses
career/education.35 Additionally, data from surveys and/or interviews of former
residents could have been used to identify other influential factors related to practice
location. However, both of these methods would prove time-consuming and would
most likely further reduce the sample size.
Lastly, the quality of physicians that chose Michigan as a practice location and
how long they practiced in the state are unknowns. A high in-state retention of
mediocre physicians would not be a desirable outcome. Also, a high in-state retention
of physicians who stay less than a year is an undesirable outcome. The addition of a
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means to identify the quality of the graduates along with the scores of who is likely to
practice in Michigan would further improve recruitment efforts and potentially the ROI
to funders of GME training. Tracking the length of time that a physician practices in the
state of GME training is another addition descriptor that could be added to the
performance marker of in-state retention.
Future Research
Further research could include pilot-testing the scoring tool on future graduates
from GRMEP. Targeted recruitment of individuals identified as likely to stay and
practice in Michigan could be undertaken. In-state retention rates could be tracked
over time to determine if the targeted recruitment was worth the effort. For example,
graduates could be scored early on in their last year of training. A list of randomly
selected individuals likely to practice in Michigan could be given to hospital physician
recruiters, as well as other Michigan-based physician recruiters in order to target those
individuals to fill positions locally, regionally or statewide. In-state retention of the
individuals likely to practice in Michigan on the list and those likely to practice in
Michigan not on the list could be tracked over time to see if in-state retention rates are
different between these two groups. If not, maybe targeted recruitment efforts are not
necessary in this group and should potentially be focused at those not likely to stay.
Similar studies using this design could include other institutions in Michigan and/or
other institutions in the Midwest.
Another potential twist on this design would be to include random samples of
those likely to practice in Michigan and those not likely to practice in Michigan on the
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list for targeted recruitment. Comparisons of in-state retention rates between the
groups could be used to provide supporting evidence, or not, of the scoring tools ability
to discriminate between those likely to practice in Michigan or not.
The pilot-scoring tool could also be used to screen residency applicants (i.e.,
medical school graduates) for determining those that are likely to practice in Michigan
after graduation. Applicants identified as having a score of four or higher prior to
starting residency may be more likely to practice in Michigan post-training. This
information could be used in the residency candidate selection process.
For example, the Family Medicine Program Director could score each residency
candidate after reviewing his or her residency application and interviewing the
candidate. When determining the rank of candidates for the program that rate similarly
on the program’s selection criteria (e.g., educational performance, personalities,
volunteer experience) the score could be used to rank candidates more likely to practice
in Michigan higher than those not as likely. In-state retention rates could then be
tracked over time to see if there is an increasing trend over time. This could be done for
five years and the in-state retention rates of the two graduating classes prior to
implementation of this practice could be compared to the two graduating classes after
implementation.
One last suggestion could be to assess the reliability of the predictability of the
scoring tool. For example, scores could be generated for residents/fellows in the next
two graduating classes (2016 and 2017). The practice location of these physicians would
then be tracked through 2021. The data for the variable ever practiced in Michigan
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could then be compared using ROC and AUC analyses to the original data for this
dissertation.
Conclusion
The efforts of this dissertation produced a novel pilot-scoring tool for use in
identifying GME graduates who are likely to practice medicine in Michigan post-training.
Targeted recruitment of identified individuals may lead to increased in-state retention
rates, which could translate into a means of demonstrating ROI to GME funding sources,
particularly state and local sources.
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Appendix A
Pilot-Scoring Tool
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A. Pilot-Scoring Tool
Points
Was the resident/fellow born in Michigan?
Yes = 3 points; No = 0 points
Will the resident/fellow graduate from a primary care program?
Yes = 1 points; No = 0 points
Did the resident/fellow receive a bachelor’s degree from a Michiganbased college?
Yes = 2 points; No = 0 points
Was the resident/fellow ever married?
Yes = 1 points; No = 0 points
Did the resident/fellow graduate from a Michigan-based medical school?
Yes = 2 points; No = 0 points
Did the resident/fellow complete their GME training in Michigan?
Yes = 1 points; No = 0 points
Total Score
Scores >4 = likely to practice in Michigan; Scores <4 = less likely to practice in Michigan
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