We study scalar multivariate non-stationary subdivision schemes with a general dilation matrix. We characterize the capability of such schemes to reproduce exponential polynomials in terms of simple algebraic conditions on their symbols. These algebraic conditions provide a useful theoretical tool for checking the reproduction properties of existing schemes and for constructing new schemes with desired reproduction capabilities and other enhanced properties. We illustrate our results with several examples.
Introduction
In this paper we study multivariate non-stationary subdivision schemes which are iterative algorithms based on the repeated application of subdivision operators
The linear subdivision operators S a [k]
depend on a dilation matrix M ∈ Z s×s and on the finite sequences of real numbers a
[k] = {a [k] α , α ∈ Z s }. If convergent, subdivision schemes are used e.g. for designing curves, surfaces, or multivariate functions.
The generation properties of subdivision schemes are well-understood and are characterized in terms of so-called zero conditions, see e.g. [6, 18, 26] , on the mask symbols
These conditions on the symbols determine if the subdivision limit belongs to the function space
if the starting sequence f [0] in (1.1) is sampled from a function in this space. If for all functions in EP Γ,Λ , the subdivision scheme generates exactly the same function from which the corresponding starting sequence f [0] is sampled, then we say that the scheme reproduces EP Γ,Λ . The main goal of our study is to characterize the reproduction property of subdivision in terms of zero conditions and some additional conditions on subdivision symbols. These additional algebraic conditions provide a useful theoretical tool that simplifies the analysis of reproduction properties of existing schemes and the construction of new schemes with desired reproduction properties. We would like to emphasize that the properties of non-stationary subdivision schemes could be characterized in the Fourier domain in terms of the properties of the associated basic refinable functions, see e.g [5, 19, 22, 27, 33, 34] . Nevertheless, we think that it is more advantageous, for construction of new non-stationary schemes, to provide such characterizations in terms of simple algebraic conditions on the coefficients a [k] , k ≥ 0, of the corresponding refinement equations.
The reproduction and generation of EP Γ,Λ or its subspaces are crucial for modeling objects of different shapes that e.g. are described by polynomial, trigonometric or hyperbolic functions. Thus, these reproduction and generation properties of subdivision are important in CAGD, motion planning, iso-geometric analysis and for studying approximation properties of subdivision schemes [30, 24] . In spite of their importance, reproduction properties of non-stationary subdivision schemes have not been yet studied as rigorously as it is done in the stationary case when the mask a does not depend on the level k of subdivision recursion. In the stationary case, characterizations of reproduction of polynomial spaces (corresponding to Λ = {(0, . . . , 0)}) are given in [7, 9, 21, 23] where, in addition to zero conditions on the symbol a(z), extra conditions on a(z) and on its derivatives at (1, . . . , 1) are established.
Characterizations of reproduction properties of binary univariate non-stationary schemes are given in [12] and we extend them here to the case of multivariate non-stationary subdivision with a general integer dilation matrix M . We study the so-called non-singular schemes, i.e the ones that generate a zero function if and only if f [0] is a zero sequence. The main result of our paper states that a nonstationary non-singular subdivision scheme defined by the masks {a [k] , k ≥ 0} reproduces EP Γ,Λ if and only if there exists τ ∈ R s such that the symbols a For a convergent non-stationary subdivision scheme, these conditions are sufficient for reproduction of EP Γ,Λ , see subsection 4.2.1. The parameter τ ∈ R s above is the so-called shift parameter that determines the parametrization 2) associated to a given non-stationary subdivision scheme. This parametrization specifies to which grid points t
α the newly computed values f [k] α are attached at the k−th level of subdivision recursion. The parametrization also influences the starting sequences f [0] . The choice of τ does not affect either the generation property or convergence of a subdivision scheme, but it affects its reproduction properties. In particular, a correctly chosen shift parameter allows to enrich the variety of shapes the scheme can reproduce.
The paper is organized as follows: in Section 2, we introduce notation and recall some known facts about non-stationary subdivision. In Section 3, for a non-stationary subdivision scheme, we define the notions of generation and reproduction of spaces of exponential polynomials and emphasize the difference between these notions. Since the univariate case is certainly simpler to follow, in Section 4, we first derive the algebraic conditions that characterize the reproduction of exponential polynomials in the univariate m-ary case, M = m, m ≥ 2. Then, in Subsection 4.2, we extend this characterization to the multivariate setting. Finally, in Section 5, we apply the derived algebraic conditions and study subdivision schemes of any arity associated to exponential B-splines and exponential box splines. We also show the effect of the correct choice of τ and also the effect of the renormalization of subdivision symbols on the reproduction properties of subdivision. We conclude Section 5 with several univariate and bivariate examples. All examples illustrate that our algebraic conditions on subdivision symbols make the construction of new schemes with desired reproduction capabilities and with other enhanced properties more efficient.
Notation and Subdivision Background
We start this section by setting the notation and continue by recalling some known facts about non-stationary subdivision schemes.
-N 0 is the set of natural numbers that includes zero; -Multi-indices are denoted by Greek boldface letters α = (α 1 , . . . , α s ) T ∈ N s 0 ; -Vectors are denoted by boldface letters x ∈ R s , or z ∈ C s ; -In the multi-index notation we have
-The product of a real number y ∈ R and a vector x is denoted by y x = (yx 1 , . . . , yx s ) T ;
-The scalar product of two s-dimensional (column) vectors x and z is denoted by
-The scalar product x T M of an s-dimensional (column) vector x and a matrix M is denoted by x · M ; -For vectors x and y, we have e x = (e x1 , · · · , e xs ) T and (e x ) y = e x·y ;
-Fourier transformf of a compactly supported essentially bounded function
-A sequence of real numbers indexed by Z s is denoted by boldface letters
-A sequence of s-dimension vectors indexed by Z s is denoted by capital boldface letters T = {t α , α ∈ Z s };
-The space of bounded sequences indexed by Z s is denoted by l ∞ (Z s );
-By D γ , γ ∈ N s 0 , we denote a directional derivative.
Non-stationary subdivision schemes
A non-stationary multivariate subdivision scheme is an iterative algorithm with refinement rules 1) and it generates the refined data sequence
s×s is assumed to have all its eigenvalues greater than 1 in absolute value. Subdivision schemes are based on the application of the subdivision operators S a [k] constructed from the socalled subdivision mask a
s for some positive integer N k . The (non-stationary) subdivision scheme is denoted by S {a [k] , k≥0} and is given by
for some initial data
The symbols of a non-stationary subdivision scheme are given by Laurent polynomials
Denote m = |det(M )| and by E the set of representatives of Z s /M Z s . Clearly, E contains 0 = (0, . . . , 0)
T . Define the set
3) 4) and their symbols (sub-symbols of the masks) are
respectively. The symbols satisfy
For a given parametrization
, a notion of convergence for S {a [k] , k≥0} is established using the sequence
The scheme S {a [k] , k≥0} applied to initial data f [0] is called convergent, if there exists a continuous limit function g f [0] (which is nonzero for at least one initial nonzero sequence) such that the sequence {F [k] , k ≥ 0} converges uniformly to
The scheme S {a [k] , k≥0} is called weakly convergent, if the sequence
Due to linearity of each subdivision operator S a [k] , the limit functions g f [0] exist if and only if the subdivision scheme applied to the initial data δ = {δ α,0 , α ∈ Z s } converges to the so-called basic limit function φ = g δ . In this case,
Differently from the stationary case where all masks a [k] are the same, in the non-stationary setting, one could start the subdivision process with a mask at level ℓ ≥ 0 and get a family of subdivision schemes based on the masks {a [ℓ+k] , k ≥ 0}, ℓ ≥ 0. The corresponding subdivision limits are denoted by
An interesting fact about the compactly supported basic limit functions φ
is that they are mutually refinable, i.e., they satisfy the functional equations
In this paper, we consider subdivision schemes that are non-singular, i.e. they are convergent (or weakly convergent) and, such that g f 
if and only if d is the zero sequence.
We formulate the converse of Proposition 2.1 separately as it requires additional assumptions on the functions φ [ℓ] .
, ℓ ≥ 0, be compactly supported solutions of the refinement equations (2.9) and such that their integer shifts are linearly independent for each ℓ. If there exists L ≥ 0 such that φ [ℓ] additionally satisfy
then the scheme S {a [k] , k≥0} is non-singular.
Proof: By [15, Theorem 13] , the assumptions on φ [ℓ] guarantee that the associated subdivision scheme S {a [k] , k≥0} is convergent. The linear independence of φ [ℓ] yields the claim.
Exponential polynomials and non-stationary subdivision schemes
In this section, for a non-stationary subdivision scheme, we define the notions of exponential polynomial generation and exponential polynomial reproduction. We start by defining the space of exponential polynomials on R s .
The following two observations motivate our interest in the function space
s , then p is a trigonometric function, or a hyperbolic function, if γ = 0 and λ ∈ R s . The reproduction and generation of E Γ,Λ or its subspaces by non-stationary subdivision are important in CAGD, motion planning or isogeometric analysis.
(ii) We would like to emphasize that the definitions and the proofs of the results of this Section and Section 4 still apply if one works with a subspace EP Q of EP Γ,Λ , where Q ⊂ Γ × Λ consists of pairs (γ, λ) for some γ ∈ Γ and λ ∈ Λ. In this case, the algebraic conditions in (4.2), (4.13), (4.15), (4.21) and (4.23) should be checked for corresponding pairs
Since most of the properties of a subdivision scheme, e.g. its convergence, smoothness or its support size, do not depend on the choice of
α , α ∈ Z s }, these are usually set to
We refer to the choice in (3.1) as standard parametrization. On the contrary, the capability of subdivision to reproduce exponential polynomials does depend on the choice of t
α and the standard parametrization is not always the optimal one. We show in this section that the choice
with a suitable τ ∈ R s turns out to be more advantageous. We call the sequence
s } the parametrization associated with a subdivision scheme and τ ∈ R s the corresponding shift parameter.
such that for every initial sequence
We continue by defining the notion of EP Γ,Λ -reproduction.
Note that the generation and the reproduction properties are independent of the starting level ℓ of refinement.
We define next the step-wise reproduction property of subdivision which is easier to check than its EP Γ,Λ -reproduction.
, k≥0} is said to be stepwise EP Γ,Λ -reproducing, if there exists a parametrization {T [k] , k ≥ 0} with
It has been already observed in [7] in the stationary multivariate case and in [12] in the binary non-stationary univariate setting that for non-singular schemes the concepts of reproduction and step-wise reproduction are equivalent. Since these results extend easily to the multivariate case we state the following proposition without a proof. Proposition 3.6. A non-singular non-stationary subdivision scheme is stepwise EP Γ,Λ -reproducing if and only if it is EP Γ,Λ -reproducing.
Algebraic conditions for generation and reproduction of exponential polynomials
In this section we derive algebraic conditions that guarantee EP Γ,Λ −reproduction by non-stationary subdivision schemes. These conditions are given in terms of the symbols {a [k] , k ≥ 0} which are evaluated at the elements of the sets
For k ≥ 0, we also define the following sets of vectors
To simplify the presentation of the results presented in this section, in subsection 4.1, we consider the univariate case first and then extend our results to the multivariate setting in subsection 4.2.
Univariate case
In the univariate case, M = m ≥ 2, E = {0, . . . , m − 1} and Ξ = {e 2πim −1 ε : ε ∈ E} consists of the m-th roots of unity. From (2.1), we get that the m-ary subdivision scheme is given by the repeated application of m different rules
The structure of the sets V k , V ′ k , k ≥ 0, is a lot simpler in the univariate case, namely,
and
Remark 4.1. We remark that since our goal is to make the multivariate extension of univariate results as straightforward as possible, in this subsection we use notation less common for the univariate setting. For example, we write
c j .
Generation of exponential polynomials
The following result characterizes the EP Γ,Λ -generation of a non-singular scheme in terms of the so-called zero conditions (4.2). The proof of Proposition 4.2 in the case m = 2 is given in [36, Theorem 1] . We give the generalization of this result to the case m ≥ 2 in the notation familiar to subdivision audience. Proposition 4.2. A non-singular non-stationary subdivision scheme defined by the symbols {a
Proof. Let ℓ ≥ 0 and λ ∈ Λ. We multiply both sides of the non-stationary refinement equation (2.9) by e −λm −ℓ x , x ∈ R, and get 4) or, equivalently, on the Fourier side,
where
if and only if the functions Φ ℓ for all λ ∈ Λ satisfy the so-called Strang-Fix conditions
and Φ ℓ (0) = 0, see e.g. [35] . Therefore, evaluation of (4.5) at 2πβ, β ∈ E \ {0}, yields
By Proposition 2.1, the system of functions {Φ ℓ (· − α) : α ∈ Z} is linearly independent for each ℓ ≥ 0. By [32] , its linear independence is equivalent to the fact that the set {ξ ∈ C : Φ ℓ (ξ + 2πβ) = 0 for all β ∈ Z} is empty. Therefore, with ξ = 2πm −1 β ∈ C, the identities (4.6) are satisfied if and only if
Taking derivatives of both sides of (4.5)
and evaluating them at 2πβ, β ∈ E \ {0} yields, by induction on γ, that the non-singular scheme is EP Γ,Λ -generating if and only if the identities in (4.2) are satisfied.
We would like to emphasize that the generation properties of subdivision schemes are well-understood. Our interest lies in better understanding of their reproduction properties.
Reproduction of exponential polynomials
In this subsection, in Theorem 4.4, we derive algebraic conditions on the mask symbols {a
[k] (z), k ≥ 0} that characterize the EP Γ,Λ -reproduction property of the associated non-stationary subdivision scheme. We start by proving Proposition 4.3 that constitutes the main part of the proof of Theorem 4.4. Proposition 4.3. A subdivision scheme S {a [k] , k≥0} is step-wise EP Γ,Λ -reproducing if and only if there exists a shift parameter τ ∈ R such that
Proof: Let γ ∈ Γ, λ ∈ Λ and define
By (4.1) and by definition 3.5, the step-wise reproduction of this sequence is equivalent to the existence of τ ∈ R such that
Multiplying both sides of (4.7) by e −λm 8) or, equivalently,
Due to the fact that e 2πim −1 ε·mβ = 1 for all ε ∈ E and β ∈ Z, we have that (4.8) is equivalent to
for v ∈ V k . Considering both sides of (4.9) as polynomials in m −k α with
we get that (4.9) is equivalent to
Next, we expand
and, similarly, m
Thus, (4.10) is satisfied if and only if
Multiplying both sides by (−m k+1 ) γ ′ , we get the claim.
To formulate the main result of this subsection we define 
Proof: Due to Proposition 3.6 it suffices to prove this statement for stepwise EP Γ,Λ -reproduction. We use Proposition 4.3 and show that the step-wise EP Γ,Λ -reproduction, is equivalent to the identities (4.13). To this purpose we consider q γ (mα + ε), for fixed γ ∈ Γ and ε ∈ E, as a polynomial in mα and write
From (2.6) we get
Let v ∈ V k . By Proposition 4.3 and by (4.14), the step-wise EP Γ,Λ -reproduction is equivalent to
The claim follows, due to
Multivariate case
In this subsection we give a closer look at the multivariate case. We will not repeat results that can be easily extended from the univariate setting by simply replacing Z, R or C with Z s , R s or C s , respectively. This is the case of Proposition 4.5 which we give without proof. Recall that m = |det(M )| determines the cardinality of E = {ε 0 , . . . , ε m−1 } and of Ξ = {e 
Reproduction of multivariate exponential polynomials
The multivariate extension of Proposition 4.3 can appear trivial after reading the proof of Proposition 4.6. We believe that would not be the case, if we omitted its proof. There are also several crucial differences between the proofs of Theorem 4.7 and its univariate counterpart. Proposition 4.6. A subdivision scheme S {a [k] , k≥0} is step-wise EP Γ,Λ -reproducing if and only if there exists a shift parameter τ ∈ R s such that
By definition, the step-wise reproduction of sequences sampled from the exponentialpolynomials in EP Γ,Λ is equivalent to the existence of τ ∈ R s such that
Multiplying both sides of (4.16) by e −λ·M −(k+1) (Mα+Mτ +ε) we get 17) or, equivalently,
Now, by properties of scalar products we have
and therefore e −2πiM −T ξ·Mβ = 1. Thus, (4.17) is equivalent to
for v ∈ V k . Considering both sides of (4.18) as polynomials in M −k α with
we get that (4.18) is equivalent to
Next, we expand 
Multiplying both sides by (−1)
|γ ′ | , we get the claim. 
Proof: Due to Proposition 3.6 it suffices to prove this statement for step-wise reproduction of sequences sampled from elements of EP Γ,Λ . We use Proposition 4.6 and show that the step-wise EP Γ,Λ -reproduction is equivalent to the identities (4.21). Consider q γ (M α + ε) = q γ (M k+1 M −k α + ε), for fixed γ ∈ Γ and ε ∈ E, as a polynomial in M −k α, α ∈ Z s , and write
Let v ∈ V k . By Proposition 4.6 and by (4.22), the step-wise reproduction is equivalent to 
Examples and applications

Shift factors and interpolatory schemes
The first important application of Theorem 4.7, as in the binary univariate non-stationary case or as in the stationary multivariate case, is the analysis of the reproduction properties of interpolatory schemes, i.e. the schemes whose masks satisfy a
It is also of importance to analyse the effect of the mask shifts on the reproduction properties of the corresponding schemes. 
Subdivision schemes for exponential B-splines and exponential box splines
In this subsection we study the reproduction properties of the subdivision schemes associated with the so-called exponential B-splines and box splines. The symbols of these schemes even in the non-stationary case play a role of smoothing factors [15] . They also determine the generation properties of subdivision schemes.
Exponential B-splines
It is well known that in the binary case a non-stationary subdivision scheme generates univariate exponential polynomials
if its symbol contains factors of the type
We show that in the m−ary case such exponential polynomials p are generated by non-stationary subdivision schemes with symbols containing factors of the type
The following result is a generalization of a result in [15] . We present it here as it also allows for derivation of masks of exponential box splines in the next subsection and illustrates the generation property of the corresponding schemes.
Proposition 5.3. Let a non-stationary m−ary subdivision scheme be given by
2) then its basic limit function is φ(x) = e λx χ [0,1) .
Proof: First we observe that a subdivision scheme based on the masks (5.2) with support size N k = m, whenever convergent or weakly convergent, generates a basic limit function supported on [0,
, see for example [9] . The subdivision rules corresponding to the symbols in (5.2) are given by
Starting the subdivision process with δ, from (5.3) we get that the value of the basic limit function φ at any m-adic point For the point x ∈ [0, 1) we set φ(x) = 0. To show the continuity of φ at non m-adic points we consider a sequence of points
such that k ℓ goes to infinity as ℓ goes to infinity. Then
The non-uniqueness of the representations of m-adic points
makes the analysis of continuity at these points more involved. Thus, we need to consider two types of sequences that converge to x from the left and from the right. This implies that φ is continuous at m-adic points if and only if
or, equivalently,
Hence, for r 0 = e λ/m , λ ∈ C, and r k = e λ/m k+1 we get
Proposition 5.3 implies that the corresponding subdivision scheme generates the exponential polynomials e λx . Next, we use the algebraic conditions on the subdivision symbols in Theorem 4.4 to show how to normalize the symbols appropriately to ensure the reproduction of exponential polynomials e λx .
Lemma 5.4. Let Γ = {0} and Λ = {λ}, λ ∈ C. Then a non-singular nonstationary scheme given by
Proof: In this case
We only need to check the algebraic condition a 
All these identities are satisfied for τ ∈ R and
In the following remark we list several important properties of the exponential B-splines.
Remark 5.5. (i)
The scheme associated with [15, 16] . It has the basic limit function φ = φ 1 * φ 2 with φ 1 (x) := e λx χ [0,1) and φ 2 (x) = e µx χ [0,1) . The function φ 1 * φ 2 is C 0 , locally an exponential function on [0, 1) and [1, 2) , globally supported on [0, 2) and is a linear combination of e λx and e µx . (ii) In general, the n-fold convolution φ = β 1 * β 2 * · · · * β n is C n−2 , locally an exponential function on [J − 1, J), J = 1, . . . , n, globally supported on [0, n) and is a linear combination of the corresponding exponential functions. Such a function φ is a basic limit function of the non-stationary scheme given by n-fold products of the symbols in (5.2). Thus, exponential polynomials are generated by non-stationary subdivision schemes with factors in (5.2). (iii) By [34, Theorem 4.3] and the compact support of the masks, the exponential B-splines satisfy the assumptions of Proposition 2.2, if no two purely imaginary λ and µ satisfy m −ℓ (λ − µ) = 2πiℓ for ℓ ≥ L, L ≥ 0. Thus, the corresponding non-stationary schemes are non-singular.
In the case of several exponential factors the space EP Γ,Λ that is reproduced by the associated non-stationary subdivision scheme is at most of dimension 2. The results of Propositions 5.6 and 5.7 are consistent with the observation in [24] for the case m = 2.
Proposition 5.6. Let Γ = {0} and Λ = {λ}, λ ∈ C. Then the non-singular non-stationary scheme defined by
Proof: We only need to check the algebraic conditions a 
The first two identities imply that
. Next, to guarantee the reproduction of the exponential polynomial x 2 e λx , the
should be satisfied. Or, equivalently, we get
which can be only satisfied for m = −1.
We continue with the analysis of another case.
Proposition 5.7. Let Γ = {0} and Λ = {λ, µ}, λ, µ ∈ C, λ = µ. Then the non-singular non-stationary scheme given by
reproduces at most EP Γ,Λ = {e λx , e µx }, if
and τ = n.
Proof: We only need to ensure that a
k } as the rest of the conditions in (4.13) are trivially satisfied. By Theorem 4.4, the scheme reproduces EP Γ,Λ if and only if
Therefore, the reproduction of EP Γ,Λ is possible if and only if
which is the case if and only if either τ = n or λ = µ. For τ = n the conditions on the first derivative of a [k] (z) at z = r . Numerical experiments show that these are satisfied when either λ = η = µ or only two of λ, η, µ are different. The analysis of other possible schemes is not one of our goals.
Exponential box splines
In this subsection we describe the structure of the symbols of non-stationary schemes associated with exponential box splines. We use them in subsection 5.6 to define a non-stationary butterfly scheme.
Let M = nI, n ≥ 2. Then m = |detM | = n s and E = {0, n − 1} s .
Proposition 5.9. Let
Then the basic limit function is φ(x) = e λ·x χ [0,1) s .
Proof: As the symbols a [k] (z) have a tensor-product structure, the proof is a straightforward generalization of our univariate result on exponential B-splines. We only need to observe that (see e.g. [20] ), even for general dilation matrices, every point x in the support of φ has the representation
The difficulty of studying the continuity of φ arises only at the points having at least one M −adic component, i.e.,
where 1 ℓ is the standard ℓ−th unit vector of R s and s . See [15, example 6] for the masks of the smoother exponential box splines.
A C
2 binary, non-stationary, dual 4-point subdivision scheme reproducing conics In this and the following subsections we show that our algebraic conditions in (4.13) can be efficiently used for constructing new univariate subdivision schemes with desired reproduction properties and with enhanced smoothness.
We start by deriving the non-stationary counterpart of the binary dual 4-point subdivision scheme in [17] . We show that, compared to the binary nonstationary interpolatory 4-point scheme in [1] , our scheme reproduces the same space of exponential polynomials, i.e. span{1, x, e λx , e −λx } with λ ∈ (R ∪ iR)\ {0}, but it is C 2 instead of C 1 . Furthermore, among all existing non-stationary binary schemes that are C 2 and reproduce conic sections, see [10, 11, 12, 18, 24, 25, 31] , our scheme turns out to be the one with the smallest support. In order to define our scheme, we consider a sequence of masks of the form
3,2 , c
2,2 , c
and make use of Corollary 4.8 to determine c
i,j , i = 0, . . . , 3, j = 1, 2, and the shift parameter τ ∈ R such that the space span{1, x, e λx , e −λx } is reproduced. Namely, let Λ = {0, λ, −λ}, λ ∈ (R ∪ iR) \ {0}, and Γ = {0, 1}. Then, for E = {0, 1} and k ≥ 0, we have
Thus, by Corollary 4.8 and Remark 3.2 (ii), for Q = {(0, 0), (1, 0), (0, λ), (0, −λ)}, we need to solve the following linear system of 8 equations in 8 unknowns
We get τ = − 1 2 and
In conclusion, the non-stationary dual 4-point subdivision scheme we propose is defined by the k-level symbol
We observe that
i.e. when k tends to infinity a [k] converges to the mask of the above mentioned stationary dual 4-point subdivision scheme. More precisely, the result in [15, Theorem 8] , implies that our non-stationary scheme is asymptotically equivalent (of "order" 2) to the stationary dual 4-point subdivision scheme in [17] . This property allows us to conclude that our scheme is indeed C 2 .
5.5. A C 2 ternary, non-stationary, dual 4-point subdivision scheme reproducing conics In this subsection we derive a C 2 ternary, non-stationary, dual 4-point subdivision scheme reproducing the space span{1, x, e λx , e −λx } with λ ∈ (R ∪ iR) \ {0}. Compared with the ternary, non-stationary, interpolatory 4-point scheme in [2] , our scheme will have an additional feature of reproducing conic sections. Compared with the ternary, non-stationary, interpolatory 4-point scheme that reproduces the same space of exponential polynomials and is C 1 [3, 4] , our scheme will be C 2 . As in the previous subsection, we start by defining a sequence of masks of the form
and we derive the coefficients c
i,j , i = 0, . . . , 3, j = 1, 2, 3, and the shift parameter τ ∈ R by requiring that the scheme reproduces span{1, x, e λx , e −λx }. Let Λ = {0, λ, −λ}, λ ∈ (R ∪ iR) \ {0}, and Γ = {0, 1}. Then, for E = {0, 1, 2} and k ≥ 0, we have Solving the above system we get τ = − .
Thus, the non-stationary scheme given by the symbols
generates and reproduces the space {x γ e λ·x : γ ∈ N s 0 , |γ| ≤ 1} for some λ ∈ R 2 ∪ iR 2 and τ = (1, 1) T .
5.8. √ 3− subdivision The results of this paper also generalize the results of [7] on polynomial reproduction of stationary schemes to the case of a general dilation matrix. This example shows how to determine the degree of polynomial reproduction of the approximating √ 3−subdivision schemes given in [28, page 21] from the corresponding mask symbol a(z) instead of the iterated symbol a(z 1 z 2 )· a(z), as it is done in [7] . We also show how to use affine combinations of these schemes to improve their degree of polynomial reproduction, i.e. corresponding to Λ = {0}.
The dilation matrix in this case is The associated subdivision scheme satisfies zero conditions of at most order 2, see [28] . The result of Corollary 4.8 yields τ = (0, 0) in (1.2), which implies that the corresponding scheme reproduces linear polynomials. Since, the mask symbol satisfies at most zero conditions of order 2, the associated refinable function has approximation order 2, see [30] . Note that, similarly, the corresponding τ is (0, 0) for all approximating √ 3−subdivision schemes given in [28, page 21] . Take next the symbols a j (z), j = 1, 2, 3, 4 of the four approximating subdivision schemes in [28, page 21] that satisfy zero conditions of order 3 and consider their affine combination a(z) = 
