While there are many empirical studies examining the effectiveness of smart growth policies, few of them study the perspective of developers, the major urban space producers in US cities. This article assesses the impacts of smart growth policies on home developers in the Portland bi-state metropolitan area by developing home developer location choice models. The study shows that home developers in the region are sensitive to most smart growth policies being implemented in the region, but they react to them differently across the border between Oregon and Washington due to their different land use planning systems. The findings suggest that smart growth policies impact single-and multifamily home developers' location choices differently and that home developers exhibit strong spatial inertia in their location choice.
Introduction
There are extensive empirical studies on the impacts of smart growth policies; however, very few of them consider the perspective of individual decision-makers and, to our knowledge, none has studied developers as location-aware decision-making agents. Thus, much of the current understanding of the effectuality of smart growth policies lacks a micro-level behavioural foundation. Literature review finds some studies using agent-based models to test the impacts of land use on individuals' residential location choice, but being household-based represents only the demand side of the land development market. The other side of the market, the provision of housing supply as represented by developers, remains understudied.
Using a unique eight-year housing permit and land use dataset provided by Metro, the elected regional government for greater Portland, Oregon (Figure 1 ), this study fills this research gap partially by studying the impacts of smart growth policies on home developers' location choice in the Portland metropolitan area, a bi-state metropolitan area straddling the border between Oregon and Washington, including Vancouver. While numerous smart growth policies have been implemented in the Portland region, this study focuses on three important aspects of smart growth-urban growth containment, transport accessibility and utilisation of existing infrastructure-while controlling many other relevant variables. This study considers three research questions To answer those research questions, we have developed a set of developer location choice models. In this study, we define a SFH as a housing structure with only one detached dwelling unit; a MFH is a housing structure composed of more than one unit. We have modelled SFH developers and MFH developers separately, as distinct market segments. In the remainder of this paper, we will discuss the Portland metropolitan area and its smart growth policies; review some of the prior research that has examined the effectiveness of these policies; discuss the data used for the current study, the model design and estimation results; and conclude with a summary of important findings. county region is divided into 1998 traffic analysis zones (TAZs), which we use as spatial units for the location choice models developed in this study. As Figure 1 shows, the sizes of TAZs vary, but 60 per cent are smaller than 1 square kilometre and 80 per cent are smaller than 2 square km.
While the four counties in the region comprise the same housing market, the market functions under two different state land use systems. The three counties in Oregon are served by Metro, the only elected regional government in the US. According to its Charter (Metro, 1992) , Metro has the power to require changes in local comprehensive plans to make them consistent with its functional plans. Oregon law also requires local comprehensive plans to be compatible with state-wide planning goals (Abbott, 2002) . Metro includes Clark County, Washington (Vancouver area) on its 2040 Growth Concept maps (Metro, 1995) , but has no regulatory powers there. The planning and zoning in Clark County is regulated by Washington state laws, which include a Growth Management Act (GMA) enacted in 1990 to guide planning for growth and development in Washington. Notably, while designing their growth management system, the Washington legislature deliberately avoided the top-down planning system found in Oregon (Weitz, 1999) and limited the power of the State to alter the content of local plans (Abbott, 1997) .
Portland has an international reputation as a model for smart growth. Among many smart growth policies that have been implemented in the Portland region, the urban growth boundary (UGB) garners the most attention. Figure 1 shows the UGB in the metropolitan area in 2005. The basic purpose of the UGB is to prevent urban sprawl by identifying and separating rural land from urban and 'urbanisable' land, thereby providing orderly, efficient transitions from rural to urban use (Metro, 1995) . In Clark County, Washington, as required by the GMA, urban growth areas (UGAs) were designated and urban growth is encouraged to be inside them. In this study, we treat the boundary of the UGAs in Clark County, Washington, as its UGB.
As a policy tool, the UGB represents a set of planning policies that regulate land use outside and inside it. A comparison of the state-wide planning goals in Oregon and Washington shows that both the states have land use policies regulating the land use outside the UGB by: protecting agricultural and forest lands, environmentally critical areas and open spaces; restricting the establishment and extension of public facilities; and, controlling residential, commercial and industrial land developments on rural land. While the two states share similar goals in restricting land developments outside the UGB, the regulations on land developments outside the UGB in Clark County, Washington, tend to be less restrictive and traditional subdivisions of moderately priced houses with large size land lots were still available in the study period.
In addition to the land development regulations outside the UGB, both Oregon and Washington have set state planning goals to encourage mixed-use, high-density and transitoriented development (TOD) within the UGB. The real effects of those planning goals and policies, however, are highly dependent on the planning and land use regulations by local governments, especially their zoning. The data show that there is more land zoned for mediumand high-density residential use and mixed use in the three Oregon counties than in Clark County, Washington, both in total and proportionally. Compared with Clark County, the Oregon side of the metropolitan area also has a more fully developed bus transit system and light rail and streetcar modes not found in Clark County/ Vancouver.
Prior Examination of Portland's Smart Growth Policies
Previous studies examining the impacts of Portland's smart growth policies have focused on its UGB, questioning whether it has successfully prevented urban sprawl and encouraged certain growth patterns such as higher land use density, more mixed use and TOD. Nelson and Moore (1993) divided the fore-mentioned three Oregon counties into four parts based on their locations relative to the Portland UGB. Comparing land use density in these four areas from 1985 to 1989, they concluded that development was being directed to the areas within the UGB, but recognised that considerable development continued outside the UGB. Abbott's (2002) analysis of multiple data sources concluded that Portland's UGB had successfully contained new development within it, increased land use density and decreased average new lot size. Further, he noted that almost all the new housing outside the UGB was located in Clark County, Washington.
While these studies report that Portland's UGB is at least partially achieving its goals, other researchers have come to contradictory conclusions. For example, Richardson and Gordon (2001) argued that Portland is actually statistically similar to Los Angeles in terms of suburbanisation, decentralisation and public transit. Jun's (2004) study confirms Richardson and Gordon's argument that Portland has not been successful in sprawl control, citing that Portland experienced substantial population suburbanisation from 1980 to 2000. Jun's study also suggested that Portland's UGB has had little effect on attracting new residential development into its UGB and has actually had a significant impact on diverting new growth into Clark County, Washington.
There may be many reasons for the contradictory conclusions of previous studies, but data limitations and methodological inconsistency figure prominently. First, many studies fail to recognise that the success of the UGB is highly dependent on the support of these other planning policies as well as the existing built environment and exogenous socioeconomic factors. In the extensive literature assessing the effectiveness of the UGB, very few studies control those factors. Indeed, these studies also rely upon outcomes aggregated at a fairly coarse spatial level and lack a behavioural foundation rooted in economic theory.
Another gap in the literature reviewed is that very few studies have examined the impacts of smart growth policies from a developer's perspective. As major space producers in US cities, real estate developers' attitude to such policies is critical to their success. Downs (2005) summarised three main groups that advocate smart growth practices: non-government environmentalists, urban planners and other local public officials, and innovative private real estate developers. Compared with the other two groups, however, the preference of developers towards smart growth policies is ambiguous. On the one hand, it is reported that consumers are willing to pay a premium for housing with smart growth characteristics (Song and Knaap, 2004) and some developers have applied for permits to build projects that follow smart growth principles (Downs, 2005) . On the other hand, in O'Connell's (2009) recent survey of over 202 US cities on their planning and development, officials identify developers and real estate interests as the most active opponents of smart growth policies.
Our research is distinguished from earlier works in several respects. First, to our knowledge, this is one of the few studies exploring individual developer location decisions. Hence, it provides a microeconomic treatment of the perceived utility/disutility of various attributes of alternative locations from the perspective of developers. Secondly, in previous studies that evaluated the effectiveness of the UGB, many important factors such as the availability of land and many existing location attributes were not fully controlled. In contrast, our study tests for the impacts of the UGB while controlling for several other important location and socioeconomic attributes in one comprehensive model, allowing us to isolate individual policy effects from other exogenous factors. Thirdly, except for the study by Jun (2004) , other studies focusing on Portland have ignored the portion of the market in Clark County, Washington. In our study, we explicitly include project location alternatives in Clark County, allowing us to assess whether home developers respond differently to the two states' land use policy systems within the same metropolitan market. Lastly, previous studies examined Portland's smart growth policies using data before 2000. In the past decade, Metro has systematically collected land use and building permit data at a local scale, providing us with reliable, detailed data from which to identify trends in the region since 2000, an important consideration given the promulgation of Washington State's GMA in the mid-1990s and the recentness of it impacts.
Data and Model Formulation
Our study utilised four sets of data provided by Metro. The primary dataset consisted of geocoded housing permit information such as the number of housing units, their locations and corresponding developer information in the Portland metropolitan area from 2000 to 2007. Metro's Regional Land Information System (RLIS) provided geographically detailed land use, existing housing stock, zoning and transport information for each year of the study. From Metro's travel demand modelling system, we derived 2005 TAZ-to-TAZ morning peak two-hour period travel time matrices by auto and transit modes and used these to calculate accessibility measures-namely, a zone's accessibility to employment. For transport planning purposes, Metro decomposed the employment data in Census 2000 to the TAZ level. These employment data, along with household information provided by Census 2000 data at the census-tract level (US Bureau of the Census, 2000) were used to describe local socioeconomic characteristics of each TAZ.
Discrete choice modelling techniques were used to reveal the compensatory trade-offs that developers make when choosing sites for their housing projects among a set of alternative locations. Since each developer may have several housing projects, we used projects rather than developers as observations in the model. Thus the model represents the choice of location for a particular project, given the attributes of that project and its developer. We defined a housing project as a cluster of housing units permitted for construction by a developer in one TAZ in a single year.
Each individual makes a choice from a set of TAZs assumed to be available to them. Since most SFH projects were built on vacant land, we assumed only TAZs with enough buildable vacant land were considered as eligible alternatives. Thus, smaller-size projects tend to have larger universal choice sets than larger projects since they require less amount of buildable land. From 2000 to 2007, there were 21 237 SFH projects and 1530 MFH projects from within the Portland region. Even with the buildable land constraint, it was still computationally infeasible to assume that SFH developers would consider all eligible TAZs as alternatives in their choice sets. In this study, we used a random sample of alternative TAZs, plus the chosen TAZ as the choice set for each SFH project. Alternatives were sampled from eligible TAZs without replacement and without any type of importance sampling or stratification. According to McFadden (1978) and Nerella and Bhat (2004) , random sampling of alternatives provides good estimates even for small sample sizes when using a multinomial logit (MNL) model.
To evaluate the robustness of model results, we tried 19, 29, 39 and 49 draws when we specified model formulas for SFH developers. Compared to many model specifications that have been tested, the two SFH model formulas finally chosen by this study yielded relatively more robust results among different numbers of draws in terms of parameter significance and sign. SFH model results reported in Table 2 were from models in which each project faces 50 alternative TAZs (49 draws plus the chosen TAZ).
Compared with SFH projects, the number of MFH projects was much smaller and they were more likely to occur in urban redevelopment areas, especially in the city of Portland. Thus, instead of using buildable vacant land as a constraint and sampling alternatives, a universal choice set with all 1998 TAZs was used for each MFH project.
Discrete choice models are usually derived under the assumption that decision-makers seek to maximise their utility. Following Train (2003) , the discrete choice location models in this study were derived as follows. Each developer n faces a choice among alternative locations. The developer obtains a certain level of utility Uni from each alternative location and the utility is composed of two parts, the systematic portion Vni and the error For each alternative location i, we have a set of alternative specific location attributes Xni. Assuming that the error in utility function is identically and independently distributed (IID) across alternatives and to follow a Gumbel distribution, the choice probability for alternative TAZ i is where, denotes the parameters for each TAZ attribute. The discrete choice models developed under these assumptions are called MNL models. Models were estimated using maximum likelihood methods using BIOGEME software version 2.0 (Bierlaire, 2008) .
Our descriptive analysis reveals that the sizes of projects vary quite a bit. In order to account for the size differences and the relatively greater complexity and constraints faced by developers as the magnitude of a project increases, we estimated models using project size in dwelling units as observation weight. Preliminary estimation results show much better goodness-of-fit measures for the weighted models compared with the unweighted models and parameter estimates that were more consistent with our expectations. In this paper, we reported only the estimation results from the weighted models.
Description of Explanatory Variables
While the TAZ attribute data were available since 2000, only TAZ attributes from 2002 to 2007 were used for model estimation due to a two-year lag considered in models. 
Variables Relevant to Smart Growth Policies
The effects of the UGB can be affected by many existing location attributes. The data available for this study allow us to control the effects of some of those location attributes, such as those related to residential density and diversity, mixed land use, transport accessibility and utilisation of existing infrastructure. An important consideration of this inquiry is that being inside or outside the UGB can also capture other relevant factors that are concomitant to the UGB, such as buildable land availability, whose effect we were also able to control. What remains after controlling for these factors that we can measure, is the UGB effect which we hope to capture through parameter estimates. This effect represents policies and concomitant land use conditions and costs, such as development impact fees and taxes, and perhaps consumer demand that we were not able to measure directly and hence control. Thus, we have specified UGB dummy variables in our models which indicate whether a particular location is within the UGB, in UGB peripheral areas (including TAZs straddling the UGB border and TAZs within designated UGB expansion areas), i or completely outside the UGB.
Smart growth encourages travel mode transition from auto to transit and TODs. In this study, the calculation of transport accessibility was based on the modelled morning two-hour peak travel times for pairs of TAZs, utilising a static estimate of 2005 congested network travel times. industry sector. We adapted the negative exponential travel impedance formula from Meyer and Miller (2001, p. 336) in which measures the employment accessibility for TAZ i; is a parameter indicating the sensitivity of trip making to travel time;
is the travel time from TAZ i to TAZ j; and is the number of jobs in TAZ j. With this formula, we calculated transport accessibilities by auto and transit modes for employment purpose in each TAZ. To account for their non-linear effects, both auto and transit accessibilities were used in natural log form in models. As Table 1 shows, auto provides much better travel-time weighted access to employment opportunities than transit in the region.
One important smart growth principle is to encourage new developments in locations where roads, sewers, water system and other infrastructure already exist. Haider and Miller (2004) used the length of roads to measure physical development in zones. In this study, considering that the sizes of TAZs vary a lot, we used the density of roads to represent the level of infrastructure concentration in each TAZ, which was calculated by dividing the total length of roads in a TAZ over the area of the TAZ. To account for its non-linear effect, natural log was taken when it was included in models.
Controlled Location and Socioeconomic Attributes
Besides the variables relevant to smart growth policies already discussed, there are also many other location and socioeconomic attributes that can influence home developers' location choice. Some of them, such as residential density, housing diversity and mixed land use, are also conceptually relevant to smart growth. By including these variables in our models, we examined whether housing developments had been attracted to locations with existing location characteristics favoured by smart growth advocates in the study period.
For example, higher residential densities are generally thought to conserve land and provide critical mass for efficient transit service. In this study, we calculated TAZ-based measures of density for SFH and MFH as the total number of housing units divided by the total land area they actually occupied. Rather than using these density measures directly, we found more statistically significant correlations with location choices by grouping them into categories as indicated by Table 1. A mix of housing types is often advocated as means of providing affordable living options to various socioeconomic strata and more equitable access to neighbourhood resources, such as schools. To measure housing diversity in each TAZ, the ratio of MFH units to SFH units in each TAZ was calculated and TAZs were grouped into three categories based on the ratio: TAZs dominated by SFHs, TAZs with mixed housing and TAZs dominated by MFHs.
Smart growth advocates mixing residential and commercial land uses to provide work and non-work opportunities within shorter travel distances, ideally fostering a sense of community and reducing auto travel. Since each TAZ's employment accessibility has been controlled by accessibility variables, we used the ratio of the number of retail employees to the number of housing units to measure each TAZ's mixed-use level. As shown in Table 1 , based on this ratio, TAZs were categorised into three roughly even groups based on their levels of mixed use.
The availability of buildable land is a critical factor that developers have to consider when they choose locations. For SFH developments, the availability of buildable land in each TAZ is the area of vacant land zoned for low-density residential use and suitable for building houses.
ii For MFH developments, the availability of buildable land in each TAZ is the area of vacant land zoned for medium-and high-density residential purposes or a mixed-use purpose. iii Land price is another important factor that developers will consider when they decide locations for their projects. In this study, the only information we have about land price is the tax assessment value of land, which can be used as a rough proxy for land price. An ordinary least square (OLS) regression was run to examine the relationship between assessed land value and explanatory variables used in our models, as listed in Table 1 . The regression yielded an adjusted R-squared value of about 0.74, suggesting that about 74 per cent of variations in assessed land value can be explained by other explanatory variables in the model. Another issue with the land price variable is that it might be correlated with the error component in the utility function, leading to an endogeneity problem. Therefore, the land price variable was dropped from the model. In order to assess the effects of existing area demographics, which might have some bearing on the attractiveness of potential project sites, we included average household size and median household income, as reported in the 2000 Census for each census tract, and applied these to each TAZ. The inclusion of these two variables might also capture some characteristics of the potential consumers in the local housing market.
Besides these variables, there are still some factors such as financial incentives from local governments and corporate social responsibility that can influence developers' location choice. However, due to data limitations, we were not able to include them in the model.
Effects of Previous Choices
A developer's familiarity with an area based on past experience is likely to make it attractive for future work for reasons such as comfort with the local market, relationships with local contractors and government officials, and investments in local infrastructure. In addition, what appear to be multiple projects separated in time might actually be multiple phases of the same project. In this study, we hypothesise that home developers tend to locate their projects in the TAZs in which they had development activities in previous years and the TAZs that are geographically close to those TAZs. To test this hypothesis, we created variables to indicate whether alternative TAZs in a choice set were chosen by the same developer in previous years or were adjacent to TAZs chosen by the same developer in previous years. We limited our consideration to lagged variables of no more than two years in order to use as many observations as possible. Accordingly, we created four dummy variables to represent the lagged effects for developers' location choice in year t. Auto-regressive variables AR(1) and AR (2) indicate that a TAZ in a choice set was chosen by the same developer in years t-1 and t-2 respectively. Neighbouring zone indicator variables NB(1) and NB(2) indicate that a TAZ in a choice set is adjacent to a TAZ chosen by the same developer in years t-1 and t-2 respectively. By accounting for these lagged effects, we have specified a dynamic model. Table 2 presents estimation results from the base models and the bi-state models for SFH and MFH developers. The base models assess to what extent SFH and MFH developer location choices were influenced by smart growth policies in the region while controlling for other site and socioeconomic variables and lagged effects of past choices. In the bi-state models, variables were interacted with a dummy variable representing TAZs in Clark County, Washington, to indicate whether there were statistically significant differences across state lines.
Model Results and Findings

UGB
As mentioned earlier, for each SFH project, only TAZs with enough buildable vacant land were considered as eligible alternatives in its choice set. In SFH models, UGB dummy variables were interacted with the amount of buildable land in each TAZ to test how their locations relative to the UGB affected the chances of buildable land being chosen by SFH developers.
Estimation results of the base model show that for TAZs within the UGB, SFH developers tend to choose TAZs with less amount of buildable land. With vacant land within the UGB as the reference, vacant land in UGB peripheral areas and outside the UGB is less likely to be chosen by SFH developers, indicating that the UGB in the Portland region has successfully reduced SFH developments in urban peripheral and rural areas. However, the bi-state model shows that, compared with SFH developers on the Oregon side, SFH developers in Clark County, Washington, are more likely to choose vacant land in peripheral areas and outside the UGB, suggesting that the UGB in the three Oregon counties is more effective in containing SFH developments within the UGB. This may reflect a more lenient growth management policy framework in Clark County, Washington, compared with the three Oregon counties. Since most MFH developments were within the UGB, UGB dummy variables were not included in MFH models.
Auto and Transit Accessibility
As shown in Table 2 , the effects of both auto and transit accessibilities for employment are negative for SFH developments. This can be interpreted to suggest that SFH developers in the Portland metropolitan area still show a propensity to locate away from major employment centres, especially the Portland city centre, which has the highest auto and transit accessibilities for employment purposes. The SFH bi-state model shows that SFH developers in Clark County, Washington, are more likely to choose locations with better auto and transit accessibilities than those in Oregon. This can be attributed to the fact that the city of Vancouver, the employment centre of Clark County, Washington, has more buildable land for SFH developments than the city of Portland.
The base model for MFH developers shows that they are not sensitive to auto and transit accessibilities. However, the bi-state model suggests that MFH developers in Clark County, Washington, are more likely to choose locations with better auto and transit accessibilities, which tend to be TAZs in the city of Vancouver. This might reflect the fact that MFH projects in the three Oregon counties are more dispersed, while MFH developments in Clark County, Washington, are concentrated in the city of Vancouver.
Existing Infrastructure Concentration
Using road density as a proxy for development-supportive existing infrastructure, we tested the hypothesis that smart growth policies encourage more efficient use of existing infrastructure. Model results indicate that SFH developers in both states are more likely to choose locations with less infrastructure concentration, consistent with the finding that SFH developments tend to locate away from major employment centres in the region. However, compared with their counterparts in Clark County, Washington, Oregon SFH developers tend to choose locations with higher infrastructure concentration. This confirms the finding that SFH developers on the Oregon side are more likely to choose vacant land within the UGB, which tends to have higher infrastructure density than vacant land in UGB peripheral areas or outside the UGB.
Different from SFH developers, MFH developers are more likely to choose locations with higher infrastructure density. However, the MFH bi-state model shows that this only applies to MFH developers on the Oregon side. MFH developers in Clark County, Washington, tend to choose locations with lower infrastructure density. This contrast suggests that smart growth policies in Oregon have been more effective in encouraging new high-density developments in locations with higher existing infrastructure concentration.
Site Characteristics and Socioeconomic Variables Controlled
Residential density. The existing density of SFH in units per acre was found to have a significant, positive effect on the location preference of SFH developments. Relative to the reference case of zero existing SFH units, SFH developers are more likely to choose locations with some existing SFH units. However, SFH developers in Oregon and Washington show different tastes in existing SFH density. In the three Oregon counties, SFH developers prefer locations with low-density SFHs, but those in Clark County, Washington, show a preference for locations with high-density SFHs. This may be a sign of SFH densification in Clark County, Washington.
Our model results show that MFH developers prefer locations with some existing MFH units, especially locations with high-density MFHs, and the differences between developers in Oregon and Washington are not statistically significant.
Housing diversity. Regarding housing diversity, our base model results indicate that SFH developers still prefer locations without any MFHs, rather than those with mixed housing. In the bi-state model, however, SFH developers in the two states show different tastes in housing diversity. In the three Oregon counties, the preference would be for developing in 'mixed housing' zones, followed by 'SFH-dominated' and 'MFH-dominated' zones. In Clark County, the net effect of the parameter estimates reveals a preference for 'SFH-dominated' and 'MFHdominated' zones followed by 'mixed housing' zones. The seeming ambiguity of the Clark County results might reflect a less mature growth management system in which there is an existing shortage of mixed housing areas.
Both the MFH base and bi-state models show that MFH developers in both states are not sensitive to housing diversity in zones. Mixed use. Using 'No mixed use' TAZs as the reference case, the base model suggests that SFH developers are more likely to choose TAZs with somewhat mixed use and bi-state model results show that this is true for SFH developers in both Oregon and Washington.
For MFH developers, our base model results show that they also prefer locations with mixed use, especially zones with low-level mixed use. The bi-state model, however, shows significant offsetting negative parameters for Clark County. The net effect is that MFH developers in Clark County are more likely to choose zones with low mixed use, followed by zones with no mixed use and, finally, zones with high mixed use. Recent efforts to guide growth into a mixed use scenario in Washington is in its early stages; therefore, lacking a great deal of existing highly mixed-use areas, new housing developments are being built in areas with low or no mixed use.
Buildable land.
In the SFH models, the buildable land variable is interacted with UGB dummy variables and the model results were discussed earlier. For MFH developments, the supply of vacant developable land in a TAZ is an important attractor for MFH developments and this is evident in our models by the very strong, significant positive parameter estimates of MFHzoned vacant land. The MFH bi-state model shows that the difference of marginal utility of each additional vacant square metre is statistically insignificant in the two states.
Socioeconomic variables.
Average household size and median household income at the censustract level were used to represent socioeconomic characteristics of zones and potential local housing market. Since the effect of the household income variable was inconsistent across different numbers of draws while sampling alternative zones for SFH developers, it was dropped from the SFH models. Model results of the household size variable show that it has a very significant positive effect on SFH developments, but a very significant negative effect on MFH developments, which makes sense since the MFH market in the Portland region tends to meet the demand of small-size households, such as young couples without children. Model results suggest a positive effect of household income on MFH developments, indicating that MFH developers prefer zones with higher median household income.
Lagged Effects of Previous Choices
The estimation results on lagged effects on SFH and MFH developers are similar and quite intuitive. As shown in Table 2 , if a developer was active within the previous two years, there is a significant positive effect of locating the current project in the same TAZ as the previous project, or in a neighbouring TAZ. The effects lessen somewhat going from a one-year lag to a two-year lag and are greater for the same zone (AR) than for a neighbouring zone (NB). The magnitude and significance of these variables make them the strongest predictors in the entire specification. This confirms the finding by Haider and Miller (2004) that developers tend to focus on locations in which they have built before. In addition, lagged effect variables might also capture some factors that influence developers' location choice but are missed from our models.
Conclusions
The developer project location choice models developed in this study show that home developers in the Portland metropolitan area are sensitive to most smart growth policies being implemented in the region, but they react to them differently across the border between Oregon and Washington. In addition, SFH and MFH developers show different preferences for location attributes.
On the Oregon side of the Portland metropolitan area, everything else equal, there is a preference for developing SFH units on vacant land within the UGB, rather than that in UGB peripheral areas and outside the UGB. This lends supports for the argument that Portland's UGB has successfully reduced urban sprawl in the region. On the Washington side, developers also show a propensity to avoid developing SFH units on vacant land outside the UGB, but they show a preference for vacant land in UGB peripheral areas over those within the UGB, which may reflect a market segment preference for moderately priced houses with large-size land lots and may be largely the collective outcome of many one-time private developers who build a single residence on a large lot in rural areas in Clark County, Washington. Compared with the long history of urban growth management in Oregon, the implementation of Washington's GMA and its recent efforts to guide growth into the UGB are in their early stages.
SFH and MFH developers in both states show a strong propensity to locate away from major employment centres with better transport accessibility for employment purposes. Compared with developers on the Oregon side, developers in Clark County, Washington, are more likely to choose locations with better transport accessibility, possibly due to the larger amount of buildable land in the city of Vancouver.
Both SFH and MFH developments in the three Oregon counties are more likely to be in zones with higher infrastructure concentration than their counterparts in Clark County, Washington. In Oregon, state legislation requires consistency between transport and land use plans and the Oregon Department of Transportation is involved in reviewing plan amendments; thus the adequate provision of infrastructure is assured.
In both states, SFH developers seem to respond positively to existing location attributes that follow smart growth principles in terms of encouraging home developments at higher densities, providing a mix of housing types and encouraging mixed-use development. One exception is that it seems that SFH developers in Clark County, Washington, show a tendency to avoid zones with mixed housing. Our interpretation is that, compared with the three Oregon counties, Clark County has fewer existing neighbourhoods with mixed housing and, due to its suburban and rural lifestyles, the market potential for mixed housing projects is limited.
In terms of MFH, in both states the development preferences seem to favour existing locations with higher MFH density. At the same time, we found that, compared with their counterparts in Clark County, MFH developers in the three Oregon counties are more likely to choose locations with mixed land use.
In terms of future research, conducting in-depth interviews and structural surveys on housing developers will be helpful to understand how developers view smart growth policies and what role those policies play when they choose project locations. The models developed in this study implicitly assume taste homogeneity for location attribute preferences and we intend to examine to what extent taste variation plays a role in location choice decisions. Finally, future research should also consider the impacts of smart growth policies on commercial property developments.
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