The presence of multiple candidates per event can cause raw biases which are large compared to statistical uncertainties. Selecting a single candidate is common practice but only helps if the likelihood of selecting the true candidate is very high. Otherwise, the precision of the measurement can be affected, and additional biases can be generated, even if none are present in the data sample prior to this operation. This paper is an attempt at describing the problem in a systematic way. It sets definitions, provides examples of potential biases using pseudoexperiments and gives recommendations.
Introduction
In absence of clear signals of new particles produced in high-energy colliders, precision measurements provide the best way of finding signs of New Physics. These measurements require large data samples as well as a very detailed understanding of potential biases. Large data samples and higher luminosities are anticipated, notably at the Large Hadron Collider (LHC) or the KEKB e + e − collider. Many decay rate or asymmetry measurements with a precision of order 10 −4 are or will soon be available in flavour [1-4] physics, while electroweak and Higgs physics also enter the precision regime. The presence and the handling of multiple candidates per event can cause raw biases which may be large compared to anticipated accuracies. These biases can be corrected for, provided a proper strategy is employed, with some loss in precision.
In the following, event stands for all signals originating from a collision process, or a set of simultaneous processes, as in a single beam-bunch crossing. A candidate is the reconstructed particle of interest, including its decay chain, on which the measurement is being performed -typically a Higgs or Z boson, a top quark, or a B meson. The latter example is used below.
The processes most commonly studied in modern high-energy physics have a small probability, either because the production rate is small (as for the Higgs boson [5, 6] ) or because the decay rate is low (as for the decay B (Studies of processes that are not rare, and where several candidates per event are to be expected, are not in the scope of this paper.) The same applies to background, as analysts invest considerable effort to achieve a background rate of the same order as that of the signal, or less. Yet many high energy physics analyses are affected by a non-negligible fraction of events containing several candidates, typically in the range 0.1 to 20%. The probabilities of selecting one or a second candidate in an event are not uncorrelated. If they were -given the low probability involved -the rate of events containing two or more would be vanishingly small. The presence of multiple candidates in an event is therefore an indication that the event or the candidates are special. An investigation is required prior to any action being taken.
Multiple candidate events are a nuisance for the analysis. They contribute to the background level and thus degrade the sensitivity of the measurement. But most importantly, additional candidates can cause biases if their rate is correlated with the observable to be measured. These biases may be corrected using simulation or control samples, provided these are good representations of the data. Otherwise, additional corrections are required. Such situations are discussed in Sec. 3.
In some experimental particle physics publications the rate of multiple candidates and the procedure to handle them is described, but less frequently are their origin discussed and potential biases addressed. It is usually not possible for an external reader to assess their nature and their effect on the measurement, which poses the question of the reproducibility of the analysis. No standard procedure to address multiple candidates is publicly documented [9] , which forces every collaboration or analysis group to address the problem (or to decide to ignore it), and often to re-invent the wheel.
The present paper is an attempt at describing the problem in a systematic way. It organised as follows: In Sec. 2 gives definitions of sources of multiple candidates and techniques to address them. A set of pseudoexperiments assessing the size of Random picking is a special case of arbitration where the chosen variable is a random number and thus not discriminating [55] [56] [57] [58] [59] . A variant of random picking is weighting, in which candidates are weighted by the inverse of their multiplicity [60] .
Event removal, where all events with multiple candidates are discarded, is also occasionally used [61] [62] [63] .
The above-mentioned techniques have an associated signal efficiency, which contributes to the total selection efficiency. The latter is often determined using simulated data or a control channel. This is discussed further in Sec 3.5.
Pseudoexperiment
The effect of the presence of multiple candidates is tested with a set of pseudoexperiments. The model employed here is typical of a B physics experiment, but is kept intentionally simple, so that it can be translated to any scenario. The only needed features are that the signal is separated from the background by a fit to a discriminating variable (here a mass). The properties of the signal are then investigated.
The problem is formulated as follows. A process resulting in a Gaussian-shaped signal peak (a B 0 meson mass in this example) is studied. The rate (which could result in the measurement of a cross-section or a branching fraction), an asymmetry, and a property (here the lifetime) are to be measured. Ratios and asymmetries are of particular interest as many of the detector-and selection-related biases cancel at first order. They allow for high-precision measurements which can be compared with precise predictions. Here a CP or production asymmetry between the B 0 and B 0 yields is taken as an example, but the problem can be generalised to any fraction, as for instance a polarisation.
In the present example N gen B 0 = 50 000 signal B 0 mesons are generated (including Poisson fluctuations) on top of as many combinatorial background candidates. The B 0 signal is represented by a Gaussian shape and the background has a uniform mass distribution [64] in a range of 25 times the resolution and is centred on the signal. The same is done for B 0 mesons. In the following the resulting mass distributions are referred to as the clean case.
Next, additional candidates (called companions) are generated as follows.
1. Each signal B 0 meson has a probability P swap , which do not need to be identical to those for B 0 background candidates.
All symbols defined above are listed in Table 1 . The fraction of events with multiple candidates is given by
assuming the flavour swapping probabilities to be zero or irrelevant. The analogous quantity can be defined mutatis mutandis for B 0 mesons but is not used in the following. This emulation is a simplified model of reality as there are no events with three candidates, which could require an iterative procedure. As all candidates have passed all selection requirements, they are all equally signal-like except for their mass.
After the addition of companions, the B 0 and B 0 background levels are increased by amounts depending on the values of the above-defined probabilities. Typical mass distributions are shown in Figure 1 following, large probabilities are shown to make the effects easily visible in graphics. In a real experiment, the probabilities would be smaller, but the total yields may be much larger, making the described effects significant.
No further action results in taking all candidates, and is referred to as the all scenario. Alternatively, the analyst can choose to pick a random candidate or perform an arbitration. Weighting and event removal are not tested. Their effect can be inferred from those of the random selection [67] . After this operation the B 0 and B 0 yields are determined separately from unbinned maximum-likelihood fits to the candidates mass distributions. The probability distribution function used in the fit is the sum of a Gaussian and a uniform background, the same as used in the generation of the sample. All parameters are left free in the fit.
The uncertainty on the signal yield N 
where to a good level of approximation α only depends on the mass window and the signal peak resolution. In this case σ(N fit B 0 ) = 248 and α = 0.23. This example shows that while the probabilities of companion candidates are different, resulting in a higher background level for B 0 candidates, the fits return signal yields consistent with the generated numbers. As expected, the uncertainty is larger in the case of a higher multiple candidate rate.
Multiple candidate handling techniques are studied as function of the probabilities defined above with thousand pseudoexperiments per set of probabilities. The results shown below are averages on these pseudoexperiments. Many of the subsequent results can be determined analytically using the probabilities listed in Table 1 sig . All other probabilities of Table 1 are set to zero.
uncertainties are reported in Figure 2 . The ideal clean case, in which always the correct candidate is picked, is the benchmark scenario with which all other approaches are compared. When using all candidates the correct yield is obtained, although with an increased uncertainty. With the technique consisting of randomly picking candidates, the signal candidate is discarded in half of the events with multiple candidates. The fit returns a biased B 0 yield, trivially depending on P B 0 sig as
The biases can be corrected (see Section 3.5), but not the loss of statistical precision. The relative uncertainty on the B 0 yield [68] -which is often the quantity for which the selection is optimised -is shown in Fig. 2 (bottom). The random selection technique performs worse than taking all with respect to this figure of merit.
Next, an asymmetry between the B 0 and B 0 yields is determined, defined by
In the following pseudoexperiments no asymmetry is generated and any measurement of this quantity should be consistent with zero. Figure 3 show this asymmetry versus the P Table 1 are set to zero.
can be generated when performing random picking,
where the expression considerably simplifies when no true CP asymmetry is present.
On the other hand, using all candidates leaves the asymmetry unbiased. The uncertainties on this quantity vary from 0.362%, at P 
Arbitration
The drawbacks of random picking may be cured by arbitration. The selection of a "best" candidate is done using an observable O which is not correlated to that which is used to determine the signal yield (here the candidate mass). For the technique to be effective, the true signal and the other candidates must have different distributions of this quantity. This feature is exploited to pick the candidate that is more signal-like. The arbitration procedure has an efficiency η B 0 best of picking the true signal, which should be as high as possible. For the present discussion, only this efficiency matters, and not the actual O distributions.
The aim is illustrated in Figure 4 (left). As the efficiency of picking the right candidate is improved, the measured B 0 yield increases linearly from the value obtained with random picking to that of a perfect selection. The biases caused by random picking (Eq. 3) are mitigated by arbitration as η B 0 best approaches unity, bkg [68] . It is to be noted again that the relative uncertainty varies very little. As for random picking, the gain in statistical sensitivity is small compared to to the potential biases due to different values of P In a real measurement, analysts would not pick an observable which can generate large asymmetries. However, even if checked, this fact is hardly ever reported in publications. Also, the symmetry of the observable is only known to a given precision, which in principle should be determined and assigned as a systematic uncertainty [70].
Flavour swaps
In the above, it is assumed that all B candidates in any given event have the same flavour, or that it does not matter. This is not necessarily the case. For overlapping candidates, the flavour of the signal B meson and that of the other candidate may be correlated, or anti-correlated [71] . The consequence are non-identical probabilities of being accompanied by a candidate of different flavour P Fig. 5 (left) . Different swapping probabilities can mitigate the problem up to hiding it completely, as for P sig B 0 swap = 1. Such a situation is not necessarily desirable, as the situation may not be reproduced well in the simulation or in a control sample, leading to incorrect efficiency corrections.
Lifetime and mass measurements
Next, the data described above is used to measure the lifetime of B 0 mesons. It is assumed that the decay time distributions of the signal and background follow a falling exponential of constants −τ B 0 and −τ B 0 /3, respectively. For companion candidates overlapping with the signal this constant is −τ B 0 /2. It is common for B background candidates to be formed from a combination of final-state particles from different b hadrons, resulting in a visible lifetime that is lower than that of a true b hadron. In the case of overlaps, some components of the candidate are from the true signal, resulting in a visible lifetime which is larger than that of background but lower than τ B 0 [72].
The three exponential distributions are convolved with a Gaussian-shaped resolution function [73] . No time-depended selection effects are considered. This situation leads to a distribution as shown in the left panel of Fig. 6 , where the three contributions are shown.
If the mass and decay time are not correlated for the three above-defined species, the sPlot technique [74, 75] can be used to statistically subtract the background and companion candidates using their distinct mass distributions. The decay time distribution for signal is thus obtained with an unbinned maximum-likelihood fit of a single exponential to the background-subtracted data, as shown in Fig. 6 (right) . As companion candidates do not peak in mass they do not affect the signal decay time distribution and no biases can be caused [76] . The additional background causes an increased Fig. 1 (left) , the companion probability is P B 0 sig = 0.4. All other probabilities of Table 1 are set to zero. relative uncertainty on the fitted lifetime value, as shown in Fig. 7 . Taking all candidates does not bias the measurement, and has a negligible effect on the uncertainty. Random picking and arbitration degrade the resolution due to the loss of signal. The lifetime can also be determined by fitting all data with a signal and one or several background components [77] . If the specific features of overlapping companions are ignored, only one component for the background is used. Such a fit is shown in Fig. 8 (left). The measured lifetime is biased, as seen in Fig. 8 (right) . For large data samples, the missing component would lead to poor fits, as in this example. However, it could easily be missed in case of smaller samples. Sums of similar exponential distributions can be well fitted by a single exponential [78] , resulting in biased lifetime results.
This issue is cured by the use of the sPlot technique, as shown above. But this technique does not apply to quantities which are correlated with the discriminating variable. For instance the measurement of the mass of a resonance requires a good understanding of the background shape. If overlapping companions tend to accumulate at masses close to but somewhat lower than the signal, the mass fit could return a biased value. This risk has been recognised by the CMS collaboration in the analysis of Higgs bosons decaying to four leptons [43] It is reported that the used arbitration procedure based on dilepton masses does not sculpt the background shape. The arbitration procedure applied by the ATLAS collaboration is different and there is no statement on potential biases [45].
Efficiency corrections
Biases can be caused by the presence of companion candidates, or by the technique used to remove them. These biases can in principle be corrected for, but this correction requires a good knowledge of their sizes. The efficiency of the arbitration technique is 1 − (1 − η B 0 best )R all , where the fraction of events with multiple candidates R all is given in Eq. 1. For a random selection η B 0 best = 1 /2. The fraction R all is often reported in publications, giving the reader an estimate of the scale of the problem. For a quantitative estimate of the effect of the multiple candidates handling procedure, η B 0 best is needed, as well as the fraction of signal events with multiple candidates, R B 0 (defined in analogy with R all , setting N gen B 0 = 0 in Eq. 1). Only rarely are both numbers given. Simulated signal events can be used to determine these numbers, provided that the simulation properly describes the companion candidate rate and their distributions. At B or charm factories, where the underlying event is the other heavy meson [51, 52], the simulation is often reported to correctly model multiple candidates. The description of the underlying event at hadron colliders is less reliable [80, 81] . The analyst may have to deal with a different fraction and composition of companion candidates in the simulation and the data. Different candidate removal efficiencies in data and simulation lead to a potentially large systematic uncertainty, which is rarely reported in publications. This uncertainty depends on the properties of the underlying event, while prior to candidate removal only the signal efficiency is relevant.
The efficiency can also be assessed using data, for instance applying the sPlot technique used in Sec. 3.4, or similar background-subtraction techniques. In the present set of pseudoexperiments, the efficiency of random picking is determined without bias [82] from the candidate multiplicity in events with signal. The uncertainty on this efficiency is in the per-mille range, as shown in Fig. 9 (left) , which is not negligible (Fig. 2, bottom) . All other probabilities of Table 1 are set to zero. compared to the relative statistical uncertainty on the signal yield (shown in Fig. 2 , bottom). These two uncertainties are compared in Fig. 9 (right). The systematic uncertainty related to the random picking efficiency reaches up to 20% of the statistical uncertainty in these pseudoexperiments. It was already shown in Fig. 2 that the statistical uncertainty of the randomly picked sample is larger than that of the sample with all candidates. The systematic uncertainty is an additional penalty.
Absolute efficiencies are difficult to determine at hadron colliders and thus potentially involve large systematic uncertainties. It is therefore common practice to measure relative branching fractions or cross-sections by normalising the signal to a well-known high-yield normalisation mode [7, 55, 57, 83, 84] . In this case, the ratio of candidate removal efficiencies for the signal and normalisation modes matters. These efficiencies do not only depend on the signal and calibration modes, but also on their respective backgrounds. If the rate of companion candidates, as well as their properties, are not identical for both modes (which is likely), a systematic uncertainty must be determined. In order to profit from the statistical power of the larger calibration sample, analysts should demonstrate that the behaviour of companion candidates is the same for the signal and the calibration mode. Otherwise, the systematic uncertainty described above applies.
Recommendations
In the following recommendations are given.
1. Analysts should know how many multiple candidates appear in their selection and to which category they belong (see in Section 2) 2. In all cases the handling of multiple candidates should be performed after the full selection has been applied. 3. Analysts should study the various techniques and select that which minimises the biases and the total uncertainty. 4. Not doing anything usually avoids biases at the price of a slightly higher background level. The effect on the statistical uncertainty is usually negligible. In presence of many events with overlapping candidates, the uncertainty coverage should be checked using pseudoexperiments. 5. If overlaps with signal are present, it should be checked whether they behave signal-or background-like. If neither, a dedicated fit component is required to avoid biases. 6. Any candidate removal technique can cause biases which need to be studied and may require a correction. Differences between the signal and simulation or a control samples should be assessed and a systematic uncertainty assigned. 7. In case of arbitration using a best candidate selection, additional biases can be due to the choice of the discriminating variable. This technique is discouraged. A systematic uncertainty should be assigned. 8. If arbitration is nevertheless chosen, analysts should demonstrate that it improves the precision of the measurement. 9. The most important prescription is that analysts should have a strategy and describe it in the publication. If there is a possibility for any bias a systematic uncertainty should be assessed.
Conclusion
This paper shows that the presence of multiple candidates can cause biases in measurements of rates, asymmetries or properties which are much larger than the statistical precision. These biases may be difficult to estimate using simulation if the underlying event is not properly described. Similarly, corrections using data not only require control samples to be a good representation of the data, but also of the background affecting the control sample. Selecting a single candidate per event may generate additional biases if the rate of multiple candidates is correlated with the observable used to perform the arbitration. It is recommended to refrain from using the latter technique. A systematic uncertainty covering the potential biases caused by multiple candidates should be determined and, if found not be negligible, reported in the publication. [9] Internal recommendations exist in LHCb and probably other collaborations. But these are not available for external readers. The present document is based on the LHCb recommendations.
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