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ABSTRACT 
Let A and B be normal endomorphisms with prescribed eigenvalues defined on a 
finite dimensional unitary space. A celebrated theorem of Wielandt states that the 
eigenvalues of A - B are forced to lie in a certain subset of the complex plane. The 
primary objective of this article is to extend Wielandt's result to give information 
about he joint distribution of the eigenvalues of A - B. The main tool in establish- 
ing this extension is a result on the compounds of unitary matrices. If U is an n × n 
unitary matrix, then Birkhoff's famous result on doubly stochastic matrices is often 
• . • 2 . . . apphed to write the matrix (In2kl)s~ as a convex combmahon ofpermutahon matrices. 
The natural generalization t this process to the compound of a unitary matrix is 
known to fail. Here we show that it succeeds if one considers only a certain restricted 
subset of entries. 
1. INTRODUCTION 
For z ~ C we denote by oJ(z) the point ([z[ 2, z) o fR  × C. The primary 
objective of this article is to prove an extension of the easy half of the 
following famous theorem of Wielandt [14]. 
* The author acknowledges the support of the Natural Sciences and Engineering Research 
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THEOREM. Let n be a positive integer, and suppose that E is a unitary 
space of dimension n. Further let a I . . . . .  a,,, b 1 . . . . .  b,, and A be given 
complex numbers. Then the following two statements' are equivalent 
1. There exist normal endonu~rphisn~s A and B of E with eigenvalues 
a 1 . . . . .  a, and b l . . . . .  b,~ respectively such that A is an eigenvalue o fA  - B. 
2. In R X C the convex hulls of the sets 
{to(ak);l <~k <~ n} and {(o(b~ + A);1 ~<k ~<n} 
are not disjoint. 
The easy part of Wielandt's theorem is that the first statement implies the 
second. One drawback of the theorem is that it provides information only on 
the individual eigenvalues of the difference of two normal endomorphisms 
with prescribed eigenvalues. Our objective here is to give a theorem that 
extends the easy half of Wielandt's result and yet gives information on the 
joint distribution of the eigenvalues. We denote by S,, the group of permuta- 
tions {1 . . . . .  n}. 
TtlEOREM A. Let n be a positive integer, and suppose that A and B are 
normal endorru~rphis~s on a unitary space E of dimension n with eigenvalues 
aj . . . . .  a, and b l . . . . .  b,, respectively. Let A 1 . . . . .  A,, be the eigenvalues of 
A - B taken in some prescribed order. Then the trace condition 
~ak= ~bk+ ~Ak 
k=l  k=l  k=l  
holds. Let us define for  ~r ~ S, and 1 4 k 4 n 
k 
j= l  
k 
= E (b.<j> + 
j= l  
Further we define, for  each ~r ~ S,,, points A ,  and B~ of (R × C)"- ~ by 
A~ = (w(a(o ' ,  1)) . . . . .  w(a(o ' ,  n - 1))), 
. . . . .  - 
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Then in (R X C)  n -  1 the convex hulls of the sets 
{A,~; o '~ Sn} and {B,~; o '~ S,,} 
are not disjoint. 
The proof of this rather technical theorem is complicated. The key 
ingredient is a result on the compounds of unitary matrices. We now develop 
the necessary notation and background to describe this result. Let n >/ 1 be a 
fixed integer, and let k satisfy 0 ~< k ~< n. We define I k = {1 . . . . .  k}. For 
J c_ I n we will denote by [J] the number of elements in j and ~k = {J; 
j _c I,,, IJI = k}. For tr ~ S n we denote by P(o ' ) the corresponding permuta- 
tion matrix. We extend this notation by 
1 if o - ( J )  = K, 
PJK(°)  = 0 if ~r(J) ~ K, 
where J and K are subsets of I,~ with equal numbers of elements. 
Let U be an n × n unitary matrix. For J, K ~ 9 k we denote by uiK the 
corresponding k × k minor of U. The 0 X 0 minor u~ is interpreted as 
unity. In attempting to solve the Famous conjecture of Marcus [9] and de 
Oliveira [11], Merikoski and Virtanen [10] had conjectured that there neces- 
sarily exist nonnegative (G) summing to unity such that 
luj~l 2= E GPjK(~) (1) 
¢r~ S n 
for all k with 0 ~ k ~< n and all ], K ~ 9 k. This conjecture turned out to be 
incorrect [3]. Of course, if k is restricted to be equal to 1, then (1) is an 
immediate consequence of an old result of Birkhoff [1]. There is some hope 
that if J and K are somewhat restricted, then (1) will be true. Such a result 
has already been proved by Kova6ec [6]. Our result takes the same form. 
THEOREM B. Let U be an n x n unitary matrix. Then there necessarily 
exist nonnegative (G)  summing to unity such that for all k with 0 ~ k -K< n 
and all K ~ "-~k 
lu~KI ~= E t~P,~(~r) 
o '~ S n 
holds. 
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The plan of this article is the following. First we will establish some 
technical preliminary results on the geometry of certain polytopes. These will 
then be used to establish Theorem B. Finally we will show how Theorem A 
can be obtained from Theorem B. 
2. THE GEOMETRY OF SOME POLYTOPES 
We start by considering a polytope that is related to an arbitrary bipartite 
graph. Let P = {pj; 1 ~ j  <~ l} and Q = {qk; 1 ~< k ~< m} be the two vertex 
sets of the graph. The set E of edges is viewed as a subset of P × Q. A 
subset S of vertices is called a cut if whenever pj and qk are joined by an 
edge, at least one of pj and qk is in S. The subset S is called a mincut if S is 
a cut and no proper subset of S is a cut. Further, we now associate to each 
vertex a real variable: x~ to pj (1 ~ j  ~ l) and Yk to qk (1 ~< k ~ m). We 
suppose that these variables are related by the equations 
1 
E = 1, (2) 
j= l  
Yk = 1. (3)  
k=l  
A polytope A is now defined in this affine space by the following constraints: 
xj >10 Vj (1 ~<j ~1) ,  (4) 
y~ >~0 Vk (1 ~<k ~m) ,  (5) 
~_. xj + E Yk >~ 1 VS (Samincut ) .  (6) 
pj~S qk~S 
I f  Pr and q, are joined by an edge e H E, then we define x] = 3~j and 
y~ = 3~ k. Here 3 denotes Kronecker's delta. 
THEOREM 1. The extreme points of the polytope A are precisely the 
points" (x e, ye) as e runs through the set of edges E. 
Proof. It is easy to see that the point (x e, ye) is a point of A, and only 
slightly harder to see that it is an extreme point of A. The meat of Theorem 1 
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is to show that every extreme point of A has the desired form. We do this by 
showing that an arbitrary point (x, y) of A is in the convex hull of the 
(x e, y~). Towards this we extend the given bipartite graph to a directed graph 
by adding two additional vertices, a source and a sink. The directed arcs pass 
from the source to each vertex in P, along the existing edges from P to Q, 
and finally from every vertex of Q to the sink. We consider the flow problem 
in this directed graph where there are imposed upper bounds on the total 
flow through each of the original vertices. The flow capacity of p: is x j, and 
that of qk is Yk. Then using (6) and [2, Theorem 4, §3.1, p. 49] (Ja variant of 
the max-flow mincut heorem), we see that there exist nonnegative numbers 
t~ (e ~ E) representing the flow in the arcs linking P to Q such that 
Ete>~ 1, (7 )  
e~E 
E te xj, (8) 
e meets pj 
E t, yk. (9) 
e meets qk 
Summing (7) and (8) yields, by (3), 
1 
1<~ Ete<~ Exj=l, 
e~E j=]  
so that equality must hold in both (7) and (8), and similarly also in (9). It now 
follows that 
(37, y) = E te(Xe, ye), E te  = 1 
e~E e~E 
as required. • 
We now describe the polytope F which is needed to carry out the 
program of this article. It will also be necessary to describe additional 
polytopes Fk (1 ~< k ~< n). Let n be fixed, and fix also k such that 0 ~< k ~< n 
for the moment. We construct a bipartite graph O k on the vertex sets 9 k and 
9k + 1- The elements X ~ ~k and Y ~ ~k + 1 are joined by an edge if and only 
if X c Y. A subset ~ ~ 9 k L2 ~k + 1 will be called a k-mincut if and only if it 
is a mincut for the corresponding graph. The set of all k-mincuts is denoted 
by ~k, and the polytope corresponding to this bipartite graph by A k. 
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Consider real variables vj defined for every J c_ I,,, IJI ~ k, and satisfying 
the equations 
vj = 1 Vl (0 <~1 <~k). (10) 
tll=l 
The polytope F k is defined in this affine space by the constraints 
v j~O WcI , , ,  IJI < k, (11) 
k-1  
j ~  1 = o 
The polytope F is just In. Our objective is to determine the extreme points of 
F. For every or ~ S,, and every J ~k  (0 <~ k <~ n), let us define vj(~r) = 1 
if ( r ( I  k) = j  and v](c~) = 0 otherwise. 
THEOREM 2. The extreme points of the polytope F are precisely the 
points ( vj( (r ))j as or runs through S ,,. 
In order to prove Theorem 2 we will determine inductively the extreme 
points of F k. These are described in terms of k-chains. A k-chain ~ is a 
sequence of subsets C t for 0 ~< l ~< k such that C 1 ~ l  for 0 ~< 1 ~< k and 
C l c Cl+ 1 for 0 ~< 1 < k. It will be observed that the set of n-chains is in 1-1 
correspondence with S,, by means of t r ( I  t) = C 1. For ~ = (C I) a k-chain, 
let us define, for j ~ l  (0 ~ 1 <~ k), v j (~)  = 1 if J = c z and vl (~)  = 0 
otherwise. Then Theorem 2 is just the ease k = n of the following proposi- 
tion. 
PROPOSITION. The extreme points of the polytope F k are precisely the 
points (vj(~))j  as ~ runs through all k-chains. 
Proof. We proceed by induction on k. For k = 0 there is nothing to 
prove. For k = 1 the result is trivial, or it can be regarded as a special case of 
Theorem 1. Let us assume that 1 < k ~< u and that the result has been 
proved for F k_ r Let (vj)j be a point of F k. Then the restriction of (vj)j to 
IJI < k is also a point o f  F k_ r Applying the induction hypothesis, there exist 
nonnegative rw summing to unity, defined for every (k - D-chain ~ = (R e) 
and such that for all l (0 ~< 1 < k) 
r~ = vj VJ ~ ~ l .  (13) 
Rt= J
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Likewise the restriction of (v l )  ! to IJI ~ {k - 1, k} is a point of Ak_ 1. By 
Theorem 1 there exist nonnegative qa summing to unity, defined for every 
edge ~' of O k_ 1- Each such edge ~' is given by Qk- 1 ~ -~k- 1 and Qk a ~k, 
where Qk- 1 c Qk and we have 
For J ~ ~k-  1 we have 
qa = V 1 VJ ~k-1 ,  
QJ:I =J 
~] q~ = v n VK ~.~k. 
Qk=K 
E q~ =v l= E r~. (14) 
Qk-l=J Rk I=] 
Now every k-chain ~ defines a (k - 1)-chain ,~ and an edge ~' by means of 
R I = C 1 (0 <~ l <~ k - 2), 
Rk_ i = Ck_l,  
Qk-1 = Ck-1 ,  
Qk = Ck. 
The key idea of the proof is that aside from agreeing at level k - 1, ~'  and ~' 
behave independently of each other. We define 
0 if Vck_~ = O, 
tog = 
qeer~vckl_~ if Vck_~ > O, 
so that t~ >t 0. Furthermore 
~t¢ = ~q~rav ;1  = 1, 
where the sum in the middle is taken over all J ~ -~k- 1 for which v I > 0, all 
(k -  1)-chains ~ with R k_l = J ,  and all edges ~' with Qk-i = J .  The 
equality on the right holds by applying either equality of (14). A similar 
398 
calculation using the first equality in (14) shows that 
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where the sum is now taken over all k-chains ~" that agree with ~2. 
(Specifically this means that C t = R Z for all l with 0 ~ l < k.) Another 
similar calculation using the second equality in (14) shows that 
where the sum is now taken over all k-chains 9 ~ that agree with ~. (This 
means that C k_ 1 = Qk-1 and C k = Qk-) It follows that 
Y'~ t~ = v K VK ~91 Vl (O ~ l ~ k ), 
CI=K 
or equivalently 
Y_,tvvK(~) = v,~ VK ~9~ Vl (0 ~ l ~ k). 
c~ 
This completes the induction step and the proof of the proposition. • 
It is worth pointing out that it is possible to apply the max-flow mincut 
theorem to a graph with all subsets of I,, as vertices. A directed arc goes from 
J to K if one can obtain K from J by adding just one point. In this case one 
loses the interesting fact that the mincuts (for this graph) are confined either 
to one level or to two adjacent levels. This fact is crucial in the next section. 
Kova~ec [7] has observed that obvious modifications to Theorem 2 and its 
proof allow the corresponding result for general finite ranked posets without 
isolated vertices to be proved. 
In formulating Theorem 2 it was necessary to work backwards. It is a key 
to the theorem that the extreme points should be given by the (v j (o ) )  J. One 
then takes the polytope that has these points as vertices in the appropriate 
affine space and attempts to determine its facets. When these are found, they 
are used as the constraints defining F. For n = 2 and n = 3 the polytope 
obtained is essentially equivalent o the polytope of 2 × 2 (respectively 
3 × 3) doubly stochastic matrices. This situation is well understood from the 
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theorem of Birldloff [1]. For n >~ 4 matters are more complicated. We used a 
computer program based on the gift-wrapping method [12] to find all the 
facets in the case n = 4 and some of the facets in case n = 5. (This was a 
task fraught with difficulties, since the facets of F are certainly not necessar- 
ily simplicial (n/> 4), and the caveat in [12, p. 136] applies.) Without the 
information gleaned in this way we would not have been able even to state 
Theorem 2. 
In fact, not all of the constraints (11) and (12) give rise to facets. For 
instance (11) is redundant in case j = O and J = In, and (12) is redundant if
= ~k for 0 ~< k ~< n. We list below the facets of F in cases n = 3, 4, and 
5. By the complement of a k-mincut Y we mean the (n - k - 1)-mincut 
{jc; j ~ ~}, where j c denotes the complement of J in I n. 
Case n = 3 (dimension 4, 9 facets): 
1. vj >1 0 for IJI = 1 (3 facets). 
2. vj >1 0 for I J I = 2 (3 facets). 
3. Cut facets like S :  = {{1}, {2}, {2, 3}, {1, 3}} (3 facets). 
Case n = 4 (dimension 11, 34 facets): 
1. vj >~ 0 for IJI = 1 (4 facets). 
2. v] >1 0 for I J I = 2 (6 facets). 
3. v I >1 0 for [JI = 3 (4 facets). 
4. Cut facets like S:  = {{1}, {2}, {3}, {1, 4}, {2, 4}, {3, 4}} (4 facets). 
5. Complements of item 4 (4 facets). 
6. Cut facets like ~ = {{1}, {2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}} (6 facets). 
7. Complements of item 6 (6 facets). 
Case n = 5 (dimension 26, 265 facets): 
1. v I >~ 0 for IJI = 1 (5 facets). 
2. v I >1 o for fJI = 2 (10 facets). 
3. v I >~ 0 for I J I = 3 (10 facets). 
4. v I >t 0 for I J I = 4 (5 facets). 
5. Cut facets like ~ = {{1}, {2}, {1, 3}, {1, 4}, {1, 5}, {2, 3}, {2, 4}, {2, 5}, {3, 4}, 
{3, 5}, {4, 5}} (10 facets). 
6. Complements of item 5 (10 facets). 
7. Cut facets like 5 ~ = {{1}, {2}, {3}, {1, 4}, {1, 5}, {2, 4}, {2, 5}, {3, 4}, {3, 5}, 
{4, 5}} (10 facets). 
8. Complements of item 7 (10 facets). 
9. Cut facets like ~ = {{1}, {2}, {3}, {4}, {1, 5}, {2, 5}, {3, 5}, {4, 5}} (5 facets). 
10. Complements of item 9 (5 facets). 
11. Cut facets like ~ = {{1, 2}, {1, 3}, {2, 3}, {3, 4, 5}, {2, 4, 5}, {1, 4, 5}, 
{2, 3, 5}, {1, 3, 5}, {1, 2, 5}, {2, 3, 4}, {1, 3, 4}, {1, 2, 4}} (10 facets). 
400 S.W. DRURY 
12. Complements of item 11 (10 facets). 
13. Cut facets like S '~ = {{1, 2}, {1, 3}, {2, 3}, {1, 4}, {2, 4}, {3, 4, 5}, {2, 4, 5}, 
{1, 4, 5}, {2, 3, 5}, {1, 3, 5}, {1, 2, 5}, {2, 3, 4}, {1, 3, 4}} (30 facets). 
14. Complements of item 13 (30 facets). 
15. Cut facets like ~ = {{1, 2}, {1, 3}, {2, 3}, {1, 4}, {2, 4}, {3, 4}, {3, 4, 5}, 
{2, 4, 5}, {1, 4, 5}, {2, 3, 5}, {1, 3, 5}, {1, 2, 5}} (5 thcets). 
16. Cut facets like S z = {{1, 2}, {1, 3}, {2, 3}, {1, 4}, {2, 4}, {1, 5}, {2, 5}, 
{3, 4, 5}, {2, 4, 5}, {1, 4, 5}, {2, 3, 5}, {1, 3, 5}, {2, 3, 4}, {1, 3, 4}} (10 facets). 
17. Cut facets like S z = {{1, 2}, {1, 3}, {1, 4}, {3, 4}, {1, 5}, {2, 5}, {3, 4, 5}, 
{2, 4, 5}, {1, 4, 5}, {2, 3, 5}, {1, 3, 5}, {2, 3, 4}, {1, 2, 4}, {1, 2, 3}} (15 facets). 
18. Complements of item 17 (15 facets). 
19. Cut facets like ~ = {{1, 2}, {1, 3}, {2, 3}, {1, 4}, {3, 4}, {1, 5}, {2, 5}, 
{3, 4, 5}, {2, 4, 5}, {9, 3, 5}, {1, 4, 5}, {1, 3, 5}, {2, 3, 4}, {1, 2, 4}} (60 facets). 
3. ADDITIVE GROUPS AND UNITARY MATRICES 
The ultimate objective of this section is to prove Theorem B. In order to 
do this we need to extend some ideas introduced in [4]. Let U be an n × n 
unitary matrix, and let us denote 
j= l  
Let Z = (zjk) be an n × n complex matrix with entries of absolute value 1; 
then it follows from Hadamard's inequality [5, §7.8.2, p. 477] that 
I E ku(°) I~Iz j~( j )  =[det (UoZ)  l < 1, 
t~S, ,  j=  1 " 
where U o Z denotes the Hadamard product of U and Z. The philosophy of 
[4] is that the set of all such matrices Z forms a compact multiplicative 
abelian group G under the Hadamard product. This group has a dual group 
(see [13] for all matters relating to group duality and harmonic analysis) which 
can be identified with the discrete additive abelian group G of all n x n 
matrices with integer entries. The set of permutations S,, is identified as a 
subset of G by mapping each permutation to its permutation matrix. Har- 
monic analysis is then used as a tool to establish estimates for kg. 
The group G is not adequate to handle the questions raised in this article. 
Here we replace G by a larger compact abelian group /~ for which the 
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analogue of Hadamard's inequality remains true. The set of permutations S n 
may still be identified as a subset of the discrete abelian dual H, but has 
fewer relations than before. 
Each element of /~ is a collection (z l )  I of complex numbers of absolute 
value 1, where J runs over all nonempty subsets of I,,. The value of the 
corresponding character at o" in S n is given by 
f l  Z~(lk)" 
k=l  
The effect of the term J = I n is to multiply the whole character by a constant 
of absolute value 1. The term J = 0 ,  had it been included, would have had 
exactly the same effect. That is the reason for omitting this term. The 
following theorem is an analogue of Hadamard's inequality. 
THEOREM 3. Let U and (z j )  I be as above. Then 
t l  
E kv(° ' )  YIz~(,k) ~< 1. (15) 
o-~ S,, k = 1 
COROLLARY 1. Let U be as above, and let ~ be a Fourier-Stieltjes 
transform on the group H. Then 
~ S n 
where ]]-II s(u) denotes the Fourier-Stieltjes transform norm on H. 
COROLLARY 2. Let U be a unitary n × n matrix of determinant one. 
Suppose that 0i are reals defined for all nonempty subsets J of I n. Then 
~ ku(~ 0~(,~ >/0. 
o 'E  S n = 
The proof of Theorem 3 depends on a well-known lemma on exterior 
products, which we now describe. Let E be a unitary space of dimension . 
Then the space AkE is also a unitary space under the natural inner product 
<X 1 /k "'" /k Xk ,  Y l  A " ' "  A Yk) = det(xi ,  yj). 
402 s .w.  D1RUItY 
For  j = {j~ . . . . .  jk} where j] < "'" < jk ,  we define e] = ej~ A "" A ej.  
Then this natural inner product has the convenient property that {e j; J ~ 9Jk k} 
is an orthonormal basis of A k E whenever {el . . . . .  e,,} is an orthonormal basis 
of E. 
Let I" ~ /~k E, and let v ~ E; then r A v is an element of A k+ 1E. This is 
defined so that the mapping 
T---> TAt )  
extends linearly from 
t) 1 A " "  A~)  k - -~t) 1 A . - -  At )  k A~.  
LEMMA. Let "c e A k E and v ~ E. Then we have 
I1~ A vii ~< I1~11 Ilvll, 
where the norms are the natural norms of A k+ 1 E, A k E, and E respectively. 
Sketch proof. Without loss of generality we may assume that v has norm 
1 and further select an orthonormal basis {e 1 . . . . .  e,,} of E with e~ = v. 
Expanding r as 
"r = ~_, cj ej 
J ~k  
in terms of its coordinates cj E C, we obtain 
Ib'A~ll  ~= ~ Ic]l 2 <~ ~ Ic]l 2 =11¢11 ~. 
1 e:J ~G' k J ~k  
We leave the details to the reader. 
Proof of Theorem 3. Let E = C n with the standard unitary structure, 
and {e 1 . . . . .  e,,} be its standard basis. Let {u 1 . . . . .  u n} be the row vectors of 
the unitary matrix U. We define Pk and r k elements of AkE inductively as 
follows. We set PI = u] and 
Pk+l = rk Auk+ 1 (1 ~<k ~<n-  1), 
while r k is defined from Pk for 1 ~< k ~ n by 
~k= F__, rj ...... J?u ...... j~ I%A" 'A%,  
J~ < "" <A 
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where the coefficients rj ...... ;, are given by 
pk= ~ 9, ..... ;,9, A ' "Ag , "  
J~ < "" <jk 
Here Pk has been expanded in terms of the orthonormal basis with elements 
ej~ A ... A ej, as (Jl . . . . .  jk) runs over all increasing k-tuples. However, since 
z¢j ...... Jkl depends only on the set {jl . . . . .  jk} and not on the order of its 
elements, we might as well have defined ~'k by 
1"k= E 
dist inct  
j ,  . . . . .  j,, 
fJl . . . . .  JkZ{Jl . . . . .  jk}eJl A "'° A ejk 
for any choice of coefficients rj~ ..... ;, that satisfy 
Pk = E ~Jl . . . . .  ;e j ,  A "°" A ejk. 
dist inct  
jt ..... j, 
By the Lemma we have that Ilpk+ll[ ~< Ilwkll, since the row vectors of a 
unitary matrix have norm 1. Clearly Ilrkll ~< II pkll, since the elements ej, 
A ... A ej, (j l  < "'" < jk )  form an orthonormal basis of AkE and Izjl ~ 1. 
So a simple induction argument shows that 
I1~-~11 ~ 1. (16) 
We may write Pl = ~-jlgl j lej l ,  giving T 1 = ~jlgl j lZ{j l}ej l .  At the next step we 
h ave 
h = r l  A / . . ,u2;?;~ 
J2 
= ~ Ul;Zu,~u2jej, A e;~ 
J', J2 
= ~,  u l j zu , ju2 je ; ,  A ej~ 
J, *j2 
and 
h = ~ Ulj, Z~,~u2j~zu~.j~e;, /~ e;~, 
jl *j~ 
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using the equivalent definition of ~'2- Continuing in this way, we find that 
Tn = E Ulj I .Z{j l}tX2j2Z{j l , j2} "'" ll,,j,.~,{j,,j2 . . . . .  .J.}CJl A "'" A c j , .  
d is t inc t  
j~ ..... j,, 
Since in this sum jl  . . . . .  j,, are distinct, they define an element ~r of S n, and 
we may rewrite % as Te 1 A "." A G,  where 
'~ = E 111o'(1)Z{o-(1)}'112o-(2)7"{o'(1),o'(2)} "'" Hncr (n)Z{t r ( l )  . . . . . .  (,,)}sgn(~r) 
O'E- S n 
Combining this with (16), we obtain the conclusion of Theorem 3. 
We should point out that Theorem 3 depends upon a specific ordering of 
the rows of the unitary matrix U. A different ordering will yield a different 
theorem and a different group H (at least for n >~ 4). One may also work 
with orderings of the columns of U, and the results so obtained will be 
different again (n >i 4). 
The first corollary to Theorem 3 is essentially a restatement of that 
theorem. 
Proof of Corollary 2. Let t be a real number, and apply Theorem 3 in 
case zj = eit°j to yield 
o- S,, k = 1 
~<1. 
Replacing now t by - t  and averaging, we obtain 
E ku(~)cos t 0~(.) ~ 1. 
o-~ S .  = 1 
Using the fact that U has determinant equal to 1, we find that 
,[ E kv( °- 1 -cos  t 0~(,~) >10. 
o'E = S n 1 
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1 2 and passing to the limit as t--+ 0, we have the Finally, dividing by ~t 
conclusion of the corollary. • 
We are now ready to forge the link between unitary matrices and the 
polytopes introduced earlier. 
LEMMA 1. Let mj be integers defined for 0 # J c_ I,, and enjoying the 
notable property that 
Y'. rock ~ {0, 1} (17) 
k=l  
fl~r every n-chain ~' = (Ck). Let U be an n × n unitary matrix. Then 
0 ~ ~ ~ mjlul~jI "z <~ 1. 
k = 1 j ~9~ 
Proof. First of all, multiplying the unitary U with a complex number of 
absolute value 1 makes no difference to the conelusion of Lemma 1. Thus we 
may assume that det U = 1. We define a character of H by z I = ( -  1)ml. 
Then by (15) we have 
0~<~ Eke(° ' )  1 -  z,~(, 0 ~<2. (18) 
o'E S n = 
However, by (17) we have 
1 -- f i  2;o_(i D 
k=l  
= 2 ~ m,~(10. 
k=l  
Thus we may rewrite (18) as 
0 <~ ~ E ku(°') ~'.m,~(t 0 <~ 1. 
cr~ S .  k = 1 
This in turn may be rewritten as 
o< E Emj E 
k=l  J ~'-~k °'( Ik) =]  
(19) 
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by interchanging the order of summation. In (19) the innermost sum is taken 
over all permutations ~r such that cr(I k) = j.  We use again the fact that 
det U = 1 and [10, Theorem 4], namely 




o < ~ ~ ~ mjlu,~jl 2< 1. (21)  
k = 1 ] ~k  
Finally, we observe that taking the real part in (21) is unnecessary', proving 
Lemma 1. • 
LEMMA 2. Let 0 <~ l < n, and suppose that ~ is an l-mincut. Suppose 
that U is an n × n unitary matrix. Then 
~ lu,~jl ~ = ~ lu,jI ~ + ~ luz,,jl ~ >i 1. (22) 
k = 0 ] eS'~c-~k J eS"c'~ / J e~'¢~ t + 
Proof. We start by observing that there are only two 0-mincuts, namely 
5'~ = ~0 and ~ = 91. Since the result is trivial for these cases, we will assume 
that 1 < 1 ~< n - 1. Now define 
i if J ~t  NSP, 
if J ~z  n~' ,  
m I = if J e~t+] n~,  
if J Eg l+ 1 n5  pc, 
otherwise. 
Then for an arbitrary n-chain C k we certainly have Y',~ = i mc~ ~ {0, 1, 2}, and 
indeed the value 2 can only occur if C l ~ l  (3 ~9~' and Ct+ 1 ~+1 f35'~c. 
But this contradicts the fact that 5 a is an/-mineut.  Hence Lemma 1 applies, 
and we obtain that 
o < ~ lu,,jI 2 + ~ lu,,+,jI 2 < 1. 
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The inequality on the left is of no interest o us. We combine the inequality 
on the right with 
]~ lu,,jl 2 = 1 (23) 
for k = 1 and k = 1 + i to obtain the conclusion of Lemma 2. 
Proof of  Theorem B. We apply Theorem 2 with v d = lut ,I 2. To do this 
we need to verify (10), (11), and (12) for k = n. But (10) is j'~st (23), (12) is 
just (22), and (11) is trivial. • 
We would like to finish this section by pointing out that Theorem B 
actually extends the usual application of BirkhofFs theorem to unitary matri- 
ces. In other words, for the t¢ occurring in the conclusion of Theorem B we 
have 
lujkl 2= E t¢Pjk(°') (24) 
rye  S n 
for all j ,  k ~ I,,. 
LEMMA 3. For an n X n unitary matrix U, we have 
1 
lujkl 2 = ~ lu,,jl 2 
j=l  key 
where the sum on the right is taken over all J ~ ~ such that k ~ J. 
Once Lemma 3 is established, it is clear from an induction on l that there 
exist integers mj k such that 
]ujk] 2= ~ mikl1,NI2. 
J 
Since P(~r) is itself a unitary matrix, we have 
Pjk( or ) = E mJlkPI,,,.l ( o" ), 
.I 
and Theorem B then immediately gives (24). 
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Proof of Lemr~ 3. Obviously it is enough to prove Lemma 3 when U 
has determinant 1. We then may use (20) to establish the first and last 
equalities in 
/ 1 
E I~j~l 2 = E E k~(~) (25) 
j= l  j= l  rr(j) = k 
= E k~,(~) (26) 
k c ~r( Il) 
= E E ku(o-) (27) 
k~] o-(Ii)= J 
= ~ lu,,jI 2. (2s) 
keJ 
The inner summations in (25) and (27) as well as the summation in (26) are 
taken over those or for which the indicated condition holds. The outer 
summation in (27) as well as the summation in (28) are taken over those J 
(J ~ ~l )  for which k ~ J. This completes the proof of Lemma 3. • 
4. AN EXTENSION OF WIELANDT'S  THEOREM 
In this section we will use the notation e ® f* to denote the endomor- 
phism defined by (e ®f*)(g)  = (f*g)e. 
Proof of Theorem A. For A and B normal endomorphisms, it is unfortu- 
nately false in general that the endomorphism A - B is normal. We may 
however apply the unitary triangularization theorem of Schur [5, Theorem 
2.3.1]. Thus if A 1 . . . . .  A n are the eigenvalues of A -  B taken in any 
prescribed order, we may find an orthonormal basis {e I. . . . .  e n} and an upper 
triangular n x n complex matrix T = (tjk) such that for 1 4 j  ~< n we have 
tjj = Aj and 
J 
Aej = Bej + ~_, tkje k. (29) 
k=l  
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Since A and B are normal, we may find orthonormal bases {fl . . . . .  fn} and 
{gx,- . . ,  g,} respectively such that 
A = ~akf  k ®f l ,  
k=]  
B = ~b kgk ®g~'. 
k=l  
The reader will recall that a 1 . . . . .  a,  and b 1 . . . . .  b n are the prescribed 
eigenvalues of A and B respectively. Define now two n × n unitary matrices 
UandV byu  k =f i fe  andv ,  k = g~ e J ./ j "  
To prove t~e easy part of  Wielandt's theorem, we first observe that 
= Ea ul f , (30) 
Be 1 = Y'~bkVlkg k. (31) 
Then, denoting by (., • ) pairs in R × C, we use (30), (29), and (31) to obtain 
lulkl2to(ak) = ( e~A*Ael, e*Ael) 
k=l  
= (e~(B + A I I ) * (B  + A l I )e l ,e~(B  + Al l )e l )  
2 = IVlkl to(bk + A1). 
k=l  
We introduce some notation. For K ___ I n we denote a K = ]~ E K a~ and 
br  = •k ~ rbk • I f  K = {k 1 . . . . .  k m} where k 1 < -.. < k,,, then we recall the 
notation e r for e k /x ... /x e k and define f r  and gr  similarly. We will also 
denote by Dk(A) the endomomrphism of AKE which may be realized as the 
coefficient of t in the expression A k ( !  + tA). Dk(B) is similarly defined, 
and we will use the notation I <k) for the identity endomorphism of A k E. 
Finally, as a shorthand, let us denote /x k = ~k=lA j and M k - - -Dk(n)+ 
I~k I (k ). 
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We now have 
Dk( A)e,k = Dk( A) (e .  A "'" A %) 
k 
~ e 1 A ... A Aej 
j= l  
A. . .Ae  k 
k 
E el A "" A _ (Bej + Ajej) A ... A e k 
j= 1 
= Dk(B)e1~ + tzkel~ 
= Mker .  (32) 
The reader will notice that the third equality in (32) follows from (29) and the 
fact that T is an upper triangular matrix. By the alternating property of 
exterior products only the diagonal terms of T survive. Simple calculations 
show that 
Dk( A ) = ~, aKfK ® f~,  
K ~6~ k 
E bKg ®g , 
K ~91,. 
Dk( A)e,k = E aKU,kKfK, (33) 
K E~,  
Dk( B)e ,  k = E bt<vbKgK" (34) 
K e~l ,  
Analogous to the proof of Wielandt's result, we have for 1 ~< k ~< n - 1 
E 
K ~'~k 
= (etM k M~eI~, etkMke,~) 
= ~ I%KI%(bK + ~k)" 
K E,~ k 
(35) 
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Now let (t~) and (s~) be nonnegative numbers umming to unity obtained 
from applying Theorem B to U and V respectively. We have 
lu,~KI ~= E t~P~,K(o~), 
( rE  S n 
I%~<12= E So P~K(o-). 
( rE  S n 
then the kth components of F.t~ A~ and F~s~ B~ agree, since 
E t~o((x(~r,k))= E t~o(a~,(,,)) 
( rE  S~ ( rE  S n 
= E E t~PzkK((r)og(aK) 
E Sn K E~ k 
= E Inz~KI~(aK) 
K E~ k 
= E I%~<l~(bK 4- ~k) 
K E~.~ k
(r E S n K E ,~ k 
= E + 
O'E S n 
= Z 
( rE  S n 
by (35). The proof of Theorem A is complete. 
We would like to express our thanks to Alexander Kova~ec for helpful 
suggestions concerning the presentation of the material in this article. 
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