I. INTRODUCTION One of the main applications of cognitive radio networks (CRNs) is to solve the spectrum scarcity problem. This is caused by the increasing demand for bandwidth, due the excessive amount of wireless applications and users. Instead of restricting the frequency band for licensed users, the idea of allowing unlicensed users (secondary users) to use the spectrum without disturbing licensed users (primary users) is called dynamic spectrum access. Spectrum sensing is the main step in DSA process, and its objective is to detect the primary users and find the possible opportunities in the spectrum for secondary users. Sensing the spectrum should be done frequently because a frequency band that was unoccupied at a certain time instant could be occupied at a subsequent time instant.
Instead of obtaining spectrum opportunities only at the time of decision making, and to improve the efficiency of DSA process in highly dynamic environment, Radio environment map (REM) concept based on cooperative sensing was suggested in [1] . REM was envisioned as an integrated database which sorts the multiple domains of cognitive radio networks, such as geographical features, regulations and interference levels. While REM is a wider concept for a multilayer database, our focus here is on building the most important layer of REM, the signal interference levels map, which is also called interference cartography (IC).
Many techniques have been proposed for constructing REM. These techniques can be different from each other in mathematical background or availability of modeling information. Thus, in general REM construction methods can be classified in two ways: direct methods and indirect methods [2] . Direct methods collect some measurements from different points in the area of interest and try to estimate the values of any point in the area. Processing the measured data to estimate the values of unmeasured points is based on different interpolation techniques.
There are various kinds of interpolation techniques used for constructing REM or IC. Examples of those interpolation techniques used to construct REM include: Kriging [3] , thin-plate splines [4] , natural-neighbor [5] , nearest neighbor [6] and Inverse distance weighted interpolation [7] . In the literature, there are many papers that compare different interpolation techniques in constructing REM. Examples of these comparative studies can be found in [5, [8] [9] [10] [11] .
The mentioned interpolation techniques obtain interference cartography without necessarily knowing the transmitter's locations or the propagation model. However, the indirect methods try to estimate the transmitters' locations and their relevant parameters first, and then by applying the transmitters' estimated parameters in a valid propagation model, they can estimate the signal level at any location in the area of interest. This way of generating REM is a challenging task, because it requires previous knowledge of the propagation model and good approximation of the path loss and other relevant parameters. Based on the availability of known information, different indirect approaches can be employed.
The objective of this paper is to explore the indirect methods for REM construction in CRNs. Two indirect methods for constructing REM will be presented and compared in terms of transmitter localization error. Then, the influential factors on REM performance will be examined in different scenarios. These scenarios include different number of sensors and varied sample size of measurements. In addition, the effect of shadowing spread values and sensitivity of path-loss exponent values to the accuracy of generated REM will be investigated. Furthermore, the impact of sensors' mobility feature and their speed to REM performance will be tested in two scenarios. The first one examines different numbers of moving sensors with constant speed, while the other one assesses the performance with different speeds of moving sensors.
II. REM QUALITY METRICS
After processing the measurements collected by the measurement capable devices (MCDs) distributed in the area, estimated interference cartography, which represents the most important part of REM, can be generated. The accuracy of the estimated REM can be evaluated through several metrics, such as transmitter localization error and transmitted signal power error. In order to identify the regions where the primary user is harmed and the regions where the spectrum opportunities are lost, the two metrics namely, Correct Detection Zone Ratio (CDZR) and False Alarm Zone Ratio (FAZR) are presented in [12] . In this paper, we will only consider the localization metric. 
III. SYSTEM MODELS
The first step of the indirect methods to obtain REM is to estimate the transmitter parameters. Here, two methods to estimate transmitter parameters will be presented. The first one is based on received signal strength difference (RSSD), and the second one is based on received signal strength (RSS). It is assumed that both models undergo lognormal shadowing model.
A. RSSD method
If we consider an environment where all the transmitters in the area have similar known transmitted power, then we only need to find the transmitter location to generate REM. In [13] , they presented four geolocation techniques based on RSSD to locate the emitter. The basic idea behind these techniques is that the ratio of the signal powers (or their differences expressed in dB) observed at two different sensing locations is related to the ratios of the emitter to sensor distances.
For two sensors located at (xk,yk) and (xm,ym), the received power difference between these two sensors is: (1) where is the path-loss exponent.
The distance between the primary user (PU) transmitter and any sensor located at (xk,yk) is obtained as: (2) Using Eq. (2) along with Eq.(1) yields: (3) To solve the previous equation to obtain the transmitter location, four approaches are presented and compared in [13] . Three linear approaches and one non-linear approach. The best performance of the linear methods is introduced here.
Let:
, then by substituting into Eq.(3): (4) Hence, (5) After analyzing the squared expression and re-arrangement: (6) where and
If we define a matrix A with size consisting of the row vectors,
, and vector b with size whose elements are the terms of , , then Eq. (6) can be written in the matrix form as follows: (7) This is a linear system which we can estimate its solution as follow: (8) By estimating the location of the primary user transmitter, we can estimate the received signal level at any location in the area by subtracting the path loss from the transmitted signal power. Hence, REM can be generated.
B. RSS method:
Combining analytical models with a statistical evaluation through measurements, a practical model for the RSS at location i is proposed in [2] : (9) where is the transmitted power, is the path-loss constant, is the distance from the transmitter to the receiver, and is a zeromean Gaussian distributed random variable (in dB) with standard deviation (also in dB) represents lognormal shadowing.
The values of path-loss constant ( ), path-loss exponent ( ), and standard deviation ( ) all depend on the environment and propagation scenario. They are experimentally computed from measured data, using linear regression such that the difference between the measured and estimated path losses is minimized in mean square error sense over a wide range of measurement locations and different separation distances from the transmitter. Reference [14] and [15] list typical values for these parameters in various mobile radio environments and different scenarios. We assume that we can determine the values of the propagation model parameters based on the tables in the literature. We just need to estimate the transmitter parameters (location and emitted power) to estimate the power level at any location in the area of interest. Using Eq. (9), an approach in [12] is suggested to estimate the transmitter location and its transmitted power.
The measured values of RSS by sensors under log-normal shadowing channel are subject to random fluctuations. Therefore, to reduce the shadowing effect, RSS measured N times and the average value is obtained as: (10) where is the j th received power at i th sensor and N is the number of measurements in the sample.
If the sample is large enough, the average received power at i th sensor can be approximated as (11) After rearranging and taking the log of both sides (12) Since represents the distance between the transmitter and i th sensor, we can write (13) By squaring both sides (14) 
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This can be rearranged and transformed to a regression problem as follows: (15) where Hence, Eq.(15) can be expressed in a matrix form where This matrix representation can be solved using least-square methods, which gives minimum achievable error. Hence, we get estimated values for the transmitted power and the location of the transmitter (
). Using these estimated data, we can construct the REM by evaluating the estimated received power at any location, and this is done by first calculating the distance from the estimated location to the transmitter as follows: 
IV. SIMULATION AND RESULTS

A. Comparison between RSSD and RSS methods:
In all simulation scenarios, we consider an environment where there is only one active transmitter in the area of interest, and therefore a single channel is available at a certain time. To test the performance of the REM constructed by the two algorithms described previously, the localization error metric of transmitter is considered. The considered environment is an urban macro-cell square area of 1 km 2 . Accordingly, the parameters of path-loss exponent ( ), path-loss constant ( ) and shadow fading standard deviation have been selected as follow:
. The transmitted power is set to (27 dBm) and the location of the transmitter is selected randomly. Also, twenty sensors are distributed randomly in the area. In order to improve the relevance of the results and to validate the model in [15] , a minimum distance of 50 m between the sensors and between the transmitter and any sensor is considered in the simulation, as shown in Fig. 1 . Random zero-mean Gaussian noise with a standard deviation ( ) of 8 dB is added to the path-loss expression to represent the shadowing effect.
The two algorithms for estimating the transmitter location are implemented by using MATLAB. The performance is tested with different numbers of distributed sensors as shown in Fig. 2 . The minimum number of sensors to apply RSSD algorithm is three sensors, whereas for RSS algorithm it is four sensors. However, since the simulation results give unstable results for less than five distributed sensors, and to get a fair comparison between the two algorithms, the minimum number of distributed sensors is limited to six sensors.
From the simulation result, we see that in both algorithms increasing the number of distributed sensors in the area will increase the accuracy of estimation. However, it is clear that the algorithm used for RSS gives much better performance than the algorithm applied using RSSD. Therefore, RSS method is selected to be further investigated in different scenarios.
B. Performance test with different size of hypothetical measurements
Because of the effect of shadowing, the measured value of the received signal by each sensor is random. Therefore, an average value of multiple simulated measurements is taken. However, enlarging the sample of measurements causes more delay to construct the REM. Thus, we need to select an appropriate sample size that achieves reasonable accuracy. We run the simulation for fixed number of sensors and different number of measurements up to 500 measurements, and each time we test the performance using localization metric. Fig. 3 -a shows the REM performance versus different number of measurements. Since the results have some variations, fitted curve is obtained to represent the scattered results.
It is obvious from the obtained results that increasing the number of measurements will enhance the accuracy of the estimated values of the transmitter location, which will improve the quality of the constructed REM accordingly. However, as the number of measurements increase rapidly, the accuracy improves slowly. Therefore, based on this simulation results, we see 300 as a reasonable sample size of measurements. Taking larger number of measurements causes more delay in constructing REM process without significant improvement.
C. Performance test under different shadowing spread values
In this scenario, we still considering an urban area, but we have uncertainty in the shadow fading standard deviation value. Thus, we need to study the effects of changing standard deviation value to the accuracy of the constructed REM. The simulation has been conducted for fixed number of sensors and measurements with values of shadowing standard deviation ranging from 1 to 16 dB. The performance result using localization metric is shown in Fig. 3-b. From the simulated result, we see that the error of the transmitter parameters increases almost linearly as the shadowing spread value increases. Therefore, if the environment of the area of interest is subjected to high shadow fading, then we may need to increase the size of the measurement samples and increase the number of distributed sensors in the area to improve the quality of the constructed REM.
D. Performance test with error in path-loss exponent
As explained previously, the indirect methods utilize the known model and parameters to construct REM. However, one of the main sources for errors using these methods is inappropriate propagation model or uncalibrated parameters. In this scenario, the considered environment is an urban cellular radio area, where the path-loss exponent can be any value in the range (2.7 -3.5), as indicated in [14] . We assume , but the actual value might be different from this assumed value by (5%, 10% or 20%). Fig. 3-c evaluates REM performance in terms of localization error with different percentages of error in parameter and different number of sensors.
The result demonstrates that the error in the assumed parameters affect the REM quality significantly. The 5% and 10% error of pathloss exponent value have almost similar performance, whereas the quality of the estimated REM degraded substantially as the assumed path-loss exponent value has an error by 20%. Also, the simulation result affirms the fact that the REM performance will be enhanced as the number of distributed sensors increases. This simulation scenario tests the sensitivity of the path-loss exponent value, but the results can be generalized to provide insights into expecting similar effects for errors in other assumed model parameters.
E. REM performance with some moving sensors by a constant speed
The previous scenarios dealt with fixed deployed MCDs. These MCDs might be simple measurement sensors, mobile phones, or any similar CR device. However, in some cases secondary users may not have fixed positions like a mobile phone user in a moving car. Therefore, we need to simulate the effect of sensors movement to the estimated error of primary transmitter location. Up to a total of 20 sensors are distributed randomly in the area of 1 km 2 and the number of moving sensors varies from one to four. This movement causes errors in reporting the locations of the sensors. We assume the moving sensors move with a constant speed, and this results in a (30m) shift from their actual locations in each REM generation cycle. The movement can be in any direction. Therefore, they might become closer or farther from the transmitter. The existence of moving sensors affect the quality of the generated REM. This can be deduced by comparing the fixed sensors curve with the other moving sensors curves. Also, the simulation result clearly shows that as the number of moving sensors increase, the performance and accuracy of REM degrades. In the case of having total of 20 sensors in the area, and up to four moving mobile sensors, we see the worst case happens when we have four moving sensors. The reason for this quality degradation is the movement of the sensors which leads to errors in precisely locating them and accurately measuring the RSS from the transmitter. Therefore, in order to improve the performance of the constructed REM, we should increase the number of fixed sensors as the number of mobile moving sensors increases, in order to mitigate the measurement errors caused by the moving sensors.
F. REM performance with different speeds of moving sensors
In the preceding scenario, our concern was the effect of the number of moving sensors to the accuracy of the generated REM. Here, our interest is to study the effect of the speed of moving sensors to the accuracy of the generated REM. Among the 20 distributed sensors, one sensor is considered as a moving sensor, and each simulation curve represents different speed of movement. The sensor that has the mobility feature is selected as the 12 th sensor in the order of the displayed results. We assume that we have three levels of speed, and the second and third levels are double and triple of the first speed. We suppose the first speed causes 30 m shift for the moving sensor from its location during REM generation. Therefore, the second and third speed can be represented by displacement of (60 m and 90 m), respectively. The simulated comparison result using localization metric is shown in Fig. 4 -c. The green curve represents the best performance with the lowest speed of moving sensor, whereas the black one demonstrates the performance of the highest speed which gives the worst quality. The curves are almost identical up to 11 sensors because all these sensors have fixed positions. Since the 12 th sensor is selected to have movement feature, the error increases proportionally with speed of movement, and there is about 10 m difference between the best and the worst case. However, in all curves that represent different speeds, the performance is getting much better as the number of fixed sensors increases, as shown clearly in the range of (14) (15) (16) (17) (18) (19) (20) sensors.
From the previous results, it can be stated that as the speed of moving sensor increases, the estimated transmitter location error increases and REM quality will degrade. However, the performance of all different speeds is enhanced as the number of fixed sensors increases.
V. CONCLUSIONS
Indirect methods are based on localization techniques, which try to utilize known information of the propagation model to estimate the transmitter location and determine the signal level in each location of the area of interest. The quality of the generated REMs is drastically affected if the environment subjects to high shadow fading or there is high percentage of error in the estimated model parameters. Also, Increasing the number of moving sensors or their speeds negatively affect the efficiency of the constructed REM. However, increasing the number of fixed sensors or the size of the measurements will enhance the REM performance.
This work can be extended to consider more practical situations with multiple primary users. Also, the effect of different types of sensor distribution can be studied. In addition, deciding optimum update interval for REM information that regard the tradeoff between the REM accuracy and the complexity of the system is yet to be explored.
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