Dynamic magnetic resonance imaging (dynamic MRI) is used to visualize living tissues and their changes over time. In this paper, we propose a new tensor-based dynamic MRI approach for reconstruction from highly undersampled (k, t)-space data, which combines low tensor train rankness and temporal sparsity constraints. Considering tensor train (TT) decomposition has superior performance in dealing with high-dimensional tensors, we introduce TT decomposition and utilize the low rankness of TT matrices to exploit the inner structural prior information of dynamic MRI data. First, ket augmentation (KA) scheme is used to permute the 3-order (k, t)-space data to a high order tensor and low rankness of each TT matrix is enforced with different weights. To reduce the computational complexity, we replace the nuclear norm of TT matrices with the minimum Frobenius norm of two factorization matrices to avoid singular value decomposition. Secondly, the l 1 norm of the Fourier coefficients along the temporal dimension is added as a sparsity constraint to further improve the reconstruction. Lastly, an effective algorithm based on the alternating direction method of multipliers (ADMM) is developed to solve the proposed optimization problem. Numerous experiments have been conducted on three dynamic MRI data sets to estimate the performance of our proposed method. The experimental results and comparisons with several state-of-the-art imaging methods demonstrate the superior performance of the proposed method.
I. INTRODUCTION
Dynamic magnetic resonance imaging (dynamic MRI) can provide visualization of living tissues and their changes over time. It is widely used in clinical applications, such as cardiac, perfusion and functional brain imaging. However, the inherently slow acquisition time and the limitation of spatial and temporal resolution limited its application. In conventional imaging, fully sampled (k, t)-space data are acquired to obtain high spatial and temporal resolution. The problem is that it is difficult to sample (k, t)-space at the Nyquist rate since the number of the measurements grows exponentially with the physical dimension. Compressed sensing based dynamic MRI (CS-dynamic MRI) methods exploit the prior information to reconstruct the dynamic images from highly undersampled (k, t)-space data. For instance, the early CS-dynamic MRI assumed
The associate editor coordinating the review of this manuscript and approving it for publication was Mehul S. Raval . that the dynamic MR images have a sparse representation in various domains [1] - [4] , e.g. wavelet, gradient, Fourier transform domain, etc. Recently, some studies have reported improved results obtained by enforcing the low rankness or local structured low rankness of dynamic MR images [5] , [6] . Constraints on sparsity/low rankness or their combinations all have been demonstrated very useful in reducing the number of measurements.
In most low-rank based reconstruction methods such as k-t SLR [5] , RPCA-DMRI [7] and PS-L1 [8] , a 3D dynamic MRI data was unfolded into a 2D matrix, then lowmatrix-rankness that reflected the inherent spatiotemporal correlation was enforced to reconstruct images. Instead of unfolding, various tensor decomposition can be used to discover the inherent structural features of dynamic MRI data. Traditional tensor decomposition tools such as CANDECOMP/PARAFAC (CP) and Tucker [9] , [10] decomposition have been commonly used. In CP decomposition, the approximation of an arbitrary tensor by CP tensors has both theoretical and numerical difficulties [12] , and each rank-one component cannot be determined easily. Moreover, given a fixed rank, computation of an approximation can be numerically unstable [11] . In Tucker decomposition, the Tucker multi-rank can be estimated and as a result, every tensor has a better approximation at the Tucker multi-rank than at CP rank [12] . In [13] , the authors proposed Tucker based dynamic MR images reconstruction method (TuckerDMRI) by constraining the low rankness of mode-n matrices. In many cases, these mode-n matrices are extremely unbalanced, the number of columns is much larger than that of the rows, or vice versa. For an extremely unbalanced matrix, its rank cannot depict its inner structure. Thus, Tucker's rank cannot describe the global information of the tensor.
In recent years, new tensor decompositions such as tensor-SVD (T-SVD) [14] , [15] , tensor train (TT) [16] - [18] , and tensor ring (TR) [19] , [20] decomposition have been proposed. In [21] , a new tensor product was defined and thanks to this definition, a tensor SVD decomposition (i.e. T-SVD) was proposed in [14] which was similar to the SVD for matrices. By using a tensor product, T-SVD can be easily computed by solving several SVDs in the Fourier domain. We have used T-SVD for dynamic MR reconstruction, and some results can be found in our paper [22] . Tensor train (TT) networks have emerged as a powerful tool for decomposing any order of tensors, especially high order tensors. TT rank consists of ranks of matrices formed by a well-balanced matricization scheme, which can capture the correlation between the first n modes and the last N − n modes efficiently [18] . More importantly, the higher the order of a tensor the higher the accuracy of the TT decomposition. In [18] , TT has been used to solve the image inpainting problem successfully. Tensor Ring (TR) is a general-purpose network derived from TT, and in special cases the two are equal.
In this paper, we propose a new CS-dynamic MRI reconstruction method that exploits the low TT rankness and sparsity of dynamic MRI simultaneously. Considering that TT decomposition works better on higher-order tensors, we first use the ket augmentation (KA) scheme [23] to permute (k, t)-space data to a higher-order tensor. Then, we enforce its low TT rankness to reduce the sampling data. Since minimizing TT rank directly is an NP-hard problem, we minimize the nuclear norm of TT rank instead, which is the tightest convex relaxation of the TT rank. To avoid the time-consuming SVD, Frobenius norm of two factorization matrices is used as a substitute for the nuclear norm. Moreover, we enforce the sparsity of dynamic MR images by minimizing the l 1 norm of the Fourier coefficients along the temporal dimension. Lastly, we develop an effective and fast algorithm by applying an alternating direction method of multipliers (ADMM) algorithm for solving the optimization model. Numerous experiments have been conducted on three dynamic MRI data sets to estimate the performance of our proposed method. The experimental results demonstrate that constraint on low TT rankness alone is effective in CS-dynamic MRI reconstruction, and the combination of sparsity and low TT rankness constraints can yield better-reconstructed results than enforcing sparsity or low TT rankness alone. Compared with several state-of-the-art reconstruction methods, the proposed method demonstrates superior performance.
The remainder of this paper is organized as follows. In section II, an overview of the relevant tensor decomposition method. In section III, we give the proposed method: the proposed CS-dynamic MRI reconstruction model and optimization algorithm to solve it. In section IV, we present the experimental results to demonstrate the effectiveness of the proposed method. In section V, we give a conclusion.
II. BRIEF OVERVIEW A. NOTATION AND PRELIMINARIES
In this paper, we use capital letters (A, B, C . . .) to denote matrices. Tensors are denoted by calligraphic letters (A, B, C . . .). Operators are denoted by vertical letters (A, B, C . . .). The order of a tensor is the number of its dimensions (also called mode). The (i 1 , i 2 , . . . , i N ) element of an N -order tensor A of size I 1 × I 2 × . . . × I N is denoted by A(i 1 , i 2 , . . . , i N ). In the scenario of tensor decomposition, a fiber is defined by fixing every index but one. We use the MATLAB notations A(:, i, j, k, . . .), A(i, :, j, k . . .) and A(i, j, k, . . . , :) to denote the (i, j, k, . . .) th mode-1, mode-2, and mode-N fiber respectively. Mode-n matricization (unfolding) of tensor A is denoted as A (n) with the size of I n × (I 1 . . . I n−1 I n+1 . . . I N ), which is obtained by arranging all mode-n fibers as columns of a matrix. Especially, for a 3-order tensor A of size N 1 × N 2 × N 3 , we use A(:, :, k) to represent the kth frontal of slice A and use A(:) to represent the vector of size N 1 N 2 N 3 × 1, which is reshaped from A. A summary of these notations is shown in Tab. 1.
The following two norms will be used frequently in this article. The Frobenius norm of a tensor A: 
where G is the core tensor with a size of S 1 × . . . × S N and S n ≤ I n , for all n = 1, . . . , N . U n is a usually orthogonal, factor matrix (or called mode-n matrix) with the size of I n × S n , for all n = 1, . . . , N . Tucker rank is a kind of multirank, which is defined as (S 1 , . . . , S N ). A tensor that has low rankness in every mode can be represented by its Tucker decomposition with a small core tensor (whose dimension depends on Tucker rank) [24] . The Tucker decomposition is illustrated in Fig. 1 . The usual structural assumption on a tensor makes the problem well-posed is that the tensor has low rankness in every mode [24] . Many Tucker based signal recover models constrain the low rankness of mode-n matrices, and/or impose the sparsity of the core tensor. For more details, the reader can refer to [9] , [25] .
C. TENSOR TRAIN DECOMPOSITION
The need for storing the core tensor G of size S 1 ×S 2 ×. . .×S N renders the Tucker decomposition increasingly unattractive as N gets larger [26] . To alleviate this disadvantage, a simple nonrecursive form of the tensor decomposition was presented, called tensor train decomposition [17] , [26] , a special case of the Hierarchical Tucker format [27] .
For a tensor A with a size of I 1 × I 2 × . . . × I N , the tensor train decomposition of A is defined as A(i 1 , i 2 , . . . , i N ) = U 1 (:, i 1 , :)U 2 (:, i 2 , :) . . . U N (:, i N , :), (2) where U n with the size of S n × I n × S n+1 for all n = 1, . . . , N , is a 3-order core tensor. The TT-rank in the tensor train decomposition network is also a multi-rank, which is defined as (S 1 , S 2 , . . . , S N ), and S 1 = S N +1 = 1. Fig. 2 illustrates the tensor train decomposition. A simplified way for understanding the TT-rank is that the TT-rank is composed of ranks of tensor train matrices (named as TT matrices). The TT matrix A [n] with the size of p n ×q n for all n = 1, 2, . . . , N − 1, and p n = n l=1 I l , q n = N l=n+1 I l , is the mode-(1, 2, . . . , n) matricization of the tensor A. The rank of A [n] is equal to the (n + 1)th TT-rank, which has be proved in [28] . Especially, TT matrix A [n] is more balanced than the mode-n matrix A (n) . So, TT-rank can capture the correlation between the first n modes and the last N − n modes, which is sufficient to capture the global correlation of a tensor.
D. LOW-RANK BASED DYNAMIC MRI RECONSTRUCTION
Recently, many low-rank based methods have been proposed for dynamic MRI reconstruction. A few of them used the low rank plus sparse decomposition model, referred to as robust principal component analysis (RPCA) [7] , [13] . Most of them enforced the low-rankness of matrix or low-rankness of tensor (order≥ 3) directly. For instance, due to the spatiotemporal correlation, some low-rank based methods unfolded dynamic images to low-rank matrices [5] , [29] , [30] . [31] proposed a local low-rank method for dynamic MRI recovery, which first put the overlapping blocks of the images into Casorati matrices and then developed a local low-rank constraint. [32] - [34] proposed to exploit the low rankness of a Hankel structural matrix which was derived by an annihilation relation in the Fourier domain. [35] , [36] used the similarity of an image to build a low-rank matrix. In tensor-based methods, some use T-SVD tensor decomposition such as [22] and constrain the low tubal rankness. [13] used Tucker decomposition and constrained the low Tucker multi-rankness.
Here, we overview two popular low-rank based dynamic MRI reconstruction methods: Unfolding method [5] and Partial Separability (PS) method [37] . In [5] , the authors first unfolded the dynamic MR images into a Casorati matrix and then constrained the low rankness of this matrix for dynamic MRI reconstruction. We call it the Unfolding method. Partial Separability (PS) method [8] , [37] first unfolded the
U represented a basis for the spatial subspace of C. V contained a basis for the temporal subspace of C. L represented the order of partially separable.
In the PS based methods [8] , [37] - [39] , two data sets were acquired by a special data acquisition scheme. The first data set was navigation data covering the low-frequency region along the time axis. It was used to estimate the time basis V . The other data set was imaging data used for finding the spatial basis U .
III. PROPOSED METHOD
In this section, we will give the details of our proposed method including the construction of a high order tensor from (k, t)-space data, reconstruction model and the corresponding optimization algorithm.
As stated in [17] , the tensor train decomposition is more efficient for high order tensors. The d-MRI data is a 3-order tensor whose order is not high enough to perform TT decomposition efficiently. Therefore, we introduce a tensor augmentation scheme-ket augmentation (KA) to permute the (k, t)-space data into a higher-order tensor. The concept of ket augmentation (KA) was originally introduced by Latorre in [23] for casting a grayscale image into a real ket state of a Hilbert space. In [18] , Bengua, etc. used KA to reshape a low order tensor e.g. an RGB image to a higher-order tensor. Inspired by [18] , [23] , we first permute the 3-order (k, t) space data to a high order tensor by KA scheme, and then the low rankness of TT matrices of this high order tensor is used as a prior constraint for the d-MRI reconstruction.
To illustrate the operation of KA [23] , we take an 8 × 8 matrix M as an example, as shown in Fig. 3 . The initial block is labeled as i (i = 1, 2, 3, 4). A larger block is labeled as j (j = 1, 2, 3, 4). The largest block outside is labeled as k (k = 1, 2, 3, 4). Let us start with the initial block: First, all the initial blocks in the fixed larger block j are rearranged into a column, for all j in [1, 2, 3, 4] . Then, the initial blocks in all the larger blocks under a fixed label i are rearranged into a row, for all i in [1, 2, 3, 4] . Lastly, the largest block k is rearranged as the third mode of the tensor T , for all k in [1, 2, 3, 4] . 3, 4] . So, by using KA scheme we can turn a matrix of size x N × y N into an N -order tensor of size xy × xy × . . . × xy. By analogy, KA scheme can be used to turn a 3-order tensor with the size of x N × y N × N 3 into an (N + 1)-order tensor with the size of xy × xy × . . . × xy × N 3 .
In our proposed method, we first reshape the (k, t)-space data into a higher-order tensor using KA scheme. Then, we constrain low TT rankness and sparsity for the dynamic MRI reconstruction. Fig. 4 plots the normalized singular values of each TT matrices of Data set1 in section IV-A, which shows the low rankness of TT matrices. Here, we define two operators for subsequent use. One is K, termed as KA operator, represents the operation of reshaping low dimensional tensors into high-dimensional tensors by KA scheme. The other is the operator T n , which converts a tensor into the nth TT matrix. The inverse operators corresponding to T n , K are T −1 n , K −1 respectively. A summary of the relevant variables used next is shown in Tab. 2. An overview of the proposed method is shown in Fig. 5 .
A. MODEL
The proposed TT based model for dynamic MRI reconstruction is as follows,
where α n denotes the weight for all n = 1, 2, . . . , N − 1 and N −1 n=1 α n = 1. X denotes a dynamic magnetic resonance image with the size of N 1 × N 2 × N 3 . F s corresponds to the spatial Fourier transform operator. R is the undersampling tensor mask, which selects 0 or 1 as its elements randomly, and Y is the undersampled (k, t)-space measurement whose missing entries have the same location as zeros in R. θ is the noise. The problem (3) can be divided into (N − 1) subproblems,
where n = 1, 2, .., N −1. Then we can get the final X by X = N −1 n=1 α n X n . Essentially, (4) is a matrix completion problem. Many algorithms [40] , [41] have been proposed to minimize nuclear norms. Most of them use SVD, which leads to increasingly expensive computation as the sizes and ranks of the underlying matrices increase [45] . In this paper, the nuclear norm of the matrix is replaced by the minimum Frobenius norm of the two factorization matrices [42] - [44] , as shown in (5) , which reduces the computational times due to SVD.
where B [n] denotes the nth low-rank TT matrix of K(F s X n ), and the superscript H stands for the Hermitian transpose. The low-rank TT matrix B [n] with the size of p n × q n can be expressed, nonuniquely, as a matrix product B [n] = U n V H n . The initial U n of size p n × r and V n of size q n × r can be determined by solving the following optimization problem using the LMaFit method [45] .
where D [n] is the nth TT matrix of K(Y), whose missing entries have the same location as zeros in R . R is the corresponding undersampling mask, i.e. T n K(R).
[n] is the nth TT matrix of K(θ). Then (3) turns to:
where n = 1, 2, . . . , N − 1.
Besides low rankness, another commonly used prior information is sparsity. Fourier transform along the temporal dimension as a sparsifying transform has been proven useful in exploiting the sparsity of dynamic MRI data in many reconstruction methods [1] , [46] . Therefore, we enforce temporal sparsity as well. After adding the sparsity constraint, (7) turns to the following optimization problem.
where F t X denotes the Fourier coefficients along the time dimension. β is the regularization parameter. Then we rewrite (8) as an unconstrained convex optimization problem:
In the final proposed model (9) , O n denotes the scaled dual variable, n = 1, . . . , N − 1. λ and β are the regularization parameters. ρ 1 > 0 is the penalty parameter. The first term guarantees data consistency. The second and the third terms are to enforce the low TT rankness of the (k, t)-space data, and the last term is to enforce the sparsity of dynamic MRI data in the Fourier transform domain.
B. ALGORITHM
To solve the joint/mixed TT low-rank and sparse minimization problem (9), we develop an effective algorithm by applying the alternating direction method of multipliers (ADMM) algorithm. First, we introduce auxiliary variable Z = F t X .
Then the problem (9) can be recast into a convex problem as follows:
where n = 1, 2, . . . , N − 1, and ρ 1 , ρ 2 > 0 are called the penalty parameters. Q denotes the scaled dual variable. By applying ADMM, each subproblem can be performed at (c + 1)th iteration as follows:
The subproblem (11) is a linear least-squares problem. According to its format, we break it into (N − 1) independent minimization subproblems. Let X (c+1) n denote the solution at (c + 1)th iteration of the nth subproblem. Then X (c+1) n can be determined by:
The initializations U (0) n and V (0) n can be obtained by the LMaFit method.
The regularization parameters λ, β, ρ 1 , ρ 2 are selected empirically, more details can be found in Section IV-B. The weights α n for all n = 1, 2, . . . , N − 1 are defined as follows:
where I 1 × I 2 × . . . × I N is the size of the augmented tensor K(F s X ). The whole algorithm named as KATT&Sparsity for solving the problem (8) is shown in Algorithm 1.
Algorithm 1 KATT&Sparsity
Input: Few measurements from (k, t)-space data Y. The sampling mask R, maximum number of iteration c max , convergence condition η tol . 1: Parameters: λ, β, ρ 1 , ρ 2 ; α n , and n = 1, . . . , N − 1. While c ≤ c max and η c < η tol do: 5: KA scheme: Turn 3-order tensor F s X to N -order tensor K(F s X ). 6: Solve (11) 
12:
Return X * n , where * represents the optimal solution. 13: end for Output: X * = N −1 n=1 α n X * n .
C. COMPLEXITY ANALYSIS 1) STORAGE COMPLEXITY
For an N -order tensor X ∈ C I 1 ×I 2 ×...×I N , the storage complexity is N i=1 I i , which increases exponentially with its order N . For simplicity, we assume S i = S and I i = I . The storage complexity of X in Tucker decomposition is (S N + N × S × I ) which also increases exponentially with its order N . While in TT network, the storage complexity can be reduced to S × I 2 (N − 2) + 2S × I , which also results to the lower computational complexity.
2) COMPUTATIONAL COMPLEXITY
In the nuclear norm-based method, given an N -order tensor X ∈ C I 1 ×I 2 ×...×I N , the computational complexity mainly depends on the nuclear norm minimization of X [n] which requires computing singular value decompositions (SVD) at each iteration step. The computation burden increases rapidly as matrix sizes and ranks increase. Assuming I i = I for all i = 1, 2, . . . , N , the computational complexity is o((N − 1)I N ). VOLUME 8, 2020 Therefore, the overall complexity is o(C(N − 1)I N ), where C is the number of iterations. To solve a large-scale optimization problem, we use a low-rank factorization model, where SVD can be replaced by updating the two factorization matrices which results in solving a linear least-squares problem per iteration [45] .
IV. EXPERIMENTAL RESULTS
We conducted experiments on three cardiac cine data sets to compare the proposed method with six state-of-the-art methods in terms of both visual and quantitative quality. The six methods are k-t SLR [5] , RPCA-DMRI [7] , L1-TV [1] , TNN-TV [22] , TuckerDMRI [13] and PS-L1 [8] . L1-TV only used spatial sparsity constraints and no spatiotemporal correlation was exploited. RPCA-DMRI and TuckerDMRI treated the dynamic images as the sum of a sparse and a low-rank component, and then enforced the sparsity of the sparse component and low rankness of the other component. The methods k-t SLR, PS-L1, TNN-TV, and the proposed method all simultaneously integrate sparsity and low rankness constraints. While in k-t SLR and PS-L1, a tensor was unfolded to a matrix and low-rankness of matrix was exploited. TNN-TV and the proposed method exploit tensor rank, but with different definitions of tensor rank.
The codes of k-t SLR 1 , PS-L1 2 , L1-TV 3 are all available online. All simulations were carried out on Windows 10 and MATALB R2019a running on a PC with an Intel Core i7 CPU 2.8 GHz and 16 GB of memory.
A. ACQUIRED DATASETS
Experiments were conducted on both phantom and in vivo cardiac data sets.
The Data set1: Obtained from Bio Imaging and Signal Processing Lab (http://bispl.weebly.com/), this data set contains N 3 = 25 temporal frames of size N 1 = N 2 = 256 with a 345 × 270 mm 2 field of view (FOV) and 10 mm slice thickness. The acquisition sequence was steady-state free precession (SSFP) with a flip angle of 50 • and TR = 3.45 ms.
The Data set2: Free-breathing physiologically improved non-uniform cardiac torso (PINCAT) numerical phantom data of size 128 × 128 × 50 in the spatial-temporal domain. The PINCAT phantom is an adaptation to MR of the NCAT phantom in CT and was proposed by Sharif and Bresler [47] for evaluating cardiac MR imaging schemes and reconstruction methods in MRI.
The Data set3: A numerical human cardiac MR phantom with quasi-periodic heartbeats provided in http://mri. beckman.illinois.edu/software.html. The phantom was created from real human cardiac MRI data which were collected using retrospective ECG-gating during a single breath-hold and used to generate a time series of images representing a single prototype cardiac cycle [8] . Acquisition parameters: 1 http://research.engineering.uiowa.edu/cbig/content/matlab-codes-k-t-slr 2 http://mri.beckman.illinois.edu/software.html 3 https://people.eecs.berkeley.edu/ mlustig/ acquisition matrix size= 200 × 256, field-of-view FOV = 273 mm × 50 mm, effective spatial resolution 1.36 mm × 1.36mm, slice thickness= 6 mm, and TR = 3 ms. Fig. 6 shows several frames from the above-mentioned data sets and the sampling patterns used in the experiments. As shown in Fig. 6 (a) and (e), in our work, the undersampled (k, t)-space measurements were obtained from pseudo radial lines or Cartesian projections. The images reconstructed from fully sampled (k, t)-space measurements were used as ground truth reference. Some data may not have the standard size of x N × y N × N 3 , if necessary, we can turn the data into the standard size by inserting zero elements around the edges of (k, t)-space data before KA.
B. PARAMETERS SETTINGS
For quantitative evaluation, the reconstruction quality was measured by the relative least normalized error (RLNE) and structural similarity (SSIM). RLNE is a standard image quality metric indicating the difference between the reconstruction X * (:) and the ground truth image X (:): [48] is more consistent with the human visual perception, comparing local patterns of pixel intensities between X * (:, :, i) and X (:, :, i) that have been normalized for luminance and contrast 4 :
1,ii + µ 2 2,ii + 1 )(σ 2 1,ii + σ 2 2,ii + 2 ) Here, i = 1, 2, . . . , N 3 , µ 1,ii and µ 2,ii are mean intensities at the iith local window of X * (:, :, i) and X (:, :, i), while σ 1,ii and σ 2,ii are the corresponding standard deviations. σ 12,ii denotes the covariance and the constants 1 , 2 are included to avoid instability. Then, we use ζ SSIM = 1 N 3 N 3 i ζ SSIM i as a metric for the quality of the reconstructed dynamic MR images.
The performance of the proposed KATT&sparisty method depends on the regularization parameters λ, β, ρ 1 , and ρ 2 . Parameters λ and β are used to balance the sparsity and low rankness constraints. Parameter pair (λ, ρ 1 ) controls how heavy low TT rankness prior is penalized, while parameter pair (β, ρ 2 ) affects the sparsity prior constraint. ρ 1 and ρ 2 generally affect the convergence of the algorithm. In this section, we conduct experiments on Data set1-3 to present the appropriate ranges of the parameters used in our method. We reconstructed images under pseudo radial undersampling at 30% sampling rate (SR) and depicts how RLNEs of these images vary with the parameters. Figure 7 demonstrates the results in three cases for each data set: (1) How (λ, ρ 1 ) affects RLNE when we set β = 0 and ρ 2 = 0; (2) How (β, ρ 2 ) affects RLNE if λ = 0 and ρ 1 = 0; (3) How RLNEs vary with λ and β when we set ρ 1 , ρ 2 to the optimal values. As shown in Fig. 7 , for all three data sets, the optimal range of ρ 1 covers (0.0005∼0.005) according to the RLNE graphs in the leftmost column. The common optimal range of ρ 2 is around 200 as shown in the middle column. From the rightmost column, the optimal ranges of parameter pair (λ, β) include (1, 10 −4 ∼ 10 −3 ), (0.1, 10 −5 ∼ 10 −4 ) and (0.01, 10 −5 ) if we set ρ 1 = 0.001, ρ 2 = 200. From Fig. 7 we know that the parameters have overlapping optimal ranges for Data set1-3.
C. HOW KA CONTRIBUTES TO THE FINAL RESULTS?
In [23] , KA was originally proposed to permute a gray image into a high order tensor. In [18] , the authors used KA to reshape an RGB image into a high order tensor, then enforced its low TT rankness to recover the image. TT decomposition can be used for the solution of high-dimensional tensor problems efficiently [17] . Considering that dynamic MRI data is not that high dimensional tensor level, we use KA to permute the original data into a high order tensor inspired by [18] , [23] .
To further investigate how KA contributes to the final results, we conduct the experiments with and without KA scheme at different sampling rates. The proposed method without KA is denoted as TT&Sparsity (Without KA). The results are shown in Tab. 3 and Fig. 8 . TABLE 3 presents the RLNEs(%)/SSIMs of the proposed method with and without KA scheme, under the two sampling masks with SR = 30%, 40%, and 50%. We can see that the method using KA has lower RLNEs and higher SSIMs than the method without KA. Fig. 8 shows the reconstructed 10th, 24th, and 10th spatial frames corresponding to the Data sets1-3 under Cartesian sampling (SR = 30%). It can be seen that the method using KA has better visual quality which means KA can help to deeply explore the low TT rankness to reduce the sampling data. Essentially, TT&Sparsity (Without KA) can be regarded as a method based on Tucker decomposition. Since Tucker's rank comprises the ranks of highly unbalanced mode-n matrices, TT&Sparsity (Without KA) is less efficient than the method using KA. 
D. COMPARISON UNDER PSEUDO RADIAL SUBSAMPLING
Experiments were conducted on three data sets under pseudo radial subsampling. The proposed method KATT&Sparsity will be compared with k-t SLR, RPCA-DMRI, L1-TV, TNN-TV, and TuckerDMRI. We tuned the parameters to make sure all the methods have the best performance. Table. 4 shows the RLNEs(%)/SSIMs of all the data sets under pseudo radial sampling, with SR (sampling rate) = 20%, 40%, and 60%. We can see that our method has best RLNEs and SSIMs for all Data sets at SR = 20%. Our method is comparable with TNN-TV for Data set1 and Data set3 at SR = 40% and SR = 60%. To evaluate the visual quality, in Fig. 9 we illustrate the reconstructed magnitude images and error images of the 10th frame from Data set1 and Data set3 by the six methods at 30% sampling rate (SR). We observe that the proposed method performs well in preserving features of dynamic images for highly undersampled (k, t)-space measurements. From the error images of Data set3 in Fig. 9 , we can see that the highly undersampling mask leads to the structured artifacts, and our method weakens most of those errors compared with other methods. The images reconstructed by the proposed method are closer to the ground truths than the other comparison methods.
The above results demonstrated that simultaneously enforcing the low rankness of TT matrices and sparsity can achieve good reconstruction results. To demonstrate the effect of this combination, in Fig. 10 we depict the RLNE and SSIM curves of each reconstructed spatial frame from Data set1-3 at SR = 30% by enforcing 1) low TT rankness only-KATT method, 2) temporal sparsity only-FtL1 method and combination of 1) and 2)-KATT&Sparsity method. We can say that the combination of sparsity and low TT rankness constraints can yield better-reconstructed results than only enforcing sparsity or low TT rankness.
E. COMPARISONS UNDER CARTESIAN SUBSAMPLING
Experiments were conducted on three data sets under Cartesian subsampling. We compared our proposed method KATT&Sparsity with k-t SLR, RPCA-DMRI, L1-TV, TNN-TV, TuckerDMRI, and PS-L1. For a fair comparison with the PS based method, we use the Cartesian sampling mask with 10 lines in the low-frequency region, and SR varies from 10% to 80%.
For visual comparison, in Fig. 11 we illustrate the reconstructed magnitude images and error images of the 10th frame by the above seven methods from Data set1 at SR = 30%. L1-TV cannot achieve good reconstruction result since it only exploited the spatial sparsity and didn't use spatial and temporal correction. RPCA-DMRI and TuckerDMRI achieve comparable results. As can be observed, our proposed method generates the closest results to the ground truths.
Different tensor decomposition tools can provide different low tensor rank prior to a dynamic MRI reconstruction. For instance, the Tucker method used Tucker decomposition and enforced low Tucker rankness. TNN used t-SVD decomposition and enforced low tubal rankness. We use TT decomposition and enforce low TT rankness.
We conducted experiments on Data set1-3 to study how different tensor-rank penalties affect the dynamic MRI reconstruction. To compare the effects of low-rank constraint alone, here the penalty term is only rank-related. The RLNEs and SSIMs of the reconstructed dynamic images by enforcing low Tucker, tubal and TT rankness are shown in Fig. 12 , from which we observe that low TT rank constraint method is comparable with t-SVD based dynamic MRI reconstruction method, and Tucker based dynamic MRI reconstruction method generates the worst results.
To further estimate the performance quantitatively, the curves of RLNEs and SSIMs of the reconstructed images from Data set1-3 with SR = 10%-80% are shown in Fig. 13 . The numerical results of RLNEs(%)/SSIMs are shown in Tab. 5 with SR = 20%, 40%, and 60%.
We can find that the proposed method has better RLNEs and SSIMs for Data set1 and Dada set3 at different sampling rates. Our method demonstrates comparable results as the TNN-TV method proposed by us previously [22] . The RLNEs and SSIMs of every spatial frame at 30% SR for Data set1 are depicted in Fig. 14, which demonstrates that each spatial image reconstructed by KATT&Sparsity has the lowest RLNE and the highest SSIM. Tab. 6 shows the comparison of the runtime of the seven methods under Cartesian sampling, and SR = 30%. For all Data sets, L1-TV has the longest runtime and PS-L1 has the shortest runtime. For Data set1, TNN-TV has the second shortest runtime, TuckerDMRI, TNN-TV, RPCA-DMRI, k-t SLR, and KATT&Sparsity have comparable runtime. For Data set2 and Data set3, k-t SLR has the second shortest runtime.
V. CONCLUSION
In this paper, we proposed a new tensor train reconstruction method that exploited sparsity and low rankness of TT matrices simultaneously. Since TT matrices can capture the inner structural information efficiently, the structure of the aimed (k, t)-space data was maintained effectively by enforcing the low TT rank. By using KA scheme, we permuted the (k, t)-space data to a high dimensional tensor. Then we formulated the dynamic MRI reconstruction problem into an optimization problem and developed an ADMM based algorithm to solve it. To reduce the computational complexity, we minimized Frobenius norm of two factorization matrices instead of minimizing the nuclear norm of TT matrices. The experimental results demonstrated that the low TT-rankness constraint is effective for dynamic MRI reconstruction, and the combination of sparsity and low TT rankness constraints can yield high-quality reconstruction.
