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Abstract
We present in this dissertation some developments in the discretizations of exterior calculus for
problems posed on simplicial discretization (meshes) of geometric manifolds and analogous prob-
lems on abstract simplicial complexes. We are primarily interested in discretizations of elliptic type
partial differential equations, and our model problem is the Hodge Laplacian Poisson problem on
differential 𝑘-forms on 𝑛-dimensional manifolds. One of our major contributions in this work is
the computational quantiﬁcation of the solution using the weak mixed formulation of this problem
on simplicial meshes using discrete exterior calculus (DEC), and its comparisons with the solution
due to a different discretization framework, namely, ﬁnite element exterior calculus (FEEC). Conse-
quently, our important computational result is that the solution of the Poisson problem on different
manifolds in two- and three-dimensions due to DEC recovers convergence properties on many se-
quences of reﬁned meshes similar to that of FEEC. We also discuss some potential attempts for
showing this convergence theoretically. In particular, we demonstrate that a certain formulation
of a variational crimes approach that can be used for showing convergence for a generalized FEEC
may not be directly applicable to DEC convergence in its current formulation.
In order to perform computations using DEC, a key development that we present is exhibiting
sign rules that allow for the computation of the discrete Hodge star operators in DEC on Delaunay
meshes in a piecewise manner. Another aspect of computationally solving the Poisson problem
using the mixed formulation with either DEC or FEEC requires knowing the solution to the cor-
responding Laplace’s problem, namely, the harmonics. We present a least squares method for com-
puting a basis for the space of such discrete harmonics via their isomorphism to cohomology. We
also provide some numerics to quantify the efficiency of this solution in comparison with previously
known methods. Finally, we demonstrate an application to obtain the ranking of pairwise compar-
ison data. We model this data as edge weights on graphs with 3-cliques included and perform its
Hodge decomposition by solving two least squares problems. An outcome of this exploration is
also providing some computational evidence that algebraic multigrid linear solvers for the resulting
linear systems on Erdős-Rényi random graphs and on Barabási-Albert graphs do not perform very
well in comparison with iterative Krylov solvers.
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Chapter 1.
Introduction
1.1. Prologue
Partial differential equations (PDEs) model various phenomena in many scientiﬁc and engineering
applications on domains that are subsets of ℝ2 or ℝ3. For example, electromagnetic interactions,
ﬂow and mixing of ﬂuids or elasticity of materials all have widespread engineering and technological
applications. Thus, it is crucial to obtain a solution for a given PDE under a prescribed set of
conditions. Such a solution is, more often than not and except under very special circumstances,
not available in closed form and thus one resorts to a suitable numerical solution scheme. The key
operator in these PDE models, whether in modeling heat diffusion, wave propagation, or in a steady
state model for ﬂux conservation, is the Laplace operator or simply the Laplacian .
The Laplacian is usually expressed as
𝜕2
𝜕𝑥2 +
𝜕2
𝜕𝑦2 +
𝜕2
𝜕𝑧2 in standard Cartesian coordinates or as
div ∘ grad in vector calculus notation. However, this is only the lowest order Laplacian in 3d Eu-
clidean space and is called the scalar Laplacian. There are other Laplacian operators, for example,
the vector Laplacian , which can also be written in vector calculus notation as div ∘ grad− curl ∘ curl.
The generalization of vector calculus objects and operators to a calculus on manifolds is the subject
of exterior calculus. Exterior calculus generalizes the standard differential operators in vector calcu-
lus, and replaces scalar and vector ﬁelds by differential forms and vector ﬁelds. In this setting, the
class of operators that generalize the scalar and vector Laplacians are referred to as Hodge Laplacians.
In this work, we are interested in working in this generalized setting where PDEs can be written in
terms of Hodge Laplacians. We restrict our work to elliptic PDEs (and to model Poisson’s equation)
to focus on understanding the discretization of the Laplacian for numerical solution. We use two
different discretizations for Poisson’s equations involving these Hodge Laplacians, namely, ﬁnite
element exterior calculus (FEEC) and discrete exterior calculus (DEC).
Our major goal is to study via numerical experiments the convergence of these Poisson’s equations
using DEC and relate them with the solutions obtained using FEEC. Along the way, we solve two
important and related problems of ﬁnding a basis for harmonics (solutions of Laplace’s equation) and
extend the applicability of DEC to a wider class of meshes than was previously known. In addition,
we also study the solutions to these PDE problems on graphs, which are devoid of any geometric
structure, motivated primarily by an application involving ranking. This last study also throws open
many interesting problems pertaining to numerical analysis beyond PDE discretizations especially
in solution of the arising linear systems. This is also a theme that recurs in our computational
analysis of DEC convergence on geometric domains.
1
Chapter 1. Introduction
1.2. Contributions
A list of our essential contributions can be summarized as follows.
• We provide the ﬁrst computational experiments in 2d and 3d which indicate that DEC for
mixed form Poisson problems involving the Hodge Laplacian is convergent. This means that
the𝐿2 error for the DEC solution, on a sequence of meshes which are successively ﬁner reﬁne-
ments on the problem domain, goes to zero as the mesh parameter goes to zero. (The mesh
parameter is a number between 0 and 1 that indexes the sequence of meshes, and smaller its
value more ﬁnely reﬁned is a mesh.) We ﬁnd that DEC recovers the same rates of conver-
gence of the error as in the corresponding solution by FEEC on simply connected domains as
well as domains with a nontrivial topology. Moreover, we also exhibit a sequence of meshes
in which the mesh parameter does go to zero but the error in the DEC solution, in contrast
with the FEEC solution, does not go to zero and saturates. A preliminary investigation re-
veals that these sequence of meshes are, in a sense, poorer in quality, thereby leaving open the
question of precisely quantifying dependence of the DEC solutions’s error on mesh quality,
and its effect on convergence.
• We introduce a new characterization for DEC by introducing a new set of ﬁnite dimensional
vector spaces with a new inner product on the primal-dual triangulation of a domain. These
pave the way for potentially interpreting DEC as a variational formulation. In addition, this
new characterization also enables interpretation of DEC as a ﬁnite volume like formulation.
• An important ingredient in the computation of the mixed formulation solution of Hodge
Laplacian Poisson’s equation is a basis for the space of discrete harmonics. (Harmonics are
the solutions to the Laplace’s equation of the Hodge Laplacian operator; discrete harmonics
are solutions to the discretization of this problem.) We provide a new least squares method
to compute discrete harmonics given an element in the cohomology. This result arises from
our discrete formulation of the Hodge isomorphism theorem that relates the cohomology of
a space with the solution of the Laplace’s equation deﬁned on that space.
• We surmount an earlier limitation in application of DEC to Delaunay meshes by providing
sign rules for correctly computing the signed volumes that are involved in the computation
of the discrete Hodge star operators in DEC.
• Motivated by our work on solving PDEs on geometric domains (manifolds) using discretiza-
tions of exterior calculus, we present an application of the solution of PDEs on graphs which
are devoid of any metric information. This solution process which leads to a pair of least
squares problems can be suitably interpreted as ranking pairwise alternatives. Our work here
reveals many interesting new computational problems with solving linear systems arising from
discretization of PDEs on graphs unlike manifolds attributable to lack of a local structure.
1.3. Organization
Our exposition in this thesis follows exactly the reverse ordering of our list of contributions. In the
rest of this chapter, we provide a brief summary of the essential background required for the remain-
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der of the work. In Chapter 2, we discuss the problem of obtaining a discrete Hodge decomposition
on various different types of graphs and highlight an application as well as several interesting compu-
tational vignettes arising from it. In Chapter 3, we enumerate our work on the extension of DEC to
computing on Delaunay meshes and list one open problem concerning characterization of meshes
for which Poisson discretization using DEC can indeed be posed. In Chapter 4, we provide the
least squares method that leads to the computation of a basis for discrete harmonics, and list sev-
eral features as well as advantages of using our method over other earlier ones in literature. Finally,
in Chapter 5, we provide our computational experiments showing that the error in solving the mixed
formulation of the Hodge Laplacian Poisson’s equation using DEC recovers the same convergence
rates as FEEC on a variety of different problems and problem domains.
1.4. Preliminaries
We will provide here a bare minimum of terminology from exterior calculus and algebraic topology
that we need. Essentially, these are the pre-requisites, and are a brief summary of details which
can be found in many standard references [Abraham, Marsden, and Ratiu 1988; Bott and Tu 1982;
Hatcher 2002; Lee 2003; Munkres 1984; Morita 2001; Spivak 1965; Tu 2011]. In addition to these, we
provide any additional background needed for each of the chapters within them. For instance, we
use two different discretizations of exterior calculus, namely, discrete exterior calculus (DEC) [Hirani
2003] and ﬁnite element exterior calculus (FEEC) [Arnold, Falk, and Winther 2006b; Arnold, Falk, and
Winther 2010]. For both of these, we provide merely a brief overview of the basics in Chapter 5
leaving out the extensive details.
1.4.1. Simplices, simplicial complex, primals and duals
An 𝑛-simplex is the convex hull of a set of points in general position in space, that is, the points
are all geometrically independent. Here, 𝑛 denotes the dimension of the simplex. Usually, a 𝑛-
simplex is represented as {𝑎0, 𝑎1,… , 𝑎𝑛} where 𝑎𝑖’s are vertices such that the geometric vectors
{𝑎𝑖 − 𝑎0 | 𝑖 = 1,… , 𝑛} form an independent set. A simplicial complex 𝐾 is a collection of simplices
such that each face of a simplex also belongs to𝐾 as well as that the intersection of any two simplices
of𝐾 is in𝐾. A simplex can be oriented by ordering its vertex set and by specifying as equivalent any
two orderings that differ by an even permutation. A smooth manifold can be thought of as a space
that is locally diffeomorphic to an Euclidean space. For even more simplicity, it is sufficient to think
of smooth manifolds as surfaces although the notions are more generally valid.
DEC is developed on simplicial oriented manifold complexes (primal meshes) and their circumcen-
tric duals (dual meshes) . By manifold complex , we mean a complex which is a manifold. (Typically this
is a simplicial approximation of a smooth manifold.) This duality is the usual 𝑘 vs 𝑛 − 𝑘 geometric
duality common in algebraic topology [Munkres 1984] except that circumcenters are used instead
of barycenters. Here 𝑛 is the dimension of the manifold simplicial complex, which may be smaller
than the embedding dimension. For ﬁnite element exterior calculus, we will not have the geometric
duality. However, the idea of dual cells will continue to be conceptually useful in deﬁning operators.
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1.4.2. Chains, forms, and cochains
The main objects of exterior calculus are differential forms . These are the smooth skew symmet-
ric tensor ﬁelds on a manifold. The space of differential (i.e., smooth) 𝑘-forms on a manifold 𝑀 is
denoted Λ𝑘(𝑀). An element of this space is a skew symmetric tensor – it takes as input 𝑘 tangent
vectors and yields a real number at each point on 𝑀 . The ﬁelds that appear in partial differen-
tial equations can usually be written in terms of differential forms and vector ﬁelds. For example,
electric ﬁeld is a 1-form, magnetic ﬂux is a 2-form, ﬂux of a ﬂuid across a surface is a 2-form.
In discretizations of exterior calculus oriented manifolds are often discretized as oriented simpli-
cial complexes, and forms are discretized as cochains. But ﬁrst we need the notion of real-valued
𝑘-chains (or 𝑘-dimensional chains) on a simplicial complex 𝐾. A 𝑘-chain is a real-valued function on
the 𝑘-simplices of 𝐾 such that its value on a simplex changes sign when the simplex orientation is
reversed. The space of real-valued 𝑘-chains is denoted𝐶𝑘(𝐾; ℝ), which we will abbreviate to𝐶𝑘(𝐾)
or simply𝐶𝑘. It is a vector space with dimension equal to the number of 𝑘-simplices in𝐾, which we
will denote by 𝑁𝑘. The most important objects for this dissertation are real-valued 𝑘-cochains and
these are used as the discretizations of differential 𝑘-forms. The space of 𝑘-dimensional cochains
on 𝐾 is the vector space dual of 𝐶𝑘(𝐾) and is denoted 𝐶𝑘(𝐾) or 𝐶𝑘(𝐾; ℝ). That is, 𝐶𝑘(𝐾) is
the space of real-valued linear functionals on the vector space 𝐶𝑘(𝐾; ℝ). There is a special basis
of 𝐶𝑘(𝐾), called the elementary chain basis. A vector (i.e., chain) in this basis takes the value 1 on a
particular 𝑘-simplex and 0 on all others. The elementary cochain basis is a basis for 𝐶𝑘(𝐾) dual to the
elementary chain basis, dual in the vector space sense.
1.4.3. Exterior derivative
The main operator in exterior calculus is the exterior derivative d𝑘 ∶ Λ𝑘(𝑀) → Λ𝑘+1(𝑀), and it
works as the main differential operator for partial differential equations in exterior calculus. (The
operator d𝑛 where 𝑛 is the dimension of𝑀 , is deﬁned to be the zero operator.) Its discretization is
built from the boundary operator of algebraic topology. The boundary operator is 𝜕𝑘 ∶ 𝐶𝑘 → 𝐶𝑘−1
and is deﬁned by its action on a 𝑘-simplex. The matrix form of 𝜕𝑘 in the elementary chain basis
consists of entries that are 0, or ±1. The matrix has 𝑁𝑘−1 rows and 𝑁𝑘 columns. For example, for
𝜕2 each column corresponds to a triangle and has 3 nonzero entries. These are +1 if that edge’s ori-
entation agrees with the triangle’s and −1 if it does not. The most important property of boundary
operators is that 𝜕𝑘−1 ∘ 𝜕𝑘 = 0. The coboundary operator has a matrix form that is the transpose
of the matrix for boundary. The discrete exterior derivative operators are just the coboundary op-
erators and are denoted d𝑘 ∶ 𝐶𝑘 → 𝐶𝑘+1. Thus as a matrix, d𝑘 is the transpose of 𝜕𝑘+1 and so
d𝑘+1 ∘ d𝑘 = 0, which is analogous to the vector calculus identities curl ∘ grad = 0 and div ∘ curl = 0.
1.4.4. Homology and cohomology
The real-valued 𝑘-dimensional homology of a simplicial complex 𝐾 is the vector space 𝐻𝑘(𝐾; ℝ) ∶=
ker 𝜕𝑘 / im 𝜕𝑘+1, which is denoted as 𝐻𝑘(𝐾) or 𝐻𝑘. It is the set of equivalence classes of 𝑘-cycles,
since the chains in ker 𝜕𝑘 are also called 𝑘-cycles . Elements of im 𝜕𝑘+1 [Munkres 1984, page 30] are
called 𝑘-boundaries . The cycles in an equivalence class of 𝐻𝑘 differ by a 𝑘-boundary. Two cycles 𝑎
and 𝑏 such that 𝑎 − 𝑏 = 𝜕 𝑐 for some 𝑐 are called homologous . Cycles homologous to zero cycles are
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called trivial. Such a cycle is obviously a boundary. Similarly, when dealing with cochains, d (which is
our notation for the coboundary operator) is used instead of 𝜕 and one calls the elements of ker d𝑘
as the 𝑘-cocycles and elements of im d𝑘−1 as the 𝑘-coboundaries.
For a surface, a single 1-homology class is represented by any nontrivial cycle in it and all such
cycles in that class are homologous. For a torus, the two distinct classes are represented by a loop
going around the latitude or one going around the longitude direction. On an annulus, the inner
or outer boundaries are examples of nontrivial cycles if for example, all edges of that boundary are
given values ±1 in such a way that it becomes oriented in one direction. The vector space duals
of 𝐻𝑘 space are the 𝐻𝑘 cohomology spaces. This can also be deﬁned using the d operators. Two
cochains that differ by the d of something are called cohomologous . The equivalence classes that
constitute 𝐻𝑘 are called cohomology classes.
Let 𝐾 be the simplicial approximation of a manifold with boundary 𝜕𝐾. The space of relative
𝑘-chains of 𝐾 relative to 𝜕𝐾, are chains that agree outside 𝜕𝐾. Then relative 𝑘-cycles are relative
𝑘-chains whose boundary is in 𝜕𝐾. Relative boundaries can be deﬁned similarly. The quotient
vector space of relative 𝑘-cycles modulo relative 𝑘-boundaries is the relative 𝑘-homology vector space,
denoted𝐻𝑘(𝐾, 𝜕𝐾). If𝐾 is the annulus, then a cycle that goes around the hole and stays away from
𝜕𝐾 is now a trivial relative cycle because it homologous to either boundary. The relative chain that
connects the two boundaries and is oriented in one direction, is an example of a nontrivial relative
cycle.
The nontrivial relative cycles are useful to us because they provide a basis for the cohomology
vector space. This is the result of the Lefschetz duality theorem [Munkres 1984] that for a mani-
fold 𝐾 with boundary 𝜕𝐾, the the relative 𝑘-homology space and (𝑛 − 𝑘)-cohomology space are
isomorphic as vector spaces 𝐻𝑘(𝐾, 𝜕𝐾) ≃ 𝐻𝑛−𝑘(𝐾). When there is no boundary, such as in the
torus, the isomorphism is called Poincaré duality, and then 𝐻𝑘(𝐾) ≃ 𝐻𝑛−𝑘(𝐾).
1.4.5. Whitney map and Whitney forms
The Whitney map can be thought of as an interpolation scheme for cochain values. Speciﬁcally, the
Whitney map W ∶ 𝐶𝑘(𝐾) → 𝐿2Λ𝑘(|𝐾|) is a map from cochains to square integrable forms (that
happen to be piecewise smooth on each simplex). Here |𝐾| is the underlying space of the complex
𝐾. Values on vertices of a simplex are linearly interpolated using barycentric coordinates. This is
the Whitney map for 0-cochains. The higher dimensional Whitney maps are built from barycentric
coordinate functions. If 𝜇𝑖 denotes the barycentric coordinate function corresponding to vertex 𝑖,
then in a triangle, the Whitney form corresponding to edge [𝑖, 𝑗] is 𝜇𝑖 d𝜇𝑗−𝜇𝑗 d𝜇𝑖. The Whitney
2-form corresponding to a triangle [𝑖, 𝑗, 𝑘] in a tetrahedron is 2 (𝜇𝑖 d𝜇𝑗 ∧ d𝜇𝑘 − 𝜇𝑗 d𝜇𝑖 ∧ d𝜇𝑘 +
𝜇𝑘 d𝜇𝑖∧d𝜇𝑗). We will avoid deﬁning the wedge operator ∧ by noting that the Whitney 1-forms in
two- and three-dimensional space, and Whitney 2-forms in three-dimensional space can be viewed
as vector ﬁelds (proxy vector ﬁelds). In the standard metric, the vector ﬁelds corresponding to the 1-
forms and 2-forms above are 𝜇𝑖∇𝜇𝑗−𝜇𝑗∇𝜇𝑖 and 2 (𝜇𝑖∇𝜇𝑗×∇𝜇𝑘−𝜇𝑗∇𝜇𝑖×∇𝜇𝑘+𝜇𝑘∇𝜇𝑖×∇𝜇𝑗),
respectively. Finally, please refer to Appendix D for a slightly expanded discussion of Whitney
forms.
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1.4.6. Hodge star operators
Another operator we need is the discrete Hodge star ∗𝑘 ∶ 𝐶𝑘 → 𝐷𝑛−𝑘, where 𝐷𝑛−𝑘 denotes the
(𝑛 − 𝑘)-cochains on dual cells. As a matrix, ∗𝑘 in DEC is a diagonal matrix of order equal to the
number of 𝑘-simplices. We will call this matrix the DEC Hodge star. The entry corresponding to a
simplex 𝜎𝑘 is |⋆𝜎𝑘|/|𝜎𝑘|, where |𝜎𝑘| is the 𝑘-dimensional volume, ⋆𝜎𝑘 the dual cell corresponding
to 𝜎𝑘, and |⋆𝜎𝑘| is the (𝑛−𝑘)-dimensional volume of the dual cell. The signs of the dual volumes de-
pend on the locations of the circumcenters. For example, for acute-angled surface meshes (or more
generally, well centered triangulations [VanderZee et al. 2010]), these volumes are always positive
and hence the DEC Hodge stars ∗0, ∗1 and ∗2 only have positive entries on the diagonal. (Again,
more generally, ∗𝑛 always has positive diagonal entries.)
If Whitney forms are used, then the matrix ∗𝑘 is sparse but not diagonal in general. The entry
(𝑖, 𝑗) is ∫⟨𝑊𝑖,𝑊𝑗⟩ where 𝑊𝑖 is the Whitney form corresponding to 𝑘-simplex number 𝑖. The
integral is over the 𝑛-simplices that contain both the 𝑘-simplices. The inner product is the one
on differential forms. For our cases of interest this is just the dot product of the proxy vector ﬁelds
and results in the mass matrix for Whitney 𝑘-forms. We will refer to this ∗𝑘 as the Whitney Hodge
star matrix. As a result, we have the following chain complexes in two and three dimensions.
𝐶0 𝐶1 𝐶2
𝐷2 𝐷1 𝐷0
∗0
d0
∗1
d1
∗2
𝑑∗1 = d𝑇0 d∗0 = d𝑇1
𝐶0 𝐶1 𝐶2 𝐶3
𝐷3 𝐷2 𝐷1 𝐷0
∗0
d0
∗1
d1
∗2
d2
∗3
d∗2 = d𝑇0 d∗1 = d𝑇1 d∗0 = d𝑇2
In some work [Mohamed, Hirani, and Samtaney 2015], −d𝑇0 is used in 2d.
1.4.7. Hodge Laplacian operators
The generalization of scalar Laplacian to surfaces is referred to as the Laplace-Beltrami operator.
One can also generalize the objects that the operator acts on. If it acts on differential forms in-
stead of functions, it is referred to as the Hodge Laplacian . For example, in ℝ3, the operator
grad ∘ div− curl ∘ curl is the vector Laplacian or, in exterior calculus terminology, the Hodge Lapla-
cian on 1-forms. The discrete counterparts of the Hodge Laplacians act on discretized forms or
cochains.
The codiﬀerential 𝛿𝑘+1 ∶ Λ𝑘+1(𝑀) → Λ𝑘(𝑀) is deﬁned as (−1)𝑛𝑘+1 ∗ d ∗. (It is assumed that
the 𝛿0 = 0.) Then, the Hodge Laplacian is deﬁned as d 𝛿 + 𝛿 d where the operators involved are
the smooth versions of exterior derivative and codifferential, and all indices are suppressed and
implicitly determined appropriately.
1.4.8. Hodge decomposition of vector spaces
Hodge decomposition [Abraham, Marsden, and Ratiu 1988, Section 7.5.3], [Morita 2001, Section 4.3]
generalizes the classic Helmholtz decomposition of vector ﬁelds in Euclidean space to differential
forms on manifolds. The Helmholtz decomposition states that every vector ﬁeld on a compact
simply connected domain can be decomposed into a gradient of a scalar potential and a curl of a
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vector potential. The decomposition is orthogonal and hence unique although the potentials are
not. The ﬁrst part is curl-free and the second part is divergence-free. If the domain has nontrivial
1-dimensional homology (e.g., if it is an annulus, or a torus) then a third component called the
harmonic vector ﬁeld arises.
For ﬁnite-dimensional vector spaces, Hodge decomposition is a really simple idea involving only
the four fundamental spaces of linear algebra as in [Strang 2005]. For a matrix 𝐴 with 𝑚 rows and 𝑛
columns, the four fundamental subspaces are the column space of 𝐴, the null space of 𝐴, the row
space of 𝐴 (which is the column space of 𝐴𝑇 ) and the left null space of 𝐴 (which is the null space
of 𝐴𝑇 ). However, we prefer the following terminology where these would be denoted im𝐴, ker𝐴,
im𝐴𝑇 , and ker𝐴𝑇 and referred to as the image of 𝐴, kernel of 𝐴, image of 𝐴𝑇 , and kernel of 𝐴𝑇 .
Let 𝑈 , 𝑉 and𝑊 be ﬁnite-dimensional inner product vector spaces. Let 𝐴 ∶ 𝑈 → 𝑉 and 𝐵 ∶ 𝑉 →
𝑊 be linear maps such that 𝐵 ∘𝐴 = 0 as shown in (1.1). Deﬁne 𝛥 ≔ 𝐴𝐴𝑇 +𝐵𝑇𝐵. The vectors in
ker𝛥 are called harmonics .
𝑈 𝑉 𝑊
𝐴
𝐴𝑇
𝐵
𝐵𝑇
(1.1)
More formally, the transposes are the adjoint operators which are maps between the vector space
duals, and adjointness requires the presence of inner products. For example, 𝐴𝑇 ∶ 𝑉 ∗ → 𝑈∗, where
𝑉 ∗ and 𝑈 ∗ are the vector space duals of the corresponding spaces. However, our inner products will
always be the standard dot product, and we will identify the vector spaces and their duals. Thus we
can get away with the slightly informal notation used in the diagram above.
Whenever we have a situation as in (1.1) above, the middle space splits into three subspaces. A
splitting of 𝑉 into two parts is just a consequence of the fact that 𝑉 consists of the subspace im𝐴
and its orthogonal complement im𝐴⟂ = ker𝐴𝑇 . The presence of the second map 𝐵 and the fact
that 𝐵 ∘ 𝐴 = 0 is the crucial ingredient for getting a further splitting of ker𝐴𝑇 . Just as the ﬁrst
split comes from two of the fundamental subspaces, the ﬁner splitting of one of the pieces is yet
another use of the fundamental subspaces ideas.
There exists a unique orthogonal decomposition of 𝑉 (called the Hodge decomposition) as:
𝑉 = im𝐴⊕ im𝐵𝑇 ⊕ ker𝛥 .
Moreover, ker𝛥 = ker𝐵 ∩ ker𝐴𝑇 . This can be seen as follows. First, we have ﬁrst the obvious
decomposition 𝑉 = im𝐴 ⊕ (im𝐴)⟂, where (im𝐴)⟂ means the orthogonal complement of im𝐴.
Thus 𝑉 = im𝐴 ⊕ ker𝐴𝑇 , from which follows that 𝑉 = im𝐴 ⊕ im𝐵𝑇 ⊕ ((im𝐵𝑇 )⟂ ∩ ker𝐴𝑇 ).
This is due to the fact that 𝐴𝑇 ∘ 𝐵𝑇 = 0 because of which im𝐵𝑇 ⊂ ker𝐴𝑇 . This ﬁnally yields
𝑉 = im𝐴 ⊕ im𝐵𝑇 ⊕ (ker𝐵 ∩ ker𝐴𝑇 ). To prove that ker𝛥 = ker𝐵 ∩ ker𝐴𝑇 , it is trivial to
verify that ker𝐵 ∩ ker𝐴𝑇 ⊂ ker𝛥. For the other direction, let ℎ ∈ ker𝛥. Then 0 = ⟨𝛥ℎ, ℎ⟩ =
⟨𝐴𝑇ℎ,𝐴𝑇ℎ⟩ + ⟨𝐵ℎ,𝐵ℎ⟩ from which the result follows. Here the three inner products above are
on 𝑉 , 𝑈 and 𝑊 , respectively.
To be precise, one should write 𝑉 ≅ im𝐴 ⊕ im𝐵𝑇 ⊕ ker𝛥, since 𝐵𝑇 ∶ 𝑊 ∗ → 𝑉 ∗. However,
we will continue to use equality by identifying the dual spaces 𝑉 ∗ with the corresponding original
vector spaces 𝑉 etc. as mentioned earlier.
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Least Squares on Graphs
2.1. Motivation
Many important scientiﬁc and engineering applications were and still are modeled using partial
differential equations (PDEs) on domains that are subsets of ℝ2 or ℝ3. (For convenience we will
refer to these as geometric domains.) The spatial locality inherent in differential operators on such
domains induces a locality and structure in the matrices representing the discretized differential
operators. This has been exploited widely in implementation of solvers for problems arising from
PDEs.
Graph algorithms and operators can be categorized into several classes. One class consists of
traditional graph algorithms such as breadth ﬁrst or depth ﬁrst search, algorithms for ﬁnding con-
nected components, spanning trees, cliques, or other types of subgraphs, editing operations on
graphs, and so on. These operators and algorithms are one of the oldest parts of computer science
and many algorithms for graphs have been standardized in terms of operations on graphs [Cormen
et al. 2009]. Thus it makes sense to look for which building blocks can be implemented in a portable
and efficient manner for computational purposes.
Another class of graph operators consist of linear algebra operators whose matrix representations
arise from graphs in some way. This chapter addresses a class of least squares problems belonging
to this category. The problems we consider lead to systems of equations that are analogous to
Poisson’s equation but are posed on graphs. (The analogy will be made precise later in the chapter.)
The application areas where these least squares problems on graphs arise include ranking , social
choice and arbitrage [Jiang et al. 2011], distributed synchronization of clocks [Giridhar and Kumar
2006; Solis, Borkar, and Kumar 2006], and many others. We show experimental evidence that
some iterative numerical linear methods that work well in the case of the analogous traditional
PDE problems on geometric domains fail to perform well on the corresponding graph least squares
problems. Some other methods perform well in both situations.
2.1.1. Ranking and pairwise comparisons
In this chapter we will motivate the least squares problems on graphs using ranking based on pair-
wise comparisons as a prototype application. (This setting is different from that of the ranking that
Google’s PageRank algorithm typically computes [Page et al. 1999] and is similar to that of ranking
of pairwise data based on random walks [Negahban, Oh, and Shah 2012].) One should bear in mind
that the same problem structure emerges in a wide array of applications alluded to earlier. In the
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particular ranking problem considered we want to rank items, of which some pairs have been com-
pared. The formulation we use (and which we did not invent) leads to a least squares computation
on graphs, and a deeper analysis requires a second least squares solution [Jiang et al. 2011]. The
topology of the graph plays a role, in a way that will be made precise later. The usual graph Lapla-
cian plays a central role in the ﬁrst least squares problem. The key actor in the second problem is a
combinatorial analog of another Laplacian well-studied in geometry and analysis.
The formulation as two least squares problems is akin to ﬁnding the gradient part of a vector ﬁeld
and its curl part. (This is the Helmholtz decomposition in vector calculus.) That in turn, is related
to solving an elliptic partial differential equation. The setting for the ranking problem however, is
obviously different from that for vector ﬁelds and differential equations since the domains are not
geometric but are graphs.
2.1.2. Contributions and goals
We compare iterative Krylov methods with algebraic multigrid methods for a class of least squares
problems on graphs. We show experimental evidence that algebraic multigrid is not competitive
for these graph problems. The use of a PDE type problem brings a different point of view to
the task of selecting building blocks for graph algorithms, and understanding their limitations and
opportunities. It may also permit the use of techniques developed in the PDE-related literature to
related problems on graphs [Vassilevski and Zikatanov 2014].
A second motivation is to draw attention to least squares problems on graphs as a potential source
for benchmarks for graph problems. The high performance computing community now maintains
a Graph 500 list. This is like the Top 500 list of supercomputers but focused on graph problems.
Current benchmarks include three classes of problems, namely, search, shortest path, and edge-
oriented problems. Efforts to include social network problems are underway.
In the ﬁeld of high performance computing, problems like least squares and linear systems for
elliptic partial differential equations have always been an important source of problems. These
have led to many developments, such as in domain decomposition, preconditioners, and iterative
methods. The problem of least squares on graphs also involves Laplacians, but these are graph
Laplacians and other Laplacians on general graphs. When very large least squares problems on
graphs are attempted on diverse architectures, it is likely that new developments will be needed.
At the same time, the problems are easy to set up and some old codes from differential equations
can be used right away. Thus the least squares ranking on graphs is a good crossover problem and a
bridge from Top 500 to Graph 500.
2.1.3. Context
Our work strives to provide a natural setting for ranking pairwise data as originally introduced by
[Leake 1976] and further developed by [Jiang et al. 2011]. We use the setting of Hodge theory in
the context of cochain complexes in our work, which provides a different setting and implemen-
tation for the problem of ranking alternatives via the Hodge decomposition. This is in contrast
with [Jiang et al. 2011] where the fundamental objects involved in the implementation are skew sym-
metric tensors. This difference in our representation could be attributed to our view of Hodge
Laplacians on graphs as stemming from Hodge Laplacians on manifolds but without any notion of
9
Chapter 2. Least Squares on Graphs
a Riemannian metric or embedding of the simplicial complex. Consequently, our work is not only
pedagogically simpler but translates into being computationally more efficient as well as easier to
compute with since we represent all our cochains as vectors rather than as skew symmetric matri-
ces. A recent exposition in concordance with our work can also be found in [Lim 2015]. Finally, we
provide some interesting computational results in applying the ranking problem to alternatives on
Erdős-Rényi (random) graphs and Barabási-Albert graphs , the latter of which might be a suitable
model for ranking preferences in social networks.
2.2. Applications of Least Squares on Graphs
As mentioned earlier, least squares on graphs can model a diverse set of applications including rank-
ing of sports teams [Leake 1976], inconsistency analysis of ranking, social choice and arbitrage [Jiang
et al. 2011], distributed synchronization of clocks across a network [Giridhar and Kumar 2006; Solis,
Borkar, and Kumar 2006], and many others. For the purpose of exposition, in what follows we ﬁx
our application to be pairwise ranking on graphs.
We are given a set of items to be ranked and some real-valued pairwise comparisons wherein
not all possible pairs have been compared. Each given pairwise comparison represents how much
one alternative in a pair is preferred over the other. This data can be represented, for example, as
a weighted directed graph, where each comparison between a pair of items is represented by two
edges of opposite direction and weights between the items that are equal in magnitude but opposite
in sign [Jiang et al. 2011]. This leads to a skew-symmetric 2-tensor representation of comparisons.
However, there is an equivalent simple, weighted, undirected graph whose edges are oriented. The
edge orientations are arbitrary, and the pairwise score simply changes sign if the opposite edge orien-
tation is used. Without loss of generality, we will usually only consider connected graphs. (Multiple
component graphs result in independent ranking problems, one for each component.)
One version of the ranking problem is to ﬁnd real-valued scores for the vertices, which implies
their global rank order, such that the values represent the strength of the rank. The task translates
to ﬁnding vertex values whose differences are the edge values. However, it is not always possible to
compute this exactly. Every cycle in the graph has the potential to make existence of such vertex
values impossible if the edge values, taken with signs, do not add up to zero as the cycle is traversed.
In this case the closest possible global ranking is the vertex value assignment whose differences
reproduce the pairwise edge data in the least squares sense. This is a very simple and an old idea
that was used for ranking football teams [Leake 1976]. The residual, i.e., the part of the edge data
that could not be matched, represents inconsistencies in the pairwise data [Jiang et al. 2011].
𝐴
𝐵 𝐶
−21
1
𝐴
𝐵 𝐶
−11
1
𝐴
𝐵 𝐶
11
1
Figure 2.1.: Examples of consistent (left) and inconsistent (middle and right) pairwise comparisons
when evaluating three alternatives.
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The edge data is called consistent if the sum of edge weights (taking orientations into account)
around every cycle is zero. Consistency is equivalent to having a zero residual in the least squares
sense. Least squares ranking can still be computed for inconsistent edge data. For example, the data
illustrated in the leftmost graph in Figure 2.1 is consistent while the other two are not. However, a
least squares ranking is possible on each. In particular, 𝐴 will be the winner and 𝐶 the loser in the
ﬁrst two cases, and there will be a three-way tie in the last one.
An extension of [Leake 1976] was given in [Jiang et al. 2011] in which the authors examined the
residual, decomposing it into local and global inconsistencies, using a second least squares formula-
tion. This time a 3-tensor, i.e., a 3-dimensional matrix, is involved as an unknown in their formu-
lation. As we will show, equivalent least squares problems can be formulated using vectors rather
than matrices or 3-tensors to represent the data and unknowns.
Another innovation of [Jiang et al. 2011] was to pose the ranking problem as a discrete Hodge
decomposition of the pairwise data treated as a cochain on a simplicial 2-complex (terminology deﬁned
in Section 2.3). Using the same point of view will help us clarify the connection to vector ﬁeld
decomposition, elliptic partial differential equations, and topology of complexes.
We emphasize that the idea in [Leake 1976] is the use of least squares to ﬁnd values for each
vertex in the graph, given (generally inconsistent) edge data. This is very different from the use of
least squares to ﬁt data to a model equation in the sense of statistical regression. It is better to think
of the methods of [Leake 1976] and [Jiang et al. 2011] as being orthogonal projections or direct-sum
decompositions, which is the viewpoint that we will take in this chapter.
2.3. Preliminaries
We ﬁrst provide a brief overview of some notions required for viewing the considered least squares
problems on graphs as analogous to Poisson’s equations. First, we recall the graph Laplacian and
provide a description of generalized graph Laplacian matrices. These are, in turn, related to notions
of scalar and vector Laplacians in vector calculus. We also provide a concise introduction to some
language borrowed from algebraic topology and Hodge theory for describing combinatorial objects
on graphs that help in the formulation of the least squares problems. Finally, we will exhibit the
equivalence between these problems and the Hodge decomposition.
2.3.1. Graph Laplacians
The Laplacian 𝐿 on a graph 𝐺 is a well known operator deﬁned by:
𝐿(𝑢, 𝑣) =
⎧{{
⎨{{⎩
𝑑(𝑢) 𝑢 = 𝑣,
−1 𝑢, 𝑣 are incident on each other,
0 otherwise,
where 𝑢, 𝑣 are any vertices of 𝐺, and 𝑑(𝑢) is the edge incidence degree of vertex 𝑢. 𝐿 is related
to both the vertex incidence and edge incidence matrices of the graph, 𝐴 and 𝑆, respectively. 𝐴
encodes the vertex adjacency information, i.e., 𝐴(𝑢, 𝑣) = 1 if there is an edge joining vertices 𝑢 and
𝑣 in 𝐺 while 𝑆 provides the vertex-edge incidence, i.e., 𝑆(𝑢, 𝑒) = 1 and 𝑆(𝑣, 𝑒) = −1 for an edge
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𝑒 between vertices 𝑢 and 𝑣 oriented from 𝑢 to 𝑣. Note that the orientation in case of non-directed
graphs is an arbitrary choice. Note that this deﬁnition of graph Laplacian is different from one
that appears in [Chung 1997] which is sometimes referred to as the normalized graph Laplacian
[Spielman 2010] . These various matrices are related to each other by:
𝐿 = 𝐷−𝐴, 𝐿 = 𝑆 𝑆𝑇 ,
where 𝐷 is the square diagonal matrix of vertex degrees, i.e., 𝐷(𝑢, 𝑢) = 𝑑(𝑢). Also, note that in
the setting of algebraic topology, the matrix 𝑆 is the boundary operator 𝜕1 mapping 1-chains or data
on edges to 0-chains or data on vertices. This description allows for generalizing the vertex-edge
incidence matrices to higher degree 𝑘-chains which usually have no easy analogs in the setting of
graphs. For instance, 𝜕2 is the operator mapping 2-chains to 1-chains which can be thought of as a
𝑘-clique-edge incidence matrix for a ﬁxed 𝑘 ≥ 3. We shall henceforth not reference these incidence
matrices using their graph notations but instead use 𝜕1 and 𝜕2.
2.3.2. Simplicial complexes and Hodge decomposition
A collection of 𝑛 distinct vertices is referred to as a 𝑛-simplex or simplex . Simplices are essentially a
ﬁnite set of vertices. The dimension of a simplex is its cardinality (as a set). An orientation of the sim-
plex is an equivalence class of ordering of its vertices. An abstract simplicial complex is a collection of
simplices with the property that if a simplex belongs to the complex, then so does every non empty
subset of that simplex. The dimension of a complex is the highest cardinality of its simplices. An
oriented complex is one for which an orientation is speciﬁed for all its simplices. For our purposes, the
choice of orientations is arbitrary. A standard reference for a detailed exposition of these notions is
[Munkres 1984]. Thus, in this description, a graph is a 1-complex consisting of 0-simplices (vertices)
and 1-simplices (edges). Adding in the cliques of the graph leads to enriching this 1-complex to a
higher dimensional one. For instance, adding all 3-cliques (triangles) in the graph would lead to a
simplicial 2-complex.
A Hodge decomposition, for our purposes, can be thought of as a generalization of the Helmholtz
decomposition of vector ﬁelds to include the cases where the domain has nontrivial topology. This
means that the decomposition of a vector ﬁeld into a gradient part and a curl part additionally
includes a harmonic part which is the kernel of the 1-Laplacian operator (see Section 2.3.3). Further-
more, these three components of the vector ﬁeld are mutually orthogonal to each other under the
standard inner product on these vector spaces.
2.3.3. Vector calculus analogies
functions vector ﬁelds functions
grad
−div
rot
curl
(2.1)
functions vector ﬁelds vector ﬁelds functions
grad
−div
curl
curl
div
−grad
(2.2)
Laplacians on graphs are related to scalar and vector Laplacians in vector calculus; refer to (2.1)
and (2.2) which are examples of what are referred to as de Rham complexes. The matrix 𝜕𝑇1 is a
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graph analog of the gradient operator and 𝜕1 is the analog of negative of the divergence operator.
Similarly, 𝜕2 and 𝜕𝑇2 are analogues of either two dimensional vector curl and scalar curl operators,
respectively or the more familiar three-dimensional curl operators. These matrices also have the
property that 𝜕𝑇2 𝜕𝑇1 = 0 similar to the vector calculus identities curl ∘ grad = 0 and div ∘ curl = 0.
The combinatorial graph Laplacian 𝐿 is the discrete analog of the usual scalar Laplacian in vector
calculus 𝛥0 = −div ∘ grad. In vector calculus in ℝ2, the vector Laplacian is the operator 𝛥1 =
curl ∘ curl − grad ∘ div as shown in (2.1). The combinatorial analog is 𝜕𝑇1 𝜕1+𝜕2 𝜕𝑇2 . If we did not
include the triangles (or cells) and considered 𝐺 only as a 1-dimensional complex, 𝜕2 would be the
zero matrix. Then the 1-Laplacian would be 𝜕𝑇1 𝜕1 which is sometimes called the edge Laplacian
in graph theory. There is no name for 𝛥2 in graph theory. But this 2-Laplacian 𝜕𝑇2 𝜕2 is the graph
theoretic analog of the 2-Laplacian in Hodge theory [Abraham, Marsden, and Ratiu 1988] and ﬁnite
element exterior calculus [Arnold, Falk, and Winther 2010] on a 2-dimensional manifold.
Finally, the combinatorial analogue of functions and vector ﬁelds are objects known as cochains. A
0-cochain would be a discrete function deﬁned on vertices, a 1-cochain would be related to vector
ﬁelds and so on. The combinatorial version of (2.1) and (2.2) would be what is called as a cochain
complex . However, for simplifying purposes, these cochains can be thought of as being the same
as chains described in Section 2.3.1. Indeed, there exist isomorphisms (as vector spaces) between
chain complexes and cochain complexes but in all further discussion, we will think of cochains as
values associated with either the vertices, edges or cliques and make no distinction of them from
chains.
2.3.4. Least squares and Hodge decomposition
We ﬁrst consider the case when given pairwise data, i.e., a 1-cochain 𝜔, has components along both
row space im 𝜕𝑇1 of 𝜕1 and the column space im 𝜕2 of 𝜕2. In this case, the Hodge decomposition,
least squares, and normal equations are equivalent .
In a least squares problem 𝐴𝑥 ≃ 𝑏, to minimize ‖𝑏 − 𝐴𝑥‖22 as a function of 𝑥, a necessary con-
dition is that the gradient 𝐴𝑇 (𝑏 − 𝐴𝑥) be zero which yields the normal equations. Thus residual
minimization implies the normal equations. For the converse, a sufficient condition is that the
Hessian matrix (2𝐴𝑇𝐴) be positive deﬁnite which is equivalent to requiring 𝐴 be full rank [Heath
2002, page 110]. In the case of graphs, however, the matrices 𝜕𝑇1 , 𝜕2 will in general have nontrivial
kernels. For example, the constant functions on the vertices constitute the null space ker 𝜕𝑇1 of 𝜕𝑇1 .
We shall now formulate the least squares problem more generally as follows. We will require
for a matrix 𝐴 ∈ ℝ𝑚×𝑛 and a vector 𝑥∗ ∈ ℝ𝑛, if 𝐴𝑇𝐴𝑥∗ = 𝐴𝑇 𝑏 that 𝑥∗ ∉ ker𝐴. (Here 𝑚
and 𝑛 are appropriate dimensions, for example, in the ﬁrst least squares problem, 𝑚 will be the
number of vertices and 𝑛 the number of edges.) This would then be equivalent to 𝑥∗ minimizing
the residual norm ‖𝑏 − 𝐴𝑥‖2 for all 𝑥 ∈ ℝ𝑛. This follows from the dot product ⟨𝑏 − 𝐴𝑥∗, 𝐴𝑥∗⟩ =
⟨𝐴𝑇 (𝑏 − 𝐴𝑥∗), 𝑥∗⟩ = 0. This means either 𝑏 − 𝐴𝑥∗ = 0, or that the vectors 𝑏 − 𝐴𝑥∗ and 𝐴𝑥∗ are
orthogonal. The latter means that the shortest distance from 𝑏 to im𝐴 is achieved by 𝐴𝑥∗.
Given 1-cochains 𝜔, ℎ, 0-cochain 𝛼, and 2-cochain 𝛽, with 𝛼 ∉ ker 𝜕𝑇1 and 𝛽 ∉ ker 𝜕2, the
following are equivalent.
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(i) Hodge Decomposition (HD):
𝜔 = 𝜕𝑇1 𝛼 + 𝜕2 𝛽 + ℎ, (2.3)
ℎ ∈ ker𝛥1 .
(ii) Least Squares (LS): 𝑎 = 𝛼, 𝑏 = 𝛽, and 𝑠 = ℎ are optimal values of the two least squares
problems:
min
𝑎
‖𝑟‖2 such that 𝑟 = 𝜔 − 𝜕𝑇1 𝑎, (2.4)
min
𝑏
‖𝑠‖2 such that 𝑠 = 𝑟∗ − 𝜕2 𝑏, (2.5)
where 𝑟∗ is the minimizing residual for (2.4). In least squares short hand notation one would
write the two problems as 𝜕𝑇1 𝑎 ≃ 𝜔 and 𝜕2 𝑏 ≃ 𝑟∗.
(iii) Normal Equations (NE): 𝑎 = 𝛼 and 𝑏 = 𝛽 are a solution of the two linear systems:
𝜕1 𝜕𝑇1 𝑎 = 𝜕1 𝜔, (2.6)
𝜕𝑇2 𝜕2 𝑏 = 𝜕𝑇2 𝑟∗, (2.7)
where 𝑟∗ is the residual 𝜔 − 𝜕𝑇1 𝛼.
The three terms in the Hodge decomposition in (2.3) are mutually orthogonal. This is easy to
see. It follows simply from the fact that 𝜕1 𝜕2 = 0 and from the deﬁnition of the harmonic part
(ker𝛥1). For example, given an 1-cochain 𝜔, if it has a nonzero harmonic part ℎ, then ⟨ℎ, 𝜕𝑇1 𝛼⟩ =
⟨𝜕1 ℎ, 𝛼⟩ = 0 since ℎ is in ker 𝜕1 ∩ker 𝜕𝑇2 .
Due to these orthogonality conditions, it is easy to see that the second least squares problem,
which is 𝜕2 𝑏 ≃ 𝑟∗, can also be written as 𝜕2 𝑏 ≃ 𝜔. Similar changes can be made from 𝑟∗ to 𝜔 in
the second systems in all the formulations above. For ease of reference, below we write the least
squares and normal equations using 𝜔 instead of 𝑟∗ all in one place. The least squares systems are:
𝜕𝑇1 𝑎 ≃ 𝜔, (2.8)
𝜕2 𝑏 ≃ 𝜔, (2.9)
and the corresponding normal equations:
𝜕1 𝜕𝑇1 𝑎 = 𝜕1 𝜔, (2.10)
𝜕𝑇2 𝜕2 𝑏 = 𝜕𝑇2 𝜔. (2.11)
From the deﬁnition of the Laplacians in Section 2.3.3, these can be written as 𝛥0 𝑎 = 𝜕1 𝜔 and
𝛥2 𝑏 = 𝜕𝑇2 𝜔.
2.3.5. Interpretation in terms of ranking
Given any pairwise comparison data 𝜔, by (2.3), there exists data 𝛼 on vertices, a 2-cochain 𝛽 and a
harmonic ﬁeld ℎ ∈ ker𝛥1 such that 𝜔 = 𝜕𝑇1 𝛼 + 𝜕2 𝛽 + ℎ. The 𝛼 term is the scalar potential that
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Figure 2.2.: The results of the ﬁrst least squares problem in (2.4) on an example graph of pairwise
comparisons (the numbers on the edges). The graph has two connected components
which are ranked independently. The solution of the least squares problem (shown here
in precision of 2) provides the ranking of vertices shown as vertex labels here.
gives the ranking . The 𝛽 term is deﬁned on cells and captures the local inconsistency in the data.
The harmonic part contains the inconsistency that is present due to cycles longer than the maximum
number of sides in the cells. If only 3-cliques (triangles) are considered as the 2-dimensional cells,
then any inconsistency in cycles of length four or more will be captured in the harmonic part. The
following example should make some of this more apparent .
Figure 2.2 shows an example of solving the ﬁrst least squares problem (2.4). It is just as easy
to work with disconnected graphs, so we show a graph with two components. The values on the
edges is the given data 𝜔. The vertex potential values 𝛼 are written in italics. Note that in the
straight line part of the graph which does not involve a cycle, it is clear what the vertex potential
should be (up to an additive constant). There will be no residual in this case. The ﬁrst triangle
after the straight line part is consistent because the value on the diagonal edge is the sum of the
values on the other two sides which are oriented appropriately. The other triangles and the square
cycle are all inconsistent. Here only triangles are chosen as the 2-dimensional cells, so the 𝛽 part
will be the inconsistency associated with the triangles if the second problem were also to be solved.
The harmonic part ℎ would be the inconsistency in the square cycle. Note that because of two
connected components the dimension of ker𝛥0 = 𝜕1 𝜕𝑇1 will be two. Fixing one vertex value in
each of the two components and deleting the appropriate row and column will make the normal
equations system (2.6) nonsingular.
2.4. Building Blocks for Least Squares on Graphs
In most areas of numerical analysis, the computation that sits at the heart of the solution method is
usually the solution of a linear system. Least squares ranking on graphs is no different. This section
is about our numerical experiments for testing the accuracy and speed of linear system solvers for
the ﬁrst and second least squares problems of ranking on graphs.
Our main focus has been on two models of random graphs, the Erdős-Rényi model [Erdős and
Rényi 1960], one of the most studied random graph models, and the Barabási-Albert model [Barabási
and Albert 1999] for power law graphs. The Erdős-Rényi model has two parameters, namely, the
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number of nodes and the probability that any pair of nodes is connected by an edge. We will refer
to this probability as the edge density. However, this model does not account for the phenomena
of clustering as seen in many networks in societies or for power law degree distributions as seen in
internet graphs, reaction networks of molecules in a cell or airline ﬂight networks. These are called
scale-free networks or graphs and this feature is captured by the model of Barabási and Albert. The
generative model is often implemented as a random process, although in practice these are typically
not random graphs.
In the numerical analysis community there is a lot of accumulated experience on solving linear
systems that arise from partial differential equations. Studies of systems arising from graphs are
less common but appearing with increasing frequency. For least squares ranking on general graphs
there is no guidance available in the literature. Ours is an attempt to ﬁll that gap. The fact that
the underlying problem is coming from a random graph introduces some new challenges as will be
demonstrated in our experiments.
We only consider iterative linear solvers here, though sparse direct solvers might be worth consid-
ering. We used an iterative Krylov method suitable for symmetric systems and one that is suitable
for rectangular systems. We also used algebraic multigrid using smoothed aggregation and Lloyd
aggregation. The results are discussed in Sections 2.4.2 and 2.4.3. An especially attractive feature
of all these methods is their ability to ignore the kernel of the operator involved. We do not know
how direct methods could be made to do that for the second least squares problem which can have
a large dimensional kernel depending on the graph topology. In direct solvers, for the ﬁrst least
squares problem the nontrivial kernel can be handled by ﬁxing the value at a single vertex, just as is
done by ﬁxing pressure at a point in ﬂuid problems.
2.4.1. Methodology
All numerical experiments were done using the Python programming language. The Krylov linear
solvers used were those provided in the SciPy module [Jones, Oliphant, and Peterson 2001]. The
algebraic multigrid used was the one provided in PyAMG [W. N. Bell, Olson, and Schroder 2011].
The simplicial complexes and boundary matrices were created using the PyDEC module [N. Bell
and Hirani 2012]. The errors and times required by various solvers is generated as an average over
multiple trials. This is done to minimize the inﬂuence of transient factors that can affect perfor-
mance of a computer program. All experiments were carried out on a computer with a 2.53 GHz
Intel Core 2 Duo processor and 4 GB of memory.
In each case, a graph 𝐺 with the desired number of nodes 𝑁0 and other desired characteristics
(such as edge density in the case of Erdős-Rényi graphs) is ﬁrst generated by a random process.
We then ﬁnd all the 3-cliques in the graph and create a simplicial complex data structure for the
resulting 2-complex. Let the number of edges and triangles in 𝐺 be 𝑁1 and 𝑁2.
A random ranking problem instance is created for this complex. This entails creating a ran-
dom 1-cochain representing the comparison data on edges. The point of these experiments is
to compare the accuracy and efficiency of the tested methods, and so the Hodge decomposition
of this 1-cochain has to be known in advance. In other words, a random problem instance is a 1-
cochain 𝜔 such that there are random but known 𝛼 on vertices, 𝛽 on 2-cliques, and ℎ ∈ ker𝛥1 with
𝜔 = 𝜕𝑇1 𝛼 + 𝜕2 𝛽 + ℎ.
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To create the random gradient part 𝜕𝑇1 𝛼 and the random curl part 𝜕2 𝛽, we simply pick ran-
dom vectors with 𝑁0 entries for 𝛼 and 𝑁2 entries for 𝛽. To compute a random harmonic part, we
compute the Hodge decomposition of a random 1-cochain 𝜌 by solving two least squares problems
𝜕𝑇1 𝑎 ≃ 𝜌 simultaneously, by solving:
[𝜕𝑇1 𝜕2] 𝑥 ≃ 𝜌 , (2.12)
where the matrix [𝜕𝑇1 𝜕2] is formed by horizontally stacking 𝜕𝑇1 and 𝜕2 matrices. If 𝑥 is the solution
of this least squares problem, then the residual 𝜌 − [𝜕𝑇1 𝜕2]𝑥 is harmonic. This follows from the
fact that the the residual 𝑏−𝐴𝑥 in a least squares problem𝐴𝑥 ≃ 𝑏 is orthogonal to the im𝐴. Hence
𝜌 − [𝜕𝑇1 𝜕2] 𝑥 ∈ ker [𝜕𝑇1 𝜕2]
𝑇 = ker 𝜕1 ∩ker 𝜕𝑇2 = ker𝛥1, thus is a harmonic.
2.4.2. Iterative Krylov methods
We experimented with many iterative Krylov solvers but here report only results from using conju-
gate gradient (CG) . Results from other methods and more detailed quantitative information about
the computations is in Appendix B. As stated earlier, the Laplacian systems we consider on graphs
are symmetric and positive semideﬁnite for which CG can be used to obtain a solution even in the
presence of a nontrivial kernel [Vorst 2009, chapter 10]. Tables 2.1 and 2.2 provide the timing and
error results for CG on different formulations of the ranking problem. In this table, the edge and
triangle densities are with respect to the number of edges and all possible triangles in a complete
graph. The reported errors are measured relative to the known exact solution except in cases iden-
tiﬁed by an asterisk (∗) in ‖ℎ‖ column where the corresponding error is an absolute one. These are
cases for which the homology of the simplicial 2-complex induced from the graph is trivial leading
to a zero harmonic component. The relative error column reports error in the norm of the gradient
part (‖𝜕𝑇1 𝛼‖), norm of the curl part (‖𝜕2 𝛽‖), and the norm of the harmonic part (‖ℎ‖). The timing
labeled 𝛼 shows the iterations and time required for the ﬁrst least squares problem, and the one
labeled 𝛽 shows these for the second least squares problem.
2.4.3. Algebraic multigrid methods
Multigrid methods work by creating a hierarchy of linear systems of decreasing sizes from the given
problem. At any level in the hierarchy, a larger system is called a ﬁne grid and a smaller system is
called a coarse grid. The solutions of the different systems are related via prolongation (coarse to ﬁne)
and restriction (ﬁne to coarse) maps. In geometric multigrid, coarser levels correspond to a coarser
mesh. In algebraic multigrid , coarsening is carried out using only the matrix and an associated
adjacency graph. Coarsening is performed by aggregating those vertices of this graph which have
a strong connection. The strength of connection is deﬁned in various ways for different schemes
[Stüben 2001]. In smoothed aggregation, a vertex can belong fractionally to several aggregates
[Vaněk, Mandel, and Brezina 1996]. In Lloyd aggregation, the number of connections between
vertices and the centers of their aggregates is minimized [W. N. Bell 2008].
We used algebraic multigrid with smoothed aggregation and Lloyd aggregation for the ranking
problem on the Erdős-Rényi and Barabási-Albert random graphs. The parameters for the various
graphs are identical to ones used in the experiments with Krylov solvers and the results are also
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Algorithm 1 Iterative solution of Schur complement system using Krylov/direct and AMG solvers
Require: Approximate inverse 𝐴−111 and initial guess 𝑥(0).
1: Compute 𝑟(0) = [𝑟
(0)
1
𝑟(0)2
] = [𝑏1𝑏2
] − [𝐴11 𝐴12𝐴21 𝐴22
][𝑥
(0)
1
𝑥(0)2
]
2: for 𝑖 = 0 , 1 ,… , until convergence do
3: Krylov/Direct-Solve: (𝐴22 −𝐴21𝐴−111𝐴12)𝑒(𝑖)2 = 𝑟(𝑖)2 −𝐴21𝐴−111𝑟(𝑖)1
4: AMG-Solve: 𝐴11𝑒(𝑖)1 = 𝑟(𝑖)1 −𝐴12𝑒(𝑖)2
5: 𝑥(𝑖+1) = 𝑥(𝑖) + 𝑒(𝑖)
6: 𝑟(𝑖+1) = 𝑏 − 𝐴𝑥(𝑖+1)
7: end for
given in Tables 2.1 and 2.2. In the Algorithm/Formulation column, the notation AMG (SA) and
AMG (LA) are used to indicate the smoothed and Lloyd aggregation schemes. As before, in these
tables, the cases where the homology of the simplicial 2-complex is trivial are marked by an asterisk
(∗). The cases where PyAMG failed in the setup phase are marked by a dagger symbol (†).
2.4.4. Schur complement and algebraic multigrid
A third approach is a hybrid one that combines algebraic multigrid with Krylov or direct solvers.
The idea is to partition the problem into a small dense part and a large sparse part. The small part
can be solved efficiently, e.g., by Krylov or direct methods, and the large sparse part can be solved
by algebraic multigrid. A general matrix 𝐴 is partitioned as
𝐴 = [𝐴11 𝐴12𝐴21 𝐴22
] ,
where 𝐴11 is the large sparse part and 𝐴22 is the small dense part. The linear system 𝐴𝑥 = 𝑏 can
be written as
[𝐴11 𝐴12𝐴21 𝐴22
][𝑥1𝑥2
] = [𝑏1𝑏2
] ,
which can be reduced by row operations to
[𝐴11 𝐴120 𝐴22 −𝐴21𝐴−111𝐴12
][𝑥1𝑥2
] = [ 𝑏1𝑏2 −𝐴21𝐴−111𝑏1
] . (2.13)
One can then solve the second block for 𝑥2 ﬁrst and use the result to solve for 𝑥1. This is the Schur
complement formulation. The hope is that 𝐴22 will be small even if it is dense, and that 𝐴11 will
be sparse. Then, if 𝐴−111 can be found easily, forming 𝐴22 −𝐴21𝐴−111𝐴12 will be easy and 𝑥2 can be
found perhaps using a dense but small linear system.
In order to solve the dense block of (2.13), one needs the inverse of the sparse block𝐴11 which can
be computed using algebraic multigrid. Another approach is to approximate𝐴−111 and to successively
reﬁne it by solving the two block equations of (2.13). A pseudocode description of this method is
provided in Algorithm 1.
In general the matrix𝐴 will not already be in this sparse/dense partition form. Reordering can be
performed using a simplistic technique such as sorting by degree of vertices, by reordering schemes
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like reverse Cuthill-McKee or approximate minimum degree ordering, or sorting by number of
nonzeros in the rows. For a general graph Laplacian (corresponding to the normal equations of
the ﬁrst least squares system), sorting by degree of vertices is a more natural choice rather than
reordering schemes that work well on meshes or graphs with uniform degree nodes. Likewise, for
the second least squares problem, sorting by number of nonzeros in the rows is a natural choice for
reordering. However, none of these schemes yield such a sparse/dense partitioning for the graphs
we considered.
Due to the nature of the nonzero patterns in the matrices and their reordering, the computation
of 𝐴−111 by algebraic multigrid is not feasible. This was borne out in our experiments and hence the
details are not reported here. The results of using Algorithm 1 for the ﬁrst least squares problem of
ranking on Erdős-Rényi random graphs are shown in Table B.4. While for this problem Algorithm 1
appears slightly more competitive than algebraic multigrid with smoothed aggregation or Lloyd
aggregation, it is not at all competitive as compared to Krylov solvers. Thus, we did not apply it to
the ranking problem on the other two graph models.
2.4.5. Discussion and comparisons
Table 2.1.: Comparison of solution of normalized form of least squares on Erdős-Rényi graphs using
conjugate gradients and algebraic multigrid. A † in the table denotes that the method
failed to produce a solution. A ∗ denotes that the computed error is an absolute one and
corresponds to cases where the harmonic is zero.
𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / Relative Error 𝛼 𝛽
Density Density Formulation ‖ 𝜕𝑇1 𝛼‖ ‖ 𝜕2 𝛽‖ ‖ℎ‖ iter. sec. iter. sec.
100 380 52 7.68e-02 3.22e-04
CG 1.1e-08 6.3e-09 2.0e-07 27 0.0041 17 0.0027
AMG (SA) 5.0e-09 3.8e-09 9.5e-08 2 0.0577 2 0.0030
AMG (LA) 5.0e-09 3.8e-09 9.5e-08 2 0.0078 2 0.0023
100 494 144 9.98e-02 8.91e-04
CG 1.1e-08 1.0e-08 2.9e-07 21 0.0037 30 0.0053
AMG (SA) 2.8e-09 3.8e-09 1.0e-07 2 0.0078 2 0.0137
AMG (LA) 2.8e-09 3.8e-09 1.0e-07 2 0.0082 2 0.0131
100 1212 2359 2.45e-01 1.46e-02
CG 3.9e-09 1.6e-08 3.5e-05 14 0.0023 60 0.0191
AMG (SA) 1.2e-10 4.8e-08 1.1e-04 2 0.0079 32 0.6259
AMG (LA) 1.2e-10 3.4e-08 7.5e-05 2 0.0079 30 0.1426
100 2530 21494 5.11e-01 1.33e-01
CG 2.5e-09 9.2e-09 3.0e-06∗ 10 0.0017 17 0.1033
AMG (SA) 6.5e-10 6.9e-09 2.3e-06∗ 2 0.0142 27 2.102
AMG (LA) 6.5e-10 4.8e-09 1.6e-06∗ 2 0.0184 19 15.89
100 3706 67865 7.49e-01 4.20e-01
CG 2.1e-09 6.6e-09 5.6e-06∗ 8 0.0015 11 0.4759
AMG (SA) 2.8e-10 7.7e-09 6.6e-06∗ 2 0.0689 39 16.74
AMG (LA) 2.8e-10 7.3e-09 6.2e-06∗ 2 0.0356 14 408.5
500 1290 21 1.03e-02 1.01e-06
CG 1.4e-08 1.9e-09 3.6e-07 43 0.0072 3 0.0007
AMG (SA) 3.8e-09 1.9e-09 9.8e-08 2 0.7113 2 0.0360
AMG (LA) 3.8e-09 1.9e-09 9.8e-08 2 0.3080 2 0.0022
500 12394 20315 9.94e-02 9.81e-04
CG 3.3e-09 2.7e-08 8.9e-05 13 0.0030 105 0.2155
AMG (SA) 7.2e-11 7.7e-08 2.5e-04 2 0.3305 74 2.711
AMG (LA) 7.2e-11 7.4e-08 2.5e-04 2 0.3293 71 8.358
500 24788 162986 1.99e-01 7.87e-03
CG 1.9e-09 1.3e-08 1.0e-05∗ 11 0.0032 25 1.447
AMG (SA) † † † † † † †
AMG (LA) † † † † † † †
1000 49690 163767 9.95e-02 9.86e-04
CG 1.9e-09 1.4e-08 2.5e-03 11 0.0049 52 1.916
AMG (SA) † † † † † † †
AMG (LA) † † † † † † †
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Table 2.2.: Comparison of solution of normalized form of least squares on Barabási-Albert graphs us-
ing conjugate gradients and algebraic multigrid. A † in the table denotes that the method
failed to produce a solution. A ∗ denotes that the computed error is an absolute one and
corresponds to cases where the harmonic is zero.
𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / Relative Error 𝛼 𝛽
Density Density Formulation ‖ 𝜕𝑇1 𝛼‖ ‖ 𝜕2 𝛽‖ ‖ℎ‖ iter. sec. iter. sec.
100 475 301 9.60e-02 1.86e-03
CG 1.1e-08 2.4e-08 1.3e-06 25 0.0038 79 0.0127
AMG (SA) 3.2e-09 4.3e-09 2.4e-07 2 0.0009 2 0.0038
AMG (LA) 3.2e-09 4.3e-09 2.4e-07 2 0.0011 2 0.0037
100 900 1701 1.82e-01 1.05e-02
CG 1.1e-08 2.6e-08 1.0e-05 21 0.0033 96 0.0281
AMG (SA) 6.7e-10 4.7e-08 1.8e-05 2 0.0016 50 0.0995
AMG (LA) 6.7e-10 5.6e-08 2.2e-05 2 0.0009 44 0.1050
100 1600 8105 3.23e-01 5.01e-02
CG 6.7e-09 1.3e-08 2.2e-06∗ 20 0.0032 50 0.0967
AMG (SA) 2.0e-09 1.2e-08 1.9e-06∗ 2 0.0009 14 0.3561
AMG (LA) 2.0e-09 5.9e-09 9.8e-07∗ 2 0.0010 12 1.545
100 2400 24497 4.85e-01 1.51e-01
CG 5.2e-09 1.2e-08 4.3e-06∗ 18 0.0030 27 0.2435
AMG (SA) 1.1e-09 7.3e-09 2.6e-06∗ 2 0.0017 24 2.632
AMG (LA) 1.1e-09 7.6e-09 2.7e-06∗ 2 0.0013 13 22.41
500 4900 4740 3.93e-02 2.29e-04
CG 1.0e-08 3.4e-08 9.1e-06 32 0.0059 165 0.0956
AMG (SA) 2.3e-09 7.5e-08 2.0e-05 2 0.0169 89 0.4003
AMG (LA) 2.3e-09 8.9e-08 2.4e-05 2 0.0137 95 0.5046
500 9600 25016 7.70e-02 1.21e-03
CG 8.4e-09 3.0e-08 5.8e-05 27 0.0056 215 1.043
AMG (SA) 4.9e-10 7.3e-07 1.4e-03 2 0.0142 101‡ 4.627
AMG (LA) 4.9e-10 4.0e-07 7.8e-04 2 0.0142 101‡ 29.74
500 18400 133933 1.47e-01 6.47e-03
CG 4.5e-09 2.2e-08 2.0e-03 23 0.0058 111 7.204
AMG (SA) † † † † † † †
AMG (LA) † † † † † † †
1000 9900 6264 1.98e-02 3.77e-05
CG 7.4e-09 4.4e-08 1.1e-05 41 0.0091 211 0.1410
AMG (SA) 5.3e-09 5.6e-06 1.4e-03 5 0.0477 101‡ 0.5723
AMG (LA) 3.5e-09 9.1e-06 2.3e-03 5 0.0682 101‡ 1.22
1000 19600 37365 3.92e-02 2.25e-04
CG 9.0e-09 4.1e-08 5.8e-05 33 0.0088 335 2.521
AMG (SA) 7.5e-09 1.1e-05 1.5e-02 4 0.0393 101‡ 10.61
AMG (LA) 5.6e-09 8.6e-06 1.2e-02 4 0.0823 101‡ 63.01
1000 38400 202731 7.69e-02 1.22e-03
CG 5.7e-09 3.0e-08 5.2e-04 27 0.0096 211 20.65
AMG (SA) † † † † † † †
AMG (LA) † † † † † † †
Figure 2.3.: For the mesh shown on the left, the middle plot shows the nonzeros in 𝛥0. The right-
most plot shows the nonzeros in 𝛥0 for an Erdős-Rényi graph constructed using the
same number of vertices and edges as are in the mesh. The 𝛥0 on the mesh has locality
whereas the one on the graph does not.
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From the results in Tables 2.1 and 2.2, it is clear that conjugate gradient is almost always a good
choice for the two least squares problems . Algebraic multigrid performs optimally for certain types
of elliptic partial differential equations on meshes. So a naive hope would be that it would do well
with Laplacians on graphs . Our experiments demonstrate that although algebraic multigrid can
sometimes solve the linear systems, it often performs quite poorly in terms of time as compared
to Krylov methods. This is true even if the setup time required by algebraic multigrid is excluded.
(The setup is the process of forming the coarser levels before solving can begin.) If the setup time
is also included, the performance becomes much worse compared to Krylov methods. For example,
in the cases corresponding to the last two rows of Table 2.1, algebraic multigrid could not even be
used, whereas Krylov methods performed reasonably well. In the same table, for the 𝛽 problem
in rows 4 and 5, algebraic multigrid took between 2 and over 400 seconds while Krylov methods
took only a fraction of a second. A similar behavior is seen in the case of Barabási-Albert graphs
as well in Table 2.2. We suspect that algebraic multigrid performs remarkably poorly since there
is no apparent (or very little) structure or locality for the least squares matrices arise from graphs.
This is very different from what one would observe in the case of Laplacians on meshes. Figure 2.3
provides an instance of this contrast.
In the last decade or so there has been extensive work on solvers for diagonally dominant systems
[Spielman and Teng 2004; Koutis, Miller, and Peng 2010; Kelner et al. 2013]. The linear system
corresponding to (2.4) is diagonally dominant for any graph. However the second least squares
problem in (2.5) will not in general be a diagonally dominant except when the graph is on a surface.
Finally, Appendix A lists some computational forays into the topology of random graph complexes
that are not directly connected with the discussion in this chapter, nevertheless arose from this work.
Also, a more elaborate set of experimental results and their discussion is available in Appendix B.
2.5. Conclusions
In this chapter, we have presented the ﬁrst detailed numerical studies of two least squares problems
on graphs. We show that algebraic multigrid which has been successful in solving linear systems
arising from certain elliptic partial differential equations performs poorly for least squares problems
on graphs. This may appear surprising since the two problems are versions of Poisson’s equations,
one involving the scalar Laplacian and the other involving the Laplace-de Rham operator on 2-
cochains. However, as alluded to earlier and as can be seen from Figure 2.3, the linear systems in
graph problems can suffer from lack of locality and structure which is usually apparent in partial
differential equation problems on meshes.
For the ﬁrst least squares problem, our results indicate that using the conjugate gradient solver on
the normal equations is always the best option, generating the lowest errors and the fastest times for
each of the three types of graphs we considered. For the second least squares problem, conjugate
gradient is again the better option except on some small sized graphs with fewer edges and triangles
in them.
An interesting area for future research is the decomposition of these problems into smaller pieces
which can be solved with minimal interaction. One then also needs to combine the solutions thus
obtained into a global solution. It is not at all obvious how this can be done. For partial differential
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equations, smaller subproblems are sometimes obtained by domain decomposition methods. Analo-
gously, appropriate graph partitioning methods and their role in decomposing these graph problems
may be worth studying. These might also be relevant in creating new aggregation schemes for alge-
braic multigrid. For the least squares problem in (2.4) use of other solvers for diagonally dominant
systems [Spielman and Teng 2004; Koutis, Miller, and Peng 2010; Kelner et al. 2013] would also be
interesting to study further.
22
Chapter 3.
Delaunay Hodge Star
3.1. Motivation
In DEC , the main objects are 𝑘-cochains and for 𝑘-cochains 𝑎 and 𝑏, their inner product is 𝑎𝑇 ∗𝑘 𝑏
where ∗𝑘 is a diagonal discrete Hodge star operator . This is a diagonal matrix of order equal to the
number of 𝑘-simplices and with entries that are ratios of volumes of (𝑛−𝑘)-dimensional circumcen-
tric dual cells and their corresponding 𝑘-simplices. For this to deﬁne a genuine inner product the
entries have to be positive. Simply taking absolute values or considering all volumes to be unsigned
does not lead to correct solutions of partial differential equations.
For many years now, it was known that in DEC completely well-centered meshes were sufficient
but perhaps not necessary for deﬁning the Hodge star operator. (A completely well-centered mesh is
one in which the circumcenters are contained within the corresponding simplices at all dimensions.)
For such meshes, the volumes of circumcentric dual cells are well deﬁned and positive. We now
provide a sign convention for dual cells and a mild assumption on boundary simplices under which
for pairwise Delaunay meshes , the codimension 1 dual lengths are positive in the most general case
(dimension 𝑛 mesh embedded in ℝ𝑁). (A pairwise Delaunay mesh (of dimension 𝑛 embedded in
ℝ𝑁 , 𝑁 ≥ 𝑛) is one in which each pair of adjacent 𝑛-simplices sharing a face of dimension 𝑛 − 1
is Delaunay when embedded in ℝ𝑛.) In addition, we prove that such triangle meshes embedded
in two or three dimensions have positive vertex duals and that the duals of vertices and edges of
tetrahedral meshes in three dimensions are positive. As a result, this opens up the ability for assembly
of duals from elementary duals (deﬁned in the next section) which is important for algorithms which
compute these dual volumes piece by piece from the elementary duals (such as are used in the
software PyDEC [N. Bell and Hirani 2012]) . See Figure 3.1 for an illustration of this assembly
process.
3.2. Signed Circumcentric Dual Cells
The circumcentric dual cell of a 𝑘-dimensional primal simplex 𝜏 is constructed from a set of sim-
plices incident to the circumcenter of 𝜏 . These are called elementary dual simplices with vertices being
a sequence of circumcenters of primal simplices incident to 𝜏 . The sequence begins with the cir-
cumcenter of 𝜏 , moves through circumcenters of higher-dimensional simplices 𝜎𝑖 and ends with
the circumcenter of a top-dimensional simplex 𝜎𝑛 such that 𝜏 ≺ 𝜎𝑘+1 ≺ ⋯ ≺ 𝜎𝑛. (𝜎𝑘 ≺ 𝜎𝑘+1
means that 𝜎𝑘 is a 𝑘-face of the 𝑘+ 1-simplex 𝜎𝑘+1.) Taking each of the possibilities for 𝜎𝑖 at each
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Voronoi Dual Assembly
Acute Triangulation
Delaunay
Triangulation
Figure 3.1.: Illustration of assembly of dual of a vertex from elementary dual simplices in 2d for
a one-ring of triangles that is part of a Top: well-centered mesh and Bottom: one-sided
Delaunay mesh. The dual of the center vertex in both cases is positive. However, without
the correct notion of a signed elementary dual volume, the assembly of the larger dual
volume for the Delaunay mesh will be incorrect and thereby lead to a non-positive Hodge
star matrix in DEC.
dimension 𝑖 yields the full dual cell.
We provide a systematic deﬁnition for the signed volume of an elementary dual simplex as the sum
of signed volumes of its elementary dual simplices. With such a sign convention, we describe with
proofs the class of meshes for which the dual volumes and hence Hodge star entries are positive.
Notice that if the primal complex is completely well centered, every elementary dual has a positive
volume. However, in general, the sign of the volume of an elementary dual simplex can be deﬁned
as follows. Start from the circumcenter of 𝜏 . Let 𝑣𝑘 be the vertex such that 𝑣𝑘 ∗ 𝜏 is the simplex
𝜎𝑘+1 formed by the vertices of 𝜏 together with 𝑣𝑘. Similarly, for 𝑘 + 1 ≤ 𝑖 ≤ 𝑛 − 1, let 𝑣𝑖 be the
vertex such that 𝑣𝑖 ∗ 𝜎𝑖 is the simplex 𝜎𝑖+1. If the circumcenter of 𝜎𝑘+1 is in the same half space
of 𝜎𝑘+1 as 𝑣𝑘 relative to 𝜏 , let 𝑠𝑘 = +1, otherwise, 𝑠𝑘 = −1. Likewise, for 𝑘+1 ≤ 𝑖 ≤ 𝑛−1, if the
circumcenter of 𝜎𝑖+1 is in the same half space as 𝑣𝑖 relative to 𝜎𝑖, let 𝑠𝑖 = +1, otherwise, 𝑠𝑖 = −1.
Then, the sign 𝑠 of the elementary dual simplex is the product of the signs at each dimension, that
is, 𝑠 = 𝑠𝑘 𝑠𝑘+1⋯𝑠𝑛.
3.3. Illustration of Sign Rule
For illustration of this sign rule , we now consider various cases in two and three dimensions. The
ﬁrst example is the dual of an edge 𝑎𝑏 in a triangle 𝑎𝑏𝑐. From the midpoint of 𝑎𝑏 – its circumcenter
– we move to the circumcenter of triangle 𝑎𝑏𝑐. If this move is towards vertex 𝑐, then the sign is
𝑠 = 𝑠1 = +1, but if it is away from vertex 𝑐, as it will be if the angle at vertex 𝑐 is obtuse, then the
sign is 𝑠 = 𝑠1 = −1. The next example is the dual of vertex 𝑎 in triangle 𝑎𝑏𝑐. We will consider the
simplex formed from the circumcenter of 𝑎, the circumcenter of 𝑎𝑐, and the circumcenter of 𝑎𝑏𝑐.
The move from 𝑎 to the midpoint of 𝑎𝑐 gives 𝑠1 = +1, since vertex 𝑐 and the midpoint of 𝑎𝑐 are
in the same direction from 𝑎. The move from the midpoint of 𝑎𝑐 to the circumcenter of 𝑎𝑏𝑐 gives
𝑠2 = +1 if we go towards 𝑏 and 𝑠2 = −1 if we move away from 𝑏. The sign of the volume of this
contribution to the dual of vertex 𝑎 is 𝑠 = 𝑠1 𝑠2 = 𝑠2.
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For a tetrahedron 𝑎𝑏𝑐𝑑 we can expand on the cases for triangle 𝑎𝑏𝑐. For the dual to face 𝑎𝑏𝑐, we
move from the circumcenter of 𝑎𝑏𝑐 to the circumcenter of 𝑎𝑏𝑐𝑑. If the circumcenter of 𝑎𝑏𝑐𝑑 is in
the same half space as vertex 𝑑 relative to 𝑎𝑏𝑐, this move is towards 𝑑, the sign is 𝑠 = 𝑠1 = +1,
and the signed length (volume) is positive; otherwise, it is negative. Of the two contributions to
the dual of edge 𝑎𝑏, we focus on the simplex formed from the circumcenter of 𝑎𝑏, the circumcenter
of 𝑎𝑏𝑐 and the circumcenter of 𝑎𝑏𝑐𝑑. The sign 𝑠1 is determined as it was for the dual of edge 𝑎𝑏
in triangle 𝑎𝑏𝑐. The sign 𝑠2 is +1 if vertex 𝑑 and the circumcenter of 𝑎𝑏𝑐𝑑 are in the same half
space relative to 𝑎𝑏𝑐. Thus for the dual of edge 𝑎𝑏, the sign of the volume is 𝑠 = 𝑠1 𝑠2, and both
𝑠1 and 𝑠2 can be either positive or negative. As a ﬁnal example, consider the simplex formed from
vertex 𝑎, the circumcenter of 𝑎𝑐, the circumcenter of 𝑎𝑏𝑐, and the circumcenter of 𝑎𝑏𝑐𝑑. This
simplex contributes to the dual of vertex 𝑎. Signs 𝑠1 and 𝑠2 are the same as they were for the dual
of vertex 𝑎 in triangle 𝑎𝑏𝑐. Sign 𝑠3 is −1 if triangle 𝑎𝑏𝑐 separates vertex 𝑑 from the circumcenter of
tetrahedron 𝑎𝑏𝑐𝑑. The sign of this elementary volume then is 𝑠 = 𝑠1 𝑠2 𝑠3.
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Figure 3.2.: Examples of sign rule application in 2d. The dot marks the circumcenter and green and
red are used to denote positive and negative volumes respectively.
3.4. Application of Sign Rule
The signiﬁcance of the sign rule deﬁned above is that it orients the elementary dual simplices in
a particular way with respect to the dual orientation for a completely well-centered simplex. Con-
sider two 𝑛-dimensional simplices 𝜎 and 𝜎𝑤 which have the same orientation but such that 𝜎𝑤 is
well-centered. We are given a bijection between the vertices of these two simplices such that the
resulting simplicial map is orientation preserving. This vertex map induces a bijection between
faces of the two simplices and between their elementary duals. Let 𝜏 and 𝜏𝑤 be two corresponding
𝑘-dimensional faces in the two simplices and consider their duals ⋆ 𝜏 and ⋆ 𝜏𝑤. If we consider two
corresponding elementary duals in ⋆ 𝜏 and ⋆ 𝜏𝑤 we can affinely map these such that the ﬁrst vertex
(the circumcenter of 𝜏 or 𝜏𝑤) is mapped to the origin and the others are mapped to +1 or −1 along
a coordinate axis. For the elementary dual in ⋆ 𝜏𝑤 we always choose+1 for all 𝑛−𝑘 coordinate axes.
For ⋆ 𝜏 we choose +1 if the sign along that direction of the elementary dual is positive according to
the sign rule described above and −1 otherwise. It is clear (and is easy to show using determinants)
that the orientation of the corresponding elementary duals will be same if an even number of −1
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directions are used for the elementary dual in ⋆ 𝜏 and the orientations will be opposite otherwise.
Thus, we have shown the following result.
Theorem 3.1. With 𝜎, 𝜎𝑤, 𝜏 , and 𝜏𝑤 as above, the orientation of ⋆ 𝜏 is same as that of ⋆ 𝜏𝑤 if an even
number of−1 signs appear according to sign rule and is opposite otherwise.
If the orientation of ⋆ 𝜏 is same as ⋆ 𝜏𝑤, we will assign a positive volume to ⋆ 𝜏 and otherwise a
negative volume.
3.5. Signed Dual of a Delaunay Triangulation
We ﬁrst consider the codimension 1 case in the most general setting of a simplicial complex of
arbitrary dimension 𝑛 embedded in dimension 𝑁 ≥ 𝑛. After that we consider cases other than
codimension 1 but in more restricted settings. For these latter cases we restrict ourselves to the
physically most useful cases of triangle meshes embedded in two or three dimensions (𝑛 = 2 and
𝑁 = 2 or 3) and tetrahedral meshes embedded in three dimensions (𝑛 = 𝑁 = 3). We conjecture
that these results can be extended to the more general setting of arbitrary 𝑛 and 𝑁 ≥ 𝑛 but those
cases are not as important for physical applications and we leave those for future work. For the
general codimension 1 case we ﬁrst prove the following basic fact about circumcenter ordering for
Delaunay pairs .
Lemma 3.2. Let 𝜏 be an (𝑛 − 1)-dimensional simplex in ℝ𝑛. Let 𝐿 and 𝑅 be points separated by 𝜏 . Let
𝑐𝜆 and 𝑐𝜌 be the circumcenters of the 𝑛-dimensional simplices 𝜆 = 𝐿 ∗ 𝜏 and 𝜌 = 𝑅 ∗ 𝜏 , respectively. Then,
𝑐𝜆 and 𝑐𝜌 have the same relative ordering with respect to 𝜏 as 𝐿 and 𝑅 if and only if 𝜆 and 𝜌 are a pair of
non-degenerate Delaunay simplices.
Proof. Since 𝜆 and 𝜌 are a Delaunay pair, the affine space of 𝜏 separates 𝐿 and 𝑅. See Figure 3.3. Let
𝑐𝜏 and 𝑟𝜏 be the circumcenter and the circumradius of 𝜏 , respectively. Now, 𝑐𝜆 and 𝑐𝜌 lie on a line
ℓ that passes through 𝑐𝜏 and is orthogonal to the affine space of 𝜏 . Let ℎ𝜆 be the signed distance
along ℓ from 𝑐𝜆 to 𝑐𝜏. Similarly, let ℎ𝜌 be the signed distance from 𝑐𝜌 to 𝑐𝜏. For now, it is sufficient
that these distances be signed and whether the positive direction is along 𝐿 or 𝑅 is not important.
Next, orthogonally project 𝑅 onto ℓ, and let 𝑟𝑅 be the (positive) distance from 𝑅 to its projection
onto ℓ. Finally, let ℎ𝑅 be the signed distance (along ℓ) from the projection of𝑅 onto ℓ to 𝑐𝜏. Notice
that ℎ𝑅 is necessarily either negative or positive depending on the choice of positive direction to
be either along 𝐿 or 𝑅, respectively.
By elementary geometry, the squared circumradius of 𝜆 is ℎ2𝜆 + 𝑟2𝜏 and the squared circumradius
of 𝜌 is ℎ2𝜌 + 𝑟2𝜏. Similarly, the squared distance from 𝑐𝜆 to 𝑅 is (ℎ𝜆 − ℎ𝑅)2 + 𝑟2𝑅. Since 𝜆 and 𝜌
form a Delaunay pair, 𝑅 lies outside the circumsphere of 𝜆. Thus, the squared circumradius of 𝜆 is
less than the squared distance from 𝑐𝜆 to 𝑅:
ℎ2𝜆 + 𝑟2𝜏 < (ℎ𝜆 − ℎ𝑅)2 + 𝑟2𝑅 ,
⇒ 𝑟2𝜏 < 𝑟2𝑅 + ℎ2𝑅 − 2ℎ𝑅ℎ𝜆 .
Also, since 𝑅 lies on the circumsphere of 𝜌, the distance from 𝑐𝜌 to 𝑅 is the same as the distance
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from 𝑐𝜌 to a vertex of 𝜏 . Thus, we have:
ℎ2𝜌 + 𝑟2𝜏 = (ℎ𝜌 − ℎ𝑅)2 + 𝑟2𝑅 ,
⇒ 𝑟2𝜏 = 𝑟2𝑅 + ℎ2𝑅 − 2ℎ𝑅ℎ𝜌 .
Using this in the previous inequality, we obtain:
𝑟2𝑅 + ℎ2𝑅 − 2ℎ𝑅ℎ𝜌 < 𝑟2𝑅 + ℎ2𝑅 − 2ℎ𝑅ℎ𝜆 ,
⇒ ℎ𝑅ℎ𝜌 > ℎ𝑅ℎ𝜆 .
Finally, we choose a coordinate direction along ℓ to ﬁx signs in the signed distances along ℓ. If we
choose the direction towards the half space containing 𝑅 to be positive, ℎ𝑅 is positive. (We will
call this the positive 𝑅-direction.) As a result, the last inequality above simpliﬁes to ℎ𝜌 > ℎ𝜆.
This means that ℎ𝜌 is larger along the positive 𝑅-direction. If we choose the direction along 𝐿 to
be positive, ℎ𝑅 is negative and we obtain ℎ𝜌 < ℎ𝜆. In this case, ℎ𝜆 is larger along the positive
𝐿-direction.
Conversely, if 𝜆 and 𝜌 are not a Delaunay pair, then the distance from 𝑐𝜆 to 𝑅 is less than the
circumradius of 𝜆. Thus, all inequalities will reverse directions and therefore the circumradii will
be in the wrong order.
𝐿 𝑅
𝜏
𝑐𝜏
𝑐𝜆
𝑐𝜌
ℓ
Figure 3.3.: For a Delaunay pair the ordering of the circumcenters is the same as that of the top
dimensional simplices. See Lemma 3.2.
The above lemma can now be used to show easily that the codimension 1 duals always have
positive net length. This is the content of the next result.
Theorem 3.3 (Codimension 1). Let 𝜏 be a codimension 1 shared face of two 𝑛-dimensional simplices embed-
ded in ℝ𝑁 ,𝑁 ≥ 𝑛 forming a Delaunay pair. Then the signed length ⋆ 𝜏 is positive.
Proof. When 𝑁 = 𝑛, the result directly follows from Lemma 3.2 since the circumcenters are in
the correct order. For 𝑁 > 𝑛, we can isometrically embed the simplices in ℝ𝑛 in which case, the
circumcenters are again in the correct order and the result follows.
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In the 𝑁 > 𝑛 case, the signs of the elementary dual edges of ⋆ 𝜏 are assigned in the affine spaces
of the corresponding 𝑛-dimensional simplices. For example, consider a pair of triangles embedded
in ℝ3 and meeting at a shared edge at an angle other than 𝜋. In this case, the signed length of the
dual edge of the shared edge is determined as the sum of the two elementary dual edges which are
measured in the planes of the two triangles individually.
Dual of a vertex in triangle mesh surface
Now we show that the area of the dual of an internal vertex in a pairwise Delaunay triangle mesh is
always positive. We prove this below by showing that the net dual area corresponding to a pair of
triangles is positive.
Theorem 3.4. Let 𝜏 be an internal vertex in a pairwise Delaunay triangle mesh embedded inℝ𝑁 ,𝑁 = 2, 3.
Then the signed area of ⋆ 𝜏 assembled from elementary dual areas is positive.
Proof. ⋆ 𝜏 is the Voronoi cell of vertex 𝜏 in the pairwise Delaunay mesh. Consider a pair of triangles
sharing a common edge incident to 𝜏 and if they are embedded in ℝ3, isometrically project to ℝ2
(i.e., treat the shared edge as a hinge, and ﬂatten the pair.) The circumcenters of these two triangles
are in correct order by Lemma 3.2 and there are three possible cases as shown in Figure 3.4. Thus
the net area of the two elementary dual simplices is positive when the signs are assigned using the
rule described in Section 3.2. Summing over all edges containing 𝜏 yields the full ⋆ 𝜏 as a positive
area.
Figure 3.4.: Elementary dual simplices of a vertex in a pair of triangles sharing an edge. The cases
shown correspond to various positions of the circumcenters of the shared edge and the
two triangles.
3.5.1. Dual of an edge in tetrahedral mesh
Theorem 3.5. Let 𝜏 be an internal edge in a tetrahedral Delaunay triangulation embedded in ℝ3. Then ⋆ 𝜏
is a simple, planar, convex polygon whose signed area as obtained from elementary dual areas is positive.
Proof. ⋆ 𝜏 of an internal edge 𝜏 in a Delaunay triangulation may or may not intersect 𝜏 . The vertices
of ⋆ 𝜏 are circumcenters of tetrahedra incident to 𝜏 and the boundary edges of ⋆ 𝜏 are dual edges of
triangles incident to 𝜏 . Note that ⋆ 𝜏 is the interface between the Voronoi cells corresponding to
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the two vertices of 𝜏 and thus is a bounding face of both Voronoi cells. Since the Voronoi cell of a
vertex is a convex polyhedron [Edelsbrunner 2006], ⋆ 𝜏 is simple, planar and convex.
Suppose 𝜏 intersects ⋆ 𝜏 . Then the tetrahedra incident to 𝜏 and the edges of ⋆ 𝜏 have to be in a
conﬁguration shown in left part of Figure 3.5. A conﬁguration in which the triangles incident to 𝜏
are reﬂected about 𝜏 is impossible due to Lemma 3.2.
Now, to see that the signed area of ⋆ 𝜏 is positive, consider two elementary dual simplices of ⋆ 𝜏
incident to a shared face 𝜎 of two tetrahedra in the fan of tetrahedra incident to 𝜏 . These two
elementary dual simplices can be in one of the two conﬁgurations as shown in Figure 3.6. In both
cases, 𝑐𝜏 is the circumcenter of the edge 𝜏 , 𝑐𝜎 is the circumcenter of the shared face 𝜎, and 𝑐𝜌 and
𝑐𝜆 are the circumcenters of the two tetrahedra. Also, in both cases, using the sign rule of Section 3.2
the sum of the signed areas of the elementary dual simplices is positive, and hence, the signed area
of ⋆ 𝜏 composed of these elementary dual simplices is positive.
Next consider the case in which 𝜏 does not intersect ⋆ 𝜏 as shown in right part of Figure 3.5. A
boundary edge of ⋆ 𝜏 is called near side if it is visible from the midpoint of 𝜏 , otherwise, it is called
a far side edge. Figure 3.6 shows the net dual simplices of a near side and far side boundary edge of
⋆ 𝜏 . By the sign rule of Section 3.2, far side elementary dual simplices have a net positive signed area
while near side elementary dual simplices have a net negative signed area. The negative areas of the
near side dual simplices are covered by the positive areas of the far side dual simplices. Thus, the
sum of all these elementary dual simplices which is the signed area of ⋆ 𝜏 is positive.
𝑎𝑏𝑐
𝑑 𝑒 𝑓
𝑐𝑎
𝑐𝑏𝑐𝑐
𝑐𝑑
𝑐𝑒
𝑐𝑓
𝑎𝑏𝑐
𝑑 𝑒 𝑓
𝑐𝑎
𝑐𝑏𝑐𝑐
𝑐𝑑
𝑐𝑒
𝑐𝑓
Figure 3.5.: An internal edge 𝜏 of a tetrahedral mesh may or may not intersect ⋆ 𝜏 . The views here are
along 𝜏 which appears as a point. The short lines are half-planes of the triangles incident
to 𝜏 . The tetrahedra are labeled 𝑎, 𝑏, etc. Each boundary edge of ⋆ 𝜏 corresponds to the
triangle indicated by the coloring. The half planes could potentially be a reﬂection about
𝜏 but that is impossible in a Delaunay mesh due to Lemma 3.2.
3.5.2. Dual of a vertex in tetrahedral mesh
Theorem 3.6. Let 𝜏 be an internal vertex of a tetrahedra Delaunay mesh embedded inℝ3. Then the elemen-
tary dual volumes and the volume of ⋆ 𝜏 is positive.
Proof. ⋆ 𝜏 of a vertex 𝜏 in a Delaunay tetrahedral mesh is a convex polyhedron that is the Voronoi
dual cell of 𝜏 [Edelsbrunner 2006] and thus 𝜏 is inside ⋆ 𝜏 . The faces of ⋆ 𝜏 are duals of edges incident
to 𝜏 . By Theorem 3.5 all these faces have a positive signed area. The direction corresponding to
traversal from 𝜏 to an edge center always has a positive sign. Thus each pyramid formed by 𝜏 and a
boundary face of ⋆𝜏 has positive volume. Thus, the volume of ⋆𝜏 is positive.
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𝑐𝜆
𝑐𝜌𝑐𝜎
𝑐𝜏 𝑐𝜏
𝑐𝜎
𝑐𝜌
𝑐𝜆
Figure 3.6.: Representative elementary dual simplices of ⋆ 𝜏 when it intersects 𝜏 (left side) and does
not intersect 𝜏 (right side) corresponding to the two cases shown in Figure 3.5.
3.6. Requirements on Boundary Simplices
In the previous section we have only considered internal simplices in a pairwise Delaunay mesh. For
simplices lying in the boundary of a domain we require an assumption to ensure positive duals. We
call a simplex 𝜎 one-sided with respect to a codimension 1 face 𝜏 if its circumcenter 𝑐𝜎 lies in the
same half space as the apex with respect to 𝜏 in the affine space of 𝜎.
We show below that the only assumption then needed is that a top dimensional simplex with a
codimension 1 face in the domain boundary should be one-sided with respect to the boundary face.
Consider a pairwise Delaunay mesh of dimension 𝑛 embedded in ℝ𝑁 , 𝑁 ≥ 𝑛. Assume that 𝜏 is
an (𝑛 − 1)-dimensional face appearing in domain boundary and 𝜏 ≺ 𝜎𝑛 such that 𝜎𝑛 is one-sided
with respect to 𝜏 .
Theorem 3.7. For a mesh such as above, a dual of codimension 1 faces has positive length. For 𝑛 = 2 and
𝑁 = 2 or 3, and for 𝑛 = 𝑁 = 3, duals of all simplices at all dimensions have positive areas or volumes when
obtained as an algebraic sum of elementary dual areas or volumes.
Proof. The codimension 1 dual of 𝜏 in all cases has positive length using our sign rule since 𝜎𝑛 is
one-sided with respect to 𝜏 . As a result, for a surface triangle mesh, that is 𝑛 = 2 and 𝑁 = 2 or 3,
it easily follows from our sign rule in Section 3.2 that the dual of a vertex on the boundary also has
a positive area.
For 𝑛 = 𝑁 = 3, one conﬁguration for the dual of an edge 𝜏 incident to the boundary is shown in
Figure 3.7. In this ﬁgure, the plane containing the codimension 1 faces incident to 𝜏 are shown as
short line segments, and the coloring of boundary edges of ⋆𝜏 show the corresponding codimension
1 face they are dual to. The other conﬁguration in which the planes containing the faces incident
to 𝜏 are mirror images of ones shown is not possible since then the circumcenters of tetrahedra will
not be in the correct order as in Lemma 3.2. Thus, by our sign rule, all elementary dual simplices of
⋆𝜏 are positive and hence the signed area of ⋆𝜏 is positive. Finally, it follows from our sign rule that
the dual of a vertex on the boundary is also positive since each of the elementary dual pyramids will
have a positive volume.
3.7. Beyond One-sided Delaunay Meshes
We now present a claim regarding meshes with one-sided simplices and show via experiment that
this claim is false. The consequence of this negative result is, however, positive. One-sidedness ,
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𝜏
Figure 3.7.: Dual of an edge 𝜏 lying in the boundary of a Delaunay tetrahedral mesh. The meaning
of colors and small lines is as in Figure 3.5.
hence, positive deﬁniteness of the DEC Hodge stars is not a requirement for applicability of DEC
on Delaunay meshes although the exact characterization of such meshes is still an open problem.
However, it is still crucial that the negative entries in the Hodge stars are computed correctly using
the appropriate signed volumes, and our sign rules still are required in a simplex-by-simplex assembly
of such matrices. (These rules would also serve well in any future parallel implementation of such
computations.)
A reasonable and natural expectation about the diagonal DEC Hodge stars is that they should
be positive deﬁnite. This has been a motivation for pursuing well-centered triangulation of geome-
tries from the point of view of establishment of algorithms that generate such meshes [VanderZee
et al. 2010], to extending such orthogonal primal-dual meshes to obtain improved accuracies in the
computation of the discrete Hodge stars [Mullen et al. 2011], and even in recent attempts at effi-
cient meshing of industrial geometries [Walton, Hassan, and Morgan 2015]. DEC on such meshes
automatically leads to positive deﬁnite diagonal matrices. This was also a motivation for our def-
inition of sign rules on Delaunay meshes, and indeed, as we have shown that these sign rules lead
to signed volumes being all positive in 2- and 3-dimensions. Consequently, we posited that posi-
tive deﬁniteness of the diagonal Hodge stars may be necessary for obtaining the correct solution of
the Hodge Laplacian Poisson problems using DEC, and prescribed one-sidedness of all boundary
simplices as a requirement for Delaunay meshes to be used for DEC [Hirani, Kalyanaraman, and
VanderZee 2012]. Figure 3.8 illustrates an attempt at validating this claim by presenting the solution
of Poisson’s equation in mixed form on a one-sided Delaunay mesh with the correct deﬁnition of
sign for elementary dual simplices and its usage in the diagonal Hodge star matrix assembly. It also
highlight failures with unsigned elementary dual volumes, on a non Delaunay mesh, and on a mesh
with a single “bad” triangle on the boundary. Figure 3.9 highlights the results on this speciﬁc “bad”
mesh again. Figure 3.10 provides a set of counterexamples on a minimal triangulation of the same
domain for the same problem to the hypothesis that one sided boundary simplices are important
for computing with DEC. The computations in 3d in Chapter 5 are all further examples where the
one-sidedness of the meshes proved to be unimportant for the computations using DEC. Conse-
quently, the one instance of failure presented does not yet have an explanation and we leave the
characterization of meshes where DEC solutions are incorrect as an open problem for future work.
3.8. Conclusions
For planar triangle meshes and for tetrahedral meshes in three dimensional space the condition of
being pairwise Delaunay is equivalent to being Delaunay. Thus most commercial and freely available
meshing software can generate such meshes. In our experience, several codes for planar meshing
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Figure 3.8.: Solution of Poisson’s equation −Δ𝑢 = 𝑓 in mixed form. In mixed form this equation
is the system 𝜎 = −grad 𝑢 and div 𝜎 = 𝑓 . The boundary condition is constant inﬂux
on left and outﬂux on right. The correct solution is linear 𝑢 which varies only along
x-direction and a constant horizontal 𝜎. The top row shows 𝑢 and bottom row shows 𝜎.
The ﬁrst column shows the correct solution using the results of this chapter on a Delau-
nay mesh with correct boundary simplices. The next three columns show various failure
modes of alternatives. Second column is for unsigned duals using the same mesh as ﬁrst
column. The third column has a single bad (i.e., not one-sided – see Section 3.6) bound-
ary triangle shown shaded in a Delaunay mesh. The fourth column is a non Delaunay
mesh.
also generate meshes for which the one-sidedness condition on the boundary is satisﬁed. For tetra-
hedral meshes with acute input angles this property may be harder to achieve. In general however,
algorithms for creating tetrahedral meshes with one-sided boundary tetrahedra do exist [Edelsbrun-
ner 2003; Chaine 2003; Giesen and John 2008]. Note that one-sidedness is equivalent to an oriented
Gabriel property (using diametral half-balls) for the boundary faces. However, we reiterate that this
condition may not be necessary for all applications for DEC.
The pairwise Delaunay condition also appears to be more natural for DEC than other conditions
that are used in place of Delaunay in the case of surfaces. For example, some researchers require
that the equatorial balls of triangles not contain another vertex. This disqualiﬁes surfaces with
many folds or sharp turns. Another alternative is to deﬁne intrinsic Delaunay condition based on
geodesics on the triangle mesh but algorithms for such surfaces can be complicated to implement.
Yet another alternative is to use Hodge-optimized triangulations [Mullen et al. 2011]. But creation of
these requires an additional optimization step. On the other hand Hodge-optimized triangulation
is a very interesting generalization of Voronoi-Delaunay duality with many applications.
The invention of algorithms that generate pairwise Delaunay surface meshes is left for future
work. So is the proof of our conjecture that the case of codimension other than 1 has positive volume
for general dimension and embedding space for pairwise Delaunay meshes with one-sided boundary
simplices. Nevertheless, the practically important cases have all been settled by this chapter.
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Figure 3.9.: A plot of the ﬂux in the mixed form solution of Poisson’s equation using DEC on a mesh
containing a single boundary triangle that is not one sided as in Figure 3.8. Also, see
Figure 3.8 for description of the problem. Left: Mesh with the “bad” boundary triangle
shaded; the circumcenter of this triangle is shown by a red dot. Right: The computed
ﬂux on this mesh which does not match with the analytical solution. DEC is expected
to exactly recover the analytical solution in this case.
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Figure 3.10.: A plot of computed ﬂuxes in the mixed form solution of Poisson’s equation on a se-
quence of meshes using DEC. See Figure 3.8 for the description of the problem. Left:
The meshes along with the circumcenters of all their triangles indicated by red dots.
The mesh in the top row has all boundary simplices being one-sided, the meshes in the
middle two rows have at least one boundary triangle that is not one-sided and the bot-
tom mesh has two boundary triangles that are not one-sided. Right: The corresponding
computed ﬂuxes on these meshes. All these computed ﬂuxes exactly match with the
analytical solution thereby suggesting that one-sided boundary simplices may not be a
requirement for obtaining a correct solution with DEC.
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Cohomologous Harmonic Cochains
4.1. Motivation
Harmonic functions and harmonic vector ﬁelds are solutions of Laplace’s equation with appropriate
boundary conditions for the scalar and vector Laplacian , respectively. They generalize to harmonic
differential forms on smooth manifolds and can be characterized by the Hodge-de Rham isomor-
phism theorem. We provide here a method for ﬁnding the discrete approximation of smooth har-
monic forms on simplicial complexes. We ﬁrst recall the isomorphism between cohomology and
harmonic forms (ker𝛥) or harmonic ﬁelds (ker d∩ ker 𝛿). The space of harmonic 𝑘-dimensional ﬁelds
on a manifold𝑀 is denotedℋ𝑘(𝑀). We will consider boundaryless manifolds as well as manifolds
with boundary , which we will refer to as 𝜕-manifolds . For a closed manifold (i.e., compact manifold
without boundary) , harmonic forms and harmonic ﬁelds are the same, i.e., ker𝛥 = ker d∩ker 𝛿.
However, in the case of compact 𝜕-manifolds one only has that ker d∩ ker 𝛿 ⊂ ker𝛥 and there can
exist harmonic forms which are not harmonic ﬁelds.
For closed manifolds, there is an isomorphism between real cohomology and the space of har-
monic forms (which is the same as the space of harmonic ﬁelds in this case). For compact 𝜕-
manifolds however, even the space of harmonic ﬁelds is inﬁnite dimensional, due to the possibility
of specifying boundary conditions. But an isomorphism with cohomology can be obtained, by re-
stricting harmonic ﬁelds by specifying boundary conditions in a way that is detailed below. These
restrictions yield ﬁnite dimensional subspaces of the inﬁnite dimensional space of all harmonic
ﬁelds. Intuitively, one can ask for ﬁelds that are normal or tangential to the boundaries .
We ﬁrst need the notion of the tangential and normal components of a differential form on the
boundary 𝜕𝑀 of a manifold𝑀 . The tangential component of a 𝑘-form 𝜔 is denoted t𝜔 and its value
is the value of 𝜔 on the tangential (to 𝜕𝑀 ) components of its vector ﬁeld arguments. Then the
normal component of 𝜔 is n𝜔 = 𝜔|𝜕𝑀 − t𝜔. See [Schwarz 1995, page 27] or [Abraham, Marsden,
and Ratiu 1988, page 540]. These can also be deﬁned using the pullback via the inclusion map of the
boundary into the manifold. A differential form 𝜔 is said to satisfy the Neumann or absolute bound-
ary conditions if it has zero normal component (n𝜔 = 0), and the Dirichlet or relative boundary
conditions if it has zero tangential component (t𝜔 = 0). Let ℋ𝑘𝑁(𝑀) and ℋ𝑘𝐷(𝑀) be harmonic
ﬁelds satisfying the Neumann or Dirichlet boundary conditions, respectively. Then we have:
Theorem 4.1 (Hodge-de Rham Isomorphism [Schwarz 1995]). If𝑀 is a closed manifold, then
𝐻𝑘(𝑀;ℝ) ≅ ℋ𝑘(𝑀) = ker𝛥𝑘,
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and if it is a compact 𝜕-manifold then
𝐻𝑘(𝑀;ℝ) ≅ ℋ𝑘𝑁(𝑀) and 𝐻𝑘(𝑀, 𝜕𝑀;ℝ) ≅ ℋ𝑘𝐷(𝑀).
The space 𝐻𝑘(𝑀;ℝ) is the (absolute) real 𝑘-cohomology space of 𝑀 , and 𝐻𝑘(𝑀, 𝜕𝑀;ℝ) is the
relative real 𝑘-cohomology space of𝑀 , relative to its boundary . This is the reason for the alternative
names of the boundary conditions (absolute and relative), since these refer to the absolute or relative
cohomology.
4.1.1. Context
We provide a detailed analysis of antecedents to our work in Section 4.2. Essentially, the least
squares method presented here for ﬁnding harmonics that lie in a given cohomology class is a better
alternative than earlier known works due to [Gu and Yau 2008], [Fisher et al. 2007], and [Desbrun,
Kanso, and Tong 2008]. Moreover, for 2-manifolds (with or without boundary), our method would
be computationally optimal for ﬁnding any basis for the space of discrete harmonics in comparison
with ﬁnding the eigenvectors of the 0 eigenvalue since the cohomology group elements can be found
efficiently as in [Eppstein 2003]. We provide several computational characterizations to highlight
some of these advantages of our method. A more thorough discussion can be found subsequently
in this chapter. Finally, we wish to note that [Goswami et al. 2015] seem to have rediscovered the
1-form instance of our method as part of their larger problem of ﬁnding space ﬁlling curves for 3d
sensor networks.
4.2. Previous Methods for Harmonic Cochains
The ﬁrst method is that of [Gu and Yau 2008]. Their formulation is simple but leads to inefficient
methods on general simplicial meshes. This method was further simpliﬁed by [Desbrun, Kanso,
and Tong 2008] who solve a Poisson’s-like equation at a different dimension. The resulting linear
systems in both methods suffer from numerical and scalability issues for general simplicial meshes.
For the method of [Gu and Yau 2008], start with a nontrivial cocycle 𝜔 representing a cohomology
class in 𝐻𝑘(𝐾). We require a cochain 𝜔 + d𝛼′ such that 𝛥(𝜔 + d𝛼′) = 0 and this leads to the
linear system 𝛥d𝛼′ = −𝛥𝜔. But, the matrix on the left is not square. Thus, this is a least squares
problem 𝛥d𝛼 ≃ −𝛥𝜔. For example, since 𝜔 ∈ ker d and d ∘ d = 0, this system is equivalent to
the linear system:
d ∗−1 d𝑇 ∗ d𝛼 = −d∗−1 d𝑇 ∗𝜔 . (4.1)
It is the presence of the inverse Hodge stars which causes the numerical difficulties of this method
as well as the method of [Desbrun, Kanso, and Tong 2008] as discussed later.
[Fisher et al. 2007] introduced a method for designing vector ﬁelds on surfaces. The method
allows one to design a 1-cochain (and hence a vector ﬁeld) on a simplicial surface. The inputs are the
sources and sinks (gradient part of the vector ﬁeld), rotations (curl part of the vector ﬁeld), as well
as arbitrary linear constraints on the value that the cochain should take on edges. The computation
then yields a 1-cochain satisfying the requirements in a weighted least squares sense. [Fisher et al.
2007] pointed out that by picking zero gradient and curl parts, the method can be made to produce
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harmonic cochains. However, their method is not formulated to ﬁnd harmonic cochains in a given
cohomologous class and also as we illustrate in Figure 4.7, their method is not numerically efficient
leading to a much larger linear system than for the method that we propose.
[Desbrun, Kanso, and Tong 2008] propose to solve the following equation:
(d𝑘+1 𝛿𝑘+𝛿𝑘 d𝑘−1)𝛼 = −𝛿𝑘 𝜔. (4.2)
They call this a Poisson’s equation for (𝑘 − 1)-cochain 𝛼. A solution 𝛼 to the above equation yields
an 𝜔 + d𝛼 that is harmonic. To see this apply d to both sides of (4.2). Thus 𝛼 being a solution 𝛼
of (4.2) satisﬁes d 𝛿 d𝛼 = −d 𝛿 𝜔. We want to check if this implies that 𝛥(𝜔 + d𝛼) = 0. Indeed
𝛥(𝜔+d𝛼) = 0 is equivalent to (d ∗ d±∗d ∗−1 d ∗)(𝜔+d𝛼) = 0 by deﬁnition which is the same as
d 𝛿 d𝛼 = −d 𝛿 𝜔 since d𝜔 = 0. Thus a solution of equation (4.2) implies that 𝜔+d𝛼 is harmonic. If
harmonic 1-cochains are being sought, then 𝛼 is a 0-cochain and 𝛿0 is the 0 operator. Thus, in that
case, the d 𝛿 term in (4.2) is not present. However, the d 𝛿 term is superﬂuous at every dimension.
Thus, equation (4.2) has an extra, unnecessary term. In particular, as a corollary of our discrete
Hodge-de Rham Theorem 4.4 we will show in Corollary 4.6 that d 𝛿 𝛼 = 0. This means that the
d 𝛿 term included by [Desbrun, Kanso, and Tong 2008] in their linear system is not required. As it
turns out, this is the term that causes all the numerical problems when Whitney Hodge star is used
in this method.
4.3. Eigenvector Method
The eigenvector method is useful when only a basis is needed for the space of harmonic cochains
without any restriction on the choice of the cohomology class to which they belong. This method
requires the assembly of the matrix corresponding to the appropriate Laplacian which can then be
passed on to an eigensolver. Since the eigenvalue in question is the zero eigenvalue, most eigen-
solvers will expect a shift parameter. We ﬁrst detail the assembly of the weak direct operator. Let
𝛥 = d𝛿 +𝛿 d be the smooth Laplace-de Rham operator on some manifold 𝑀 . Then the direct
eigenvalue problem is to ﬁnd a nonzero differential form 𝑢 and a real scalar 𝜆 such that 𝛥𝑢 = 𝜆𝑢.
Using the inner product on differential forms, one can set up the weak direct form.
For the weak mixed eigenvector method, the equations from [Arnold, Falk, and Winther 2010,
Lemma 3.10] are used to obtain the system matrix. Consider the linear system for the unknowns 𝜎
and 𝑢:
(𝜎, 𝜏) − (d𝑘−1 𝜏, 𝑢) = 0 ,
(d𝑘−1 𝜎, 𝑣) + (d𝑘 𝑢, d𝑘 𝑣) = 0 ,
for all 𝜏 and 𝑣. Then (𝜎, 𝑢) is a solution if and only if 𝜎 = 0 and 𝑢 is a harmonic 𝑘-form [Arnold,
Falk, and Winther 2010, Lemma 3.10]. The inner products are the inner products for forms at the
appropriate dimensions. Here we are again ignoring the functional analysis details. We discretize
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these equations and obtain the system matrix
[ ∗𝑘−1 −d
𝑇
𝑘−1 ∗𝑘
∗𝑘 d𝑘−1 d𝑇𝑘 ∗𝑘+1 d𝑘
] , (4.3)
which is passed to the eigensolver. The matrices ∗ are the discrete Hodge stars or the mass matrices
that arise in the ﬁnite element setting. We can use the DEC Hodge star or the Whitney Hodge star
to obtain variations of both the methods described above.
The eigenvector methods will often suffice, if all that is needed is some harmonic basis, which
may be the common case in ﬁnite element exterior calculus. Applications in computational topol-
ogy and computer graphics may require more control over the process, namely the satisfaction of
the cohomology constraint. Figure 4.1 shows results of the eigenvector calculations. On an annulus,
there is only one cohomology class, since there is only one hole, and so there is no choice to be
made. On a torus however there are two cohomology classes. Thus, there will be inﬁnitely many
bases consisting of two harmonic cochains, and the two found by the eigenvector method are shown
in Figure 4.1. In some applications, it may be desirable to pick the longitude and latitude directions.
But this type of control is impossible in the eigenvector methods. These methods yield the eigen-
vectors corresponding to the zero eigenvalue, and one does not have ﬁner control over the resulting
harmonic cochain basis.
This lack of control is also evident in the results for a disc with four holes shown in Figure 4.1.
One might desire a harmonic cochain basis where each corresponds to a hole. This would be a
type of localization control over the harmonic cochains (localization near topological features of
interest). The proxy vector ﬁelds would circulate around a single hole and ﬂow past the others. As
can be seen in Figure 4.1 this is not the case for the harmonic cochains produced by the eigenvector
method. In these experiments, orthogonalization of the basis yields a basis which is nearly the same
as the one shown in Figure 4.1 without achieving the desired localization.
4.4. Least Squares Method
We prove a discrete version of Theorem 4.1 in Theorem 4.4 which leads to the numerical method
for ﬁnding harmonic cochains that we will refer to as the least square method . For a closed man-
ifold, one way to show the Hodge-de Rham isomorphism theorem for the smooth case is to use a
variational approach [Jost 2005b, Theorem 2.2.1]. One shows that in each cohomology class there
is exactly one harmonic form and it is the one with the smallest norm. The norm used is the 𝐿2
norm induced from the inner product of differential forms. Inspired by this, we formulate a discrete
version of this theorem. This is done for harmonic cochains in the case of manifold simplicial com-
plexes without boundary, and for harmonic Neumann cochains in the case with boundary. First we
derive the necessary stationarity conditions in the discrete case. For 𝜔 ∈ 𝐶𝑘 such that d𝜔 = 0, we
consider the following optimization problem:
min
𝛼∈𝐶𝑘−1
(𝜔 + d𝑘−1 𝛼, 𝜔 + d𝑘−1 𝛼)𝐶𝑘 ,
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Figure 4.1.: Harmonic cochains produced by the eigenvector methods. Top row: The annulus has a
unique harmonic Neumann ﬁeld up to scaling. The top left result is from direct method
and top right from mixed method. Middle row: The torus has a two-dimensional space
of harmonic cochains. The two produced by the mixed eigenvector method are shown.
Bottom row: The four-holed disc has a four-dimensional space of harmonic Neumann
ﬁelds. Mixed eigenvector method results are shown here. If a basis is desired where
each cochain corresponds to a hole, there is no way to achieve that using eigenvector
methods alone. Compare these with the least squares method results in Figure 4.2.
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where the (⋅, ⋅)𝐶𝑘 is the inner product on 𝑘-cochains [N. Bell and Hirani 2012]. Thus, this is the
inner product using the discrete Hodge star as the inner product matrix. Writing this in matrix
notation, we want to ﬁnd a minimizer 𝛼 in the optimization problem:
min
𝛼∈𝐶𝑘−1
(𝜔 + d𝑘−1 𝛼)𝑇 ∗𝑘 (𝜔 + d𝑘−1 𝛼) . (4.4)
Dropping the indices, we have min
𝛼∈𝐶𝑘−1
𝑓(𝛼), where
𝑓(𝛼) = (𝜔𝑇 ∗𝜔) + (𝜔𝑇 ∗ d𝛼) + (𝛼𝑇 d𝑇 ∗𝜔) + (𝛼𝑇 d𝑇 ∗ d𝛼) ,
in which all operators are matrices and everything else is a vector. Stationary points are solutions
of D𝑓(𝛼) = 0 (here D is the total derivative with respect to the variable 𝛼) and
D𝑓(𝛼) = (𝜔𝑇 ∗ d) + (𝜔𝑇 ∗𝑇 d) + (𝛼𝑇 d𝑇 ∗𝑇 d) + (𝛼𝑇 d𝑇 ∗ d) .
By symmetry of the Hodge star matrix, we have D𝑓(𝛼) = (2𝜔𝑇 ∗ d) + (2𝛼𝑇 d𝑇 ∗ d). Thus, if
D𝑓(𝛼) = 0 then 𝛼𝑇 d𝑇 ∗ d = −𝜔𝑇 ∗ d, that is (with indices) :
d𝑇𝑘−1∗𝑘 d𝑘−1 𝛼 = −d𝑇𝑘−1∗𝑘 𝜔. (4.5)
This equation is the linear system that we refer to as the least squares method. Although the
above equation is a necessary condition for solving the optimization problem (4.4), the matrix that
appears on the left (d𝑇𝑘−1∗𝑘 d𝑘−1) may have a nontrivial kernel. In fact, in the interesting cases
it generally will. For example, for 𝑘 = 1, ker d0 will have dimension equal to the number of con-
nected components in the complex. For 𝛼 to be a minimizer we need that the Hessian, which is
d𝑇𝑘−1∗𝑘 d𝑘−1, be at least positive semideﬁnite which it is, by the positive deﬁniteness of ∗𝑘. In this
case, 𝛼may not be unique but as we will show in Theorem 4.4, d𝑘−1 𝛼 will be unique. Theorem 4.4
is the discrete version of the Hodge-de Rham isomorphism theorem. Note that Equation (4.5) is
equivalent to 𝛿𝑘 d𝑘−1 𝛼 = −𝛿𝑘 𝜔 which is 𝛿𝑘(𝜔 + d𝑘−1 𝛼) = 0. This should make the connection
to 𝜔 + d𝑘−1 𝛼 being harmonic more transparent since we also have that d(𝜔 + d𝛼) = 0.
Lemma 4.2. 𝛿𝑘+1 and d𝑘 are adjoints of each other, up to sign. Speciﬁcally,
(d𝑘 𝛼, 𝛽)𝐶𝑘+1 = (−1)
1−𝑘2(𝛼, 𝛿𝑘+1 𝛽)𝐶𝑘 ,
for any 𝑘-cochain 𝛼 and (𝑘 + 1)-cochain 𝛽.
Proof. In matrix notation, we need to show that 𝛼𝑇 d𝑇𝑘 ∗𝑘+1 𝛽 = (−1)1−𝑘
2𝛼𝑇 ∗𝑘 𝛿𝑘+1 𝛽. Since 𝛼
and 𝛽 are arbitrary, this is equivalent to showing that d𝑇𝑘 ∗𝑘+1 = (−1)1−𝑘
2 ∗𝑘 𝛿𝑘+1. But, this is true
by the deﬁnition of 𝛿𝑘+1 and the sign for ∗𝑘 ∗−1𝑘 .
Remark 4.3. In the smooth case for a closed manifold, (d𝛼, 𝛽) = (𝛼, 𝛿 𝛽) and there is no sign. For
𝜕-manifolds, the adjointness requires the correct boundary conditions. In the discrete case, one
difference is the appearance of the (−1)1−𝑘2 sign. Another is that for the boundary case the Neu-
mann cochain conditions (zero normal component) are automatically satisﬁed due to the use of the
weak form of the discrete Laplace-de Rham operators, as is usual in ﬁnite element methods.
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Theorem 4.4 (Discrete Hodge-de Rham Isomorphism). Let [𝜔] ∈ 𝐻𝑘(𝐾; ℝ). Then,
(i) There exists a cochain 𝛼 ∈ 𝐶𝑘−1(𝐾; ℝ), not necessarily unique, such that 𝛿𝑘 (𝜔 + d𝑘−1 𝛼) = 0,
(ii) There is a unique cochain d𝑘−1 𝛼 satisfying 𝛿𝑘 (𝜔 + d𝑘−1 𝛼) = 0,
(iii) 𝛿𝑘 (𝜔 + d𝑘−1 𝛼) = 0 implies𝛥𝑘 (𝜔 + d𝑘−1 𝛼) = 0.
Proof. (i) Consider the least squares problem d𝑘−1 𝑎 ≃ 𝜔. Let −𝛼 be a solution. Some such 𝛼
always exists because least squares problems always have a solution. Note that the norm used in
formulating this problem as a residual minimization is the one induced from the Hodge star inner
products on cochains. Thus, this is a weighted least squares formulation. Speciﬁcally, the inner
product matrix is ∗𝑘 and the least squares problem minimizes (𝜔+d𝑘−1 𝛼)𝑇 ∗𝑘(𝜔+d𝑘−1 𝛼) since
𝜔 − d𝑘−1 (−𝛼) = (𝜔 + d𝑘−1 𝛼) is the residual. But from properties of least squares, the residual
(𝜔+d𝑘−1 𝛼) is ∗𝑘-orthogonal to im d𝑘−1. Thus, we have that (𝜔+d𝑘−1 𝛼) ∈ imd𝑘−1⟂∗𝑘 = ker 𝛿𝑘
since 𝛿𝑘 is the adjoint of d𝑘−1 up to sign in the Hodge star inner product on cochains by Lemma 4.2.
(ii) Uniqueness of d𝑘−1 𝛼 follows from properties of least squares.
(iii) This is obvious since 𝜔 + d𝑘−1 𝛼 is also closed.
Note that this theorem implies that solving the linear system (4.5) will provide a harmonic cochain.
Another consequence is the following corollary which comes from the uniqueness of d𝛼 in the
above theorem:
Corollary 4.5. There is a unique harmonic cochain in each cohomology class.
Corollary 4.6. Let 𝛼′ be a (𝑘 − 1)-cochain which is a solution of the [Desbrun, Kanso, and Tong 2008] sys-
tem (4.2). Then d 𝛿 𝛼′ = 0. That is, the [Desbrun, Kanso, and Tong 2008] linear system (4.2) has a superﬂuous
d 𝛿 term.
Proof. Let 𝛼 be a (𝑘 − 1)-cochain that solves (4.5). That is, d𝑇 ∗ d𝛼 = −d𝑇 ∗𝜔. Then multiplying
both sides by the nonsingular matrix ∗−1 we have that 𝛿 d𝛼 = −𝛿 𝜔. By Corollary 4.5 there is a
unique harmonic cochain cohomologous to 𝜔. Since the [Desbrun, Kanso, and Tong 2008] method
and the least squares method both ﬁnd a harmonic cochain cohomologous to 𝜔, one must have
𝜔 + d𝛼 = 𝜔 + d𝛼′. This implies that 𝛼′ − 𝛼 is in the kernel of d. Subtracting the equation
𝛿 d𝛼 = −𝛿 𝜔 from (4.2), we have d 𝛿 𝛼′ + 𝛿 d (𝛼′ − 𝛼) = 0. Since d (𝛼′ − 𝛼) = 0, we get that
d 𝛿 𝛼′ = 0.
4.5. Examples of Computations Using Least Squares Method
All computations were performed using the Python language with SciPy, NumPy, and PyDEC pack-
ages [N. Bell and Hirani 2012]. For all ﬁgures showing results of the least squares method we used
a conjugate gradient linear solver without preconditioning.
(i) Torus: The top two rows of Figure 4.2 shows the harmonic cochains cohomologous to given
nontrivial cocycles on a torus surface. The given cocycles are shown in the left ﬁgures and represent
a cohomology basis. They are the Poincaré duals of the corresponding handle (longitude) and tunnel
(latitude) homology cycles. The vector ﬁeld proxies of the resulting harmonic cochains follow the
two canonical directions on the torus.
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Figure 4.2.: Some example computations using the least squares method. Top two rows: Cocycles
representing a cohomology basis for the torus are shown as thick edges in the left ﬁg-
ures. The right ﬁgures show the harmonic cochains in the corresponding cohomology
classes. Compare this with Figure 4.1 for the eigenvector method which lacks cohomol-
ogy control. Bottom two rows: The nontrivial cocycles are marked in red. For clarity,
these cocycles are shown by themselves (without the harmonic cochain) in Figure 4.3.
Note that the proxy vector ﬁelds circulate around only those holes associated with the
initial cocycle, and past others.
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𝑎
𝑏
𝑐
𝑑
𝑒
𝑓
𝑏′
𝑏″
Figure 4.3.: Nontrivial cocycles used in several experiments. Let 𝐾 be the triangle mesh of the
domain. We are interested in the harmonic Neumann cochains, i.e., in elements of
ℋ1𝑁(𝐾). Since ℋ1𝑁(𝐾) is isomorphic to 𝐻1(𝐾; ℝ) which in turn is isomorphic to
𝐻1(𝐾, 𝜕𝐾;ℝ), the nontrivial cocycles needed are obtained by ﬁrst ﬁnding representa-
tives of elements of the relative homology space 𝐻1(𝐾, 𝜕𝐾; ℝ). It is the duals of these
relatives cycles that are shown here as the cocycles. A basis of 𝐻1(𝐾; ℝ) is given by the
cocycles 𝑎 through 𝑑, but several other cocycles are also shown here.
Figure 4.4.: Visualization of the 𝛼 cochain for two of the harmonic 1-cochains seen in Figure 4.2
such that 𝜔+ d0 𝛼 is harmonic. The cochain 𝛼 is visualized via surface elevation above
the mesh and shading.
Figure 4.5.: Proxy vector ﬁelds of Left: a harmonic 1-cochain on a closed genus 3 surface and Right:
a harmonic 2-cochain on a tetrahedral mesh of a solid annulus (solid ball with cavity).
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Figure 4.6.: Three different cocycles (𝜔 of the text) representing the same cohomology class lead to
the same harmonic cochain when least squares method is used. The cocycles used are
shown in Figure 4.3 as 𝑏, 𝑏′ and 𝑏″.
(ii) Four-holed disc: The bottom two rows of Figure 4.2 shows several examples on a planar mesh with
holes. The cohomology basis elements are cocycles connecting a pair of boundaries. To single out a
particular hole, so that the harmonic cochain proxy vector ﬁeld will circulate around that hole, one
picks a cocycle connecting that boundary to the outer boundary. Connecting two holes results in a
harmonic cochain that circulates about those two holes. The cocycles used in various experiments
on this mesh are shown in Figure 4.3. The ones used for Figure 4.2 were the cocycles 𝑎 through 𝑓
of Figure 4.3.
(iii) Gradient part: The scalar function 𝛼 that is found as a solution of (4.5) is shown for three ex-
amples in Figure 4.4. This is the function whose gradient has to be added to the cohomology basis
representative in order to obtain the harmonic cochain. The planar domain example in the middle
row is different from the other examples in that it has non-convex holes.
(iv) Higher genus: Figure 4.5 shows a harmonic cochain on a surface of genus 3.
(v) Solid annulus: The harmonic 2-cochain on a solid annulus (a solid ball with a cavity) is shown in
the right of Figure 4.5. Since the 2-cochain is of codimension 1, it can be visualized as a proxy vector
ﬁeld by interpolating the 2-cochain values from the triangles using Whitney 2-forms and sampling
it at the tetrahedral barycenters.
(vi) Cohomology-awareness: Figure 4.6 shows that the least squares method (as expected) ﬁnds the
same harmonic cochain when three very different representative cocycles from the same cohomol-
ogy class.
4.6. Comparisons of Linear Systems
We now compare the matrices in the linear systems of the [Fisher et al. 2007], [Desbrun, Kanso,
and Tong 2008], and the least square methods. As we noted above, the [Desbrun, Kanso, and Tong
2008] and least square methods have identical system matrices for the 1-cochain case. However,
for higher-dimensional cochains the extra term in the [Desbrun, Kanso, and Tong 2008] leads to
a denser matrix. This is true regardless of the Hodge star used. Compared to the least square
matrix, the matrix in [Fisher et al. 2007] is larger and denser. As a consequence, the least square
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Least squares matrix Fisher et al. matrix
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100
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Figure 4.7.: Magnitudes of nonzeros in matrices using the Whitney Hodge star. In comparison to
the least square matrix (left), the matrix of [Fisher et al. 2007] (right) is both larger and
denser; it contains two orders of magnitude more nonzeros (where we consider entries
with magnitudes less than 10−8 to be zeros). The colorbar shows the magnitude of the
components. The sizes of these matrix visualizations are shown to scale. The least
square matrix is of size 𝑁0 × 𝑁0 whereas the matrix of [Fisher et al. 2007] is of size
𝑁1×𝑁1. These matrices are for a Delaunay triangulation of the four-holed disc shown
in Figure 4.1, which has 2454 vertices, 6783 edges, and 4326 triangles.
method results in faster solutions, as shown in Table 4.1. The method of [Fisher et al. 2007] also
has worse conditioning than the least square method. The condition numbers (modulo the kernel)
of the former are about ten times higher which is not a big difference. Note however, that these
measurements are for a small mesh, and that the gap appears to increase as the mesh quality be-
comes worse. Similar conditioning behavior is expected of the methods of [Gu and Yau 2008] and
[Desbrun, Kanso, and Tong 2008].
4.6.1. Matrix sizes and sparsity
We ﬁrst look at the size and density of the system matrices used by the three methods. To compare
the least square method and the method of [Fisher et al. 2007], we assembled the matrices using a
Figure 4.8.: Magnitudes of nonzeros in the Whitney Hodge star inverse matrix ∗−10 . This matrix
comes from the mesh used for Figure 4.7.
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DEC Hodge Star Whitney Hodge Star
Least square Fisher et al. Least square Fisher et al.
Conjugate Gradient Conjugate Gradient Direct Method Conjugate Gradient Conjugate Gradient Direct Method
0.06605 1.155 0.06915 0.06618 510.6 71.16
0.06401 1.115 0.06864 0.06375 3357.0 70.87
0.06996 1.116 0.06849 0.06996 495.2 72.14
0.06391 1.109 0.06869 0.06431 512.3 71.92
0.06429 1.082 0.06860 0.06491 430.3 71.29
0.07104 1.212 0.06845 0.07023 650.9 71.64
Least square Desbrun et al. Least square Desbrun et al.
Conjugate Gradient Conjugate Gradient Direct Method Conjugate Gradient Conjugate Gradient Direct Method
0.1355 3.510 0.3171 0.1181 1746.0 13.05
Table 4.1.: Computation times for [Fisher et al. 2007], [Desbrun, Kanso, and Tong 2008], and least
square methods for both Hodge stars. The 1-cochains for [Fisher et al. 2007] and least
square methods were computed on a Delaunay triangulation of the four-holed disc shown
in Figure 4.1, and the 2-cochains for the [Desbrun, Kanso, and Tong 2008] and least
square methods were computed on the solid annulus used in computation of Figure 4.5.
The rows in the top table correspond to the cocycles 𝑎 through 𝑓 of Figure 4.3. The
direct method used in the computations was a solver in the SuperLU package [Li 2005].
Times are averaged over several trials and are in seconds.
Delaunay triangulation of the four-holed disc shown in Figure 4.1. The number of vertices, edges
and triangles are 𝑁0 = 2454, 𝑁1 = 6783, and 𝑁2 = 4326, respectively. The Whitney Hodge stars
were used in forming the matrices. Figure 4.7 shows a visualization of the two matrices which are
drawn to scale. Both the location and magnitude of their nonzero components for the case of the
Whitney Hodge star are shown in Figure 4.7. The matrix of [Fisher et al. 2007] is both larger and
denser than the least square matrix. The size difference is easy to see simply by dimensionality: the
least square matrix is of size 𝑁0×𝑁0 and the matrix of [Fisher et al. 2007] is of size 𝑁1×𝑁1. The
higher density is a result of the density of the inverse Hodge star matrix ∗−10 which is not sparse
for the Whitney Hodge star, as shown in Figure 4.8. As a result, the [Fisher et al. 2007] matrix
has about 8.8 million nonzeros (where entries with magnitudes less than 10−8 are considered to be
zeros), as compared to 16 thousand for the least square matrix.
To compare the [Desbrun, Kanso, and Tong 2008] and least square matrices, we assembled the
matrices appropriate for ﬁnding harmonic 2-cochains on a tetrahedral mesh of a solid annulus (a
solid ball with an internal cavity). This mesh, for which 𝑁0 = 643, 𝑁1 = 3815, 𝑁2 = 5952, and
𝑁3 = 2778, is the one used for the harmonic 2-cochain computation shown in the right of Figure 4.5.
The resulting matrices are visualized in Figure 4.9 for both the Whitney and DEC Hodge stars. Both
matrices are of the same size (namely 𝑁1 ×𝑁1), but the [Desbrun, Kanso, and Tong 2008] matrix
is denser. This is very obvious for the Whitney Hodge star case (14.3 million versus 56 thousand
nonzeros) where as before the inverse Hodge star leads to loss of sparsity. However, it is also evident
in the DEC Hodge star case (94 thousand versus 40 thousand nonzeros). Here the increased density
is due to the extra term in the system of [Desbrun, Kanso, and Tong 2008].
4.7. Timing Comparisons
The superior sparsity of the least square matrix (and smaller system size compared to [Fisher et al.
2007]) leads to improved solution time. To illustrate this, we compare the time taken for the 1-
cochain computation by the method of [Fisher et al. 2007] and the least square method, and for the
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Figure 4.9.: Magnitudes of nonzeros in operators using the Whitney (top row) and DEC (bottom
row) Hodge stars. The least square matrix (left column) is sparser than the [Desbrun,
Kanso, and Tong 2008] matrix (right column) in the case of DEC Hodge star and sig-
niﬁcantly sparser in the case of Whitney Hodge star. This is due to the extra term in
the [Desbrun, Kanso, and Tong 2008] matrix. The colorbar shows the magnitude of
the nonzero components. The two matrices are of equal size, and are for ﬁnding har-
monic 2-cochains on the tetrahedral mesh of the solid annulus which was also used for
the experiment shown in Figure 4.5.
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2-cochain computation by [Desbrun, Kanso, and Tong 2008] and least square methods. The results
are given in Table 4.1. The cochains were computed on the meshes that were used to visualize system
matrix densities in Figures 4.7 and Figure 4.9. The times in Table 4.1 are averaged over several trials,
and are all in seconds.
The conjugate gradient method was used without preconditioning. The direct method was a
solver for sparse matrices in the SuperLU package [Li 2005]. It may be possible to improve the
times for all the methods by using preconditioners or special solvers. For the Whitney Hodge star,
the times for [Fisher et al. 2007] and [Desbrun, Kanso, and Tong 2008] methods are much worse
than the least square method. In every case, the least square method is faster, without any attempts
at code optimization. The method of [Fisher et al. 2007] is unable to provide cohomology control,
and the [Desbrun, Kanso, and Tong 2008] method has a redundant term which leads to poor matrix
properties. Thus, we did not try to optimize their performance either.
4.7.1. Linear solvers for the least squares method
As noted earlier, the matrix d𝑇𝑘−1 ∗𝑘 d𝑘−1 in (4.5) is positive semideﬁnite since d𝑘−1 will typically
have a nontrivial kernel. For example, for 𝑘 = 1 for a connected domain, the space of constant
functions on the domain is in the kernel of 𝑑0. In this case, it is easy to make the system nonsin-
gular (mod out the nontrivial kernel) by ﬁxing the value at a vertex and adjusting the linear system
accordingly. (In Appendix C, we provide some additional details for the 𝑘 = 1 case in 2d that
arises from being able to use nearly-linear time solvers of [Spielman and Teng 2004] for this prob-
lem and leads to an improvement of a classical proof found in [Ciarlet and Raviart 1973].) For
the case of 2-cochains in tetrahedral meshes however, the kernel of d1 can be large. Let 𝑀 be
a three-dimensional manifold simplicial complex. Simple linear algebra and elementary topology
reveals that the dim(ker d1) ≥ 𝑁0 − 𝜒(𝐾) where 𝑁0 is the number of vertices and 𝜒(𝐾) is the
Euler number (the alternating sum of Betti numbers at all dimensions) [Munkres 1984]. For exam-
ple, for a connected domain with boundary, we will have dim(ker d1) ≥ number of vertices − 1 +
number of solid handles − number of cavities. By reﬁning the mesh this kernel dimension can be
made arbitrarily large. If a direct solver is to be used for solving (4.5) then one must mod out this
potentially large nontrivial kernel. An alternative is to use iterative Krylov solvers as they work well
even in the presence of a nontrivial kernel and this is the approach we chose in our experiments.
Speciﬁcally, we used a conjugate gradient solver without any preconditioning or modiﬁcations. Al-
gebraic multigrid is another prospective alternative especially since it has been shown to be effective
for a version of this problem as posed on manifold graphs in [W. N. Bell 2008], i.e., without any
metric, equivalently with all the discrete Hodge stars set to identity matrices.
4.7.2. Finding the initial nontrivial cochains
In this work, we assume that a nontrivial cocycle is given. Our aim here is not to give algorithms for
ﬁnding a cocycle. However, a few words about this are in order. An initial nontrivial cocycle in a
cohomology class can be found in a number of ways. For surfaces, efficient algorithms to do this exist.
By [Eppstein 2003], in time linear in the number of simplices, one can ﬁnd a homology basis for
the topological dual (e.g., barycentric dual) graph of the triangulation. One can then use Poincaré-
Lefschetz duality [Munkres 1984] to get a cohomology basis on the primal mesh. For a boundaryless
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manifold simplicial complex, one would start with nontrivial cycles on the dual graph. But in case
of a manifold with boundary, due to Lefschetz duality, one has to start with a nontrivial relative
cycle on the dual mesh, relative to the boundary. One can also start with a random cochain and
compute the desired nontrivial cocycle using a Hodge decomposition with standard inner product
[W. N. Bell 2008].
Yet another method is to use the persistence algorithm [Edelsbrunner, Letscher, and Zomorodian
2002]. This is usually implemented using coefficients in ﬁnite ﬁeld 𝔽2. If integer coefficients are
used then like the naive Smith normal form algorithm [Munkres 1984], there is a possibility that
the entries will grow arbitrarily large, leading to an intractable computation. Using 𝔽2 coefficients,
the persistence algorithm has cubic (in the number of simplices) complexity.
4.8. Conclusions
We developed a weighted least squares method for ﬁnding harmonic cochains in the cohomology
class of a given cocycle. This method was obtained as a consequence of a discrete Hodge-de Rham
isomorphism theorem that we formulated and proved. In addition, we have surveyed and shown
experimental results from many methods for computing harmonic cochains – some of which are
cohomology-aware and some that are not. In all cases where we have considered previous methods,
our analysis and experiments have explored directions that were not studied by the authors of the
methods. For example, for the weighted least square based of [Fisher et al. 2007], we have explored
cohomology based localization as well as the use of Whitney forms and the resulting numerical
challenges. For the Poisson’s equation based method of [Desbrun, Kanso, and Tong 2008], we have
described their system in greater detail than they did, and we have studied the numerical implica-
tions of using Whitney Hodge star for their linear system. By comparing the method of [Desbrun,
Kanso, and Tong 2008] with ours, we discovered a superﬂuous term in their linear system. We
showed that this term is a cause of the numerical problems and inefficiencies of their method as we
outlined. These problems only become apparent when one considers the important practical case
of 2-cochains in solids. The work in [Gu and Yau 2008] appears to have not focused on numerical
aspects. Their system is a least square system as well. It has the same numerical and scalability
issues as the methods of [Fisher et al. 2007] and [Desbrun, Kanso, and Tong 2008].
When just any harmonic cochain basis will do, the eigenvector method using the weak mixed
form [Arnold, Falk, and Winther 2010] is probably a good choice. Such a basis can also be used
in conjunction with a projection to provide cohomology control. If a cohomology basis is available
or can be computed efficiently, then the least squares method will yield a harmonic basis using
solution of linear systems instead of eigenvector computations. Our experiments also suggest that
the least squares method will be as efficient or better especially since algebraic multigrid could
potentially be used for the linear system solution. The clear advantage of the least squares method
is when a harmonic cochain is sought in a particular cohomology class and a harmonic basis is not
available. That is, a nontrivial cocycle representing a cohomology class is given, and one seeks the
unique harmonic cochain cohomologous to the given one. We showed with experiments that the
eigenvector method and some of its generalizations fail to produce a harmonic cochain in a given
cohomology class.
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5.1. Motivation
Finite element exterior calculus (FEEC) [Arnold, Falk, and Winther 2010] is a framework for the
solution of elliptic partial differential equations (PDEs) posed variationally in a mixed formulation
. FEEC is expressed in the language of calculus of differential forms which is an elegant and a
coordinate independent extension of vector calculus on ﬂat Euclidean spaces to manifolds in any
dimension. FEEC is a mathematical theory for both analysis and computation of numerical solution
of elliptic PDEs, in particular, Poisson and Helmholtz type problems.
Discrete exterior calculus [Hirani 2003] , on the other hand, is a geometric discretization of ob-
jects of exterior calculus and was successful in computer graphics applications initially, and later
as a low-order scheme for solution of Poisson PDEs in mixed form, especially Darcy ﬂow [Hirani,
Nakshatrala, and Chaudhry 2015] and Navier-Stokes equation [Elcott et al. 2007; Mohamed, Hirani,
and Samtaney 2015], on orthogonal primal-dual meshes . The latter motivates further inquiry into
aspects of numerical solution of PDEs using DEC as a low-order scheme. A main question that
arises is whether the solution of the Darcy ﬂow problem in two dimensions by DEC, and by exten-
sion, Poisson type problems in two and three dimensions, is sound. In other words, is the mixed
form solution of Poisson PDEs on manifolds by DEC, analogous to FEEC, convergent? In this
work, we explore this comprehensively by computations and in doing so provide the ﬁrst known
error analysis studies for DEC.
5.2. FEEC for Hodge Laplacians
We ﬁrst provide a brief summary of the setting for solving a 𝑘-form Poisson PDE using FEEC. The
details can be found in [Arnold, Falk, and Winther 2006a; Arnold, Falk, and Winther 2010].
Consider the following sequence of 𝐿2 spaces of differential 𝑘-forms𝐻Λ𝑘 and their Hodge duals
𝐻∗Λ𝑘, 0 ≤ 𝑘 ≤ 𝑛 deﬁned on a domain Ω:
𝐻Λ0(Ω) 𝐻Λ1(Ω) ⋯ 𝐻Λ𝑛(Ω)
∘𝐻∗Λ0(Ω) ∘𝐻∗Λ1(Ω) ⋯ ∘𝐻∗Λ𝑛(Ω)
d d d
𝛿 𝛿 𝛿
where d and 𝛿 are the exterior derivative and the codifferential operators, respectively, on Ω. A
50
Chapter 5. Numerical Study of Error in DEC
Hodge dual of a space means that the two spaces are isometric to each other via the Hodge star
operator: 𝐻∗Λ𝑘(Ω) ≔ ⋆ (𝐻Λ𝑛−𝑘(Ω)). Although we have been explicit in writing Ω above, it
is often implicitly understood and we will also adopt that notation hereafter. The 𝐿2 spaces of
differential forms are deﬁned via the graph inner product:
⟨𝜔, 𝜂⟩𝐻Λ𝑘 ≔ ⟨𝜔, 𝜂⟩𝐿2Λ𝑘 + ⟨d𝜔, d 𝜂⟩𝐿2Λ𝑘+1 ,
⟨𝜔, 𝜂⟩𝐻∗Λ𝑘 ≔ ⟨𝜔, 𝜂⟩𝐿2Λ𝑘 + ⟨𝛿 𝜔, 𝛿 𝜂⟩𝐿2Λ𝑘−1 ,
for appropriate degree forms 𝜔 and 𝜂, and where
⟨𝜔, 𝜂⟩ = ⟨𝜔, 𝜂⟩𝐿2Λ𝑘 ≔∫
Ω
⟨𝜔𝑥, 𝜂𝑥⟩𝜇(𝑥).
where 𝜇 is the volume form associated with the metric on Ω. We also have that:
⟨d 𝜔, 𝜂⟩ = ⟨𝜔, 𝛿 𝜂⟩ +∫
𝜕Ω
tr 𝜔 ∧ tr ⋆𝜂,
where 𝜔 ∈ 𝐻Λ𝑘−1, 𝜂 ∈ 𝐻1Λ𝑘 or, interchanging d and 𝛿 in above, 𝜔 ∈ 𝐻1Λ𝑘−1, 𝜂 ∈ 𝐻∗Λ𝑘. Finally,
we deﬁne the spaces with the trace conditions , namely,
∘𝐻Λ𝑘 = {𝜔 ∈ 𝐻Λ𝑘| tr𝜕Ω 𝜔 = 0}
∘𝐻∗Λ𝑘 = {𝜔 ∈ 𝐻∗Λ𝑘| tr𝜕Ω 𝜔 = 0}
With this setting, the 𝑘-form Poisson problem that we seek to solve can be stated in its strong
form as follows. Seek 𝑢 such that
(d 𝛿 + 𝛿 d)𝑢 = 𝑓 − 𝑝 in Ω,
tr ∗ 𝑢 = 0 and tr ∗ d 𝑢 = 0 on 𝜕 Ω
𝑢 ⟂ ℌ
where, ℌ is the space of harmonics (the solution to the 𝑘-form Laplace’s equation), 𝑝 is the compo-
nent of 𝑓 in the harmonics. Removing this component off 𝑓 is necessary to make the problem well
posed while seeking 𝑢 to be orthogonal to the harmonics is required to make the problem have a
unique solution. We shall seek a weak solution to this problem in the mixed formulation (to ensure
that the solution method is stable) and to facilitate doing so, we ﬁrst pose the strong form equation
in a ﬁrst order form by introducing 𝜎 = 𝛿 𝑢:
𝜎 = 𝛿 𝑢 , d 𝜎 + 𝛿 d𝑢 = 𝑓 − 𝑝 in Ω,
tr ∗ 𝑢 = 0 and tr ∗ d 𝑢 = 0 on 𝜕 Ω
𝑢 ⟂ ℌ.
Then, the weak mixed formulation for this problem is:
⟨𝜎, 𝜏⟩ − ⟨d 𝜏, 𝑢⟩ = 0 , 𝜏 ∈ 𝐻Λ𝑘−1
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⟨d 𝜎, 𝑣⟩ + ⟨d 𝑢, d 𝑣⟩ + ⟨𝑣, 𝑝⟩ = ⟨𝑓, 𝑣⟩ , 𝑣 ∈ 𝐻Λ𝑘
⟨𝑢, 𝑞⟩ = 0 , 𝑞 ∈ ℌ𝑘
The ﬁnite dimensional version of this problem chooses subspace of 𝐻Λ𝑘 to be spaces spanned by
appropriate order polynomial Whitney forms , and the lowest order version of these spaces is what
we use in all our computational studies. This ﬁnite dimensional version of the problem for the
lowest order case can be expressed in the matrix form as follows: ﬁnd cochains (𝜎𝑐, 𝑢𝑐) such that:
[−∗𝑘−1 d
𝑇
𝑘−1∗𝑘
∗𝑘 d𝑘−1 d𝑇𝑘 ∗𝑘+1 d𝑘
][𝜎𝑐𝑢𝑐
] = [ 0∗(𝑓𝑐 − 𝑝𝑐),
]
subject to: 𝑄𝑇 ∗ 𝑢𝑐 = 0
(5.1)
where 𝑝𝑐 is the harmonic part of 𝑓 ,𝑄 is a basis for discrete harmonics and ∗ are appropriate mass ma-
trices . (For a slightly more detailed discussion of these mass matrices , please refer to Appendix D.)
5.3. DEC for Hodge Laplacians
The discretization of the 𝑘-form Poisson problem by DEC involves a sequence of steps which culmi-
nate in essentially replacing the Whitney Hodge star matrices in (5.1) by the DEC diagonal Hodge
star matrices . Figures 5.1 and 5.2 provide a comparison of the solutions of the 𝑘-form problem in
2d, 0 ≤ 𝑘 ≤ 2 for 𝑢 obtained using FEEC and DEC. Each of these problems were solved using
FEEC and DEC for the same forcing function, and on the same triangulation. These FEEC and
DEC solutions provide us with the motivation to study the convergence of DEC for these various
𝑘-form Laplacian problems in 2d and 3d.
5.4. Numerical Experiments for Error
We study the behavior of the 𝐿2 error in DEC and FEEC for the mixed form Hodge Laplacian
Poisson problem in 2d and 3d for a variety of different cases. These include the Hodge Laplacians
for all possible {𝑘, 𝑛} where 0 ≤ 𝑘 ≤ 𝑛 and 𝑛 = 2, 3. We also study it on domains with nontrivial
topologies for the cases {𝑘, 𝑛} = {{1, 2}, {1, 3}, {2, 3}}. In each of these cases, we construct a
𝑘-form solution 𝑢 for the Poisson problem that satisﬁes the appropriate boundary conditions and
construct the right hand side function 𝑓 in the Poisson problem using the appropriate Hodge 𝑘-
Laplacian. In the cases where the problem had a nontrivial topology, hence a nontrivial harmonic,
we also determined the appropriate 𝑘-harmonics analytically and projected them down to a discrete
basis. (All our problems with a nontrivial topology had their discrete harmonic spaces to be one
dimensional.) We then solved for the discrete solution using both FEEC and DEC for each of the
problems on a sequence of shape regular reﬁnement of meshes. The discrete DEC solutions are
interpolated using appropriate lowest order Whitney 𝑘-forms and we computed the 𝐿2 error to
be the 𝐿2 norm of the difference between the true and computed solutions. The 𝐿2 error was
computed using a sufficiently higher order quadrature as were the various integrals needed to set up
the discrete problem. In the following subsections, we list these manufactured solutions and also
provide some additional notes such as the coordinates in which the forms were expressed. Finally, we
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FEEC solution for u
-0.9962
-0.6639
-0.3315
0.0008
0.3331
0.6655
0.9978
DEC solution for u
-1.0091
-0.6725
-0.3358
0.0009
0.3375
0.6742
1.0109
Mixed FEEC solution for u
0.0010
0.0111
0.0212
0.0314
0.0415
0.0516
0.0617
Mixed DEC solution for u
0.0006
0.0108
0.0210
0.0313
0.0415
0.0518
0.0620
Figure 5.1.: 2d lowest order mixed FEEC and DEC solutions of Top: Scalar Laplacian with Neumann
boundary conditions Bottom: Scalar Laplacian with Dirichlet boundary conditions.
have carefully listed all steps involved in some of the computations in 2d for purposes of illustration.
We will not be providing all these details for the 3d manufactured solutions.
5.4.1. 2d manufactured solutions
In this section, we shall provide descriptions for the analytical solutions used in the convergence
studies for the various 𝑘-laplacian Poisson problems. Each Poisson problem is deﬁned on a suitable
problem domain, and the various domains are representative of simply-, and non-simply-connected
topologies. Also, for each of these problems, an appropriate analytical solution 𝑢 was constructed
such that it satisﬁes the two boundary conditions tr ∗ 𝑢 = 0 and tr ∗ d 𝑢 = 0 in the formulation of
the Poisson problem. The right hand side function 𝑓 was then obtained as 𝑓 = 𝛥𝑢 = (d 𝛿 + 𝛿 d)𝑢.
All computations were carried using a choice of coordinates that was “natural” for the problem
domain.
𝛥0 Poisson on a Unit Square
Our manufactured solution for 𝛥0 Poisson problem deﬁned on the unit square is:
𝑢 = cos(𝜋𝑥) cos(𝜋𝑦).
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Mixed FEEC solution for u Mixed DEC solution for u
Mixed FEEC solution for u Mixed DEC solution for u
Figure 5.2.: 2d lowest order mixed FEEC and DEC solutions of Vector Laplacian with natural bound-
ary conditions. The bottom ﬁgure additionally illustrates domain with a nontrivial topol-
ogy.
This is expressed in the standard Cartesian coordinate system with {𝑑𝑥, 𝑑𝑦} being an orthonormal
basis for 1-forms and for which we have the following standard Hodge star operators:
∗ 𝑑𝑥 = 𝑑𝑦, ∗ 𝑑𝑦 = −𝑑𝑥, and ∗(𝑑𝑥 ∧ 𝑑𝑦) = 1.
It can be easily checked that this satisﬁes the two boundary conditions, tr ∗ 𝑢 = 0 and tr ∗ d 𝑢 = 0.
The ﬁrst boundary condition is vacuously true since 𝑢 is a 0-form, hence ∗ 𝑢 is a top-dimensional
form, i.e., 2-form, and the pullback of a 2-form (in 2d) on to the boundary under the inclusion of the
boundary into the domain yields a trivial 1-form. Informally, this can been seen via the following
reasoning – evaluating the form at any point on the boundary requires pairing the form with a set
of vectors in the tangent space at that point; since the tangent space for a point on the boundary
is of dimension one less than at any other point in the domain, all vectors in the tangent space
of the boundary are linearly dependent, hence the pairing of the form and the tangent vectors is
zero. The second boundary condition in this case is identiﬁable as the standard Neumann boundary
condition, and 𝑢 indeed has zero normals derivatives at the boundaries of the unit square. In this
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case, the space of harmonics is 1-dimensional and is the space of constant functions, hence we
choose ℎ(𝑥, 𝑦) = 1 as our analytical basis.
Analytical Formulas: 𝛥1 on a Unit Square
Our manufactured solution for the Poisson problem 𝛥1 𝑢 = 𝑓 on a unit square is:
𝑢 = 𝑥 (1 − 𝑥) 𝑦2 (1 − 𝑦)2 𝑑𝑥 + 𝑥2 (1 − 𝑥)2 𝑦 (1 − 𝑦)𝑑𝑦.
A summary of the various computations involved in the Poisson problem for this case is as follows:
𝑑 𝑢 = −4𝑥 𝑦 (1 − 𝑥) (1 − 𝑦) (𝑥 − 𝑦) 𝑑𝑥 ∧ 𝑑𝑦,
𝜎 = 𝛿 𝑢 = (1 − 2𝑥) 𝑦2 (1 − 𝑦)2 + 𝑥2 (1 − 𝑥)2 (1 − 2𝑦),
𝑑 𝜎 = 𝑑 𝛿 𝑢 = −2 𝑦2 (1 − 𝑦)2 𝑑𝑥 − 2𝑥2 (1 − 𝑥)2 𝑑𝑦,
and 𝑓 = 𝛥𝑢 = (𝑑 𝛿 + 𝛿 𝑑)𝑢.
The speciﬁc choice of our coefficients in the 1-form 𝑢 ensures that the boundary conditions tr ∗ 𝑢 =
0 and tr ∗ 𝑑𝑢 = 0 are satisﬁed. We next illustrate some of these computations in greater detail below.
𝛿 = Λ𝑘+1 → Λ𝑘, 𝛿 = (−1)𝑛𝑘+1 ∗ d ∗ .
We have here that 𝑛 = 2, 𝑘 = 1. Consequently, d𝑢 ∈ Λ2 and 𝛿 d 𝑢 ∈ Λ1.
𝛿 𝑑 𝑢 =(−1) ∗ 𝑑 ∗ 𝑑𝑢
= − ∗𝑑 ∗ 𝑑 (𝑥 (1 − 𝑥) 𝑦2 (1 − 𝑦)2 𝑑𝑥 + 𝑥2 (1 − 𝑥)2 𝑦 (1 − 𝑦)𝑑𝑦)
= − ∗𝑑 ∗ (−4𝑥 𝑦 (1 − 𝑥) (1 − 𝑦) (𝑥 − 𝑦) 𝑑𝑥 ∧ 𝑑𝑦)
= − ∗𝑑 (−4𝑥 𝑦 (1 − 𝑥) (1 − 𝑦) (𝑥 − 𝑦) ∗ 𝑑𝑥 ∧ 𝑑𝑦)
= − ∗𝑑 (−4𝑥 𝑦 (1 − 𝑥) (1 − 𝑦) (𝑥 − 𝑦))
= − ∗ (4 𝑥 𝑦 (−1 − 2𝑥 (−1 + 𝑦) + 𝑦2)𝑑𝑥 − 4(−1 + 𝑥)𝑥𝑦 (1 + 𝑥 − 2𝑦)𝑑𝑦)
= − 4𝑥 𝑦 (−1 − 2𝑥 (−1 + 𝑦) + 𝑦2)𝑑𝑦 − 4(−1 + 𝑥)𝑥𝑦 (1 + 𝑥 − 2𝑦)(−𝑑𝑥)
= − 4 (−1 + 𝑥) 𝑥 𝑦 (1 + 𝑥 − 2 𝑦) 𝑑𝑥 − 4𝑥 𝑦 (−1 − 2𝑥 (−1 + 𝑦) + 𝑦2)𝑑𝑦
𝑑 𝛿 𝑢 =(−1) 𝑑 ∗ 𝑑 ∗ 𝑢
= − 𝑑 ∗ 𝑑 ∗ (𝑥 (1 − 𝑥) 𝑦2 (1 − 𝑦)2 𝑑𝑥 + 𝑥2 (1 − 𝑥)2 𝑦 (1 − 𝑦)𝑑𝑦)
= − 𝑑 ∗ 𝑑 (𝑥 (1 − 𝑥) 𝑦2 (1 − 𝑦)2 𝑑𝑦 + 𝑥2 (1 − 𝑥)2 𝑦 (1 − 𝑦)(−𝑑𝑥))
= − 𝑑 ∗ (((1 − 𝑥) + 𝑥 (−1)) 𝑦2 (1 − 𝑦)2 𝑑𝑥 ∧ 𝑑𝑦 − 𝑥2 (1 − 𝑥)2 ((1 − 𝑦) + 𝑦 (−1)) 𝑑𝑦 ∧ 𝑑𝑥)
= − 𝑑 ∗ ((1 − 2𝑥) 𝑦2 (1 − 𝑦)2 + 𝑥2 (1 − 𝑥)2 (1 − 2𝑦)) 𝑑𝑥 ∧ 𝑑𝑦
= − 𝑑 ((1 − 2𝑥) 𝑦2 (1 − 𝑦)2 + 𝑥2 (1 − 𝑥)2 (1 − 2𝑦))
=2 𝑦2 (1 − 𝑦)2 𝑑𝑥 + 2𝑥2 (1 − 𝑥)2 𝑑𝑦
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𝑓 = 𝛥𝑢 = (𝑑 𝛿 + 𝛿 𝑑) 𝑢
= − 4 (−1 + 𝑥) 𝑥 𝑦 (1 + 𝑥 − 2 𝑦) 𝑑𝑥 − 4𝑥 𝑦 (−1 − 2𝑥 (−1 + 𝑦) + 𝑦2)𝑑𝑦
+ 2 𝑦2 (1 − 𝑦)2 𝑑𝑥 + 2𝑥2 (1 − 𝑥)2 𝑑𝑦
= (−4 (−1 + 𝑥) 𝑥 𝑦 (1 + 𝑥 − 2 𝑦) + 2 (−1 + 𝑦)2 𝑦2) 𝑑𝑥
+ (2 (−1 + 𝑥)2𝑥2 − 4𝑥𝑦 (−1 − 2𝑥 (−1 + 𝑦) + 𝑦2)) 𝑑𝑦
Analytical Formulas: 𝛥1 on an Annulus
For the 2d annulus, we will assume that the inner and outer radii to be𝑅0 and𝑅1, respectively. Also,
we shall use the standard polar coordinates (𝑟, 𝜃) for expressing our manufactured solution:
𝑢 = (𝑟 − 𝑅0)(𝑟 − 𝑅1) sin 𝜃 𝑑𝑟.
We can easily check, using the formulas listed next, that tr ∗ 𝑢 = 0 and tr ∗ 𝑑𝑢 = 0 on the boundary
of the annulus. Now, we shall provide computations for various pieces needed to compute𝛥𝑢 using
the following Hodge star relations:
∗ 𝑑𝑟 = 𝑟𝑑𝜃, ∗(𝑟𝑑𝜃) = −𝑑𝑟, and ∗(𝑑𝑟 ∧ 𝑟𝑑𝜃) = 1.
We ﬁrst summarize the results of the computations:
𝑑 𝑢 = −(𝑟 − 𝑅0)(𝑟 − 𝑅1) cos 𝜃 𝑑𝑟 ∧ 𝑑𝜃,
𝜎 = 𝛿 𝑢 = (𝑟 − 𝑅0)(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅0)𝑟 sin 𝜃,
𝑑 𝜎 = 𝑑 𝛿 𝑢 = 1𝑟2 (3 𝑟
2 −𝑅0𝑅1) sin 𝜃 𝑑𝑟,
+ 1𝑟2 ((𝑟 − 𝑅0)(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅0) + 𝑟(𝑟 − 𝑅1)) cos 𝜃 𝑑𝜃,
and 𝑓 = 𝛥𝑢 = (𝑑 𝛿 + 𝛿 𝑑) 𝑢. (See below.)
In addition, the annulus has a 1-dimensional cohomology, hence the space of harmonics ℌ is also
1-dimensional. (See Chapter 1 for background.) Furthermore, since the annulus is a boundary man-
ifold, the harmonic needs to satisfy appropriate boundary conditions, namely that it’s trace on the
boundary should be zero. (Such a harmonic, recall, is called the Dirichlet harmonic.) We choose
the following analytical basis for this Dirichlet harmonic:
ℎ = 1𝑟𝑑𝑟.
Note that tr ℎ = 0. Now, the solution to the Poisson equation is orthogonal to the space of har-
monics, i.e.,
⟨𝑢, ℎ⟩ = 0.
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Our choice of 𝑢 can be easily veriﬁed to satisfy this condition simplifying computations a little bit.
(Otherwise, one would have to remove the harmonic component of 𝑢 from 𝑢.) Furthermore, for
the Poisson problem to be well posed, we stated earlier that the right hand side function 𝑓 should
also be orthogonal to the space of harmonics; if not, one subtracts the projection of 𝑓 into the space
harmonics 𝑝 = 𝑃ℌ from 𝑓 . However, in our setup since 𝑓 = 𝛥1 𝑢, 𝑓 has no components in ℌ.
With this, the further exposition of the computations is as follows.
𝛿 𝑑 𝑢 =∗ 𝑑 ∗ 𝑑𝑢
=∗ 𝑑 ∗ (𝑑 ((𝑟 − 𝑅0)(𝑟 − 𝑅1) sin 𝜃 𝑑𝑟))
= ∗ 𝑑 ∗ ((𝑟 − 𝑅0)(𝑟 − 𝑅1) cos 𝜃 (−𝑑𝑟 ∧ 𝑑𝜃))
= ∗ 𝑑(−(𝑟 − 𝑅0)(𝑟 − 𝑅1)𝑟 cos 𝜃 ∗(𝑑𝑟 ∧ 𝑟𝑑𝜃))
=∗ 𝑑(−(𝑟 − 𝑅0)(𝑟 − 𝑅1)𝑟 cos 𝜃)
=∗(−(𝑟 − 𝑅0𝑟 +
𝑟 − 𝑅1
𝑟 −
(𝑟 − 𝑅0)(𝑟 − 𝑅1)
𝑟2 )cos 𝜃 𝑑𝑟
− (𝑟 − 𝑅0)(𝑟 − 𝑅1)𝑟 (− sin 𝜃)𝑑𝜃)
= − (𝑟 − 𝑅0𝑟 +
𝑟 − 𝑅1
𝑟 −
(𝑟 − 𝑅0)(𝑟 − 𝑅1)
𝑟2 )cos 𝜃 ∗ 𝑑𝑟
− (𝑟 − 𝑅0)(𝑟 − 𝑅1)𝑟 (− sin 𝜃) ∗ d 𝜃
= − (𝑟 − 𝑅0𝑟 +
𝑟 − 𝑅1
𝑟 −
(𝑟 − 𝑅0)(𝑟 − 𝑅1)
𝑟2 )cos 𝜃 𝑟𝑑𝜃
− (𝑟 − 𝑅0)(𝑟 − 𝑅1)𝑟 (− sin 𝜃) (−
𝑑𝑟
𝑟 )
= − (2 𝑟
2 − 𝑟(𝑅0 +𝑅1) − 𝑟2 + 𝑟(𝑅0 +𝑅1) − 𝑅0𝑅1
𝑟2 )cos 𝜃 𝑑𝑟
− (𝑟 − 𝑅0)(𝑟 − 𝑅1)𝑟2 sin 𝜃 𝑑𝑟
= − 𝑟
2 −𝑅0𝑅1
𝑟2 cos 𝜃 𝑑𝜃 −
(𝑟 − 𝑅0)(𝑟 − 𝑅1)
𝑟2 sin 𝜃 𝑑𝑟
= − (𝑟 − 𝑅0)(𝑟 − 𝑅1)𝑟2 sin 𝜃 𝑑𝑟 −
𝑟2 −𝑅0𝑅1
𝑟2 cos 𝜃 𝑑𝜃
𝑑 𝛿 𝑢 =𝑑 ∗ 𝑑 ∗ 𝑢
=𝑑 ∗ 𝑑 ∗ ((𝑟 − 𝑅0)(𝑟 − 𝑅1) sin 𝜃 d 𝑟)
=𝑑 ∗ 𝑑 ((𝑟 (𝑟 − 𝑅0)(𝑟 − 𝑅1) sin 𝜃 𝑑𝜃))
=𝑑 ∗ (((𝑟 − 𝑅0)(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅0)) sin 𝜃 𝑑𝑟 ∧ 𝑑𝜃)
=𝑑 ∗((𝑟 − 𝑅0)(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅0)𝑟 sin 𝜃 𝑑𝑟 ∧ 𝑟𝑑𝜃)
=𝑑((𝑟 − 𝑅0)(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅0)𝑟 sin 𝜃)
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=(𝑟 − 𝑅0𝑟 +
𝑟 − 𝑅1
𝑟 −
(𝑟 − 𝑅0)(𝑟 − 𝑅1)
𝑟2 + 2) sin 𝜃 𝑑𝑟
+ ((𝑟 − 𝑅0)(𝑟 − 𝑅1)𝑟 + 2𝑟 − 𝑅0 −𝑅1)cos 𝜃 𝑑𝜃
= 1𝑟2 (𝑟
2 − 𝑟𝑅0 + 𝑟2 − 𝑟𝑅1 − 𝑟2 + 𝑟(𝑅0 +𝑅1) − 𝑅0𝑅1 + 2𝑟2) sin 𝜃 𝑑𝑟
+ 1𝑟2 ((𝑟 − 𝑅0)(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅0) + 𝑟(𝑟 − 𝑅1)) cos 𝜃 𝑑𝜃
= 1𝑟2 (3 𝑟
2 −𝑅0𝑅1) sin 𝜃 𝑑𝑟
+ 1𝑟2 ((𝑟 − 𝑅0)(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅0) + 𝑟(𝑟 − 𝑅1)) cos 𝜃 𝑑𝜃
𝛥𝑢 = (𝑑 𝛿 + 𝛿 𝑑) 𝑢
= − (𝑟 − 𝑅0)(𝑟 − 𝑅1)𝑟2 sin 𝜃 𝑑𝑟 −
𝑟2 −𝑅0𝑅1
𝑟2 cos 𝜃 𝑑𝜃 +
1
𝑟2 (3 𝑟
2 −𝑅0𝑅1) sin 𝜃 𝑑𝑟
+ 1𝑟2 ((𝑟 − 𝑅0)(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅0) + 𝑟(𝑟 − 𝑅1)) cos 𝜃 𝑑𝜃
=(−(𝑟 − 𝑅0)(𝑟 − 𝑅1) + 3𝑟
2 −𝑅0𝑅1
𝑟2 )sin 𝜃 𝑑𝑟
+ (−(𝑟
2 −𝑅0𝑅1) + (𝑟 − 𝑅0)(𝑟 − 𝑅1) + 𝑟(𝑟 − 𝑅0) + 𝑟(𝑟 − 𝑅1)
𝑟2 )cos 𝜃 𝑑𝜃
=(2 𝑟
2 + 𝑟(𝑅0 +𝑅1) − 2𝑅0𝑅1
𝑟2 )sin 𝜃 𝑑𝑟 + (
2 𝑟2 − 2𝑟(𝑅0 +𝑅1) + 2𝑅0𝑅1
𝑟2 )cos 𝜃 𝑑𝜃
Analytical Formulas: 𝛥2 on a Unit Square
Our manufactured solution for 𝛥2 on the unit square is:
𝑢 = 𝑥(1 − 𝑥)𝑦(1 − 𝑦)𝑑𝑥 ∧ 𝑑𝑦
again in the standard Cartesian coordinates. In this instance, one of the boundary conditions,
tr ∗ 𝑑𝑢 = 0 is vacuous since the exterior derivative for the top-dimensional space of forms on a
given manifold is trivial. The second boundary condition, tr ∗ 𝑢 = 0 is easily checked on the unit
square and corresponds to the classical Dirichlet boundary conditions.
5.4.2. 3d manufactured solutions
Analytical Formulas: 𝛥0 on a Unit Cube
Our manufactured solution for 𝛥0 on the unit cube is:
𝑢 = cos(𝜋𝑥) cos(𝜋𝑦) cos(𝜋𝑧).
This is the natural extension of constructing the manufactured solution for𝛥0 on a unit square to a
unit cube. Further, this is also expressed in the standard Cartesian coordinate system {𝑥, 𝑦, 𝑧, }, with
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DEC: Convergence of L2-error on a sequence of Delaunay meshes
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FEEC: Convergence of L2-error on a sequence of Delaunay meshes
Figure 5.3.: 𝑘 = 0, 𝑛 = 2 Convergence of the 𝐿2 error on a sequence of Delaunay meshes for the
0-form Poisson problem with homogenous Neumann boundary conditions on a unit
square. This problem is unique in that the mixed formulation reduces to the standard
one, and the expected rate of convergence for the lowest-order ﬁnite element is 2. The
results show that DEC recovers this rate. See Section 5.4.1 for additional details.
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DEC: Convergence of L2-error on a sequence of Delaunay meshes
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FEEC: Convergence of L2-error on a sequence of Delaunay meshes
Figure 5.4.: 𝑘 = 1, 𝑛 = 2 Convergence of the 𝐿2 error on a sequence of Delaunay meshes for the
1-form Hodge Poisson problem with natural boundary conditions on a unit square. The
results show that DEC recovers the same rate as expected for FEEC. See Section 5.4.1
for additional details.
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Figure 5.5.: 𝑘 = 1, 𝑛 = 2 Convergence of the 𝐿2 error on a sequence of Delaunay meshes for the
1-form Hodge Laplacian with natural boundary conditions on an annulus with nontrivial
topology. The results show that DEC recovers the same rate as expected for FEEC. See
Section 5.4.1 for additional details.
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DEC: Convergence of L2-error on a sequence of Delaunay meshes
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Figure 5.6.: 𝑘 = 2, 𝑛 = 2 Convergence of the 𝐿2 error on a sequence of Delaunay meshes for the
2-form Hodge Laplacian with natural boundary conditions on a unit square. The re-
sults show that DEC recovers the same rate as expected for FEEC. See Section 5.4.1 for
additional details.
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{𝑑𝑥, 𝑑𝑦, 𝑑𝑧} being an orthonormal basis for 1-forms, and for which we have the following standard
Hodge star operators:
∗ 𝑑𝑥 = 𝑑𝑦 ∧ 𝑑𝑧, ∗ 𝑑𝑦 = −𝑑𝑥 ∧ 𝑑𝑧, ∗ 𝑑𝑧 = 𝑑𝑥 ∧ 𝑑𝑦, and ∗(𝑑𝑥 ∧ 𝑑𝑦 ∧ 𝑑𝑧) = 1.
The right hand side function 𝑓 can be obtained via 𝛥0 𝑢. Again, 𝑢 satisﬁes the Neumann boundary
conditions tr ∗ 𝑑𝑢 = 0 since all the directional derivatives of 𝑢 along normals to the boundaries of
the unit cube are zero.
Analytical Formulas: 𝛥1 on a Unit Cube
In this case of 1-form Poisson problem on geometry with trivial topology, we choose the following
for 𝑢:
𝑢 = 𝑥(1 − 𝑥)𝑑𝑥 + 𝑦(1 − 𝑦)𝑑𝑦 + 𝑧(1 − 𝑧)𝑑𝑧.
The other computations and veriﬁcations follow easily, and are similar to the corresponding 2d case
of the square.
Analytical Formulas: 𝛥1 on a Solid Torus
The standard solid torus is the domain 𝐷2 × 𝑆1, i.e., it is solid of revolution obtained by revolving
a unit 2-disc about a unit circle. This boundary manifold has a 1-dimensional cohomology and
therefore the kernel of 𝛥1 on this manifold is 1-dimensional. To construct the solutions for 𝛥1,
we use a torus coordinate system {𝑟, 𝜃, 𝜙} which is an extension of the 2d polar coordinates {𝑟, 𝜃} to
include a third coordinate 𝜙 along 𝑆1. We assume, however, instead of the standard solid torus, a
solid torus with parameters {𝑟0, 𝑅} where 𝑟0 is the radius of the disc and the solid torus is obtained
by revolving this disc around a circle centered at the origin with a radius 𝑅. The embedding of this
torus in ℝ3 is then given by:
𝑥 = (𝑅 + 𝑟 cos(𝜃)) cos(𝜙),
𝑦 = (𝑅 + 𝑟 cos(𝜃)) sin(𝜙),
𝑧 = 𝑟 sin(𝜃),
and in which the orthonormal basis for 1-forms is {𝑑𝑟, 𝑟𝑑𝜃, (𝑅 + 𝑟 cos(𝜃))𝑑𝜙}. In other words, for
this choice of basis, the metric on the manifold is the identity matrix. Consequently, the Hodge
star isomorphism from 1-forms to 2-forms is given by:
∗ 𝑑𝑟 = 𝑟 (𝑅 + 𝑟 cos(𝜃)) 𝑑𝜃 ∧ 𝑑𝜙,
∗ 𝑟𝑑𝜃 = − (𝑅 + 𝑟 cos(𝜃)) 𝑑𝑟 ∧ 𝑑𝜙,
∗ (𝑅 + 𝑟 cos(𝜃)) 𝑑𝜙 = 𝑟𝑑𝑟 ∧ 𝑑𝜃.
In this case, ∗ ∗ = (−1)𝑘(𝑛−𝑘) = 1 for 𝑘 = 1, 𝑛 = 3, thereby providing an easy way to recover the
inverse isomorphism from 2-forms to 1-forms. The volume form for this manifold is simply the
wedge products of the three 1-form basis elements.
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With this setup, for the 1-dimensional space of harmonics on this manifold, we choose the fol-
lowing analytical basis:
ℎ = 𝑑𝜙.
For the solution to the 1-Poisson’s problem, we choose:
𝑢 = (𝑟 − 𝑟0)2𝑟𝑑𝑟.
It is another easy check to verify that 𝑢 satisﬁes tr ∗ 𝑢 = 0 and tr ∗ 𝑑𝑢 = 0 due to the choice of the
coefficient.
Analytical Formulas: 𝛥2 on a Solid Annulus
The standard solid annulus in 3d is the domain 𝑆2 × 𝐼 , i.e., it is geometry obtained by extruding
the 2-sphere to twice its diameter. The coordinates that we choose for this domain {𝑟, 𝜃, 𝜙} are an
extension of spherical coordinates on a 2-sphere except with a third parameter to connote a radial
measure of length of a point. This domain can be embedded in ℝ3 using:
𝑥 = 𝑟 cos(𝜃) sin(𝜙),
𝑦 = 𝑟 sin(𝜃) sin(𝜙),
𝑧 = 𝑟 cos(𝜙).
In this case as well, we will generalize the geometry a little bit and assume that the inner and outer
radii of the solid annulus are 𝑅1 and 𝑅2, respectively.
With this setup, our choice for the 1-form basis is {𝑑𝑟, 𝑟 sin(𝜙)𝑑𝜃, 𝑟𝑑𝜙} and these are orthonor-
mal (i.e., the matrix representing the metric is identity). This boundary manifold also has a 1-
dimensional kernel for 𝛥2 on it, and we make the following choice for its basis:
ℎ = sin(𝜙)𝑑𝜃 ∧ 𝑑𝜙.
Our choice of manufactured solution on this geometry is:
𝑢 =(𝑟2 ∗ (𝑟 − 𝑅1)2 ∗ (𝑟 − 𝑅2)2 ∗ cos(𝜃) ∗ sin(𝜙)2)𝑑𝜃 ∧ 𝑑𝜙
− (𝑟2 ∗ (𝑟 − 𝑅1)2 ∗ (𝑟 − 𝑅2)2 ∗ cos(𝜃) ∗ sin(𝜙)2)𝑑𝑟 ∧ 𝑑𝜙.
Analytical Formulas: 𝛥3 on a Unit Cube
Finally, for the 𝛥3 Poisson equation on the unit cube, we pick the following solution that satisﬁes
the Dirichlet boundary conditions:
𝑢 = 𝑥(1 − 𝑥)𝑦(1 − 𝑦)𝑧(1 − 𝑧)𝑑𝑥 ∧ 𝑑𝑦 ∧ 𝑑𝑧.
5.4.3. Discussion
Our computational experiments were set up with a view to solving the discretization of the Hodge
Laplacian Poisson problem on a sequence of reﬁned meshes from a shape regular family. Shape
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regularity essentially guarantees that the meshes are well behaved and consistent for the purposes
of comparing the errors in the computation for the same problem across these meshes. We tried
to solve all problems on as many meshes as we could using our infrastructure (code and compute
platform available to us), and we tried to follow a rule of thumb to perform convergence studies
should be performed on a series of meshes until at least a problem with a million degrees of freedom
(DOF) is solved. With this backdrop, we now comment on our various results.
Figures 5.3, 5.4, 5.5, and 5.6 show the behavior of the 𝐿2 error for the solution of the Hodge
Laplacian Poisson problems for the 𝑘-Laplacian, 0 ≤ 𝑘 ≤ 2 in 2d for the various situations described
in Section 5.4.1. These ﬁgures show that the𝐿2 errors in DEC recover the same rate of convergence
rate as that in FEEC, and as predicted for FEEC by theory. Figures 5.7, 5.8, 5.9, 5.10 and 5.11 show the
behavior of the 𝐿2 error of the FEEC and DEC solutions of the Poisson problems for the 𝑘-Hodge
Laplacian, 0 ≤ 𝑘 ≤ 3 in 3d. The 𝐿2 errors in DEC again recover the same convergence rates as that
for FEEC predicted by FEEC theory.
In addition to these various plots that illustrate that the DEC error is convergent to zero on these
meshes, we also have created a sequence of meshes in which the error appears to not fall to zero.
In Figure 5.12, corresponding to the 𝑘 = 1, 𝑛 = 3 Poisson problem, the FEEC error follows the ex-
pected rate of decrease while the DEC error appears to saturate. A preliminary analysis, by counting
the number of dual edges of faces that are small in length (⪅ 10−10), shows that this sequence of
meshes has a progressively increasing number of ﬂat tetrahedra, unlike the other families of meshes.
Figures 5.13 and 5.14 attempt to quantify the quality measure of these meshes a little more precisely
by analyzing the dihedral angles, and the angles of face triangles of tetrahedra in these sequences.
These measures are also computed for the good mesh, corresponding to Figure 5.8, in which the
DEC error shows the same asymptotic convergence rate as the FEEC error. However, these two
measures for the bad and good meshes are nearly identical leaving the problem of precisely quan-
tifying mesh quality parameters for reliable DEC solutions as an open problem. In any case, this
computational result constrains us from being able to unequivocally qualify all Delaunay meshes as
being amenable to solution of a Poisson problem using DEC.
5.4.4. Computational challenges and notes
Our computational experiments were all performed using code written in Python mainly to take
advantage of plethora of scientiﬁc computing libraries available. We here wish to record some of our
observations and challenges in performing these computations. Since our interest lies in studying
the asymptotic behavior of the error in solutions due to DEC and FEEC, we did not quantify the
various computational substeps precisely. Instead, these are observations about what we used for
the computations and which parts of the computations were problematic.
All our code was in Python and built on PyDEC [N. Bell and Hirani 2012] with our own extensions
to account for the signed rules in our work on using DEC with Delaunay meshes. A particularly
important feature of PyDEC is its philosophy of separating the metric dependent and independent
operators in discretizations of exterior calculus. Consequently, implementing the mixed variational
formulation for the various Hodge Laplacian Poisson problems using DEC and FEEC essentially
requires assembling the various operators in the form that they appear in (5.1). (Of course, the linear
system is simply a larger one with an additional vector variable to incorporate the constraint shown
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DEC: Convergence of L2-error on a sequence of Delaunay meshes
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FEEC: Convergence of L2-error on a sequence of Delaunay meshes
Figure 5.7.: 𝑘 = 0, 𝑛 = 3 Convergence of the 𝐿2 error on a sequence of Delaunay meshes for the
0-form Laplacian with homogenous Neumann boundary conditions on a unit cube. This
problem is unique in that the mixed formulation reduces to the standard one, and the
expected rate of convergence for the lowest-order ﬁnite element is 2. The results show
that DEC recovers this rate. See Section 5.4.2 for additional details.
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DEC: Convergence of L2-error on a sequence of Delaunay meshes
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FEEC: Non-convergence of L2-error on a sequence of Delaunay meshes
Figure 5.8.: 𝑘 = 1, 𝑛 = 3 Convergence of the 𝐿2 error on a sequence of Delaunay meshes for the
1-form Hodge Laplacian with natural boundary conditions on a unit cube. The results
show that DEC recovers the same rate as expected for FEEC. See Section 5.4.2 for ad-
ditional details.
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FEEC: Convergence of L2-error on a sequence of Delaunay meshes
Figure 5.9.: 𝑘 = 1, 𝑛 = 3 Convergence of the 𝐿2 error on a sequence of Delaunay meshes for the 1-
form Hodge Laplacian with natural boundary conditions on a solid torus (𝐷1×𝑆1). The
results show that DEC recovers the same rate as expected for FEEC. See Section 5.4.2
for additional details.
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DEC: Convergence of L2-error on a sequence of Delaunay meshes
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FEEC: Convergence of L2-error on a sequence of Delaunay meshes
Figure 5.10.: 𝑘 = 2, 𝑛 = 3. Convergence of the 𝐿2 error on a sequence of Delaunay meshes for the
2-form Hodge Laplacian with natural boundary conditions on a solid annulus (𝑆2 ×
𝐼). The results show that DEC recovers the same rate as expected for FEEC. See
Section 5.4.2 for additional details.
69
Chapter 5. Numerical Study of Error in DEC
10-1 100
h
10-4
10-3
10-2
L2
-e
rr
o
r
1
1
DEC: Convergence of L2-error on a sequence of Delaunay DEC meshes
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FEEC: Convergence of L2-error on a sequence of Delaunay FEEC meshes
Figure 5.11.: 𝑘 = 3, 𝑛 = 3. Convergence of the 𝐿2 error on a sequence of Delaunay meshes for the
3-form Hodge Laplacian with natural boundary conditions on a cube. The results show
that DEC recovers the same rate as expected for FEEC. See Section 5.4.2 for additional
details.
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DEC: Apparent non-convergence of L2-error on
a sequence of Delaunay meshes
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Figure 5.12.: 𝑘 = 1, 𝑛 = 3 Apparent non-convergence of the DEC 𝐿2 error on a sequence of Delau-
nay meshes for the 1-form Hodge Laplacian described in Section 5.4.2 on a unit cube
for which the FEEC error is convergent. This suggests that the solution in DEC case
may be dependent on some notion of mesh quality as this sequence of meshes have
progressively ﬂatter tetrahedra. See 5.4.3 for details.
71
Chapter 5. Numerical Study of Error in DEC
“Bad” Sequence “Good” Sequence
0 20 40 60 80 100 120 140 160 180
Dihedral angle ranges
0
20
40
60
80
100
120
140
Fr
e
q
u
e
n
cy
Histogram of Dihedral Angles.
Min. angle: 35.26°, Max. angle: 125.26°
0 20 40 60 80 100 120 140 160 180
Dihedral angle ranges
0
20
40
60
80
100
120
140
Fr
e
q
u
e
n
cy
Histogram of Dihedral Angles.
Min. angle: 35.26°, Max. angle: 125.26°
0 20 40 60 80 100 120 140 160 180
Dihedral angle ranges
0
100
200
300
400
500
600
700
800
900
Fr
e
q
u
e
n
cy
Histogram of Dihedral Angles.
Min. angle: 19.47°, Max. angle: 144.74°
0 20 40 60 80 100 120 140 160 180
Dihedral angle ranges
0
100
200
300
400
500
600
700
800
900
Fr
e
q
u
e
n
cy
Histogram of Dihedral Angles.
Min. angle: 19.47°, Max. angle: 144.74°
0 20 40 60 80 100 120 140 160 180
Dihedral angle ranges
0
1000
2000
3000
4000
5000
6000
7000
Fr
e
q
u
e
n
cy
Histogram of Dihedral Angles.
Min. angle: 18.43°, Max. angle: 144.74°
0 20 40 60 80 100 120 140 160 180
Dihedral angle ranges
0
1000
2000
3000
4000
5000
6000
7000
Fr
e
q
u
e
n
cy
Histogram of Dihedral Angles.
Min. angle: 18.43°, Max. angle: 144.74°
Figure 5.13.: Analysis of dihedral angles of tetrahedra in the sequence of meshes used for the solution
of 𝑘 = 1, 𝑛 = 3 problems in (Left:) Figure 5.12 in which DEC error appears to saturate,
and (Right:) Figure 5.8 where DEC error has similar convergence rate as FEEC error.
For the “bad” sequence, we only show the measures for those meshes in Figure 5.12
whose mesh parameter closely corresponds to ones in Figure 5.8. The histograms for
the two types of meshes appear to be identical suggesting that DEC convergence may
be sensitive to some other measure of mesh quality as yet undetermined and left for
future work.
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Figure 5.14.: Analysis of angles of the face triangles of tetrahedra in the sequence of meshes used
for the solution of 𝑘 = 1, 𝑛 = 3 problems in (Left:) Figure 5.12 in which DEC error ap-
pears to saturate, and (Right:) Figure 5.8 where DEC error has similar convergence rate
as FEEC error. For the “bad” sequence, we only show the measures for those meshes
in Figure 5.12 whose mesh parameter closely corresponds to ones in Figure 5.8. The
histograms for the two types of meshes appear to be identical suggesting that DEC
convergence may be sensitive to some other measure of mesh quality as yet undeter-
mined and left for future work.
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in (5.1).) This linear system, arising from a mixed formulation, is symmetric indeﬁnite except in the
case of 𝑘 = 0 where the mixed formulation is the same as the standard variational formulation. We
used a direct linear solver (UMFPACK [Davis 2004]) whenever it was possible to do so. However,
for linear systems of sizes in the order of (or close to) a million degrees of freedom, UMFPACK
failed. (The failure was due to insufficient memory and does not come as a surprise.) In such cases,
we used a standard SciPy [Jones, Oliphant, and Peterson 2001] implementation of MINRES [Paige
and Saunders 1975] over all sequences of meshes for that particular problem. Nevertheless, the linear
solve was the most troublesome, both in terms of convergence and time for solution, in relation
with other aspects of forming operators and assembling the linear system itself. This was the case
especially for problems with over a million degrees of freedom as is the case with reﬁned meshes in
3d. All of these problems could still not be resolved even when the computations were performed on
a cluster with a large amount of memory (64GB). (Our 3d results are from computations carried out
on a cluster to take advantage of the larger available memory.) The results presented also represent
best possible computations in terms of sizes of linear system solution for which we could obtain a
convergence with at least a (relative) tolerance of 10−8 in the MINRES algorithm.
5.5. DEC Spaces
We now describe a new characterization of DEC by deﬁning a new ﬁnite dimensional inner product
space that exactly recovers the DEC mass matrices . A motivation for introducing these spaces is
rooted in an attempt to interpret DEC as a variational method in a bid to prove convergence. We
now describe these new discrete spaces starting with the following deﬁnition of a support volume
on a primal-dual mesh .
In order to describe these spaces, and to keep this section self contained, we shall quickly recall
yet again the framework for solving a Poisson’s equation and we will provide a slightly different
presentation than in Section 5.2. Also, in order to simplify details, we shall assume trivial topology
although the DEC spaces do not require any such assumption.
The problem of solving a Hodge Laplacian Poisson’s equation is:
𝛥𝑢 = 𝑓 in Ω, ∗ 𝑢 = 0, ∗ 𝑑 𝑢 = 0 on 𝜕 Ω, 𝑢, 𝑓 ∈ Λ𝑘(Ω),
where Λ𝑘 is the space of differential 𝑘-forms and 𝛥 is the 𝑘-Hodge Laplacian. In [Arnold, Falk,
and Winther 2010], the solution to this is described in the framework of Hilbert complexes. At a
bare minimum description, a Hilbert complex , denoted as (𝑊𝑘, 𝑑𝑘) is a complex of Hilbert spaces
𝑊𝑘 linked to each other by closed, densely-deﬁned linear operators d𝑘, the domains of which are
denoted 𝑉 𝑘, such that the composition of two of these successive maps is trivial, i.e., d𝑘+1 ∘ d𝑘 = 0.
𝑊 𝑘−1 𝑊 𝑘 𝑊 𝑘+1
⋯ 𝑉 𝑘−1 𝑉 𝑘 𝑉 𝑘+1 ⋯
⊂
d𝑘−1
⊂
d𝑘
⊂
If in addition, d𝑘 are bounded maps (under some given inner product), the Hilbert complex is
referred to as being a bounded Hilbert complex, and by closed, it is meant that the range of d𝑘 in
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𝑊𝑘+1 is closed. Finally, by densely deﬁned, we mean that 𝑉 𝑘 is dense as a subspace in 𝑊𝑘. For
precise functional analytical deﬁnitions of these notions, see standard references such as [Jost 2005a,
Chapter 21], [Kato 1995, Chapter Three, § 2–6] or [Taylor 2011, Appendix A]. Finally, an example
of a Hilbert complex is the 𝐿2 de Rham complex.
0 𝐻1 𝐻(curl) 𝐻(div) 𝐿2 0.grad curl div
In our case, the spaces 𝑊𝑘 and 𝑉 𝑘 are, respectively, 𝐿2Λ𝑘(Ω) and 𝐻Λ𝑘(Ω), i.e., the space of 𝐿2
differential forms and the space of 𝐿2 differential forms whose exterior derivative is also in 𝐿2. The
weak mixed formulation solution to this problem is then given by the following. Given 𝑓 ∈ 𝑊𝑘,
ﬁnd (𝜎, 𝑢) ∈ 𝑉 𝑘−1 × 𝑉 𝑘 such that:
−⟨𝜎, 𝜏⟩ + ⟨𝑢, 𝑑 𝜏⟩ = 0, 𝜏 in 𝑉 𝑘−1,
⟨𝑑 𝜎, 𝑣⟩ + ⟨𝑑 𝑢, 𝑑 𝑣⟩ = ⟨𝑓, 𝑣⟩, 𝑣 in 𝑉 𝑘,
where ⟨⋅, ⋅⟩ = is the 𝑊 -inner product , which for our purposes is simply the 𝐿2 inner product:
⟨𝑢, 𝑣⟩𝑊 ≔∫
Ω
⟨𝑢𝑥, 𝑣𝑥⟩𝜇𝑥 for 𝑢, 𝑣 ∈ 𝐿2Λ𝑘(Ω),
where (⋅)𝑥 are pointwise quantities and𝜇 is the volume form . The domain complex for our purposes
is endowed with the inner product
⟨𝑢, 𝑣⟩𝑉 ≔ ⟨𝑢, 𝑣⟩𝑊 + ⟨𝑑𝑢, 𝑑𝑣⟩𝑊 .
In FEEC,𝑊𝑘ℎ ⊂ 𝑊𝑘 form sub-complexes and imposing trace continuity yields subcomplexes 𝑉 𝑘ℎ ⊂
𝐻Λ𝑘(Ω) .
In our new deﬁnition of spaces, 𝑊𝑘ℎ are deﬁned on different repartitioning of mesh for each 𝑘.
The elementary cells for 𝑊𝑘ℎ are support volumes of all 𝑘-simplices which we deﬁne next.
Deﬁnition 5.1. The support volume 𝑆𝜎 for a 𝑘-simplex 𝜎 in a primal-dual mesh is the intrinsic
convex hull of 𝜎 and its dual cell ⋆ 𝜎 where intrinsic means restricted to the simplices containing
the dual cell.
Figure 5.15 shows examples of support volumes in 2d for a planar mesh. Now, let 𝜇𝜎 be the
piecewise constant form in 𝑆𝜎 with following properties:
1. 𝜇𝜎 is a degree 𝑘 volume form
2. ∫
𝜎
𝜇𝜎 = 1
3. 𝜇𝜎 = 0 outside 𝑆𝜎
We now formally deﬁne the new DEC spaces as the following.
Deﬁnition 5.2. 𝑊𝑘ℎ consists of linear combinations of 𝜇𝜎 over all 𝑘-simplices 𝜎.
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Figure 5.15.: Illustration of support volumes for DEC spaces in 2d. The support volume is the convex
hull of the primal simplex and its dual cell. Left: The primal 0-simplex and its dual
(Voronoi region) have the shaded region as their convex hull and the support volume for
the deﬁnition of constant 0-form. Middle: The primal 1-simplex (shown as the thicker
black edge) and its dual (shown as a thicker red edge) have the shaded region as their
convex hull. This is the support volume for the deﬁnition of the constant 1-form. Right:
The primal 2-simplex (the shaded triangle) and its dual (vertex) have the same primal
2-simplex as their convex hull and the support volume for the deﬁnition of constant
2-form.
Note that 𝑊𝑘ℎ ⊂ 𝑊 and inner product on 𝑊𝑘ℎ is the 𝑊 -inner product.
Given these new spaces, we can extend the deﬁnition of the coboundary operator to 𝑊𝑘ℎ . Given
𝑢 ∈ 𝑊𝑘ℎ , deﬁne
?̂? ≔ ∫𝑢 ∈ 𝐶𝑘 and 𝑑𝑘ℎ𝑢 ≔ 𝐼𝑘ℎ 𝜕𝑇𝑘+1 ?̂?,
where 𝐼𝑘ℎ ∶ 𝐶𝑘 → 𝑊𝑘ℎ is an interpolation map from the space of 𝑘-cochains to the DEC space
for 𝑘-forms. This makes (𝑊𝑘ℎ , 𝑑𝑘ℎ) a Hilbert complex . However, (𝑊𝑘ℎ , 𝑑𝑘ℎ) is not a subcomplex of
(𝑊𝑘, 𝑑𝑘), in particular, 𝑑𝑘ℎ is not a restriction of 𝑑𝑘. Finally, we endow our new spaces 𝑊𝑘ℎ with an
inner product induced from the FEEC 𝑊 -inner product.
Theorem 5.3.
?̂?𝑇 ∗𝑘 ̂𝑣 = (
𝑛
𝑘)⟨𝑢, 𝑣⟩𝑊 , 0 ≤ 𝑘 ≤ 𝑛, 𝑛 = 2, 3.
Proof. We present the proof for 𝑛 = 2, 3 which follows from simply computing the right hand
side inner product of the the basis forms on the appropriate support volumes on which they are
supported. For the 0-dimensional and 0-codimensional cases in 𝑛 = 2, 3, the support volumes are
simply the Voronoi cells and the simplices themselves, respectively. Consequently, the inner product
of the constant 0-dimensional DEC basis forms, which are simply the constant unit function scaled
by the inverse of the Voronoi cell volume gives back the Hodge star formula. (The primal volume
for a 0-cell is vacuously set to be 1.) For the 0-codimensional case, the basis is simply the standard
volume form scaled by the volume of the top dimensional simplex, and the inner product in this
case is simply one over the volume of this top dimensional simplex. Again, since the volume of the
top-dimensional dual cell is vacuously 1, we recover the Hodge star formula.
For 𝑘 = 1, 𝑛 = 2, the support volume is the diamond region as shown in Figure 5.15 whose area
is |𝜎||⋆𝜎|/2 where 𝜎 is the primal 1-simplex, and |⋅| denotes volumes (or measures of the region).
For 𝑘 = 1, 𝑛 = 3, the support volume is the volume of two pyramids with ⋆𝜎 as the base. The
volume of this support region is therefore |𝜎||⋆𝜎|/3. In either case, the basis for the DEC 1-forms
is the constant 1-form which is the volume form on 𝜎 scaled by the inverse of |𝜎|. Thus, the inner
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product, along with the choice of (𝑛𝑘) correctly recovers the Hodge star. The 𝑘 = 2, 𝑛 = 3 case
follows similarly.
Conjecture 5.4. Theorem 5.3 is true for all 𝑛.
The 𝑉 𝑘ℎ spaces for DEC are the same as 𝑊𝑘ℎ as sets. The norm on 𝑉 𝑘ℎ is still the graph norm,
namely, for 𝑢 ∈ 𝑉 𝑘ℎ ,
‖𝑢‖𝑉ℎ ≔ ‖𝑢‖𝑊ℎ + ‖𝑑𝑘ℎ𝑢‖𝑊ℎ .
However, 𝑉 𝑘ℎ is not a subspace of𝐻Λ𝑘(Ω) due to lack of trace continuity since the basis forms have
jumps on the support region boundaries.
5.6. DEC Proof Strategies
In the ﬁnal section here, we provide a discussion of several possible variational strategies that we at-
tempted to adapt in order to show convergence of DEC. Many of these techniques have antecedents
in the ﬁnite volume literature but do not generalize to the case of 𝑘 = 1 case in 2d or 3d. [Baranger,
Maitre, and Oudin 1996] provide a technique for proving the convergence of a ﬁnite volume scheme
which can be likened to be the DEC discretization scheme for Poisson’s equation in mixed form
for the 𝑘 = 2, 𝑛 = 2 case. Their essential idea is that the space of constant 1-forms is a suitable
approximation for Whitney forms, and the error in the difference is shown to go to zero for in-
creasing reﬁnement of meshes. This method, as they note in their paper, does not generalize to
even 𝑘 = 1, 𝑛 = 3. [Brezzi, Fortin, and Marini 2006] adopt an approach also involving piecewise
constant forms for the 𝑘 = 𝑛 (top dimensional case) problem. Their approach is not however, read-
ily identiﬁable with DEC since they provide a method for eliminating one of the variables in the
mixed formulation problem. In this method of theirs, the elimination corresponds to setting up a
suitable discretization that leads to a diagonal mass matrix for one of the mixed form variables but
not for the other variable, unlike in the case of DEC. In addition, their proof strategy seems to re-
quire more regularity for the solutions in comparison with, for example, proof strategies in [Arnold,
Falk, and Winther 2010]. A third alternative would be to consider the DEC stiffness matrix to be a
perturbation of the corresponding FEEC stiffness matrix, inspired by suggestions in [Strang 2005].
Unfortunately, our attempt at doing so leads to bounds in the perturbation analysis that are too
crude for convergence analysis of the DEC error.
The most promising approach of the many alternatives that we considered is the variational
crimes framework introduced by [Holst and Stern 2012] to analyze convergence of FEEC prob-
lems in which the assumption of the subcomplex in [Arnold, Falk, and Winther 2010] is violated.
However, we present what is potentially a computational counterexample to one of the hypothesis
required for using this framework for DEC.
5.6.1. Variational crimes in FEEC
The theory of FEEC as developed by [Arnold, Falk, and Winther 2010] is built on the foundation of
Hilbert complexes. In FEEC, the discrete Hilbert complex (𝑊𝑘ℎ , 𝑑𝑘ℎ), which is an approximation
of the smooth Hilbert complex (𝑊𝑘, 𝑑𝑘), has the property that it is a subcomplex with a bounded
cochain map from 𝑉 to 𝑉ℎ which are the domains of the maps 𝑑 and 𝑑ℎ, respectively. Moreover,
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𝑉ℎ ,−→ 𝑉 and subsequently, 𝑑ℎ is a restriction of 𝑑. The removal of this last stated inclusion so
that the discrete Hilbert complex is no longer a subcomplex is the main thesis of [Holst and Stern
2012] who then provide an analysis in the spirit of variational crimes due to [Strang and Fix 1973]. In
particular, they provide sufficiency theorems for showing convergence when the map 𝑖ℎ ∶ 𝑉ℎ → 𝑉
is only an injection instead of being an inclusion as shown below. (This correspondingly leads to an
injection morphism at the level of the discrete and smooth Hilbert complexes.)
⋯ 𝑉 𝑘 𝑉 𝑘+1 ⋯
⋯ 𝑉 𝑘ℎ 𝑉 𝑘+1ℎ ⋯
𝜋𝑘ℎ
d𝑘
𝜋𝑘ℎ𝑖𝑘ℎ
d𝑘ℎ
𝑖𝑘+1ℎ
The FEEC weak mixed formulation in this generalized abstract setup becomes:
⟨𝜎ℎ, 𝜏ℎ⟩ℎ − ⟨dℎ 𝜏ℎ, 𝑢ℎ⟩ℎ = 0 , 𝜏ℎ ∈ 𝑉 𝑘−1ℎ ,
⟨dℎ 𝜎ℎ, 𝑣ℎ⟩ℎ + ⟨dℎ 𝑢ℎ, dℎ 𝑣ℎ⟩ℎ + ⟨𝑣ℎ, 𝑝ℎ⟩ℎ = ⟨𝑓ℎ, 𝑣ℎ⟩ℎ , 𝑣ℎ ∈ 𝑉 𝑘ℎ ,
⟨𝑢ℎ, 𝑞ℎ⟩ℎ = 0 , 𝑞ℎ ∈ ℌ𝑘ℎ,
(5.2)
where all the subscript ℎ terms explicitly indicate that the Hodge-Laplacian problem is posed on
the Hilbert subcomplex which is not an inclusion as in [Arnold, Falk, and Winther 2010]. In order
to state the main results of [Holst and Stern 2012], we need to introduce a variation of (5.2) to a
problem on the spaces 𝑖∗ℎ𝑉 : ﬁnd (𝜎′ℎ, 𝑢′ℎ, 𝑝′ℎ) ∈ 𝑉 𝑘−1ℎ × 𝑉 𝑘ℎ ×ℌ
′𝑘
ℎ which satisfy:
⟨𝐽ℎ𝜎
′
ℎ, 𝜏ℎ⟩ℎ − ⟨dℎ 𝜏ℎ, 𝐽ℎ𝑢
′
ℎ⟩ℎ = 0 , 𝜏ℎ ∈ 𝑉 𝑘−1ℎ ,
⟨𝐽ℎ dℎ 𝜎
′
ℎ, 𝑣ℎ⟩ℎ + ⟨𝐽ℎ dℎ 𝑢
′
ℎ, dℎ 𝑣ℎ⟩ℎ + ⟨𝑣ℎ, 𝐽ℎ𝑝
′
ℎ⟩ℎ = ⟨𝑖∗𝑓ℎ, 𝑣ℎ⟩ℎ , 𝑣ℎ ∈ 𝑉 𝑘ℎ ,
⟨𝐽ℎ𝑢
′
ℎ, 𝑞
′
ℎ⟩ℎ = 0 , 𝑞
′
ℎ ∈ ℌ𝑘ℎ,
(5.3)
where 𝐽𝑘ℎ ∶ 𝑊𝑘ℎ → 𝑊𝑘ℎ is a bounded linear map and 𝐽ℎ = 𝑖𝑘∗ℎ 𝑖𝑘ℎ. Further, 𝐽ℎ deﬁnes an inner
product on the discrete spaces ⟨𝐽ℎ𝑢ℎ, 𝑣ℎ⟩ℎ ≔ ⟨𝑖ℎ𝑢ℎ, 𝑖ℎ𝑣ℎ⟩ for 𝑢ℎ, 𝑣ℎ ∈ 𝑊𝑘ℎ and correspondingly
deﬁnes a Hilbert complex structure on 𝑊𝑘ℎ . (The latter is crucial for deﬁning the modiﬁed version
of the Hodge Laplacian problem on 𝑖∗ℎ𝑉 .)
Theorem 5.5 ([Holst and Stern 2012], Theorem 3.9). Let (𝑉 , 𝑑) be the domain complex of a closed
Hilbert complex (𝑊, 𝑑), and let (𝑉ℎ, 𝑑ℎ) be a family of domain complexes of closed Hilbert complexes (𝑊ℎ, 𝑑ℎ),
equipped with uniformly 𝑊 -bounded inclusion morphisms 𝑖ℎ ∶ 𝑉ℎ → 𝑉 and 𝑉 -bounded projection mor-
phisms 𝜋ℎ ∶ 𝑉 → 𝑉ℎ satisfying 𝜋𝑘ℎ ∘ 𝑖𝑘ℎ = id𝑉 𝑘ℎ . Then there exists a constant 𝛾ℎ > 0, depending only
on 𝑐𝑃 and the norms of 𝑖ℎ and 𝜋ℎ, such that for any (𝜎ℎ, 𝑢ℎ, 𝑝ℎ) ∈ 𝑉 𝑘−1 × 𝑉 𝑘 × 𝐻𝑘, there exists
(𝜏ℎ, 𝑣ℎ, 𝑞ℎ) ∈ 𝑉 𝑘−1 × 𝑉 𝑘 ×𝐻𝑘 where:
𝐵ℎ(𝜎ℎ, 𝑢ℎ, 𝑝ℎ; 𝜏ℎ, 𝑣ℎ, 𝑞ℎ) ≥ 𝛾ℎ (‖𝜎ℎ‖𝑉ℎ + ‖𝑢ℎ‖𝑉ℎ + ‖𝑝ℎ‖𝑉ℎ) (‖𝜏ℎ‖𝑉ℎ + ‖𝑣ℎ‖𝑉ℎ + ‖𝑞ℎ‖𝑉ℎ) .
Theorem 5.6 ([Holst and Stern 2012], Theorem 3.10). Under the assumptions of Theorem 5.5, suppose
that (𝜎ℎ, 𝑢ℎ, 𝑝ℎ) ∈ 𝑉 𝑘−1ℎ × 𝑉 𝑘ℎ × ℌ𝑘ℎ is a solution to (5.2) and (𝜎′ℎ, 𝑢′ℎ, 𝑝′ℎ) ∈ 𝑉 𝑘−1ℎ × 𝑉 𝑘ℎ × ℌ
′𝑘
ℎ is a
78
Chapter 5. Numerical Study of Error in DEC
1
1
1
1
3 2
h1
h2
h3
θ
0 5 10 15 20
R
0
200
400
600
800
1000
V
a
lu
e
Shape coefficient of triangles
th=2.5
th=30.0
th=90.0
Figure 5.16.: Computational evidence to support that the map 𝑖ℎ ∶ 𝑉 𝑘ℎ → 𝑉 𝑘 is bounded on a
triangle for 𝑘 = 1. See Section 5.6.2 for description. Left: A triangle in 2d with vertices
{1, 2, 3} where the edge {2, 3} is centered at the origin. Vertex 1 is located at a distance
R along ray from the origin at an angle 𝜃 as shown. ℎ1, ℎ2 and ℎ3 are the altitudes of
the vertices 1, 2, 3, respectively in the limiting case of 𝑅 → ∞. Right: Variation in the
shape coefficient with respect to parameters 𝑅 and 𝜃.
solution to (5.3), then:
‖𝜎ℎ − 𝜎
′
ℎ‖𝑉ℎ + ‖𝑢ℎ − 𝑢
′
ℎ‖𝑉ℎ + ‖𝑝ℎ − 𝑝
′
ℎ‖ℎ ≤ 𝐶 (‖𝑓ℎ − 𝑖∗ℎ𝑓ℎ‖ℎ + ‖𝐼 − 𝐽ℎ‖‖𝑓‖) .
In summary, these theorems require that 𝑖ℎ be uniformly 𝑊 -bounded and that ‖𝐼 − 𝑖∗ℎ𝑖ℎ‖ → 0
as ℎ → 0.
5.6.2. Variational crimes DEC: an unsuccessful attempt
We can now attempt to use the DEC spaces we proposed in Section 5.5 to attempt a proof of conver-
gence of DEC in the spirit of variational crimes . We shall deﬁne 𝑊𝑘ℎ to be the space of piecewise
continuous 𝑘-forms with 𝑑𝑘ℎ deﬁned via the the coboundary map. (Recall that this does not lead to
(𝑊ℎ, 𝑑ℎ) to be a Hilbert subcomplex.) We shall next deﬁne the injective map 𝑖𝑘ℎ ∶ 𝑉 𝑘ℎ → 𝑉 𝑘 for
the case where 𝑉 𝑘 is 𝐻Λ𝑘. In order to do so, we ﬁrst deﬁne 𝜙𝑘ℎ ∶ 𝑉 𝑘ℎ → 𝑃−1 Λ𝑘 from the space of
DEC 𝑘-forms to the lowest order Whitney 𝑘-forms. Then, let 𝑖′𝑘ℎ ∶ 𝑃−1 Λ𝑘 ,−→ 𝐻Λ𝑘 be the standard
inclusion of the Whitney 𝑘-forms in the space of 𝐿2 differential forms whose exterior derivative is
also in 𝐿2 as in [Arnold, Falk, and Winther 2010]. Finally, deﬁne 𝑖𝑘ℎ ≔ 𝑖
′𝑘
ℎ ∘ 𝜙𝑘ℎ. The hope now is
to apply the abstract convergence results of [Holst and Stern 2012] to this setup in order to show
convergence of DEC. This requires verifying satisfaction of the two main hypotheses needed in
Theorems 5.5 and 5.6.
First, we exhibit some computational evidence which supports the hypothesis that 𝑖ℎ is uniformly
𝑊 -bounded. The crux of this argument is that since 𝑖′ℎ is merely an inclusion, it would be sufficient
to verify 𝑊 -boundedness of 𝜙ℎ, that is:
‖𝜙ℎ(𝑢)‖𝑊′ℎ ≤ ‖𝑢‖𝑊ℎ , 𝑢 ∈ 𝑊
′
ℎ.
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This reduces to checking uniform boundedness of:
sup
?̂?≠0
?̂?𝑇 ∗′𝑘 ?̂?
?̂?𝑇 ∗𝑘 ?̂?
≤
sup
?̂?≠0 ?̂?
𝑇 ∗′𝑘 ?̂?
inf
𝑢≠0 ?̂?𝑇 ∗𝑘 ?̂?
= 𝜆
′
max
𝜆min
,
where ∗𝑘 and ∗
′
𝑘 are, respectively, the 𝑘-form mass matrices for DEC 𝑘-forms and FEEC 𝑘-forms.
Likewise, 𝜆′max and 𝜆min are the largest eigenvalues of the FEEC and DEC 𝑘-form matrices, respec-
tively. An argument for the uniform boundedness of this ratio of eigenvalues can be reduced to one
of boundedness of this ratio for each simplex in the mesh using a standard analysis trick and pos-
sibly using the shape regularity of the family of meshes. Now, on a simplex, the largest magnitude
eigenvalue of the FEEC 𝑘-forms mass matrix is bounded simply because Whitney 𝑘-forms are in
𝐿2Λ𝑘. Thus, we need to prove that the smallest magnitude eigenvalue of the DEC 𝑘-forms mass
matrix is bounded away from zero. Figure 5.16 shows some computational evidence for this last
claim and we shall explain it next.
On a simplex, bounding the smallest magnitude eigenvalue of the DEC mass matrix to be away
from zero is equivalent to bounding away from zero the ratio of the volume of dual 𝑘-face divided
by the volume of that 𝑘-face for every 𝑘-face of that simplex. Consider now a 2-simplex in 2d as in-
dicated by vertices marked {1, 2, 3} in the left column of Figure 5.16. The edge {2, 3} of this triangle
is centered at the origin (0, 0). Let 𝑅 denote the distance of vertex 1 from the origin. The various
vertices marked 1 are representative of different possible locations for vertex 1 corresponding to
different values of 𝑅. Let ℎ1, ℎ2 and ℎ3 denote the limiting heights of these vertices with respect
to their opposite edge in the triangle (the altitudes) when the distance of vertex 1, that is 𝑅 → ∞
along the direction indicated. Finally, let 𝜃 identify this direction and is given as the angle between
the edge {2, 3} and the line joining the origin to vertex 1.
Now, let us focus on the 𝑘 = 1 mass matrix. Recall that the shape coefficient of a simplex 𝑇 is
given by:
Longest edge of 𝑇
Incircle diameter for 𝑇 .
In the case of 𝑘 = 1, the DEC mass matrix consists of ratios of lengths of dual 1-edges to primal
1-edges. The right column in Figure 5.16 shows the behavior of the shape coefficient with respect
to variations in the two parameters, 𝑅 and 𝜃. As indicated, both 𝑅 → 0 and 𝑅 → ∞ cause the
shape coefficient of the triangle to become unbounded. Furthermore, small 𝜃 and large𝑅, and large
𝜃 and small 𝑅 both characterize very ﬂat triangles which causes the shape coefficient to become
large (and unbounded in the appropriate limiting behavior.) Finally, the incircle diameter is related
to the altitudes ℎ1, ℎ2 and ℎ3 via: 1
𝑟 =
1
ℎ1
+ 1ℎ2
+ 1ℎ3
.
(See, for example, [Apostol and Mnatsakanian 2006, Theorem 1] for a deduction of this result.)
Consequently, when the shape coefficient is bounded, the incircle diameter is bounded away from
zero, and consequently, the circumradius is also bounded away from zero. This ﬁnally completes our
computational evidence that 𝑖ℎ is bounded on every simplex without actually providing a complete
proof of its 𝑊 -boundedness.
We next an attempt at computationally examining the hypothesis ‖𝐼 − 𝑖∗ℎ𝑖ℎ‖ → 0 as ℎ → 0.
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Figure 5.17.: Failure of convergence of 𝐼 − 𝑖∗ℎ𝑖ℎ in 2d as required by [Holst and Stern 2012] for es-
tablishing a convergence result. This suggests that the variational crimes framework
as provided by [Holst and Stern 2012] may not be applicable in its current form for
showing convergence in DEC.
(Note that 𝐼 − 𝑖∗ℎ𝑖ℎ is a matrix since all operators involved are linear.) We again experiment for the
case 𝑘 = 1 in 2d. Figure 5.17 shows the 6 largest magnitude eigenvalues for this linear operator on
a sequence of reﬁned meshes on a square and an annulus, and in either case the largest magnitude
eigenvalue does not appear to be converging to 0. This essentially provides no further impetus for
trying to come up with a proof for convergence of DEC using the variational crimes framework in
its current form since ‖𝐼 − 𝑖∗ℎ𝑖ℎ‖ appears to not converge to 0.
In summary, our computational experiments suggests that the abstract variational crimes frame-
work presented in [Holst and Stern 2012] cannot be applied in that formulation for providing a
proof of convergence of DEC.
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Conclusions and Future Directions
6.1. Epilogue
In this work, we have presented some developments in discretizations of exterior calculus and laid
foundations for solving some problems that arise in this process. Our main work has been to compu-
tationally study the behavior of the error in the discrete exterior calculus (DEC) solution of Hodge
Laplacian Poisson problems in 2d and 3d, and relate it with the corresponding error in the ﬁnite
element exterior calculus (FEEC) discretization of the same partial differential equation. Our main
computational result is that this lends support to the hypothesis that DEC is a convergent method,
and that the DEC error shows similar a asymptotic behavior as the FEEC error. However, we have
also discovered a sequence of meshes for which DEC error appears not to go to zero whereas the
FEEC error does. It appears that the DEC error is related to the mesh geometry in this case. To
facilitate these computations, we needed to establish that DEC could be used on Delaunay meshes
that are common in the ﬁnite element community. Our work on deﬁning sign rules for piecewise
assembly of DEC Hodge star matrices provided this extension. We have also provided a way for
solving the problem of ﬁnding a basis for the space of discrete harmonics. This is a necessary re-
quirement in solution via either of the two discretization schemes for the Hodge Laplacian Poisson
problem. Finally, we have applied the ideas stemming from solution of Hodge Laplacians on em-
bedded manifold simplicial complexes to abstract simplicial complexes. Our application on graphs
and random graphs can be interpreted as a problem of ranking alternatives. We have demonstrated
interesting computational questions that arise from these graph problems which do not appear in
problems on embedded manifold meshes.
6.2. Challenges and Open Problems
Our work is a step forward in furthering the cause of discretizations of exterior calculus but in
no ways is this in any sense an end. Our computational and theoretical forays have opened up
numerous interesting questions that need resolution in the near future. We summarize some of
them as follows.
1. The biggest open problem is to answer the question of convergence of DEC theoretically.
There have been some attempts toward this end including by us and others [Bonelle 2014]
but there is no proof available as of writing of this thesis.
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2. There is then the question of characterizing simplicial meshes on which DEC provides reli-
able solutions, and this is possibly intertwined with the question about convergence. There
have been extensive studies towards characterizing mesh quality by [Shewchuk 2002] for the
ﬁnite element solution of the 0-Hodge Laplacian or scalar Laplacian in the standard formula-
tion. However, there is no such analysis available for the general case of 𝑘-Hodge Laplacians
in 2d and 3d even for FEEC. An analysis of this sort would greatly clarify and enhance FEEC’s
applicability whereas for DEC, such an undertaking appears to be crucial to addressing theo-
retical convergence.
3. A third requirement that was realized by our computational work is a need for high perfor-
mance software implementation of DEC. Our work relied on PyDEC [N. Bell and Hirani
2012] for carrying out computations and while PyDEC implementations are sufficient for
dealing with 2d problems even at scale, computations in 3d are limited to smaller problems,
especially due to limitations of sequential linear solvers. Fortunately, our work on extending
DEC to Delaunay meshes already has the right elements in place suitable for a parallel im-
plementation vis-a-vis our simplex-by-simplex approach to computing the DEC Hodge star
matrices.
4. Finite volume methods are popular for discretization of Stokes equations, however, they have
not been adopted or extended for application with, for example, vector PDEs or curl-curl
problems as in electromagnetics. A survey of some popular references such as [Eymard, Gal-
louët, and Herbin 2000; Eymard and Herbin 2003; Mattiussi 2002; Droniou et al. 2010] reveal
a close connection between ﬁnite volume approaches and DEC. The new spaces that we have
introduced for DEC strengthen this viewpoint since ﬁnite volume approaches for the scalar
Laplacian in 2d and 3d essentially use a piecewise constant basis similar to what we have pro-
posed. This allows us to speculate that DEC could be a natural description of ﬁnite volume
schemes in the setting of exterior calculus – DEC as a ﬁnite volume exterior calculus. Such a
uniﬁed treatment would immediately provide a ﬁnite volume scheme for vector Laplacian
problems and, more generally, Hodge Laplacian problems. These are, at present, unknown
according to our best reading of the ﬁnite volume literature. We wish to stress that this would
not require invention of a new scheme but simply a suitable interpretation of the discretiza-
tions arising from DEC in conjunction with our new DEC spaces.
5. Our work on computing cohomologous harmonic forms provides some open theoretical ques-
tions as well. One aspect that we have not quantiﬁed is the gap between the discrete harmonic
space that we compute and the smooth harmonic space. We would also seek a precise rela-
tionship between the discrete harmonic forms computed using the DEC and FEEC Hodge
stars. Further, we have recorded a characterization of the FEEC harmonic due to Demlow
and Hirani in Appendix C, Section C.2; we would be interested in a similar description for
the DEC harmonics.
6. The solution of PDEs on graphs has thrown open several computational challenges that we
pointed out in Chapter 2. We summarize two of them here again. The solution of the linear
system that arises from setting up a discretization of the Hodge decomposition on graphs
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reveals the need for linear solvers that are agnostic to the lack of local structure. Another
challenge is the need for a natural decomposition technique that would be enable an optimal
solution of the Hodge decomposition problem on large graphs and on parallel architectures.
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Experiments on Topology of Clique
Complexes
[Kahle 2009] explores the homology of clique complexes arising from Erdős-Rényi random graphs.
The number of connected components of a graph is the same as the dimension of its 0-dimensional
homology. The connectedness of random graphs has been explored in literature for many years and
the study of higher dimensional homology can be considered as the new and natural extension of
that line of research. For the ranking problem, 1-homology is of particular interest. When the
1-homology of a graph is trivial, there cannot be any harmonic component in any 1-cochain. Then
if there are no local inconsistencies (i.e., the curl part is zero) a 1-cochain will be a pure gradient,
hence globally consistent.
Kahle provides bounds on the edge density for Erdős-Rényi graphs for which the 𝑘-dimensional
homology is almost always trivial, and bounds for which it is almost always nontrivial. Since all
results of this type are almost always, in the rest of this section, we will omit that phrase. We restrict
our attention to 1-homology, and the 2-dimensional clique complex of the graph is the relevant
object. In this setting, Kahle states that for an Erdős-Rényi graph with 𝑛 nodes and edge density 𝜌,
the 1-homology will be trivial when 𝜌 < 1/𝑛 or when 𝜌 > 1/ 3√𝑛. The 1-homology will be nontrivial
when 1/𝑛 < 𝜌 < 1/√𝑛. When 1/√𝑛 < 𝜌 < 1/ 3√𝑛 there is a theoretically undetermined transition
in homology (at least in [Kahle 2009]).
The numerical framework for exploring least squares ranking on graphs can be applied to study
clique complexes, almost without any changes. For example, it is satisfying to see Kahle’s bounds
appear in the experimental results shown in the ﬁrst column of Figure A.1. But what is more inter-
esting is that experiments like these can serve as tools for developing new conjectures and asking
more detailed questions than are answered by the current theory. Once a conjecture looks numeri-
cally plausible, one can set about trying to ﬁnd a mathematical proof. But before we mention some
such questions, we note that the apparent violation of Kahle’s bounds in Figure A.1 is not really a
violation, because his bound are true in the limit as the number of vertices 𝑛 goes to inﬁnity. For
example, there are some nonzero homology points in the region that is supposed to almost always
have trivial homology.
When we study topology of clique complexes, the main objective will be to measure the 1-dimen-
sional integer homology Betti number 𝛽1. (The Betti number is the 𝛽𝑘 for dimension 𝑘 is usually
deﬁned via integer homology and is the same as the dimension of vector space𝐻𝑝(𝐺; ℝ) where𝐺 is
the clique complex.) Using basic linear algebra combined with Hodge decomposition of 𝑝-cochains
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we give here a simple proof that dim ker𝛥𝑝 = 𝛽𝑝. We will show that
dim ker𝛥𝑝 = dim𝐻𝑝(𝐺; ℝ) ,
as vector spaces. Then the desired result follows. Let 𝑁𝑝 be the number of 𝑝-simplices in the
clique complex of 𝐺, and this number is the same as dim𝐶𝑝 = dim𝐶𝑝. By Hodge decomposition
of 𝑝-cochains, we have
dim ker𝛥𝑝 = dim𝐶𝑝 − dim im𝜕𝑇𝑝 −dim im𝜕𝑝+1
= 𝑁𝑝 − dimker 𝜕⟂𝑝 −dim im𝜕𝑝+1
= 𝑁𝑝 − (𝑁𝑝 − dimker 𝜕𝑝) − dim im𝜕𝑝+1
= dimker 𝜕𝑝−dim im𝜕𝑝+1 = dim𝐻𝑝(𝐺; ℝ) = 𝛽𝑝 .
Using this experimental tool one can ask new questions, such as, what is the behavior of the
1-dimensional Betti number as a function of 𝜌? By above, the Betti number can be measured by
measuring the dimension of the space of harmonic cochains, i.e., dim ker𝛥1. Since ker𝛥1 =
ker 𝜕1 ∩ker 𝜕𝑇2 , one can measure the Betti number by stacking the matrices for 𝜕1 and 𝜕𝑇2 , one
on top of the other and the kernel dimension of this matrix yields the desired Betti number. The
kernel dimension can be found by computing a singular value decomposition and counting the num-
ber of zero singular values. A faster alternative is to compute the number of zero eigenvalues of 𝛥1
by using a sparse eigensolver. Usually, the distinction between what should be considered nonzero
and what should be considered zero is very evident in our experiments.
Results about the Betti number give a more nuanced picture than the presence or absence of
homology. For example, in terms of Betti number, one can ask if the transition from nonzero
homology region to the zero homology region on the right is sudden. Our experiments on Erdős-
Rényi graphs shed some light on these questions. In Figure A.1, the bottom graph in the ﬁrst
column shows how the Betti number varies as a function of 𝜌. A clear trend is visible and the Betti
number appears to peak at the start of the transition zone where the theory in [Kahle 2009] is
silent (the bounds of Kahle are marked as dashed vertical lines). The quantiﬁcation of homology
can also take another form in these experiments. One can investigate how much of the norm of
a 1-cochain is contained in the harmonic component, when the homology is nontrivial. Or, how
does this harmonic component vary as a function of 𝜌? The results are in the top two graphs in
the left column of Figure A.1. The right column shows results of experiments on topology of clique
complex of Barabási-Albert scale-free graphs , for which no theory has yet been developed. Al-
though Kahle’s bounds were not developed for Barabási-Albert graphs, we have drawn those for the
plots corresponding to Barabási-Albert graphs in order to provide context and comparison with the
Erdős-Rényi results.
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Figure A.1.: Left column : Erdős-Rényi random graphs; Right column : Barabási-Albert scale-free
graphs. The top and middle rows show the norm of the harmonic component as a func-
tion of edge density. The bottom row shows the trends for the 1-dimensional Betti
number. The bounds of Kahle [Kahle 2009] are the dashed vertical lines. They are also
drawn for the right column graphs (although the theory is only for Erdős-Rényi graphs)
to provide a comparison.
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Additional Results for Least Squares
on Graphs
B.1. Timing and Error Using Krylov Solvers
Tables B.1 to B.3 show the results of numerical experiments on 2-simplicial complexes created from
Erdős-Rényi, Watts-Strogatz, and Barabási-Albert graphs by including the 3-cliques as triangles.
The cases where the homology of the simplicial 2-complex is trivial are marked by an asterisk (∗).
In these cases it is the absolute error which is shown. See Section 2.4.2 for details.
B.2. Timing and Error Using Algebraic Multigrid
Tables B.4 to B.6 show the results of numerical experiments using algebraic multigrid on simplicial
complexes generated from Erdős-Rényi, Watts-Strogatz, and Barabási-Albert graphs. We used the
PyAMG implementation of algebraic multigrid [W. N. Bell, Olson, and Schroder 2011]. As in the
Krylov tables earlier, the cases where the homology of the simplicial 2-complex is trivial are marked
by an asterisk (∗). The cases where PyAMG failed in the setup phase are marked by a dagger sym-
bol (†), and the cases where algebraic multigrid reached maximum number of speciﬁed iterations
are marked by the double dagger symbol (‡). In Table B.4 the entries marked with a dash symbol
(–) are those for which Algorithm 1 (Schur complement and algebraic multigrid algorithm, see Sec-
tion 2.4.4) cannot be applied because 𝛥2 has no simple sparse/dense partitioning. See Section 2.4.3
for more details.
B.3. Setup and Solve Timings in Algebraic Multigrid
The setup phase of algebraic multigrid involves some pre-computation. In Tables B.7 to B.9, we
separate the timing results shown in Tables B.4 to B.6 into the time required for the setup and solve
phases.
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𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / Relative Error 𝛼 𝛽
Density Density Formulation ‖ 𝜕𝑇1 𝛼‖ ‖ 𝜕2 𝛽‖ ‖ℎ‖ iter. sec. iter. sec.
100 380 52 7.68e-02 3.22e-04
CG 1.1e-08 6.3e-09 2.0e-07 27 0.0041 17 0.0027
MINRES 3.0e-08 1.3e-08 4.8e-07 26 0.0084 16 0.0053
CG-K 1.0e-08 6.3e-09 1.3e-07 57 0.0090 35 0.0055
MINRES-K 3.0e-08 1.3e-08 4.8e-07 53 0.0174 33 0.0108
LSQR 2.8e-08 1.3e-08 4.7e-07 26 0.0166 16 0.0103
100 494 144 9.98e-02 8.91e-04
CG 1.1e-08 1.0e-08 2.9e-07 21 0.0037 30 0.0053
MINRES 5.2e-08 1.1e-07 2.8e-06 19 0.0066 27 0.0095
CG-K 4.8e-09 6.5e-09 1.5e-07 45 0.0082 438 0.0788
MINRES-K 5.2e-08 5.3e-08 1.5e-06 39 0.0137 57 0.0201
LSQR 4.9e-08 2.0e-08 8.9e-07 19 0.0121 29 0.0183
100 1212 2359 2.45e-01 1.46e-02
CG 3.9e-09 1.6e-08 3.5e-05 14 0.0023 60 0.0191
MINRES 1.9e-08 1.1e-06 2.5e-03 13 0.0044 46 0.0229
CG-K 3.9e-09 4.6e-09 1.0e-05 29 0.0053 129 0.0342
MINRES-K 3.0e-07 2.7e-07 6.1e-04 23 0.0084 105 0.0466
LSQR 7.6e-08 3.0e-08 7.6e-05 12 0.0082 58 0.0429
100 2530 21494 5.11e-01 1.33e-01
CG 2.5e-09 9.2e-09 3.0e-06∗ 10 0.0017 17 0.1033
MINRES 2.0e-08 3.1e-07 1.0e-04∗ 9 0.0032 14 0.0897
CG-K 1.9e-08 9.7e-09 2.1e-14∗ 19 0.0044 34 0.0438
MINRES-K 1.0e-06 2.9e-07 2.1e-06∗ 15 0.0062 28 0.0476
LSQR 1.3e-07 2.9e-09 2.9e-06∗ 8 0.0059 18 0.0362
100 3706 67865 7.49e-01 4.20e-01
CG 2.1e-09 6.6e-09 5.6e-06∗ 8 0.0015 11 0.4759
MINRES 2.5e-08 7.5e-07 6.4e-04∗ 7 0.0026 8 0.3529
CG-K 1.2e-07 6.8e-09 4.7e-14∗ 15 0.0041 22 0.1054
MINRES-K 3.8e-06 7.4e-07 2.5e-06∗ 11 0.0050 16 0.0914
LSQR 2.9e-07 2.3e-10 6.5e-06∗ 6 0.0047 13 0.0946
500 1290 21 1.03e-02 1.01e-06
CG 1.4e-08 1.9e-09 3.6e-07 43 0.0072 3 0.0007
MINRES 1.6e-07 1.9e-09 4.0e-06 38 0.0129 3 0.0013
CG-K 6.3e-09 1.9e-09 1.4e-07 93 0.0183 7 0.0013
MINRES-K 6.6e-08 1.9e-09 1.7e-06 81 0.0302 7 0.0026
LSQR 2.2e-08 1.9e-09 5.5e-07 42 0.0278 3 0.0023
500 12394 20315 9.94e-02 9.81e-04
CG 3.3e-09 2.7e-08 8.9e-05 13 0.0030 105 0.2155
MINRES 7.2e-08 3.9e-06 1.3e-02 11 0.0045 72 0.1755
CG-K 3.3e-09 8.0e-09 2.7e-05 27 0.0154 227 0.3955
MINRES-K 3.4e-07 1.4e-06 4.7e-03 21 0.0161 161 0.3604
LSQR 7.0e-08 5.6e-08 2.0e-04 11 0.0106 100 0.2348
500 24788 162986 1.99e-01 7.87e-03
CG 1.9e-09 1.3e-08 1.0e-05∗ 11 0.0032 25 1.447
MINRES 6.8e-08 1.8e-06 1.4e-03∗ 9 0.0043 18 1.149
CG-K 1.4e-08 7.5e-09 5.7e-14∗ 21 0.0303 52 0.7681
MINRES-K 2.4e-06 1.6e-06 1.4e-04∗ 15 0.0257 37 0.8263
LSQR 6.7e-08 3.3e-09 5.1e-06∗ 9 0.0123 27 0.6047
1000 49690 163767 9.95e-02 9.86e-04
CG 1.9e-09 1.4e-08 2.5e-03 11 0.0049 52 1.916
MINRES 7.7e-08 4.2e-06 7.4e-01 9 0.0057 34 1.43
CG-K 2.2e-09 4.5e-09 8.0e-04 23 0.0731 113 1.976
MINRES-K 4.8e-07 1.1e-06 1.9e-01 17 0.0629 77 2.307
LSQR 7.6e-08 1.4e-08 3.1e-03 9 0.0252 52 1.408
Table B.1.: Timing and error using Krylov solvers for Erdős-Rényi graphs.
B.4. Nonzeros in Laplacian and Boundary Matrices
Tables B.10 to B.12 show the number of nonzeros in the boundary and Laplacian matrices. In addi-
tion we also show the number of nonzeros in the coarse grid matrices that arise in algebraic multigrid.
The latter can be useful in interpreting and debugging algebraic multigrid performance. The cases
where PyAMG failed in the setup phase are marked by a dagger symbol (†).
B.5. Nonzero Patterns in Laplacians
Figures B.1 to B.9 show the nonzero patterns for the Laplacian matrices𝛥0 and𝛥2 and their various
reorderings for different types of graphs. The four rows from top to bottom in some of the ﬁgures
show the pattern of nonzeros in the 𝛥0 or 𝛥2 matrix and their reordering. The reorderings are
by vertex degree (or number of nonzeros), reverse Cuthill-McKee algorithm, and Sloan’s algorithm.
The rows are labelled as “Original”, “Degree” (or “NNZ”), “RCMK”, and “Sloan”. In each column
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𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / Relative Error 𝛼 𝛽
Density Density Formulation ‖ 𝜕𝑇1 𝛼‖ ‖ 𝜕2 𝛽‖ ‖ℎ‖ iter. sec. iter. sec.
100 500 729 1.01e-01 4.51e-03
CG 1.1e-08 1.3e-08 6.7e-07 28 0.0043 39 0.0075
MINRES 3.8e-08 3.3e-07 1.6e-05 27 0.0088 33 0.0122
CG-K 1.1e-08 7.4e-09 2.6e-07 57 0.0091 99 0.0182
MINRES-K 4.7e-07 1.5e-07 9.5e-06 49 0.0164 71 0.0254
LSQR 2.0e-07 2.3e-08 2.9e-06 25 0.0160 38 0.0251
100 1000 3655 2.02e-01 2.26e-02
CG 2.6e-09 1.6e-08 2.3e-06 18 0.0029 44 0.0252
MINRES 1.5e-08 6.0e-07 9.0e-05 17 0.0057 35 0.0264
CG-K 1.5e-08 4.3e-09 7.2e-07 35 0.0062 97 0.0295
MINRES-K 1.7e-06 1.5e-07 4.2e-05 29 0.0103 79 0.0381
LSQR 8.2e-08 1.6e-08 2.9e-06 16 0.0106 44 0.0346
100 1500 8354 3.03e-01 5.17e-02
CG 7.4e-09 1.7e-08 6.7e-05 13 0.0021 109 0.2024
MINRES 7.4e-09 2.4e-06 9.6e-03 13 0.0044 84 0.1743
CG-K 8.8e-09 7.2e-09 2.9e-05 27 0.0053 227 0.1091
MINRES-K 2.9e-06 5.2e-07 2.3e-03 21 0.0079 185 0.1249
LSQR 6.3e-08 1.7e-08 7.2e-05 12 0.0083 109 0.1067
100 2000 15530 4.04e-01 9.60e-02
CG 7.1e-09 2.0e-08 4.8e-06∗ 11 0.0019 68 0.2842
MINRES 7.1e-09 2.9e-06 6.9e-04∗ 11 0.0038 53 0.2332
CG-K 7.1e-09 8.4e-09 1.7e-14∗ 23 0.0049 142 0.1167
MINRES-K 5.0e-06 4.7e-07 6.8e-05∗ 17 0.0067 118 0.1401
LSQR 5.0e-08 6.1e-09 1.7e-06∗ 10 0.0071 71 0.0977
500 2500 3720 2.00e-02 1.80e-04
CG 1.8e-08 1.1e-08 1.2e-06 38 0.0066 44 0.0169
MINRES 1.8e-07 6.3e-07 6.2e-05 33 0.0114 36 0.0203
CG-K 1.8e-08 4.8e-09 6.9e-07 77 0.0184 93 0.0326
MINRES-K 1.7e-06 2.2e-07 5.2e-05 57 0.0237 77 0.0410
LSQR 2.3e-07 2.8e-08 7.0e-06 32 0.0222 42 0.0346
500 5000 16948 4.01e-02 8.18e-04
CG 1.2e-08 1.6e-08 4.5e-06 32 0.0059 34 0.0898
MINRES 1.0e-07 6.2e-07 1.7e-04 28 0.0100 26 0.0771
CG-K 2.2e-08 4.0e-09 1.4e-06 63 0.0201 75 0.0795
MINRES-K 5.2e-06 2.0e-07 2.2e-04 43 0.0215 57 0.0841
LSQR 4.7e-07 1.1e-08 1.9e-05 25 0.0187 35 0.0594
500 12500 110507 1.00e-01 5.34e-03
CG 8.4e-09 4.0e-08 4.5e-05 23 0.0051 161 6.469
MINRES 2.0e-08 1.8e-05 2.1e-02 22 0.0088 86 3.632
CG-K 1.9e-08 7.6e-09 8.5e-06 45 0.0254 367 3.337
MINRES-K 1.3e-05 3.6e-06 4.1e-03 29 0.0223 217 2.617
LSQR 9.5e-07 2.6e-08 7.4e-05 18 0.0176 166 1.996
1000 5000 7386 1.00e-02 4.44e-05
CG 1.4e-08 1.2e-08 1.8e-06 43 0.0085 44 0.0278
MINRES 3.0e-07 7.5e-07 1.0e-04 36 0.0135 34 0.0280
CG-K 2.2e-08 5.6e-09 1.1e-06 85 0.0284 93 0.0522
MINRES-K 2.9e-06 3.4e-07 1.2e-04 61 0.0315 73 0.0554
LSQR 3.6e-07 2.8e-08 1.4e-05 35 0.0268 42 0.0437
1000 10000 33022 2.00e-02 1.99e-04
CG 1.7e-08 1.4e-08 5.2e-06 32 0.0072 39 0.1953
MINRES 2.1e-07 1.3e-06 4.8e-04 27 0.0108 28 0.1508
CG-K 2.3e-08 5.0e-09 2.1e-06 65 0.0324 85 0.2098
MINRES-K 6.7e-06 5.3e-07 4.2e-04 43 0.0297 63 0.1852
LSQR 3.0e-07 1.4e-08 1.7e-05 26 0.0230 39 0.1365
1000 25000 220002 5.01e-02 1.32e-03
CG 1.0e-08 2.4e-08 3.4e-05 27 0.0080 85 7.04
MINRES 2.1e-07 1.2e-05 1.8e-02 23 0.0110 48 4.52
CG-K 2.4e-08 4.6e-09 6.9e-06 53 0.0688 189 3.7
MINRES-K 2.6e-05 2.3e-06 4.0e-03 31 0.0554 119 3.588
LSQR 5.9e-07 1.2e-08 5.5e-05 21 0.0383 89 2.712
Table B.2.: Timing and error using Krylov solvers for Watts-Strogatz graphs.
the size of matrix is shown in the top row. In each collection all matrices are drawn with the same
size. This results in some visual artifacts in the𝛥2 ﬁgures where the matrices are of vastly different
sizes. For example, in the middle column of Figure B.3 the top matrix and the bottom matrix have
the same number of nonzeros even though it does not appear that way in the ﬁgure.
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Figure B.1.: 𝛥0 for Erdős-Rényi graphs.
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Figure B.2.: Enlarged view of the matrix corresponding to the last column in Figure B.1.
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𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / Relative Error 𝛼 𝛽
Density Density Formulation ‖ 𝜕𝑇1 𝛼‖ ‖ 𝜕2 𝛽‖ ‖ℎ‖ iter. sec. iter. sec.
100 475 301 9.60e-02 1.86e-03
CG 1.1e-08 2.4e-08 1.3e-06 25 0.0038 79 0.0127
MINRES 2.7e-08 3.2e-07 1.8e-05 24 0.0078 70 0.0233
CG-K 8.3e-09 7.3e-09 4.1e-07 55 0.0088 171 0.0282
MINRES-K 1.6e-07 2.0e-07 1.2e-05 45 0.0149 145 0.0497
LSQR 1.5e-07 7.0e-08 4.9e-06 22 0.0142 75 0.0476
100 900 1701 1.82e-01 1.05e-02
CG 1.1e-08 2.6e-08 1.0e-05 21 0.0033 96 0.0281
MINRES 3.3e-08 1.1e-06 4.2e-04 20 0.0067 74 0.0351
CG-K 1.5e-08 7.5e-09 2.6e-06 45 0.0079 211 0.0494
MINRES-K 6.0e-07 3.8e-07 1.6e-04 35 0.0123 165 0.0682
LSQR 2.4e-07 4.6e-08 2.5e-05 18 0.0119 93 0.0653
100 1600 8105 3.23e-01 5.01e-02
CG 6.7e-09 1.3e-08 2.2e-06∗ 20 0.0032 50 0.0967
MINRES 2.0e-08 7.8e-07 1.3e-04∗ 19 0.0063 39 0.0832
CG-K 2.3e-08 8.1e-09 9.3e-11∗ 39 0.0077 106 0.0506
MINRES-K 1.4e-06 3.4e-07 1.2e-05∗ 31 0.0116 82 0.0545
LSQR 4.7e-07 9.3e-09 7.0e-06∗ 16 0.0108 51 0.0499
100 2400 24497 4.85e-01 1.51e-01
CG 5.2e-09 1.2e-08 4.3e-06∗ 18 0.0030 27 0.2435
MINRES 5.0e-08 6.8e-07 2.4e-04∗ 16 0.0054 21 0.1960
CG-K 1.8e-08 7.4e-09 2.2e-14∗ 35 0.0078 56 0.0817
MINRES-K 4.6e-06 3.1e-07 6.1e-06∗ 25 0.0100 44 0.0831
LSQR 4.2e-07 3.2e-09 8.0e-06∗ 14 0.0097 29 0.0632
500 4900 4740 3.93e-02 2.29e-04
CG 1.0e-08 3.4e-08 9.1e-06 32 0.0059 165 0.0956
MINRES 4.7e-08 1.8e-06 4.8e-04 30 0.0107 118 0.0904
CG-K 2.2e-08 8.2e-09 2.2e-06 73 0.0231 367 0.1707
MINRES-K 6.8e-07 8.2e-07 2.2e-04 53 0.0262 257 0.1669
LSQR 3.1e-07 1.2e-07 3.8e-05 27 0.0202 150 0.1378
500 9600 25016 7.70e-02 1.21e-03
CG 8.4e-09 3.0e-08 5.8e-05 27 0.0056 215 1.043
MINRES 8.2e-08 4.7e-06 9.1e-03 24 0.0092 133 0.6919
CG-K 1.1e-08 8.5e-09 1.3e-05 57 0.0267 477 0.9132
MINRES-K 1.5e-06 1.7e-06 3.3e-03 41 0.0270 303 0.7096
LSQR 3.5e-07 7.9e-08 1.8e-04 22 0.0191 202 0.5085
500 18400 133933 1.47e-01 6.47e-03
CG 4.5e-09 2.2e-08 2.0e-03 23 0.0058 111 7.204
MINRES 6.8e-08 5.8e-06 5.3e-01 20 0.0086 69 4.667
CG-K 1.8e-08 3.8e-09 3.6e-04 45 0.0414 251 2.809
MINRES-K 1.1e-05 1.2e-06 1.3e-01 29 0.0362 163 2.646
LSQR 3.4e-07 1.7e-08 2.5e-03 18 0.0205 113 1.867
1000 9900 6264 1.98e-02 3.77e-05
CG 7.4e-09 4.4e-08 1.1e-05 41 0.0091 211 0.1410
MINRES 8.5e-08 3.2e-06 8.1e-04 37 0.0147 146 0.1246
CG-K 1.4e-08 1.1e-08 2.8e-06 89 0.0442 481 0.3244
MINRES-K 4.5e-07 1.1e-06 2.9e-04 69 0.0474 321 0.2883
LSQR 2.3e-07 1.8e-07 5.0e-05 35 0.0309 185 0.2043
1000 19600 37365 3.92e-02 2.25e-04
CG 9.0e-09 4.1e-08 5.8e-05 33 0.0088 335 2.521
MINRES 7.5e-08 1.0e-05 1.4e-02 30 0.0133 200 1.594
CG-K 1.3e-08 8.3e-09 9.7e-06 69 0.0641 769 2.833
MINRES-K 2.8e-06 2.9e-06 4.1e-03 49 0.0658 469 1.922
LSQR 4.0e-07 1.3e-07 2.0e-04 27 0.0363 309 1.237
1000 38400 202731 7.69e-02 1.22e-03
CG 5.7e-09 3.0e-08 5.2e-04 27 0.0096 211 20.65
MINRES 5.5e-08 1.3e-05 2.2e-01 24 0.0127 120 13.12
CG-K 4.2e-08 5.4e-09 8.3e-05 55 0.1219 479 9.466
MINRES-K 9.9e-06 2.8e-06 5.0e-02 35 0.0943 289 9.651
LSQR 4.8e-07 3.8e-08 8.9e-04 21 0.0421 208 6.108
Table B.3.: Timing and error using Krylov solvers for Barabási-Albert graphs.
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𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / Relative Error 𝛼 𝛽
Density Density Formulation ‖ 𝜕𝑇1 𝛼‖ ‖ 𝜕2 𝛽‖ ‖ℎ‖ iter. sec. iter. sec.
100 380 52 7.68e-02 3.22e-04
AMG (SA) 5.0e-09 3.8e-09 9.5e-08 2 0.0577 2 0.0030
AMG (LA) 5.0e-09 3.8e-09 9.5e-08 2 0.0078 2 0.0023
Schur 5.0e-09 – – 3 0.0430 – –
100 494 144 9.98e-02 8.91e-04
AMG (SA) 2.8e-09 3.8e-09 1.0e-07 2 0.0078 2 0.0137
AMG (LA) 2.8e-09 3.8e-09 1.0e-07 2 0.0082 2 0.0131
Schur 2.8e-09 – – 3 0.0228 – –
100 1212 2359 2.45e-01 1.46e-02
AMG (SA) 1.2e-10 4.8e-08 1.1e-04 2 0.0079 32 0.6259
AMG (LA) 1.2e-10 3.4e-08 7.5e-05 2 0.0079 30 0.1426
Schur 1.2e-10 – – 3 0.0194 – –
100 2530 21494 5.11e-01 1.33e-01
AMG (SA) 6.5e-10 6.9e-09 2.3e-06∗ 2 0.0142 27 2.102
AMG (LA) 6.5e-10 4.8e-09 1.6e-06∗ 2 0.0184 19 15.89
Schur 6.5e-10 – – 3 0.0185 – –
100 3706 67865 7.49e-01 4.20e-01
AMG (SA) 2.8e-10 7.7e-09 6.6e-06∗ 2 0.0689 39 16.74
AMG (LA) 2.8e-10 7.3e-09 6.2e-06∗ 2 0.0356 14 408.5
Schur 2.8e-10 – – 3 0.3740 – –
500 1290 21 1.03e-02 1.01e-06
AMG (SA) 3.8e-09 1.9e-09 9.8e-08 2 0.7113 2 0.0360
AMG (LA) 3.8e-09 1.9e-09 9.8e-08 2 0.3080 2 0.0022
Schur 3.8e-09 – – 3 0.2952 – –
500 12394 20315 9.94e-02 9.81e-04
AMG (SA) 7.2e-11 7.7e-08 2.5e-04 2 0.3305 74 2.711
AMG (LA) 7.2e-11 7.4e-08 2.5e-04 2 0.3293 71 8.358
Schur 7.2e-11 – – 3 0.2836 – –
500 24788 162986 1.99e-01 7.87e-03
AMG (SA) † † † † † † †
AMG (LA) † † † † † † †
Schur † – – † † – –
1000 49690 163767 9.95e-02 9.86e-04
AMG (SA) † † † † † † †
AMG (LA) † † † † † † †
Schur † – – † † – –
Table B.4.: Timing and error using algebraic multigrid for Erdős-Rényi graphs.
𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / Relative Error 𝛼 𝛽
Density Density Formulation ‖ 𝜕𝑇1 𝛼‖ ‖ 𝜕2 𝛽‖ ‖ℎ‖ iter. sec. iter. sec.
100 500 729 1.01e-01 4.51e-03
AMG (SA) 2.9e-09 2.4e-08 1.2e-06 2 0.0179 20 0.0577
AMG (LA) 2.9e-09 1.4e-08 6.9e-07 2 0.0009 18 0.0324
100 1000 3655 2.02e-01 2.26e-02
AMG (SA) 1.7e-09 3.1e-08 4.6e-06 2 0.0009 23 0.1253
AMG (LA) 1.7e-09 2.7e-08 4.0e-06 2 0.0009 17 0.1601
100 1500 8354 3.03e-01 5.17e-02
AMG (SA) 1.3e-10 7.6e-08 3.0e-04 2 0.0011 99 1.377
AMG (LA) 1.3e-10 7.1e-08 2.8e-04 2 0.0011 60 2.345
100 2000 15530 4.04e-01 9.60e-02
AMG (SA) 3.8e-09 4.6e-08 1.1e-05∗ 2 0.0015 28 1.282
AMG (LA) 3.8e-09 1.8e-08 4.3e-06∗ 2 0.0013 15 5.039
500 2500 3720 2.00e-02 1.80e-04
AMG (SA) 2.5e-09 3.0e-08 3.0e-06 2 0.0149 15 0.0650
AMG (LA) 2.5e-09 4.4e-08 4.3e-06 2 0.0136 21 0.0929
500 5000 16948 4.01e-02 8.18e-04
AMG (SA) 6.0e-10 6.9e-09 1.9e-06 2 0.0139 14 0.4410
AMG (LA) 6.0e-10 3.9e-09 1.1e-06 2 0.0140 12 0.7969
500 12500 110507 1.00e-01 5.34e-03
AMG (SA) 8.8e-10 3.9e-07 4.4e-04 2 0.0143 101‡ 32.75
AMG (LA) 8.8e-10 7.3e-08 8.2e-05 2 0.0145 86 173.1
1000 5000 7386 1.00e-02 4.44e-05
AMG (SA) 2.7e-08 2.7e-08 3.8e-06 14 0.0651 20 0.1325
AMG (LA) 2.0e-08 2.5e-08 3.5e-06 17 0.0646 19 0.1715
1000 10000 33022 2.00e-02 1.99e-04
AMG (SA) 1.8e-08 1.6e-08 6.0e-06 17 0.0697 17 1.058
AMG (LA) 2.4e-08 1.3e-08 5.1e-06 10 0.0715 13 1.798
1000 25000 220002 5.01e-02 1.32e-03
AMG (SA) 1.6e-08 2.9e-08 4.1e-05 15 0.0823 29 26.71
AMG (LA) 5.2e-09 5.3e-08 7.6e-05 6 0.1034 23 241.3
Table B.5.: Timing and error using algebraic multigrid for Watts-Strogatz graphs.
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𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / Relative Error 𝛼 𝛽
Density Density Formulation ‖ 𝜕𝑇1 𝛼‖ ‖ 𝜕2 𝛽‖ ‖ℎ‖ iter. sec. iter. sec.
100 475 301 9.60e-02 1.86e-03
AMG (SA) 3.2e-09 4.3e-09 2.4e-07 2 0.0009 2 0.0038
AMG (LA) 3.2e-09 4.3e-09 2.4e-07 2 0.0011 2 0.0037
100 900 1701 1.82e-01 1.05e-02
AMG (SA) 6.7e-10 4.7e-08 1.8e-05 2 0.0016 50 0.0995
AMG (LA) 6.7e-10 5.6e-08 2.2e-05 2 0.0009 44 0.1050
100 1600 8105 3.23e-01 5.01e-02
AMG (SA) 2.0e-09 1.2e-08 1.9e-06∗ 2 0.0009 14 0.3561
AMG (LA) 2.0e-09 5.9e-09 9.8e-07∗ 2 0.0010 12 1.545
100 2400 24497 4.85e-01 1.51e-01
AMG (SA) 1.1e-09 7.3e-09 2.6e-06∗ 2 0.0017 24 2.632
AMG (LA) 1.1e-09 7.6e-09 2.7e-06∗ 2 0.0013 13 22.41
500 4900 4740 3.93e-02 2.29e-04
AMG (SA) 2.3e-09 7.5e-08 2.0e-05 2 0.0169 89 0.4003
AMG (LA) 2.3e-09 8.9e-08 2.4e-05 2 0.0137 95 0.5046
500 9600 25016 7.70e-02 1.21e-03
AMG (SA) 4.9e-10 7.3e-07 1.4e-03 2 0.0142 101‡ 4.627
AMG (LA) 4.9e-10 4.0e-07 7.8e-04 2 0.0142 101‡ 29.74
500 18400 133933 1.47e-01 6.47e-03
AMG (SA) † † † † † † †
AMG (LA) † † † † † † †
1000 9900 6264 1.98e-02 3.77e-05
AMG (SA) 5.3e-09 5.6e-06 1.4e-03 5 0.0477 101‡ 0.5723
AMG (LA) 3.5e-09 9.1e-06 2.3e-03 5 0.0682 101‡ 1.22
1000 19600 37365 3.92e-02 2.25e-04
AMG (SA) 7.5e-09 1.1e-05 1.5e-02 4 0.0393 101‡ 10.61
AMG (LA) 5.6e-09 8.6e-06 1.2e-02 4 0.0823 101‡ 63.01
1000 38400 202731 7.69e-02 1.22e-03
AMG (SA) † † † † † † †
AMG (LA) † † † † † † †
Table B.6.: Timing and error using algebraic multigrid for Barabási-Albert graphs.
𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / 𝛼 𝛽
Density Density Formulation iter. setup solve total iter. setup solve total
100 380 52 7.68e-02 3.22e-04
SA 2 0.0001 0.0576 0.0577 2 0.0001 0.0029 0.0030
LA 2 0.0001 0.0077 0.0078 2 0.0001 0.0022 0.0023
100 494 144 9.98e-02 8.91e-04
SA 2 0.0001 0.0076 0.0078 2 0.0001 0.0136 0.0137
LA 2 0.0001 0.0080 0.0082 2 0.0001 0.0129 0.0131
100 1212 2359 2.45e-01 1.46e-02
SA 2 0.0001 0.0078 0.0079 32 0.5708 0.0551 0.6259
LA 2 0.0002 0.0077 0.0079 30 0.0392 0.1034 0.1426
100 2530 21494 5.11e-01 1.33e-01
SA 2 0.0030 0.0111 0.0142 27 0.8655 1.236 2.102
LA 2 0.0048 0.0136 0.0184 19 12.36 3.528 15.89
100 3706 67865 7.49e-01 4.20e-01
SA 2 0.0303 0.0386 0.0689 39 5.652 11.08 16.74
LA 2 0.0138 0.0219 0.0356 14 375.7 32.85 408.5
500 1290 21 1.03e-02 1.01e-06
SA 2 0.1353 0.5760 0.7113 2 0.0071 0.0289 0.0360
LA 2 0.0001 0.3079 0.3080 2 0.0007 0.0015 0.0022
500 12394 20315 9.94e-02 9.81e-04
SA 2 0.0001 0.3303 0.3305 74 0.4907 2.22 2.711
LA 2 0.0041 0.3252 0.3293 71 3.082 5.277 8.358
Table B.7.: Setup and solve timings in algebraic multigrid for Erdős-Rényi graphs.
𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / 𝛼 𝛽
Density Density Formulation iter. setup solve total iter. setup solve total
100 500 729 1.01e-01 4.51e-03
SA 2 0.0001 0.0178 0.0179 20 0.0410 0.0167 0.0577
LA 2 0.0001 0.0008 0.0009 18 0.0172 0.0152 0.0324
100 1000 3655 2.02e-01 2.26e-02
SA 2 0.0001 0.0008 0.0009 23 0.0553 0.0700 0.1253
LA 2 0.0001 0.0008 0.0009 17 0.0939 0.0663 0.1601
100 1500 8354 3.03e-01 5.17e-02
SA 2 0.0002 0.0009 0.0011 99 0.1754 1.202 1.377
LA 2 0.0002 0.0009 0.0011 60 0.7271 1.618 2.345
100 2000 15530 4.04e-01 9.60e-02
SA 2 0.0004 0.0011 0.0015 28 0.4623 0.8194 1.282
LA 2 0.0003 0.0011 0.0013 15 3.793 1.246 5.039
500 2500 3720 2.00e-02 1.80e-04
SA 2 0.0007 0.0142 0.0149 15 0.0360 0.0290 0.0650
LA 2 0.0001 0.0135 0.0136 21 0.0432 0.0497 0.0929
500 5000 16948 4.01e-02 8.18e-04
SA 2 0.0001 0.0138 0.0139 14 0.2127 0.2283 0.4410
LA 2 0.0002 0.0138 0.0140 12 0.5014 0.2955 0.7969
500 12500 110507 1.00e-01 5.34e-03
SA 2 0.0003 0.0140 0.0143 101 4.96 27.79 32.75
LA 2 0.0004 0.0141 0.0145 86 86.51 86.57 173.1
1000 5000 7386 1.00e-02 4.44e-05
SA 14 0.0266 0.0385 0.0651 20 0.0577 0.0748 0.1325
LA 17 0.0250 0.0396 0.0646 19 0.0884 0.0831 0.1715
1000 10000 33022 2.00e-02 1.99e-04
SA 17 0.0264 0.0433 0.0697 17 0.4924 0.5655 1.058
LA 10 0.0307 0.0407 0.0715 13 1.152 0.6456 1.798
1000 25000 220002 5.01e-02 1.32e-03
SA 15 0.0308 0.0515 0.0823 29 10.21 16.5 26.71
LA 6 0.0474 0.0559 0.1034 23 192.5 48.85 241.3
Table B.8.: Setup and solve timings in algebraic multigrid for Watts-Strogatz graphs.
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𝑁0 𝑁1 𝑁2
Edge Triangle Algorithm / 𝛼 𝛽
Density Density Formulation iter. setup solve total iter. setup solve total
100 475 301 9.60e-02 1.86e-03
SA 2 0.0001 0.0008 0.0009 2 0.0001 0.0037 0.0038
LA 2 0.0002 0.0009 0.0011 2 0.0001 0.0037 0.0037
100 900 1701 1.82e-01 1.05e-02
SA 2 0.0005 0.0012 0.0016 50 0.0242 0.0753 0.0995
LA 2 0.0001 0.0008 0.0009 44 0.0358 0.0692 0.1050
100 1600 8105 3.23e-01 5.01e-02
SA 2 0.0001 0.0008 0.0009 14 0.1842 0.1720 0.3561
LA 2 0.0001 0.0009 0.0010 12 1.149 0.3968 1.545
100 2400 24497 4.85e-01 1.51e-01
SA 2 0.0005 0.0012 0.0017 24 1.111 1.521 2.632
LA 2 0.0002 0.0011 0.0013 13 19.39 3.023 22.41
500 4900 4740 3.93e-02 2.29e-04
SA 2 0.0016 0.0153 0.0169 89 0.0742 0.3261 0.4003
LA 2 0.0001 0.0136 0.0137 95 0.1027 0.4019 0.5046
500 9600 25016 7.70e-02 1.21e-03
SA 2 0.0002 0.0140 0.0142 101 1.018 3.608 4.627
LA 2 0.0004 0.0138 0.0142 101 10.56 19.19 29.74
1000 9900 6264 1.98e-02 3.77e-05
SA 5 0.0215 0.0261 0.0477 101 0.0946 0.4777 0.5723
LA 5 0.0316 0.0366 0.0682 101 0.2080 1.012 1.22
1000 19600 37365 3.92e-02 2.25e-04
SA 4 0.0174 0.0219 0.0393 101 2.403 8.212 10.61
LA 4 0.0387 0.0436 0.0823 101 27.14 35.86 63.01
Table B.9.: Setup and solve timings in algebraic multigrid for Barabási-Albert graphs.
𝑁0 𝑁1 𝑁2
Edge Triangle
Krylov AMG
Density Density 𝜕1 𝜕2 𝛥0 𝛥2
SA LA
𝛥0 𝛥2 𝛥0 𝛥2
100 380 52 7.68e-02 3.22e-04 760 156 860 110 860 110 860 110
100 494 144 9.98e-02 8.91e-04 988 432 1088 528 1088 528 1088 528
100 1212 2359 2.45e-01 1.46e-02 2424 7077 2524 42475
2524 42475 2524 42475
3721 49902
100 2530 21494 5.11e-01 1.33e-01 5060 64482 5160 1645012
5160 1645012 5160 1645012
2500 4174983
45796
100 3706 67865 7.49e-01 4.20e-01 7412 203595 7512 11134203
7512 11134203 7512 11134203
1681 34985035
459684
4489
500 1290 21 1.03e-02 1.01e-06 2580 63 3075 25 3075 25 3075 25
500 12394 20315 9.94e-02 9.81e-04 24788 60945 25288 319503
25288 319503 25288 319503
454789 1739567
1 41209
500 24788 162986 1.99e-01 7.87e-03 49576 488958 50076 9807176 † † † †
1000 49690 163767 9.95e-02 9.86e-04 99380 491301 100380 5033205 † † † †
Table B.10.: Nonzeros in Laplacian and boundary matrices for Erdős-Rényi graphs.
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Figure B.3.: 𝛥2 for Erdős-Rényi graphs.
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𝑁0 𝑁1 𝑁2
Edge Triangle
Krylov AMG
Density Density 𝜕1 𝜕2 𝛥0 𝛥2
SA LA
𝛥0 𝛥2 𝛥0 𝛥2
100 500 729 1.01e-01 4.51e-03 1000 2187 1100 10053
1100 10053 1100 10053
302 1145
100 1000 3655 2.02e-01 2.26e-02 2000 10965 2100 127001
2100 127001 2100 127001
929 50045
100 1500 8354 3.03e-01 5.17e-02 3000 25062 3100 443774
3100 443774 3100 443774
1921 373960
6889
100 2000 15530 4.04e-01 9.60e-02 4000 46590 4100 1138022
4100 1138022 4100 1138022
2116 1622123
24025
500 2500 3720 2.00e-02 1.80e-04 5000 11160 5500 52456
5500 52456 5500 52456
5500 6210
500 5000 16948 4.01e-02 8.18e-04 10000 50844 10500 568252
5500 568252 10500 568252
3808 205516
10015
500 12500 110507 1.00e-01 5.34e-03 25000 331521 25500 9870149
25500 9870149 25500 9870149
38306 16959388
1221025
12100
1000 5000 7386 1.00e-02 4.44e-05 10000 22158 11000 103946
11000 103946 11000 103946
5231 2787 8110 12339
631
1000 10000 33022 2.00e-02 1.99e-04 20000 99066 21000 1086816
21000 1086816 21000 1086816
900 7442 10000 393322
22318
1000 25000 220002 5.01e-02 1.32e-03 50000 660006 51000 19688290
51000 19688290 51000 19688290
121 42253 10000 32579049
4819514
48400
Table B.11.: Nonzeros in Laplacian and boundary matrices for Watts-Strogatz graphs.
𝑁0 𝑁1 𝑁2
Edge Triangle
Krylov AMG
Density Density 𝜕1 𝜕2 𝛥0 𝛥2
SA LA
𝛥0 𝛥2 𝛥0 𝛥2
100 475 301 9.60e-02 1.86e-03 950 903 1050 3189 1050 3189 1050 3189
100 900 1701 1.82e-01 1.05e-02 1800 5103 1900 42465
1900 42465 1900 42465
1837 26324
100 1600 8105 3.23e-01 5.01e-02 3200 24315 3300 472503
3300 472503 3300 472503
2401 607290
6561
100 2400 24497 4.85e-01 1.51e-01 4800 73491 4900 2610185
4900 2610185 4900 2610185
1936 5244756
59536
500 4900 4740 3.93e-02 2.29e-04 9800 14220 10300 121426
10300 121426 10300 121426
44271 138744
500 9600 25016 7.70e-02 1.21e-03 19200 75048 19700 1180338
19700 1180338 19700 1180338
161347 4353167
62500
500 18400 133933 1.47e-01 6.47e-03 36800 401799 37300 14303959 † † † †
1000 9900 6264 1.98e-02 3.77e-05 19800 18792 20800 132712
20800 132712 20800 132712
196 119206 10000 161391
3722
1000 19600 37365 3.92e-02 2.25e-04 39200 112095 40200 1808827
40200 1808827 40200 1808827
16 774769 10000 8082839
1 139129
1000 38400 202731 7.69e-02 1.22e-03 76800 608193 77800 19768919 † † † †
Table B.12.: Nonzeros in Laplacian and boundary matrices for Barabási-Albert graphs.
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Original Number of nonzeros 102
101
100
10−1
Figure B.4.: Enlarged view of the matrix corresponding to the last column in Figure B.3.
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Figure B.5.: Top  four  rows: 𝛥0 for  Watts-Strogatz graphs. Bottom  four  rows: 𝛥2 for  Watts-
Strogatz graphs.
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Figure B.6.: 𝛥0 for Barabási-Albert graphs.
Original Vertex degree 102
101
100
10−1
Figure B.7.: Enlarged view of the matrix corresponding to the last column in Figure B.6.
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Figure B.8.: 𝛥2 for Barabási-Albert graphs.
Original Number of nonzeros 102
101
100
10−1
Figure B.9.: Enlarged view of the matrix corresponding to the last column in Figure B.8.
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Appendix C.
Manifold Simplicial Meshes,
Harmonic Least Squares and
Diagonal Dominance
In Section 4.7.1, we provided a discussion on the use of linear solvers for the least squares problem
arising in connection with the cohomologous harmonic cochain problem . In this appendix, we dis-
cuss some interesting aspects of a particular instance of this problem for the 𝑘 = 1 case. This also
reveals some surprising insights into the discretization of the scalar Laplacian by standard formula-
tion using FEEC and DEC . Moreover, it also helps improve a proof found in [Ciarlet and Raviart
1973]. Finally, we record an unpublished quantiﬁcation of the harmonic cochain problem in FEEC
due to Demlow and Hirani.
C.1. Introduction
In the 𝑘 = 1 case, the matrix in equation (4.5) is d𝑇0 ∗1 d0 which is the discrete 𝛥0. If the Whitney
Hodge star is used for ∗1 then this matrix is the linear ﬁnite element stiffness matrix corresponding
to the weak form of the scalar Laplacian. If the Hodge star matrix were to be replaced by iden-
tity then d𝑇0 d0 is the graph Laplacian 𝜕1 𝜕𝑇1 . Recall that a matrix 𝐴 is called diagonally dominant
if |𝐴𝑖𝑖| ≥ ∑𝑖≠𝑗 |𝐴𝑖𝑗| for every row 𝑖. For the case of equality, we refer to the matrix as being
diagonally dominant with equality (this is also referred to as weak diagonal dominance). Since the
graph Laplacian is symmetric and diagonally dominant, this suggests that solvers and precondition-
ers developed in recent years for symmetric diagonally dominant matrices [Spielman and Teng
2004; Boman, Hendrickson, and Vavasis 2008; Koutis, Miller, and Peng 2010] might be useful for
the 𝑘 = 1 case of the cohomologous harmonic cochain problem. Diagonal dominance has also been
used to show a discrete maximum principle for methods for solving Poisson’s equation [Ciarlet and
Raviart 1973; Křı́žek and Qun 1995].
[Boman, Hendrickson, and Vavasis 2008] have shown that the stiffness matrix, even for higher
order ﬁnite element methods, can be approximated by a diagonally dominant matrix. In the next
subsection we show that if the triangles are non-obtuse, the system matrix d𝑇0 ∗1 d0 is diagonally
dominant with equality. (It is obviously always symmetric since ∗1 is symmetric.) [Ciarlet and
Raviart 1973] showed diagonal dominance of the linear stiffness matrix for acute triangulations.
Since d𝑇0 ∗1 d0 is the linear stiffness matrix, our result is a reﬁnement of that in [Ciarlet and Raviart
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1973] since we prove diagonal dominance with equality. Moreover, our proof (of Theorem C.6) is
different and is based on maintaining diagonal dominance during matrix assembly. The diagonal
dominance of stiffness matrix in the case of tetrahedral meshes was shown in [Křı́žek and Qun
1995] and a closely related result in two dimensions is in [Xu and Zikatanov 1999]. For 𝑘 > 1 the
diagonal dominance is lost, and this would be crucial to the consideration of linear solvers for the
solution of mixed form Poisson’s problem involving Hodge Laplacians using FEEC.
C.1.1. Surface mesh geometry and diagonal dominance
We ﬁrst consider the easier case of using the DEC Hodge star in d0 ∗1 d0. The DEC Hodge star
is a diagonal matrix and for an acute-angled surface mesh , this matrix has only positive entries. In
this case it is easy to see that d𝑇0 ∗1 d0 is diagonally dominant, since then the matrix is a weighted
graph Laplacian . We record this basic fact as the following theorem.
Theorem C.1. For an acute-angled manifold simplicial complex, using the DEC Hodge star ∗1, the matrix
d𝑇0 ∗1 d0 is diagonally dominant.
Our focus in this section however, is on showing diagonal dominance in the case when Whitney
Hodge star is used. We will show that if a surface triangle mesh is acute-angled and the Whitney
Hodge star is used, then the linear ﬁnite element stiffness matrix d𝑇0 ∗1 d0 is diagonally dominant
with equality. This is the content of Theorem C.6 which we prove after Lemma C.4 about a single
triangle. Note that we cannot use the weighted graph Laplacian idea that leads to Theorem C.1
since the Hodge star ∗1 matrix is not diagonal when Whitney Hodge star is used instead of DEC
Hodge star.
Let𝐾 = d𝑇0 ∗1 d0 be the symmetric stiffness matrix and𝑀 be a triangle mesh which is a manifold
simplicial complex. Each entry in𝐾 is obtained by an integration over the mesh arising from the in-
ner product of 1-forms (d0 𝑓, d0 𝑔) restricted to a subspace of 𝐿2 functions whose d0 is in 𝐿2. Such
a subspace can be obtained by using piecewise linear nodal Lagrange basis functions corresponding
to vertices and these are just the barycentric coordinates . In a triangle, these are affine functions
that take value 1 at a vertex and 0 on the other two vertices. We will refer to the basis function
corresponding to vertex 𝑖 as 𝜇𝑖. In the notation of Whitney forms , 𝜇𝑖 = W𝑣𝑖 where 𝑣𝑖 is the
elementary cochain corresponding to vertex number 𝑖 and W is the Whitney map from cochains
to square integrable forms . Then W𝑣𝑖 is a basis of the desired ﬁnite dimensional subspace. Now
the entry 𝐾𝑖𝑗 in row 𝑖 and column 𝑗 of 𝐾 is given by (d0W𝑣𝑖, d0W𝑣𝑗). Since exterior derivative ,
coboundary , and Whitney map commute, this is equal to (Wd0 𝑣𝑖,Wd0 𝑣𝑗). (By deﬁnition this is
the same as the inner product of cochains (d0 𝑣𝑖, d0 𝑣𝑗)𝐶1 .) Note that here we are using d0 to stand
for both the exterior derivative and the coboundary operator. For the standard inner product, the
above is
∫
𝑀
(∇𝜇𝑖 ⋅ ∇𝜇𝑗) 𝜇 = ∑
𝜎≺𝑀𝑣𝑖 ,𝑣𝑗≺𝜎
∫
𝜎
(∇𝜇𝑖 ⋅ ∇𝜇𝑗) 𝜇 .
Here 𝜎 ≺ 𝑀 means that simplex 𝜎 is contained in the complex 𝑀 , and 𝑣𝑖 ≺ 𝜎 means that 𝑣𝑖 is
a proper face of 𝜎. The 𝜎 here are triangles, and the 𝑣𝑖 and 𝑣𝑗 are vertices. (We use 𝑣𝑖 to refer to
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either the elementary cochain corresponding to vertex 𝑖 or the vertex 𝑖 itself and rely on the context
to clarify which we mean.) Since ∇𝜇𝑖 ⋅ ∇𝜇𝑗 is constant in each 𝜎, we get
𝐾𝑖𝑗 = ∑
𝜎≺𝑀𝑣𝑖 ,𝑣𝑗≺𝜎
∇𝜇𝑖 ⋅ ∇𝜇𝑗 |𝜎| , (C.1)
where |𝜎| is the area of 𝜎. For a single triangle this𝐾 matrix is 3×3 and for a mesh it is𝑁0×𝑁0,
where 𝑁0 is the number of vertices. We will ﬁrst prove that for a single triangle this matrix is
diagonally dominant with equality if and only if the triangle is non-obtuse.
Remark C.2. At this point, we could note that d𝑇0 ∗1 d0 is the linear stiffness matrix, and then just
refer to [Ciarlet and Raviart 1973] for diagonal dominance for acute-angled meshes. However, we
give an alternative proof and prove the sharper result of diagonal dominance with equality in The-
orem C.6.
Remark C.3. We need names for some parts of the single triangles shown in Figure C.1. The length
of the edge (and the edge itself) opposite to vertex 𝑖 will be referred to as 𝑒𝑖, and the height of the
vertex from this edge will be ℎ𝑖. The line segment from vertex 𝑖 to the closest point on the opposite
edge or its extension will also be called ℎ𝑖. The angle at vertex 𝑖 is 𝑎𝑖. We will also need to refer to
parts of an edge or its extension. Refer to the acute triangle in Figure C.1 and consider for example
the edge 𝑒1. This is the edge between vertices 0 and 2. The length of the segment from vertex 0
to the foot of ℎ1 will be called 𝑒10 and the other segment length, from vertex 2 to the foot of ℎ1,
will be called 𝑒12 and so on. For the obtuse triangle in Figure C.1 the same designations 𝑒10 and
𝑒12 are used, but note that these are not parts of 𝑒1 but rather involve extensions of the edge 𝑒1.
For example, 𝑒10 and 𝑒12 in the obtuse triangle in Figure C.1 are the lengths of the segments from
where the altitude from vertex 1 meets the extension of 𝑒1 to vertices 0 and 2, respectively.
Lemma C.4. For a single triangle𝜎, the matrix d𝑇0 ∗1 d0, where ∗1 is the Whitney Hodge star, is diagonally
dominant with equality if and only if 𝜎 is non-obtuse.
Proof. We will ﬁrst prove that if 𝜎 is acute, then d𝑇0 ∗1 d0 is diagonally dominant with equality. It is
enough to show that |∇𝜇0 ⋅ ∇𝜇0| = |∇𝜇0 ⋅ ∇𝜇1| + |∇𝜇0 ⋅ ∇𝜇2|, since |𝜎| is a common term. The
angles between the gradients can be obtained using similar triangles and the crucial angle equalities
are marked in Figure C.1. Using these, the above reduces to showing that
1
ℎ0
= 1ℎ1
|cos(𝑎0 + 𝑎1)| +
1
ℎ2
|cos(𝑎0 + 𝑎2)| =
1
ℎ1
|cos(𝑎2)| +
1
ℎ2
|cos(𝑎1)| =
𝑒02
ℎ1𝑒1
+ 𝑒01ℎ2𝑒2
,
where 𝑒01 and 𝑒02 are the partitions of 𝑒0 by ℎ0 mentioned in Remark C.3. Then since ℎ1𝑒1 =
ℎ2𝑒2 = ℎ0𝑒0 = 2|𝜎| and 𝑒01+𝑒02 = 𝑒0, the right hand side is 𝑒0/(ℎ0𝑒0) = 1/ℎ0 which completes
this part of the proof. By symmetry, a similar proof works for the rows of d𝑇0 ∗1 d0 corresponding
to the other two vertices in the case of acute-angled triangle.
Next, we show that if 𝜎 is obtuse, then d𝑇0 ∗1 d0 is not diagonally dominant. We will show that
then |∇𝜇1 ⋅ ∇𝜇1| < |∇𝜇1 ⋅ ∇𝜇0| + |∇𝜇1 ⋅ ∇𝜇2|. A factor of 1/ℎ1 appears on both sides. Ignoring
this and reasoning in a way very similar to the above part of the proof, the right hand side is
𝑒12
ℎ0𝑒0
+ 𝑒10ℎ2𝑒2
= 𝑒12 + 𝑒102 |𝜎| =
𝑒1 + 𝑒10 + 𝑒10
2 |𝜎| =
𝑒1
2 |𝜎| +
𝑒10
|𝜎| =
1
ℎ1
+ 𝑒10|𝜎| ,
103
Appendix C. Manifold Simplicial Meshes, Harmonic Least Squares and Diagonal Dominance
0
1 2
0
1 2
Figure C.1.: Figures to accompany Lemma C.4. The number labels are vertex labels. The dotted
line from vertex 𝑖 is the altitude ℎ𝑖 and these intersect at the orthocenter. The 3 ar-
rows at the orthocenter are the directions (not drawn to scale) of the gradients of the
barycentric basis functions. The one pointing to vertex 𝑖 is the direction of ∇𝜇𝑖 where
the barycentric basis function 𝜇𝑖 is the affine function which is 1 at 𝑖 and 0 at the other
two vertices. The angles are marked to show equal angles and these equalities can be
proved using similar triangles.
which is strictly larger than 1/ℎ1. Note that for the case 𝑎0 = 𝜋/2, in the above, 𝑒10 = 0 and hence,
in this case the matrix is diagonally dominant with equality.
Remark C.5. In what follows we will refer to the matrix d𝑇0 ∗1 d0 for the mesh as the global stiffness
matrix and denote it by 𝐾. The stiffness matrices of individual triangles will be called the local
stiffness matrices. As in ﬁnite element method implementations, by assembly of 𝐾 we mean the
triangle-by-triangle creation of 𝐾 in (C.1). For this we start with an 𝑁0 × 𝑁0 zero matrix. The
triangles are chosen in an arbitrary order. For each triangle, the 3 × 3 local stiffness matrix is com-
puted. Then its entries are added at the correct locations in the global matrix 𝐾. The locations are
indicated by the global vertex numbering.
Theorem C.6. For a 2-dimensional manifold simplicial complex 𝑀 , the matrix d𝑇0 ∗1 d0 with Whitney
Hodge star ∗1 is diagonally dominant with equality if𝑀 is an acute angled mesh, i.e., if every triangle of𝑀 is
acute.
Proof. We will show that for an acute-angled mesh, triangle-by-triangle assembly of 𝐾 from local
stiffness matrices preserves diagonal dominance with equality. For a single triangle the diagonal
entries of a local stiffness matrix are positive since each consists of a dot product of the form ∇𝜇𝑖 ⋅
∇𝜇𝑖. Also, in an acute triangle, the angle between two different gradients ∇𝜇𝑖 and ∇𝜇𝑗 is always
obtuse since it is the sum of the corresponding angles 𝑎𝑖 and 𝑎𝑗. As a result, the off diagonal entries
in a local stiffness matrix will always be negative.
Start with𝐾 being the𝑁0×𝑁0 zero matrix, which is obviously diagonally dominant with equality.
Into this matrix we will accumulate the contributions of each triangle in 𝑀 one-by-one. At every
stage of the assembly process, the global matrix maintains a nonnegative diagonal and nonpositive
off-diagonal entries. This is because the diagonal entries of a local stiffness matrix are added to the
diagonal entries of 𝐾 and the off-diagonal ones to off-diagonal entries of 𝐾. Now assume that the
matrix has been partially assembled while maintaining diagonal dominance with equality. Take the
next step in the assembly process by accumulating the entries of a local stiffness matrix 𝑆 into𝐾. In
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each row of 𝐾, positive numbers 𝑆𝑖𝑖 are added to the diagonal of 𝐾 and negative numbers 𝑆𝑖𝑗 are
added to the off-diagonal entries of 𝐾. Moreover, these numbers being added balance each other
in the sense that |𝑆𝑖𝑖| = ∑𝑗|𝑆𝑖𝑗|. Thus the updated 𝐾 still has diagonal dominance with equality.
Remark C.7. The stiffness matrix d𝑇0 ∗1 d0 with Whitney Hodge star ∗1 is not guaranteed to be
diagonally dominant for a Delaunay triangulation. For example, for the two meshes shown in Fig-
ure C.2, it is not diagonally dominant. We have also shown (but not included here) the following
slight generalization of Lemma C.4: for a pair of Delaunay triangles sharing an edge, if one triangle
has an obtuse angle which is not on the shared edge, then the stiffness matrix for the pair is diago-
nally dominant with equality. But if the obtuse angle is on the shared edge the diagonal dominance
is lost, and this was used to create the examples in Figure C.2. For Delaunay triangulations with a
certain notion of mesh quality, which we have not characterized precisely yet, we have numerical
evidence that the stiffness matrix is diagonally dominant.
Figure C.2.: Examples of Delaunay triangulations for which d𝑇0 ∗1 d0 is not diagonally dominant.
This matrix is the linear ﬁnite element stiffness matrix for the weak form of scalar Lapla-
cian in two dimensions and also the matrix in the linear system (4.5) for 𝑘 = 1.
Remark C.8. Lemma C.4 and Theorem C.6 above are true in exact arithmetic. In practice, one will
not have exact diagonal dominance with equality. This is taken into account in the solvers that rely
on diagonal dominance [Koutis, Miller, and Peng 2010] and does not affect the practical signiﬁcance
of these results.
C.2. Least Squares Method and Finite Element Exterior Calculus
Finally, we record here an unpublished proof due to Demlow and Hirani that characterizes the
cohomologous harmonic obtained with FEEC mass matrices as Hodge stars. The precise result
being that the least squares method for ﬁnding harmonic cochains outlined in Chapter 4 solves the
mixed method equations for harmonic cochains in FEEC given in [Arnold, Falk, and Winther 2010,
Lemma 3.10] for the lowest order Whitney forms case. Here we use the notation of [Arnold, Falk,
and Winther 2010]. In particular, ℎ is used as a subscript to indicate discrete objects. We make one
concession to the present appendix, by using 𝑘 to index dimension.
Let𝒯ℎ be a manifold simplicial complex, 𝑉 𝑘ℎ = 𝒫−1Λ𝑘(𝒯ℎ), that is, the space of Whitney forms,
and let W ∶ 𝐶𝑘(𝒯ℎ; ℝ) → 𝑉 𝑘ℎ be the Whitney map. Recall that this map is a bijection. Here
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𝐶𝑘(𝒯ℎ; ℝ) is the space of real-valued 𝑘-cochains deﬁned on 𝒯ℎ. We will use the shorthand 𝐶𝑘
for 𝐶𝑘(𝒯ℎ; ℝ). For 𝛼, 𝛽 ∈ 𝐶𝑘, deﬁne as usual [Dodziuk 1976] the inner product on cochains as
⟨𝛼, 𝛽⟩𝐶𝑘 ≔ ⟨W𝛼,W𝛽⟩𝑉 𝑘ℎ . In matrix notation we will write this as 𝛼
𝑇 ∗𝑘 𝛽 where we are using
𝛼, 𝛽 to also stand for the vector representations of the cochains in the elementary cochain basis
and ∗𝑘 is the mass matrix corresponding to Whitney 𝑘-forms. By [Arnold, Falk, and Winther 2010,
Lemma 3.10], ?̂?ℎ ∈ ℌ𝑘ℎ if and only if
⟨d𝑘−1 ̂𝜏 , ?̂?ℎ⟩ = 0 for all ̂𝜏 ∈ 𝑉 𝑘−1ℎ
⟨d𝑘 ?̂?ℎ, d𝑘 ̂𝑣⟩ = 0 for all ̂𝑣 ∈ 𝑉 𝑘ℎ ,
where the inner products are in 𝑉 𝑘ℎ and 𝑉 𝑘+1ℎ , and thus in 𝑉 𝑘 and 𝑉 𝑘+1 respectively. An equivalent
statement in terms of cochains is that W𝑢ℎ ∈ ℌ𝑘ℎ if and only if
⟨d𝑘−1W𝜏,W𝑢ℎ⟩ = 0 for all W𝜏 ∈ 𝑉 𝑘−1ℎ
⟨d𝑘W𝑢ℎ, d𝑘W𝑣⟩ = 0 for all W𝑣 ∈ 𝑉 𝑘ℎ .
Since dW = Wd (where the second d is the coboundary operator, see [Dodziuk 1976]), and since
W is a bijection, we can write the above as
⟨d𝑘−1 𝜏, 𝑢ℎ⟩𝐶𝑘 = 0 for all 𝜏 ∈ 𝐶𝑘−1 (C.2)
⟨d𝑘 𝑢ℎ, d𝑘 𝑣⟩𝐶𝑘+1 = 0 for all 𝑣 ∈ 𝐶𝑘 . (C.3)
Now we can prove the result that the least squares method solves the mixed ﬁnite element formu-
lation for harmonic forms in [Arnold, Falk, and Winther 2010, Lemma 3.10].
Theorem C.9. Let [𝜔] ∈ 𝐻𝑘(𝒯ℎ; ℝ) such that ⟨d𝑘 𝜔, 𝛽⟩𝐿2 = 0 for all 𝛽 ∈ 𝐶𝑘+1 and let 𝛼 ∈ 𝐶𝑘−1 be
such that ⟨𝜔 + d𝑘−1 𝛼, d𝑘−1 𝜏⟩ = 0 for all 𝜏 ∈ 𝐶𝑘−1. ThenW(𝜔 + d𝑘−1 𝛼) ∈ ℌ𝑘ℎ.
Proof. The ﬁrst condition (C.2) follows from the hypothesis that ⟨𝜔 + d𝑘−1 𝛼, d𝑘−1 𝜏⟩ = 0 for all
𝜏 ∈ 𝐶𝑘−1 using Lemma 4.2. To show the second condition (C.3) we have to show that ⟨d𝑘(𝜔 +
d𝑘−1 𝛼), d𝑘 𝑣⟩ for all 𝑣 ∈ 𝐶𝑘. The LHS is ⟨d𝑘 𝜔, d𝑘 𝑣⟩𝐶𝑘+1 which is ⟨d𝑘 𝜔, ∗𝑘+1 d𝑘 𝑣⟩𝐿2 = 0.
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Barycentric coordinates over an 𝑛-simplex are almost exclusively used for deﬁning Whitney 𝑘-forms
, 0 ≤ 𝑘 ≤ 𝑛 over an 𝑛-simplex. We shall here provide a short overview of this and deduce the Hodge
star isomorphisms for Whitney 𝑘-forms. (Note: in this appendix, when we refer to Whitney forms,
it will exclusively refer to the lowest degree Whitney forms, i.e., forms which are a basis for 𝒫−1Λ𝑘,
the space of polynomial differential forms that lie between the space of constant and linear order
polynomial differential forms.)
To begin, denote by𝜆𝑖, 𝑖 = 0,… , 𝑛, the barycentric coordinates associated with vertices 𝑣0,… , 𝑣𝑛
(indexing choice arbitrary) of an 𝑛-simplex. Recall that this means 𝜆𝑖 ≥ 0, 𝜆𝑖(𝑣𝑗) = 𝛿𝑖𝑗, the Kro-
necker delta , and 𝜆𝑖’s form a basis for linear functions (which coincide with Whitney 0-forms on
the 𝑛-simplex). Of course, the 𝜆𝑖’s are not all independent and we have that 𝜆0 + ⋯ + 𝜆𝑛 = 1.
Finally, the choice of barycentric functions as a basis is implicit and therefore, by deﬁnition, free
of coordinates.
The exterior derivative of barycentric functions, which are a basis for 1-forms, are used to deﬁne
Whitney 1-forms. Again, we have that not all d𝜆𝑖’s are independent and d𝜆0 + ⋯ + d𝜆𝑛 = 0.
(Note that this 0 is the zero element of 1-forms and usually this is clear from the context.) Whitney
𝑘-forms for 𝑘 > 1 are deﬁned using (appropriate) wedge products of 𝜆𝑖’s and d𝜆𝑗’s. Denote by 𝑓
any 𝑘-face of the 𝑛-simplex with vertices 𝑣𝜎(0),… , 𝑣𝜎(𝑘) where 𝜎 is a permutation of the indices
corresponding to 𝑓 . Then, the Whitney 𝑘-forms are deﬁned to be [Whitney 1957, Chapter VII,
Section 11]:
𝜙𝑓 =
𝑘
∑
𝑖=0
(−1)𝑖𝜆𝜎(𝑖) d𝜆𝜎(0) ∧ ⋯ ∧ ̂d𝜆𝜎(𝑖) ∧ ⋯ ∧ d𝜆𝜎(𝑘), 0 ≤ 𝑘 ≤ 𝑛,
where the ⋅̂ denotes deletion.
The Hodge star of the Whitney form ∗ 𝜙𝑓, thus, requires determining the ∗ d𝜆𝑖’s since the Hodge
star commutes with the wedge product. In order to determine the Hodge stars of d𝜆𝑖’s, we shall
use the following deﬁnition of the Hodge star:
𝛼 ∧ ∗𝛽 = ⟨𝛼, 𝛽⟩𝜇,
where 𝛼 ∈ Λ𝑘, the space of 𝑘-forms, , 𝛽 ∈ Λ𝑛−𝑘, the space of (𝑛 − 𝑘)-forms, 𝜇 is the standard
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(unique) volume form corresponding to the manifold and ⟨⋅, ⋅⟩ is the inner product of forms on
Riemannian manifolds. (Equivalently, the inner product is a (0, 2)-tensor or the symmetric positive
deﬁnite matrix induced from the Riemannian metric .)
D.1. Two-dimensional Case
In two dimensions, the barycentric coordinates are 𝜆0, 𝜆1 and 𝜆2. Without loss of generality, we
can choose the basis for 𝑘-forms on a 2-simplex to be {𝜆0, 𝜆1} for 0-forms, {d𝜆0, d 𝜆1} for 1-forms
and {d𝜆0 ∧ d𝜆1} for 2-forms. Let the standard (unique) volume form in standard coordinates be
𝜇. Then, let:
𝜇 = |𝜇| d 𝜆0 ∧ d𝜆1,
where |𝜇| is a (as yet undetermined) scaling factor. (It turns out that we would not need to actually
compute this scaling factor explicitly.) Then,
∗ 1 = 𝜇, ∗ 𝜇 = 1
∗ d𝜆0 = |𝜇| (−⟨d 𝜆0, d 𝜆1⟩ d 𝜆0 + ⟨d𝜆0, d 𝜆0⟩ d 𝜆1)
∗ d 𝜆1 = |𝜇| (−⟨d 𝜆1, d 𝜆1⟩ d 𝜆0 + ⟨d𝜆0, d 𝜆1⟩ d 𝜆1)
In order to avoid clutter, let us denote ℎ𝑖𝑗 ≔ ⟨d𝜆𝑖, d 𝜆𝑗⟩ on 𝑇 . Note that ℎ𝑖𝑗 = ℎ𝑗𝑖 , hence there
should be no cause for confusion. Sometimes, however, we may be more explicit and use (ℎ𝑗𝑗)
𝑇
to
denote that this inner product is on 𝑇 .
Then, on a 2-simplex {𝑣0, 𝑣1, 𝑣2}, the Whitney forms are:
𝜙01 = 𝜆0 d𝜆1 − 𝜆1 d𝜆0,
𝜙02 = 𝜆0 d𝜆2 − 𝜆2 d𝜆0
= −(1 − 𝜆1) d 𝜆0 − 𝜆0 d𝜆1,
𝜙12 = 𝜆1 d𝜆2 − 𝜆2 d𝜆1
= −𝜆1 d𝜆0 − (1 − 𝜆0) d 𝜆1,
and their Hodge stars are:
∗ 𝜙01 = |𝜇| ((𝜆1ℎ10 − 𝜆0ℎ11) d 𝜆0 + (−𝜆0ℎ00 + 𝜆0ℎ10) d 𝜆1) ,
∗ 𝜙02 = |𝜇| (((1 − 𝜆1)ℎ10 − 𝜆0ℎ11) d 𝜆0 + (−(1 − 𝜆1)ℎ00 − 𝜆0ℎ10) d 𝜆1) ,
∗ 𝜙12 = |𝜇| ((𝜆1ℎ10 + (1 − 𝜆0)ℎ11) d 𝜆0 + (−𝜆1ℎ00 + (1 − 𝜆0)ℎ11) d 𝜆1) .
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D.2. Whitney 1-forms Mass Matrix in Two Dimensions
∗1 =
⎡
⎢
⎢
⎢
⎢
⎣
∗100 ∗101 ∗102
∗110 ∗111 ∗112
∗120 ∗121 ∗122
⎤
⎥
⎥
⎥
⎥
⎦
on
0 1
2
(𝑥0, 𝑦0) (𝑥1, 𝑦1)
(𝑥2, 𝑦2)
𝑇
Edge 01 02 12
Index 0 1 2
∗1𝑖𝑗 = ∫
𝑇
𝜙𝑚𝑛 ∧ ∗𝜙𝑝𝑞,
where 𝜙𝑚𝑛 and 𝜙𝑝𝑞 are Whitney forms corresponding to edges 𝑖 and 𝑗, and ∗ is the Λ1 → Λ1
Hodge star. The barycentric functions corresponding to vertices 0, 1, 2 of 𝑇 are, respectively, 𝜆0,
𝜆1 and 𝜆2.
D.2.1. Mass matrix entries
The Whitney mass matrix for 1-forms, by deﬁnition, is symmetric and positive deﬁnite. Thus, it is
enough to compute the entries for the upper triangular part of the matrix.
∗100 = ∫
𝑇
𝜙01 ∧ ∗𝜙01
∗101 = ∫
𝑇
𝜙01 ∧ ∗𝜙02
∗102 = ∫
𝑇
𝜙01 ∧ ∗𝜙12
∗110 = ∫
𝑇
𝜙02 ∧ ∗𝜙02
∗111 = ∫
𝑇
𝜙02 ∧ ∗𝜙12
∗122 = ∫
𝑇
𝜙12 ∧ ∗𝜙12
The following are the results of these computations.
∗100 =
|𝑇 |
6 (ℎ
0
0 − 2ℎ01 + ℎ11)
∗101 =
|𝑇 |
6 (ℎ
0
0 − ℎ01 − 2ℎ11)
∗102 =
|𝑇 |
6 (ℎ
0
0 + ℎ01 − ℎ11)
∗111 =
|𝑇 |
6 (3 ℎ
0
0 +
7
2ℎ
0
1 + 2ℎ11)
D.3. Integrals of Barycentric Coordinates on a Simplex
The following integrals are taken from [Eisenberg and Malvern 1973].
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1D ∫
𝐽
𝜆𝑎0 𝜆𝑏1𝜇 =
𝑎! 𝑏!
(𝑎 + 𝑏 + 1)! |𝐽|
2D ∫
∆
𝜆𝑎0 𝜆𝑏1𝜆𝑐1𝜇 =
𝑎! 𝑏! 𝑐!
(𝑎 + 𝑏 + 𝑐 + 2)!2|Δ|
3D ∫
∆
𝜆𝑎0 𝜆𝑏1𝜆𝑐1𝜆𝑑1 𝜇 =
𝑎! 𝑏! 𝑐! 𝑑!
(𝑎 + 𝑏 + 𝑐 + 𝑑 + 3)!6|Δ|
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