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たしている．そのため，そのような変換に対する形式的な計算モデル (model of computation)
を考え，その計算モデルに対する理論を構築することは，関数プログラミング言語における最
適化 [Küh98][VK04]や XML 文書の妥当性検証 [MSV03][FH07]などの手法の確立に大きな役
割を果たす．そのような計算モデルによる理論のひとつに，木変換器理論 (the theory of tree
transducers) [FV98][Eng15]がある．この理論では，構造化されたデータを木構造とみなし，そ
の間の変換を表す構文的な構造，木変換器 (tree transducer) を計算モデルとして扱う．そして，
ある変換のモデルである木変換器に対して，構文的な側面からの解析を行うことで，その変換の
表現力や性質を解き明かす．
木変換器理論では，原始的な再帰しか行えないトップダウン木変換器 (top-down tree trans-
ducer, TDTT )，木に属性を付与しその間の依存関係を辿ることで木の走査を行う属性付き木変
換器 (attributed tree transducer, ATT )，コンテキストを保持しながら再帰を行うマクロ木変換













parse(Bx, y) = parse(x, (B, y))
parse(ϵ, (y, ())) = y




































属性付き木変換器 (StkATT )，スタックマクロ木変換器 (StkMTT )，滞在付きスタックマクロ
木変換器 (stayStkMTT ) と呼ぶ．また，これらが表現できる変換のクラスを，TDTT，ATT，
MTT，stayMTT，StkTT，StkATT，StkMTT，stayStkMTT と表記する．また，スタック属
性付き木変換器に対して，非巡回制約 (non-circular) と呼ばれる制約を付けた時の変換のクラ
スを StkATTncr と表記する．この時，これらのクラスの階層は図 1.1のようになる．
• (1)，(2)，(3) はそれぞれ，[Fül81]，[Eng80]，[EM03a]で既に示された，木変換理論にお
ける既知の事実である．これらの事実については，第 3章でまとめた．
• (4)，(5)，(6) は一部中野が示しており [Nak09]，本研究では 5.2の定理 326で完全な証
明を与えた．































図 1.1 変換クラスの階層 (矢印は ⊊ を示す)
(7)，(8) は定理 323で，(11) は定理 340で示した．












量化子 (quantifier)の束縛をコンマ (,) で続けて書く．束縛の終わりをピリオド (.) で示す．
例えば，
∀x1 ∈ X1, x2 ∈ X2 . ∃y1 ∈ Y1, y2 ∈ Y2 . x1 = y1 ∧ x2 = y2
は，
∀x1 ∈ X1 . ∀x2 ∈ X2 . ∃y1 ∈ Y1 . ∃y2 ∈ Y2 . x1 = y1 ∧ x2 = y2
と等しい．また，量化子の束縛において，s.t. (such that) を省略し，コンマ (,) で繋げて書く．
例えば，
∀x ∈ {0, 1}, x 6= 0 . x = 1
は，
∀x ∈ {0, 1} . x 6= 0 =⇒ x = 1
と等しい．また， =⇒ ，⇐⇒ が他の記号と混同する場合，それぞれ implies，iff を使用する．
集合 (set)，クラス (class)，文字列 (string)，述語 (predicate)，関係 (relation)，族 (indexed
family) に関して，本論文で使用する表記を示す．
定義 1 (集合に対する表記). 集合に関して，以下の表記を用いる．
• 集合 A について，その濃度 (cardinality) を |A| と表記する．なお，A が有限集合 (finite
set) の時，濃度とは要素の個数のことである．
• 集合 A について，a ∈ A を a : A と表記する．
• 自然数の集合 {0, 1, ...} を N と表記する．
• 集合 A の冪集合 {X | X ⊆ A} を P(A)，有限冪集合 {X ∈ P(X) | X は有限集合 } を
Pfin(A) と表記する．
• 自然数 n ∈ N について，集合 {1, ... , n} を [n] と表記する．
• 集合 A1, ... , An の直積 (cartesian product) {(a1, ... , an) | a1 ∈ A1, ... , an ∈ An} を
A1 × · · · × An と表記する．集合 A の n 直積 A× · · · ×A︸ ︷︷ ︸
n 項
を An と表記する．特に，
A0 = {ϵ} である．
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• 集合 A1, ... , An の直和 (disjoin union) (A1 × {1})∪ · · · ∪ (An × {n}) を A1 ] · · · ]An
と表記する．なお，文脈から明らかな場合，直和の添字を省略し，a ∈ Ai に対して，
a ∈ A1 ] · · · ]An と表記する．
• 集合 A の B との差集合 {a ∈ A | a 6∈ B} を A \ B と表記する．
□
定義 2 (文字列に対する表記). 有限集合をアルファベット (alphabet) と呼び，その要素を記号
(symbol) と呼ぶ．アルファベット Σ について，Σ∗ =
⋃
n∈N Σn と定める．この時，α ∈ Σ∗ を
文字列と呼ぶ．
また，以下の表記を用いる．
• 文字列 (σ1, ... , σn) ∈ Σn を σ1 · · ·σn と表記する．
• 文字列 α = σ1 · · ·σn ∈ Σ∗ について，その長さ n を |α| と表記する．
• 文字列 α, β ∈ Σ∗ について，以下を満たす時 α v β と表記する．
∃β′ ∈ Σ∗ . αβ′ = β
□
定義 3 (述語に対する表記). 集合 A について，P ⊆ A を述語と呼ぶ．
また，以下の表記を用いる．
• 述語 P ⊆ A について，a ∈ P の時 P (a) と表記する．
□
定義 4 (関係に対する表記). 集合 A, B について，R ⊆ A×B を関係と呼ぶ．また，
A ⇀ B
def= {R ∈ P(A×B) | ∀x ∈ A, (x, y1), (x, y2) ∈ R . y1 = y2}
と定義する．f : A ⇀ B を A から B への部分関数 (partial function) と呼ぶ．さらに，
A→ B def= {f : A ⇀ B | ∀x ∈ A . ∃y ∈ B . (x, y) ∈ f}
と定義する．f : A→ B を (全) 関数 (function)と呼ぶ．
また，以下の表記を用いる．
• 関係 R ⊆ A×B について，(a, b) ∈ R の時 a R b と表記する．
• 部分関数 f : A ⇀ B について，(a, b) ∈ f の時 f(a) = b と表記する．
• 関係 R1 ⊆ A×B，R2 ⊆ B×C について，その合成 {(x, z) ∈ A×C | ∃y ∈ B . (x, y) ∈
R1, (y, z) ∈ R2} を R1; R2 または R2 ◦R1 と表記する．
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• 関係のクラス F, G について，その合成のクラス {R1; R2 | R1 : A → B ∈ F, R2 : B →
C ∈ G} を F ; G または G ◦ F と表記する．
• 関係 R ⊆ A×B について，X ⊆ A に対する像 {b ∈ B | ∃x ∈ X . (x, b) ∈ R} を R[X]，
単なる像 R[A] を Im R と表記する．
• Y ⊆ B に対する逆像 {a ∈ A | ∃y ∈ Y . (a, y) ∈ R} を R−1[Y ] と表記する．
• 関係 R ⊆ A × B について，S ⊆ A への制限 {(x, y) | (x, y) ∈ R, x ∈ S} ⊆ S × B を
R|S と表記する．
• a ∈ A，b ∈ B についてその組 (a, b) を a 7→ b，関数 f : A → B を x 7→ f(x) と表記
する．
□
定義 5 (族に対する表記). クラス I について，その要素で添字付けられた対象の列 {ai}i∈I を
族と呼ぶ．
なお，(a1, ... , an) = {ai}i∈[n] であり，また族の対象がある集合 Y の要素である時，X で添
字付けられた族は関数 f : X → Y = {f(x)}x∈X = x 7→ f(x) である．
また，以下の表記を用いる．
• 族のクラス {{ai}i∈I | ∀i ∈ I, ai ∈ Ai} を
∏
i∈I Ai と表記する．
• 集合の族 A = {Ai}i∈I について，以下を満たす時 A は互いに素 (pairwise disjoint) で
あるという．
∀i1, i2 ∈ I, i1 6= i2 . Ai1 ∩Ai2 = ∅




定義 6 (基本的な演算子). X ∈ Pfin(N) について，max X を以下を満たす最小の自然数 m と
して定義する．
∀x ∈ X . x ≤ m
特に，max ∅ = 0 である．また，X 6= ∅ の時，min X を以下を満たす最大の自然数 m として
定義する．
∀x ∈ X . m ≤ x
さらに，exp(n) def= 2n，log(n) は exp(log(n)) = n を満たす実数として定義する． □
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構文要素として使用するための変数記号を導入する．
定義 7 (変数記号). 以下の変数記号の集合を導入する．
• Xn
def= {x1, ... , xn}
• Yn
def= {y1, ... , yn}
• Zn





証明のため，数学的帰納法 (mathematical induction) の原理を導入する．
原理 8 (数学的帰納法). 述語 P ⊆ N について，以下が成り立つ時，任意の n ∈ N について
P (n) である．
IB P (0) が成り立つ．
IS n ∈ N について，P (n) ならば P (n + 1) が成り立つ．
この時，P は数学的帰納法により示されるという． □
なお，帰納法の仮定 (induction hypothesis) を，i.h. と表記する．
決定不能問題として，Post Correspondence Problem (PCP) が知られている．本論文では，
決定不能性を示す際，PCP に帰着させることでそれを示す．
定義 9 (Post Correspondence Problem (PCP)). |Σ| ≥ 2 を満たすアルファベット Σ，
自然数 n ∈ N について，(α1, ... , αn), (β1, ... , βn) ∈ (Σ∗)n が与えられるとする．この時，以下
を満たす i1 · · · ik ∈ [n]∗ \ {ϵ} を答える問題を Post Correspondence Problem と呼ぶ．
αi1 · · ·αik = βi1 · · ·βik
□
定理 10 ([Pos46]). PCP は，決定不能． □
指数関数は一次関数より増大が速いことが知られている．
補題 11. 以下を満たす a, b ∈ N は存在しない．
∀n ∈ N . exp(n) ≤ an + b
□
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証明. 任意の a, b ∈ N について，f(n) = an + b− exp(n) とする．この時，任意の n ∈ N につ
いて，
f(n + 1)− f(n) = a(n + 1) + b− exp(n + 1)− an− b + exp(n)
= a− 2 exp(n) + exp(n)
= a− exp(n)
となり，a ≤ exp(m) となる m について n > m を考えると，
f(n + 1)− f(n) = a− exp(n)
≤ exp(m)− exp(n)
< 0
となる．ここから，n > m において f(n) は単調減少より，f(k) < 0 となる k が存在し，









定義 13 (型付きアルファベット). 基本型のアルファベット S について，アルファベット Σ と
関数 arityΣ : Σ→ S∗ × S の組 〈Σ, arityΣ〉 を，S-型付きアルファベットと呼ぶ． arityΣ が文
脈から分かる場合，Σ を単に型付きアルファベットと呼ぶこともある．
また，以下の表記を用いる．
• n ∈ N，s1, ... , sn, s ∈ S について，型の集合 {σ ∈ Σ | arityΣ(σ) = ((s1, ... , sn), s)} を
(s1, ... , sn) _Σ s と表記する．
• 型付きアルファベット Σ について，関数 sortΣ : Σ→ S を以下を満たすものとして定義
する．
∀σ ∈ Σ . arityΣ(σ) = ((s1, ... , sn), s) =⇒ sortΣ(σ) = s
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• 型付きアルファベット Σ について，関数 rankΣ : Σ→ N を以下を満たすものとして定義
する．
∀σ ∈ Σ . arityΣ(σ) = ((s1, ... , sn), s) =⇒ rankΣ(σ) = n
• 型付きアルファベット Σ，自然数 n ∈ N について，集合 {σ ∈ Σ | rankΣ(σ) = n} を
Σ(n) と表記する．σ ∈ Σ(n) を満たす時，σ(n) ∈ Σ と表記する．
• 型付きアルファベット Σ について，ランクの最大値 max{rankΣ(σ) | σ ∈ Σ} を
maxrank(Σ) と表記する．
□
例 14. 集合 S = {L, N}，アルファベット Σ = {1, +, Cons, Nil}について，arityΣ : Σ→ S∗×S
を以下を満たすように定義する．
arityΣ(1) = ((), N)
arityΣ(+) = ((N, N), N)
arityΣ(Cons) = ((N, L), L)
arityΣ(Nil) = ((), L)
この時，〈Σ, arityΣ〉 は S-型付きアルファベットで，
1 : () _Σ N
Cons : (N, L) _Σ L
となる． □
型付きアルファベットにおいて，単項な記号しか含んでいないものを単項型付きアルファベッ
ト (monadic many-sorted ranked alphabet) と呼ぶ．
定義 15 (単項型付きアルファベット). S-型付きアルファベット Σ が単項であるとは，Σ =⋃




定義 16 (型付き木). S-型付きアルファベット Σ と S-型付き集合 X = {Xs}s∈S について，S-
型付き木の集合の族 TΣ(X) = {TΣ(X)s}s∈S は，以下のように帰納的に定義された族 {As}s∈S
である．
IB1 s ∈ S，x ∈ Xs について，x ∈ As．
IB2 s ∈ S，σ : () _Σ s について，σ ∈ As．
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IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ As1 , ... , tn ∈ Asn について，




s∈S TΣ(X)s を T̂Σ(X)，TΣ({∅}s∈S) を TΣ，T̂Σ({∅}s∈S) を T̂Σ と表記する．
• n ∈ N について，σ(· · ·σ︸ ︷︷ ︸
n 項
(t) · · · ) を σn(t) と表記する．特に σ0(t) = t である．
□
例 17. 例 14の集合 S，S-型付きアルファベット Σ，S-型付き集合 X = {N 7→ {n}, L 7→ {l}}
について，型付き木 TΣ(X) を考える．この時，
Cons(+(1, +(n, 1)), Cons(1, l)) ∈ TΣ(X)L
Cons(+(1, 1), Nil) ∈ TΣ(X)L




原理 18 (型付き木に関する構造的帰納法). S-型付きアルファベット Σ と S-型付き集合
X = {Xs}s∈S，述語 P ∈ P(T̂Σ(X)) について，
IB1 s ∈ S，x ∈ Xs について，P (x) が成り立つ．
IB2 s ∈ S，σ : () _Σ s について，P (σ) が成り立つ．
IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につい
て，P (t1), ... , P (tn) ならば P (σ(t1, ... , tn)) が成り立つ．
が成り立つ時，任意の t ∈ T̂Σ(X) について P (t) である．この時，P は型付き木に関する構造
的帰納法により示されるという． □
また，構造的帰納法を元に拡張した，同時帰納法 (simultaneous induction) の原理も成り立
つ．同時帰納法は，相互再帰的な性質を示すのに有用である．







IB1 a ∈ A，s ∈ S，x ∈ Xs について，Ka(x) が成り立つ．
IB2 s ∈ S，σ : () _Σ s，b ∈ Bσ について，Lσ,b(ϵ) が成り立つ．
IS1 a ∈ A，n ∈ N，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn
について，任意の b ∈ Bσ について Lσ,b((t1, ... , tn)) ならば，Ka(σ(t1, ... , tn)) が成り
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立つ．
IS2 n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，b ∈ Bσ，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn
について，任意の a1, ... , an ∈ A について Ka1(t1), ... , Kan(tn) ならば，Lσ,b((t1, ... , tn))
が成り立つ．




定義 20 (木のパス). 関数 paths : T̂Σ(X)→ P(N∗) を，以下のように構造的帰納法で定義する．
IB1 s ∈ S, x ∈ Xs について，paths(x)
def= {ϵ}．
IB2 s ∈ S, σ : () _Σ s について，paths(σ) def= {ϵ}．
IS n ≥ 1, s1, ... , sn, s ∈ S, σ : (s1, ... , sn) _Σ s, t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につい
て，paths(σ(t1, ... , tn))
def= {ϵ} ∪
⋃
i∈[n]{iπ | π ∈ paths(ti)}．
この時，π ∈ paths(t) を t のパスと呼ぶ． □
あるノードのパスは木の根 (root) からそのノードに行き着く道順を示している．
例 21. 例 17の TΣ(X) について，t ∈ TΣ(X)L を以下のように定義する．
t




n〈11〉 1〈12〉 +〈21〉 l〈22〉
n〈211〉 1〈212〉
〈 と 〉 で囲まれた部分が，各ノードを指すパスである．よって，パスの集合は paths(t) =
{ϵ, 1, 11, 12, 2, 21, 211, 212, 22} となる． □
また，木に対して部分木 (subtree) という概念を導入する．部分木は，ある木に含まれる木の
ことである．
定義 22 (部分木). 木 t ∈ T̂Σ(X) について，関数 subtreet : paths(t) → T̂Σ(X) を，以下のよ
うに構造的帰納法で定義する．
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IB1 s ∈ S，x ∈ Xs について，subtreex(ϵ)
def= x．
IB2 s ∈ S，σ : () _Σ s について，subtreeσ(ϵ) def= σ．





σ(t1, ... , tn) (π = ϵ)
subtreeti(π′) (π = iπ′)
．
この時，π ∈ paths(t) について，subtreet(π) を t の π での部分木と呼ぶ． □
subtree はあるノードを指すパスを受け取り，そのノードを根とする部分木を返す．
例 23. 例 21の t について，
subtreet(ϵ) = t




定理 24 (型付き木の部分木全体に関する構造的帰納法). S-型付きアルファベット Σ，S-型付き
集合 X = {Xs}s∈S，述語 P ∈ P(T̂Σ(X)) について，述語 P ′ を以下のようにおく．
P ′(t) def⇐⇒ ∀π ∈ paths(t) . P (subtreet(π))
以下が成り立つ時，任意の t ∈ T̂Σ(X) について P (t) である．
IB1 s ∈ S，x ∈ Xs について，P (x) が成り立つ．
IB2 s ∈ S，σ : () _Σ s について，P (σ) が成り立つ．
IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につい
て，P ′(t1), ... , P ′(tn) ならば P (σ(t1, ... , tn)) が成り立つ．
□
証明. 任意の t ∈ T̂Σ(X) について P ′(t) を，構造的帰納法で示す．
IB1 s ∈ S，x ∈ Xs について，P (x) より P ′(x)．
IB2 s ∈ S，σ : () _Σ s について，P (σ) より P ′(σ)．
IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につい
て，i.h. より P (σ(t1, ... , tn)) であり，σ(t1, ... , tn) 以外の部分木に対しても i.h. よりた






定義 25 (木のラベル). 木 t ∈ T̂Σ(X) について，関数 labelt : paths(t)→ Σ ∪X を，以下のよ
うに構造的帰納法で定義する．
IB1 s ∈ S，x ∈ Xs について，labelx(ϵ)
def= x．
IB2 s ∈ S，σ : () _Σ s について，labelσ(ϵ) def= σ．





σ (π = ϵ)
labelti(π′) (π = iπ′)
．
この時，π ∈ paths(t) について，labelt(π) を t の π でのラベルと呼ぶ． □
label はあるノードを指すパスを受け取り，そのノードのラベルを返す．








定義 27 (木での出現). 木 t ∈ T̂Σ(X) について，関数 occt : T̂Σ(X)→ P(paths(t)) を，以下の
ように定義する．
occt
def= η 7→ {π ∈ paths(t) | subtreet(π) = η}
この時，η ∈ T̂Σ(X) について，π ∈ occt(η) を t における η の出現と呼ぶ． □
occ は部分木に対してその全出現を返す．
例 28. 例 21の t について，
occt(+(n, 1)) = {1, 21}
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occt(1) = {12, 212}
occt(t) = {ϵ}




定義 29 (木でのラベル出現). 木 t ∈ T̂Σ(X) について，関数 occt : Σ ∪X → P(paths(t)) を，
以下のように定義する．
occt
def= η 7→ {π ∈ paths(t) | labelt(π) = η}
この時，σ ∈ Σ ∪X について，π ∈ occt(η) を t における σ のラベル出現と呼ぶ． □
occ は記号に対してその全ラベル出現を返す．なお，σ ∈ Σ(0) ∪X について，σ の出現とラ
ベル出現の集合は一致する．
例 30. 例 21の t について，
occt(+) = {1, 21}





定義 31 (木の高さ). 関数 height : T̂Σ(X)→ N を，以下のように構造的帰納法で定義する．
IB1 s ∈ S，x ∈ Xs について，height(x)
def= 0．
IB2 s ∈ S，σ : () _Σ s について，height(σ) def= 1．
IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につい
て，height(σ(t1, ... , tn))
def= 1 + max{height(ti) | i ∈ [n]}．
この時，t ∈ T̂Σ(X) について，height(t) を t の高さと呼ぶ． □
木の高さは，木のパスの中で最長なものの長さに，1を足したものと一致する．




IB2 s ∈ S，σ : () _Σ s について，
height(σ) = 1 = 1 + max{|ϵ|} = 1 + max{|π| | π ∈ paths(σ)}
より正しい．
IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につ
いて，
height(σ(t1, ... , tn)) = 1 + max{height(ti) | i ∈ [n]}
= 1 + max{1 + max{|π| | π ∈ paths(ti)} | i ∈ [n]} (∵ i.h.)
= 1 + max{max{|iπ| | π ∈ paths(ti)} | i ∈ [n]}
= 1 + max{|ϵ|} ∪ {|iπ| | i ∈ [n], π ∈ paths(ti)}




定義 33 (木のサイズ). 関数 size : T̂Σ(X)→ N を，以下のように構造的帰納法で定義する．
IB1 s ∈ S, x ∈ Xs について，size(x)
def= 0．
IB2 s ∈ S, σ : () _Σ s について，size(σ) def= 1．
IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につい




この時，t ∈ T̂Σ(X) について，size(t) を t のサイズと呼ぶ． □
木のサイズは，木のパスの数と一致する．
命題 34. 任意の t ∈ T̂Σ について，size(t) = |paths(t)|． □
証明. 構造的帰納法で示す．
IB1 適用不能．
IB2 s ∈ S，σ : () _Σ s について，
size(σ) = 1 = |{ϵ}| = |paths(σ)|
より正しい．
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IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につ
いて，











|{iπ | π ∈ paths(ti)}|
= |{ϵ} ∪ {iπ | i ∈ [n], π ∈ paths(ti)}|











証明. 構造的帰納法で示す．なお，スペースの都合上 maxrank を m，height を h と略記する．
IB1 s ∈ S，x ∈ Xs について，








IB2 s ∈ S，σ : () _Σ s について，








IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につい
て，t = σ(t1, ... , tn) として，











≤ 1 + n
h(t)−2∑
j=0
(m(Σ))j (∵ ∀i ∈ [n] . h(ti) ≤ h(t)− 1)
≤ (m(Σ))0 + m(Σ)
h(t)−2∑
j=0








命題 36. 任意の t ∈ T̂Σ(X) について，height(t) ≤ size(t)． □
証明. 構造的帰納法で示す．
IB1 s ∈ S，x ∈ Xs について，
height(x) = 0 = size(x)
より正しい．
IB2 s ∈ S，σ : () _Σ s について，
height(σ) = 1 = size(σ)
より正しい．
IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につ
いて，
height(σ(t1, ... , tn)) = 1 + max{height(ti) | i ∈ [n]}










命題 37. 単項型付きアルファベット Σ について，以下が成り立つ．
∀t ∈ T̂Σ(X) . height(t) = size(t)
□
証明. maxrank(Σ) ≤ 1 より，任意の t ∈ T̂Σ(X) について，命題 35，命題 36より，










定義 38 (木に対する代入). 関数の族 f : {Xs → TΣ(Y )s}s∈S について，[f ] : T̂Σ(X)→ T̂Σ(Y )
を，以下のように構造的帰納法で定義する．
IB1 s ∈ S，x ∈ Xs について，[f ](x)
def= f(x)．
IB2 s ∈ S，σ : () _Σ s について，[f ](σ) def= σ．
IS n ≥ 1，s1, ... , sn, s ∈ S，σ : (s1, ... , sn) _Σ s，t1 ∈ TΣ(X)s1 , ... , tn ∈ TΣ(X)sn につい
て，[f ](σ(t1, ... , tn))
def= σ([f ](t1), ... , [f ](tn))．
この時 [f ] を代入と呼ぶ．
また，X = {x1, ... , xn} の時，[f ] を [x1 ← f(x1), ... , xn ← f(xn)] または [xi ← f(xi)]i∈[n]
と表記する．また，[f ](x) を x[f ] と表記する． □
例 39. 例 21の t について，
t[n← 1, l← Cons(1, Nil)] = Cons(+(1, 1), Cons(+(1, 1), Cons(1, Nil)))
となる． □
あるパスの部分木を，別の木に置換する操作も導入する．
定義 40 (木のパスに対する代入). t ∈ T̂Σ(X)，π ∈ paths(t)，η ∈ TΣ(X)sortΣ(labelt(π)) につい
て，t[π ← η] を以下を満たす t′ ∈ T̂Σ(X) として定義する．
∀w ∈ paths(t) .
{
subtreet′(w) = s (w = π)
π v w ∨ labelt(w) = labelt′(w) (otherwise)
□
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例 41. 例 21の t について，
t[2← Nil] = Cons(+(n, 1), Nil)
となる． □
さらに，穴付き木 (tree with holes) という概念を導入する．穴付き木は，木の幾つかの葉の部
分に，木を当てがえるような木のことである．
定義 42 (穴付き木). 型付き有限集合 Y について，T̂Σ(X, Y ) を以下のように定義する．
T̂Σ(X, Y )
def= {t ∈ T̂Σ(X ] Y ) | ∀y ∈ Y . ∃!π ∈ occt(y)}
この時，t ∈ T̂Σ(X, Y ) を Y による穴付き木と呼ぶ．
また，t ∈ T̂Σ(X, Y )，η ∈
∏
y∈Y TΣ(X)sortY (y) について t[y ← ηy]y∈Y ∈ T̂Σ(X) を t(η) と
表記する． □
例 43. 例 17の Σ，X について，Y = {N 7→ Y2, L 7→ ∅} として，t ∈ T̂Σ(X, Y ) を以下のよう
に定義する．
t
def= Cons(+(n, +(y1, y2)), Nil)
この t について，
t({y1 7→ +(1, 1), y2 7→ n}) = Cons(+(n, +(+(1, 1), n)), Nil)
□
型付き木について，型が 1 点集合の場合，その木をランク付き木 (ranked tree) と呼ぶ．
定義 44 (ランク付き木). {∗}-型付きアルファベットをランク付きアルファベット，{∗}-型付き
木をランク付き木と呼ぶ．
また，以下の表記を用いる．
• ランク付きアルファベット Σ = {σ1, ... , σn} について，Σ を
{σ(rankΣ(σ1))1 , ... , σ
(rankΣ(σn))
n } と表記する．
• 型付きアルファベット Σ について，集合 Σ と以下を満たす arityΣ̄ で定義されるランク
付きアルファベットを Σ̄ と表記する．






定義 45 (ランク付き木の射影). 関数の族 p :
∏
s1,s2∈S TΣ(X)s1 → TΣ(X)s2 について，関数の
族 rankproji :
∏
s∈S T̂Σ̄(X̄)→ TΣ(X)s を，以下のように構造的帰納法で定義する．
IB1 s1, s2 ∈ S，x ∈ Xs1 について，rankprojp,s2(x)
def= ps1,s2(x)．
IB2 s1, s2 ∈ S，σ : () _Σ s1 について，rankprojp,s2(σ) def= ps1,s2(σ)．
IS n ≥ 1，s1, ... , sn, s′1, s′2 ∈ S，σ : (s1, ... , sn) _Σ s′1，t1 ∈ T̂Σ̄(X̄), ... , tn ∈ T̂Σ̄(X̄) につ
いて，
rankprojp,s′2(σ(t1, ... , tn))
def= ps′1,s′2(σ(rankprojp,s1(t1), ... , rankprojp,sn(tn)))．
□
例 46. 例 17 の S，Σ，X について，p :
∏
s1,s2∈S TΣ(X)s1 → TΣ(X)s2 を以下のように定義
する．
ps,s
def= x 7→ x (s ∈ S)
pN,L




x′ (x = Cons(x′, ...))
1 (x = Nil)
この時，t
def= Cons(Cons(+(Cons(1, 1), Nil), 1), 1) として，
rankprojp,L(t) = Cons(rankprojp,N(Cons(+(Cons(1, 1), Nil), 1), rankprojp,L(1)))
= Cons(rankprojp,N(+(Cons(1, 1), Nil)), rankprojp,L(1)))
= · · ·
= Cons(+(1, 1), rankprojp,L(1)))
= Cons(+(1, 1), Cons(1, Nil))
rankprojp,N(t) = pL,N(rankprojp,L(t))




集合とその上の関係の組を，簡約システム (reduction system) と呼ぶ．




• n ∈ N について，
∃a0, a1, ... , an ∈ A . a0 = a ∧ an = b ∧ ∀i ∈ [n] . ai−1 ⇒ ai
を満たす時 a⇒n b と表記する．
• a⇒n b となる n ∈ N が存在する時，a⇒∗ b と表記する．
• a⇒n b となる n > 0 が存在する時，a⇒+ b と表記する．
• a⇒n b となる n ∈ {0, 1} が存在する時，a⇒? b と表記する．
特に，a⇒∗ b の時，a を b に簡約する，または a は b に簡約できるという．また，a⇒n b に
ついて，n を簡約の長さと呼び，この時 a は b に n 回で簡約できるという． □
簡約システムにおいて，簡約できる余地があるものを可約 (reducible) と呼ぶ．もはや簡約で
きないものを既約 (irreducible)と呼ぶ．
定義 48 (可約). 簡約システム (A,⇒)，a ∈ A について，
∃b ∈ A . a⇒ b
を満たす時 a は可約であるという．a が可約でない時，a は既約であるという． □
簡約システムにおいて，ある要素から可能な限り簡約を進め既約になったものを正規形
(normal form) と呼ぶ．
定義 49 (正規形). 簡約システム (A,⇒)，a ∈ A について，b が a ⇒∗ b かつ既約である時，b
を a の正規形と呼ぶ．正規形の集合 {b | b は a の正規形 } を nforms(⇒, a) と表記する．また，
a の正規形が一意である時，その正規形を nf(⇒, a) と表記する． □
簡約システムにおいて，無限に簡約が可能なものを無限簡約可能 (ω-reducible) と呼ぶ．
定義 50 (無限簡約可能). 簡約システム (A,⇒)，a ∈ A について，以下を満たす η = {ηn}n∈N
が存在する時 a は無限簡約可能という．
• a = η0．
• 任意の n ∈ N について，ηn ⇒ ηn+1．
この時，η を a の無限簡約列と呼ぶ． □
ある要素が正規形を持たない時，その要素は無限簡約可能である．
補題 51. 簡約システム (A,⇒) について，以下が成り立つ．
• a ∈ A が正規形を持たない時，a は無限簡約可能．
• a ∈ A が無限簡約可能でない時，a は正規形を持つ．
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□
証明. a が正規形を持たないとする．この時，η = {ηn}n∈N を，以下のように数学的帰納法で定
義する．
IB η0
def= a ．この時，η0 が既約とすると，η0 は a の正規形となるが，これは仮定に矛盾す
るため，η0 は可約．
IS ηn は可約なため，ηn ⇒ η′ を満たす η′ ∈ A が存在する．この時，ηn+1
def= η′ とおく．
ηn+1 が既約とすると，a⇒n+1 ηn+1 より ηn+1 は a の正規形となるが，これは仮定に矛
盾するため，ηn+1 は可約．
この η は a の無限簡約列なため，a は無限簡約可能．また，その対偶より a ∈ A が無限簡約可
能でない時，a は正規形を持つ．よって，題意は示された． ■
簡約システムにおいて，無限簡約可能な要素がない時，停止性 (terminating) を持つという．
定義 52 (停止性). 簡約システム (A,⇒) について，無限簡約可能な a ∈ A が存在しない時，⇒
は停止性を持つという． □
停止性を持つ簡約システムにおいて，すべての要素は必ず正規形を持つ．
系 53. 停止性を持つ簡約システム (A,⇒)，a ∈ A について，a の正規形が存在する． □
証明. a の正規形が存在しないとすると，補題 51より a は無限簡約可能になるが，これは停止
性を持つという条件に矛盾する．よって，題意は示された． ■
簡約システムにおいて，全ての要素の 1回の簡約結果が全てある要素へ簡約できる時，局所合
流性 (locally confluent) を持つという．
定義 54 (局所合流性). 簡約システム (A,⇒) について，




定義 55 (合流性). 簡約システム (A,⇒) について，









証明. [FV98]の補題 2.5 より． ■
また，停止性と合流性を持つ簡約システムにおいて，正規形は必ず一意に存在する．
補題 57. 停止性と合流性を持つ簡約システム (A,⇒) において，以下が成り立つ．
∀a ∈ A . ∃nf(⇒, a)
□
証明. 停止性より a の正規形は存在する．a の正規形 b1, b2 について，合流性より b1 ⇒∗ c，
b2 ⇒∗ c を満たす c が存在するが，b1, b2 は正規形より c = b1 = b2 となり，a の正規形は一意
になる． ■
2.4 木言語と木変換
ランク付き木の集合を，木言語 (tree language) と呼ぶ．
定義 58 (木言語). ランク付きアルファベット Σ について，L ⊆ T̂Σ を木言語と呼ぶ． □
木言語を定める文法として，正規木文法 (regular tree grammar) がある．
定義 59 (正規木文法). 正規木文法は，以下の要素の組 G = (N, Σ, S, R) である．
N 非終端記号のランク付きアルファベットで N = N (0)．
Σ 終端記号のランク付きアルファベット．
S ∈ N 開始記号．
R 書き換え規則の集合で，以下を満たす．





規木文法で定義できる木言語を，正規木言語 (regular tree language, RTL) と呼ぶ．





• σ ∈ Σ(0) について，σ は既約．
• A ∈ N，A→ η ∈ R について，A⇒G η．
IS n ≥ 1，σ ∈ Σ(n)，η1, ... , ηn ∈ U，i ∈ [n] について，η1, ... , ηi−1 が ⇒G で既約で，
ηi ⇒G η′i の時，
σ(η1, ... , ηi, ... , ηn)⇒G σ(η1, ... , η′i, ... , ηn)．
この時，JGK = {t ∈ T̂Σ | S ⇒∗G t} と表記する．なお，木言語クラスを RTL = {JGK |
G は正規木文法 } と表記し，L ∈ RTL を正規木言語と呼ぶ． □
有限の木言語は，RTL である．
定理 61. ランク付きアルファベット Σ，L ∈ Pfin(T̂Σ) について，L ∈ RTL． □






def= {A→ t | t ∈ L}
この時，JGK = L を示す．任意の t ∈ JGK において，A⇒G t より，t ∈ L．よって，JGK ⊆ L
である．また，逆も同様．よって，題意は示された． ■
RTL に対応する計算モデルとして，有限木オートマトン (finite tree automata, FTA) が
ある．
定義 62 (有限木オートマトン (FTA)). 有限木オートマトンは，以下の要素の組 M =
(Q, Σ, q0, R) である．
Q 状態記号のランク付きアルファベットで，Q = Q(1)．
Σ 入力記号のランク付きアルファベット．
q0 ∈ Q 開始記号．
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R 書き換え規則の集合で，以下を満たす．








η1 ⇒M,X η2 iff

∃q(σ(x1, ... , xn))→ η ∈ R,
t1, ... , tn ∈ T̂Σ(X),
π ∈ paths(η1), subtreeη1(π) = q(σ(t1, ... , tn)) .
η2 = η1[π ← η[xi ← ti]i∈[n]]

この時，⇒M,∅ を ⇒M と表記する．また，M の意味論 JMK を {t ∈ T̂Σ | q0(t)⇒∗M t} で定義
する．さらに，木言語のクラス {JMK |M は FTA} を FTA と表記する． □
FTA による木言語のクラスと RTL のクラスは等しいことが知られている [Eng15]．
定理 64. RTL = FTA □
証明. [Eng15]の定理 3.17，3.25 より． ■
また，木言語が RTL に属するかを判別する方法のひとつとして，反復補題 (pumping lemma)
が知られている [Eng15]．
補題 65 (RTL の反復補題). ランク付きアルファベット Σ，L ∈ P(T̂Σ) ∩ RTL について，
ある pL ∈ N が存在し，任意の height(t) ≥ pL を満たす t ∈ L について，以下を満たす
u1, u2 ∈ T̂Σ(∅, {∗})，u3 ∈ T̂Σ が存在する．
• t = u1(u2(u3))．
• height(u2(u3)) ≤ pL．
• height(u2) ≥ 1．




補題 66 (RTL の一般化反復補題). ランク付きアルファベット Σ，L ∈ P(T̂Σ) ∩ RTL につい
て，ある pL ∈ N が存在し，任意の t1(t2) ∈ L，height(t1) ≥ pL を満たす t1 ∈ T̂Σ(∅, {∗})，
t2 ∈ T̂Σ について，以下を満たす u1, u2, u3 ∈ T̂Σ(∅, {∗}) が存在する．
• t1 = u1(u2(u3))．
• height(u2(u3)) ≤ pL．
• height(u2) ≥ 1．
• 任意の n ∈ N について，u1(un2 (u3(t2))) ∈ L．
□
証明. JMK = L となる FTA M = (Q, Σ, q0, R) について，pL = |Q| + 1 とおく．この
時，t1 = t′1(σ1(... , σ2(... , · · ·σpL(... , ∗, ...) · · · , ...), ...)) を満たす，σ1, ... , σpL が存在し，また，
q1, ... , qpL+1 が存在して，





を満たす．この時，qi1 = qi2 を満たす 1 ≤ i1 < i2 ≤ pL が存在し，
u1 = t′1(σ1(... , · · ·σi1−1(... , ∗, ...) · · · , ...))，u2 = σi1(... , · · ·σi2−1(... , ∗, ...) · · · , ...)，u3 =
σi2(... , · · ·σpL(... , ∗, ...) · · · , ...) とおくと，これは条件を満たす．よって，題意は示された． ■
補題 65は，t1 の最長のパスを持つ葉を t2 とおき，補題 66を適用して作られた u1, u2, u3 に
おいて，u1, u2, u3(t2) を新たな u1, u2, u3 とおくことで得られる．補題 65より，同じ回数異な
る 2つの記号が連続した木からなる木言語は，RTL に属さないことが分かる．
命題 67. Σ = {a(1), b(1), $(0)}，L = {an(bn($)) | n ∈ N} ⊆ T̂Σ について，L 6∈ RTL □
証明. L ∈ RTL と仮定する．この時，補題 65の pL，t = apL(bpL($)) ∈ L について，以下を満
たす u1, u2, u3 が存在する．
• t = u1(u2(u3))．
• height(u2(u3)) ≤ pL．
• height(u2) ≥ 1．
• 任意の n ∈ N について，u1(un2 (u3)) ∈ L．
特に u1(u3) ∈ L である．この時，m = height(u2) とすると u2 = bm(∗) と書け，さらに m ≥ 1
より，u1(u3) = apL(bpL−m($)) かつ pL 6= pL −m だが，これは u1(u3) ∈ L に矛盾する．よっ
て，L 6∈ RTL である． ■
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木言語を定めるより強力な文法として，文脈自由木文法 (context-free tree grammar) がある．
文脈自由木文法が，正規木文法と異なる点は，非終端記号が木を受け取れる点にある．
定義 68 (文脈自由木文法). 文脈自由木文法は，以下の要素の組 G = (N, Σ, S, R) である．
N 非終端記号のランク付きアルファベット
Σ 終端記号のランク付きアルファベット
S ∈ N (0) 開始記号．
R 書き換え規則の集合で，以下を満たす．





tree language, CFTL) と呼ぶ．





• σ ∈ Σ(0) について，σ は既約．
• A ∈ N (0)，A→ η ∈ R について，A⇒G η．
IS 以下のように場合分けを行う．
• 任意の n ≥ 1，σ ∈ Σ(n)，η1, ... , ηn ∈ U，i ∈ [n] について，η1, ... , ηi−1 が ⇒G で
既約で，ηi ⇒G η′i の時，
σ(η1, ... , ηi, ... , ηn)⇒G σ(η1, ... , η′i, ... , ηn)．
• 任意の n ≥ 1，A ∈ N (n)，η1, ... , ηn ∈ U，A(x1, ... , xn)→ η ∈ R について，
A(η1, ... , ηn)⇒G η[xi ← ηi]i∈[n]．
この時，G の意味論 JGK を {t ∈ T̂Σ | S ⇒∗G t} で定義する．なお，木言語クラス {JGK |
G は文脈自由木文法 } を CFTL と表記し，L ∈ CFTL を文脈自由木言語と呼ぶ． □
命題 67の木言語は，CFTL に属する．
命題 70. Σ = {a(1), b(1), $(0)}，L = {an(bn($)) | n ∈ N} ⊆ T̂Σ について，L ∈ CFTL □
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証明. G = (N, Σ, S, R) を以下のように定義する．
• N = {S(0), A(1)}．
• R = {S → A($), A(x1)→ a(A(b(x1))), A(x1)→ x1}．
この時，JGK = L は，t ∈ L の導出木と呼ばれる木に関する構造的帰納法より示せる [HMU00]．
■
また，文脈自由木文法において非終端記号をランク 0の記号のみに制限すると，それは正規木
文法になることから，RTL は CFTL より小さい．さらに，命題 70から RTL は CFTL より真
に小さい．
定理 71. RTL ⊊ CFTL □
証明. L ∈ RTL について，JGK = L を満たす正規木文法 G = (N, Σ, S, R) が存在する．この
時，G は意味論同値な文脈自由木文法でもある．よって，RTL ⊆ CFTL である．命題 67，命
題 70より，L 6∈ RTL かつ L ∈ CFTL を満たす木言語 L が存在するため，CFTL ⊈ RTL であ
る．よって，題意は示された． ■
CFTL に対応する計算モデルとして，プッシュダウン木オートマトン (pushdown tree au-
tomata, PDTA) [Gue83]がある．
定義 72 (プッシュダウン木オートマトン (PDTA)). プッシュダウン木オートマトンは，以下
の要素の組 M = (Q, Σ, Γ, q0, u0, R) である．
Q 状態記号のランク付きアルファベットで，Q = Q(2)．
Σ 入力記号のランク付きアルファベット．
Γ スタック記号のランク付きアルファベット．
q0 ∈ Q 開始記号．




{q(σ(x1, ... , xn), γ(z1, ... , zm))→ σ(q1(x1, u1), ... , qn(xn, un))
| σ(n) ∈ Σ, q, q1, ... , qn ∈ Q, γ(m) ∈ Γ, u1, ... , un ∈ T̂Γ(Zm)}
∪











η1 ⇒M η2 iff





u1, ... , um ∈ T̂Γ,
π ∈ paths(η1), subtreeη1(π) = q(t[x← t′x]x∈X , γ(u1, ... , um)) .
η2 = η1[π ← η[x← t′x]x∈X [zi ← ui]i∈[m]]

この時，M の意味論 JMK を {t ∈ T̂Σ | q0(t, u0) ⇒∗M t} で定義する．また，木言語のクラス
{JMK |M は PDTA} を PDTA と表記する． □
PDTA による木言語のクラスと CFTL のクラスは等しいことが知られている [Gue83]．
定理 74. CFTL = PDTA □
証明. [Gue83]の定理 1 より． ■
また，単項の木による木言語が CFTL に属するかを判別する方法のひとつとして，反復補題
が知られている [Eng15]．これは，単項の木による CFTL に対応する RTL の反復補題から導
かれる．
補題 75 (CFTL の反復補題). 単項ランク付きアルファベット Σ，L ∈ P(T̂Σ) ∩ CFTL につ
いて，ある pL ∈ N が存在し，任意の height(t) ≥ pL を満たす t ∈ L について，以下を満たす
u1, u2, u3, u4 ∈ T̂Σ(∅, {∗})，u5 ∈ T̂Σ が存在する．
• t = u1(u2(u3(u4(u5))))．
• height(u2(u3(u4))) ≤ pL．
• height(u2(u4)) ≥ 1．
• 任意の n ∈ N について，u1(un2 (u3(un4 (u5)))) ∈ L．
□
証明. [Eng15]の系 3.72 より． ■
補題 75より，同じ回数異なる 3つの記号が連続した木からなる木言語は，CFTL に属さない
ことが分かる．
命題 76. Σ = {a(1), b(1), c(1), $(0)}，L = {an(bn(cn($))) | n ∈ N} ⊆ T̂Σ について，L 6∈ CFTL．
□
証明. L ∈ CFTL と仮定する．この時，補題 75の pL について，t = apL(bpL(cpL($))) ∈ L を
考えると，以下を満たす u1, u2, u3, u4, u5 が存在する．
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• t = u1(u2(u3(u4(u5))))．
• height(u2(u3(u4))) ≤ pL．
• height(u2(u4)) ≥ 1．
• 任意の n ∈ N について，u1(un2 (u3(un4 (u5)))) ∈ L．
特に，u1(u3(u5)) ∈ L である．ある m1, m2 ∈ N について，u2(u3(u4)) = am1(bm2(∗)) また
は u2(u3(u4)) = bm1(cm2(∗)) であり，u1(u3(u5)) = ak1(bk2(ck3(∗))) とすると，k1 = pL かつ
k2 < pL または k3 < pL，k3 = pL かつ k1 < pL または k2 < pL のいずれかが成り立つ．よっ
て，u1(u3(u5)) 6∈ L だがこれは矛盾．よって，題意は示された． ■
これは，CFTL が積で閉じていない [HMU00]ことを意味する．
命題 77. Σ = {a(1), b(1), c(1), $(0)}，L1 = {an(bn(cm($))) | n, m ∈ N}，L2 = {an(bm(cm($))) |
n, m ∈ N} について，以下が成り立つ．
• L1, L2 ∈ CFTL
• L1 ∩ L2 6∈ CFTL
□
証明. 文脈自由木文法 G1 = (N1, Σ, S1, R1) を以下のように定義する．
N1






def= {S1 → A(C), A(x1)→ a(A(b(x1))), A(x1)→ x1, C → c(C), C → $}
この時，JG1K = L1 は，命題 70と同様に示せる．同様に JG2K = L2 となる文脈自由木文法 G2
も定義できる．
また，
t ∈ L1 ∩ L2 ⇐⇒ ∃n1, n2, n3 ∈ N . t = an1(bn2(cn3($))) ∧ n1 = n2 = n3
⇐⇒ ∃n ∈ N . t = an(bn(cn($)))
より，L1 ∩ L2 = {an(bn(cn($))) | n ∈ N} であり，命題 76より，L1 ∩ L2 6∈ CFTL． ■
また，ランク付き木からランク付き木への関数を，木変換 (tree transformation) と呼ぶ．




































定義 79 (トップダウン木変換器 (TDTT)). トップダウン木変換器は，以下の要素の組
M = (Q, Σ, ∆, e, R) である．
Q 状態記号のランク付きアルファベットで，Q = Q(1) ．
Σ 入力記号のランク付きアルファベット．
∆ 出力記号のランク付きアルファベット．
e 初期式で，e ∈ RHSM (X1)．
R 書き換え規則の集合で，以下を満たす．
R ∈ Pfin({q(σ(x1, ... , xn))→ η | q ∈ Q, σ(n) ∈ Σ, η ∈ RHSM (Xn)})
ただし，RHSM (X) ⊆ T̂∆∪Q(X) は，以下のように帰納的に定義される集合 U である．
IB1 q ∈ Q，x ∈ X について，q(x) ∈ U
IB2 δ ∈ ∆(0) について，δ ∈ U




例 80. TDTT M = (Q, Σ, ∆, e, R) を，以下のように定義する．
Q
def= {q}





def= {q(A(x1, x2))→ A(q(x2), q(x1)),
q(B)→ B,
q(C)→ C}




 = AA C
C B





(total deterministic) TDTT と呼ぶ．
定義 81 (全域的決定的 TDTT). TDTT M = (Q, Σ, ∆, e, R) が




ている．以降，特に断りのない限り TDTT は全域的決定的であるものとする．TDTT につい
て，意味論を決定づける簡約システムを導入する．
定義 82 (TDTT の簡約システム). TDTT M = (Q, Σ, ∆, e, R)，集合 X について，簡約シス
テム (SFM (X),⇒M,X) を，以下のように定義する．
SFM (X)
def= RHSM (T̂Σ(X))
φ1 ⇒M,X φ2 iff

∃q(σ(x1, ... , xn))→ η ∈ R,
t1, ... , tn ∈ T̂Σ,
π ∈ paths(η1), subtreeφ1(π) = q(σ(t1, ... , tn)) .
φ2 = φ1[π ← η[xi ← ti]i∈[n]]

この時，⇒M,∅ を ⇒M と表記する． □
この簡約システムは局所合流性を持つ．
補題 83. TDTT M = (Q, Σ, ∆, e, R)，集合 X について，⇒M,X は局所合流性を持つ． □
証明. [FV98]の補題 3.9 より． ■
また，この簡約システムは停止性を持つ．
補題 84. TDTT M = (Q, Σ, ∆, e, R)，集合 X について，⇒M,X は停止性を持つ． □
証明. [FV98]の補題 3.13 より． ■
以上から，TDTT の簡約システムは合流性を持つ．
系 85. TDTT M = (Q, Σ, ∆, e, R)，集合 X について，⇒M,X は合流性を持つ． □




補題 86. TDTT M = (Q, Σ, ∆, e, R) について，以下が成り立つ．
∀η ∈ SFM (∅) . nf(⇒M , η) ∈ T̂∆
□





定義 87 (TDTT の意味論). TDTT M = (Q, Σ, ∆, e, R) について，JMK : T̂Σ → T̂∆ を以下
のように定義する．
JMK def= t 7→ nf(⇒M , e[x1 ← t])
また，木変換のクラス {JMK |M は (全域的決定的) TDTT} を TDTT と表記する． □
なお，TDTT が全域的決定的な場合，TDTT の簡約システムを決定的にすることができる．
命題 88 (TDTT の決定的な簡約システム). TDTT M = (Q, Σ, ∆, e, R)，集合 X について，
簡約システム (SFM (X),⇒DM,X) を，U
def= SFM (X) とおいて，以下のように構造的帰納法で定
義する．
IB1 以下のように場合分けを行う．
• q ∈ Q，x ∈ X について，q(x) は既約．
• q ∈ Q，σ ∈ Σ，σ(⃗t) ∈ T̂Σ(X), q(σ(x⃗))→ η ∈ R について，
q(σ(⃗t))⇒DM,X η[⃗x← t⃗]．
IB2 δ(0) ∈ ∆ について，δ は既約．
IS n ≥ 1，δ(n) ∈ ∆，η1, ... , ηn ∈ U，i ∈ [n] について，η1, ... , ηi−1 が ⇒DM,X で既約で，
ηi ⇒DM,X η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒DM,X δ(η1, ... , η′i, ... , ηn)．
この時，任意の η ∈ U に対して，nf(⇒M,X , η) = nf(⇒DM,X , η)． □
証明. nf(⇒DM,X , η) が ⇒M,X での正規形であることを示せば，正規形の一意性から題意は導か
れる．これは，容易な η に関する構造的帰納法より示せる． ■
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例 89. 例 80の TDTT M = (Q, Σ, ∆, e, R) について，以下のような簡約例が考えられる．
e[x1 ← A(C, A(B, C))] = q(A(C, A(B, C)))
⇒M A(q(A(B, C)), q(C))
⇒M A(A(q(C), q(B))), q(C))
⇒M A(A(C, q(B))), q(C))
⇒M A(A(C, B)), q(C))
















def= {q(σ(x1, ... , xn))→ σ(q(x1), ... , q(xn)) | σ(n) ∈ Σ}
□
命題 91. JIdΣK : T̂Σ → T̂Σ = t 7→ t □
証明. M def= IdΣ とおく．
∀t ∈ T̂Σ . nf(⇒M , q(t)) = t
を，構造的帰納法で示す．
IB1 適用不能．
IB2 σ ∈ Σ(0) について，q(σ)⇒M σ より正しい．
IS n ≥ 1，σ(n) ∈ Σ，t1, ... , tn ∈ T̂Σ について，
q(σ(t1, ... , tn))⇒M σ(q(t1), ... , q(tn))
⇒∗M σ(t1, ... , tn) (∵ i.h.)
より正しい．
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よって，JMK(t) = nf(⇒, q(t)) = t． ■
他の木変換として，入力木を複製する木変換がある．この木変換は，入力木を 2つに複製し，
それぞれをランク 2の記号の部分木として出力する．








def= {q(σ(x1, ... , xn))→ σ(q(x1), ... , q(xn)) | σ(n) ∈ Σ}
□
この木変換は，2つの木言語クラスの積による木言語を，逆像で表現できる例になる．
命題 93. 例 92の InvREΣ について，任意の木言語 T1, T2 ∈ P(T̂Σ) は以下を満たす．
JInvREΣK−1[{S(t1, t2) | t1 ∈ T1, t2 ∈ T2}] = T1 ∩ T2
□
証明.
JInvREΣK = t 7→ S(t, t)
であることは，命題 91と同様に示せる．よって，
t ∈ JInvREΣK−1[{S(t1, t2) | t1 ∈ T1, t2 ∈ T2}] ⇐⇒ (∃t1 ∈ T1, t2 ∈ T2 . t = t1 = t2)
⇐⇒ t ∈ T1 ∩ T2
より，題意は示された． ■
木変換が TDTT で表現できるかを判別する方法のひとつとして，樹高性 (height property)
を使う方法がある．樹高性は，出力木の高さが入力木の特性にどう依存するかを示す性質であ
る．TDTT は，出力木の高さが入力木の高さに対して線形になるという，樹高性を持つ．
定理 94 (TDTT の樹高性 [FV98]). JMK : T̂Σ → T̂∆ ∈ TDTT について，
∀t ∈ T̂Σ . height(JMK(t)) ≤ cM · height(t)
を満たす cM ∈ N が存在する． □
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def= max{height(η) | q(...)→ η ∈ R}
cM
def= c1 + c2
とおく．この時，任意の q ∈ Q，t ∈ T̂Σ について，
height(nf(⇒M , q(t))) ≤ c2 · height(t)
を，t に関する構造的帰納法で示す．
IB1 適用不能．
IB2 σ ∈ Σ(0)，q(σ)→ η ∈ R について，
height(nf(⇒M , q(σ))) = height(η) ≤ c2 = c2 · height(σ)
より正しい．
IS n ≥ 1，σ(n) ∈ Σ，t1, ... , tn ∈ T̂Σ，q(σ(...))→ η ∈ Rについて，c′2 = max{c2 ·height(ti) |
i ∈ [n]} として，
height(nf(⇒M , q(σ(t1, ... , tn)))) ≤ height(η) + c′2
を，η に関する構造的帰納法で示す．
IB1 q ∈ Q，i ∈ [n] について，η = q(xi) の時，
height(nf(⇒M , q(σ(t1, ... , tn)))) = height(nf(⇒M , q(ti)))
≤ c2 · height(ti)
(∵ 外側の帰納法の i.h.)
≤ height(q(xi)) + c′2
より正しい．
IB2 δ ∈ ∆(0) について，η = δ の時，
height(nf(⇒M , q(σ(t1, ... , tn)))) = height(δ)
≤ height(δ) + c′2
より正しい．
IS n ≥ 1，δ(k) ∈ ∆ について，η = δ(η1, ... , ηk) の時，η′i = nf(⇒M , ηi[xj ← tj ]j∈[n])
とすると，
height(nf(⇒M , q(σ(t1, ... , tn)))) = 1 + max{height(η′i) | i ∈ [k]}
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≤ 1 + max{height(ηi) | i ∈ [k]}+ c′2
(∵ i.h.)
= height(δ(η1, ... , ηk)) + c′2
より正しい．
よって，height(η) + c′2 ≤ c2 · height(σ(t1, ... , tn)) より正しい．
ここから，
height(nf(⇒M , e[x1 ← t])) ≤ c1 + c2 · height(t)
は e に関する容易な構造的帰納法で示せる．よって，
height(JMK(t)) = height(nf(⇒M , e[x1 ← t]))
≤ c1 + c2 · height(t)
≤ (c1 + c2) · height(t)
= cM · height(t)．
■
なお，cM = 1 になる TDTT M として，恒等変換がある．
系 95. ランク付きアルファベット Σ について，以下が成り立つ．
∀t ∈ T̂Σ . height(JIdΣK(t)) = height(t)
□
証明. 命題 91より． ■
TDTT の部分クラスとして，線形 TDTT を導入する．線形 TDTT は線形サイズ増加
[EM03b]，正規木言語の保存などの有用な性質を満たす．
定義 96 (線形トップダウン木変換器). TDTT M = (Q, Σ, ∆, e, R) が線形とは，以下を満たす
ことを言う．
• |occe(x1)| ≤ 1．
• ∀q(σ(x1, ... , xn))→ η ∈ R, i ∈ [n] . |occη(xi)| ≤ 1．
この時，木変換のクラス {JMK |M は線形 TDTT} を TDTTlu と表記する． □
特に，木から単項の木への TDTT は，線形である．







定義 98 (属性付き木変換器 (ATT)). AS = {syn, inh} と表記する．属性付き木変換器は，以
下の要素の組 M = (A, Σ, ∆, ♯, a0, R) である．
A = {Ak}k∈AS 互いに素な属性記号のランク付きアルファベットの族で，A = {A
(1)
k }k∈AS．
なお，a ∈ Asyn を合成属性，b ∈ Ainh を継承属性と呼ぶ．
Σ 入力記号のランク付きアルファベット．
∆ 出力記号のランク付きアルファベット．
♯ 6∈ Σ ルート記号のランク付き記号．Σ ∪ {♯(1)} を Σ♯ と表記する．
a0 ∈ Asyn 初期合成属性．
R 書き換え規則の集合で，以下を満たす．
R ∈ Pfin({φ
σ−→ η | σ(n) ∈ Σ♯, φ ∈ GLHSM,σ([n]), η ∈ GRHSM,σ({w}, [n])})
ただし，
GLHSM,σ(I)
def= {φ ∈ LHSM (I) | σ 6= ♯ ∨ ∀a ∈ (Asyn \ {a0}) . occφ(a) = ∅}
GRHSM,σ(P, I)
def= {η ∈ RHSM (P, I) | σ 6= ♯ ∨ ∀b ∈ Ainh . occη(b) = ∅}
LHSM (I)
def= {a(w) | a ∈ Asyn} ∪ {b(wi) | b ∈ Ainh, i ∈ I}
で，RHSM (P, I) ⊆ T̂∆∪⋃
k∈AS
Ak
(P ∪ {πi | π ∈ P, i ∈ I}) は，以下のように帰納的に定義され
る集合 U である．
IB1 a ∈ Asyn, π ∈ P, i ∈ I について，a(πi) ∈ U．
IB2 b ∈ Ainh, π ∈ P について，b(π) ∈ U．
IB3 δ ∈ ∆(0) について，δ ∈ U．










Σ def= {B(2), $(0)}



















〈 と 〉 に囲まれた部分は，そのノードへのパスである．この時，M は次のような遷移をする．
a0(ϵ)
♯=⇒ a0(1)
B=⇒ a(11) $=⇒ S(b(11)) B=⇒ S(a(12))








なお，M の意味論 JMK の形式的な定義は，後ほど導入する． □
TDTT と同様，ATT も一般に関数でない関係を意味論に持つが，本論文では関係が関数の場
合のみを扱う．そして，そのような構文的制約として全域的決定的 ATT を導入する．
定義 100 (全域的決定的 ATT). ATT M = (A, Σ, ∆, ♯, a0, R) が
∀σ(n) ∈ Σ♯, φ ∈ GLHSM,σ([n]) . ∃!φ






定義 101 (ATT の簡約システム). ATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯ について，簡約シス
テム (SFM (t),⇒M,t) を，以下のように定義する．
SFM (t)
def= RHSM (paths(t),N)
φ1 ⇒M,t φ2 iff

∃a(w) σ−→ η ∈ R,
p = w[w← p′], labelt(p′) = σ,
π ∈ paths(φ1), subtreeφ1(π) = a(p) .




定義 102. ATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，
attr(M, t) def= {a(p) | a ∈
⋃
k∈AS
Ak, p ∈ paths(♯(t))}
と定義する． □
一般の ATT において，簡約システムは停止性を持たない．これは，ATT が全域的決定的
であっても意味論が関数にならない場合があることを意味する．そのような場合を除くため，
well-defined の概念を導入する．
定義 103 (ATT の well-defined 性). ATT M = (A, Σ, ∆, ♯, a0, R) について，
∀t ∈ T̂Σ, a(p) ∈ attr(M, t) . a(p) は ⇒M,♯(t) で無限簡約可能でない
を満たす時，M は well-defined であるという． □
ATT の well-defined 性の同値条件に，非巡回性 (non-circular) が存在する．非巡回性とは，
全てのノードの全ての属性の簡約結果が，同じノードの同じ属性の簡約結果に依存しないことを
意味する．
定義 104 (ATT の非巡回性). ATT M = (A, Σ, ∆, ♯, a0, R) について，
∃η ∈ SFM (t), occη(a(p)) 6= ∅ . a(p)⇒+M,♯(t) η
を満たす t ∈ T̂Σ，a(p) ∈ attr(M, t) が存在する時，M は巡回であるという．M が巡回でない
時，M は非巡回であるという． □
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これらが同値条件であることを示すために，ATT の依存グラフ (dependency graph) の概念
を導入する．依存グラフとは，属性同士の依存関係を表した有向グラフである．
定義 105 (ATT の依存グラフ). ATT M = (A, Σ, ∆, ♯, a0, R) について，集合の族
{attrin(M)σ}σ∈Σ♯，{attrout(M)σ}σ∈Σ♯ を以下のように定義する．
attrin(M)σ(n)
def= {a(w) | a ∈ Asyn} ∪ {b(wi) | b ∈ Ainh, i ∈ [n]}
attrout(M)σ(n)
def= {a(wi) | a ∈ Asyn, i ∈ [n]} ∪ {b(w) | b ∈ Ainh}
この時，M の依存グラフ depgraph(M) とは，次のように定義される関係の族
G ∈
∏
σ∈Σ attrin(M)σ × attrout(M)σ のこと．
Gσ
def= {(a1(w1), a2(w2)) | a1(w1)
σ−→ η ∈ R, occη(a2(w2)) 6= ∅}
この時，簡約システム (attr(M, t),⇒G,t) を次のように定義する．
a1(p1)⇒G,t a2(p2) iff
 ∃p ∈ paths(♯(t)), σ = label♯(t)(p),(a1(w1), a2(w2)) ∈ Gσ .






補題 106. ATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ，G = depgraph(M)，a1(p1), a2(p2) ∈
attr(M, t) について，以下の 2条件は同値である．
• a1(p1)⇒+G,t a2(p2)．
• a1(p1)⇒+M,♯(t) η で，occη(a2(p2)) 6= ∅ を満たす η が存在する．
□
証明. a1(p1) ⇒G,t a2(p2) について，定義より a1(p1) ⇒M,♯(t) η(a2(p2)) と書ける η が存在す
ることは明らか．よって，a1(p1)⇒mG,t a2(p2) について，a1(p1)⇒
+




定義 107. ATT M = (A, Σ, ∆, ♯, a0, R) について，依存グラフ G = depgraph(M) が巡回であ







補題 108. ATT M = (A, Σ, ∆, ♯, a0, R) について，G = depgraph(M) が非巡回ならば，任意
の t ∈ T̂Σ について，以下を満たす cM,t ∈ N が存在する．
∀a(p) ∈ attr(M, t) . a(p) の ⇒G,t での任意の簡約の長さは cM,t 以下である
□
証明. cM,t = |attr(M, t)| とする．任意の n > cM,t について，以下を満たす {an(pn)}n∈N が存
在したとする．
a0(p0)⇒G,t a1(p1)⇒G,t · · · ⇒G,t an(pn)
この時，0 ≤ i1 < i2 ≤ cM,t で ai1(pi1) = ai2(pi2) を満たすものが存在するが，これは G が非
巡回に矛盾する．よって，題意は示された． ■
ところで，ATT の依存グラフが非巡回である時，ATT の簡約システムは停止性を持つ．
補題 109. ATT M = (A, Σ, ∆, ♯, a0, R) について，depgraph(M) が非巡回ならば，任意の
t ∈ T̂Σ について ⇒M,♯(t) は停止性を持つ． □
証明. G = depgraph(M) が非巡回とする．この時，a(p) ∈ attr(M, t)，n ∈ N について，
l(a(p), n) ∈ N を，以下のように n に関する数学的帰納法で定義する．
IB l(a(p), 0) = 0．
IS 以下のように場合分けを行う．
• label♯(t)(p′) = σ かつ w[w← p′] = p となる a(w)
σ−→ η ∈ R，p′ ∈ paths(♯(t)) が存
在する時，l(a(p), k + 1) = 1 + count(η[w← p′], k)．
• それ以外の時，l(a(p), k + 1) = 0．
ただし，count(η, n) は以下のように構造的帰納法で定義する．
IB1 a ∈ Asyn，p ∈ paths(♯(t)) について，count(a(p), n) = l(a(p), n)．
IB2 b ∈ Ainh，p ∈ paths(♯(t)) について，count(b(p), n) = l(b(p), n)．
IB3 δ ∈ ∆(0) について，count(δ, n) = 0．
IS k ≥ 1，δ(k) ∈ ∆，η1, ... , ηk について，





この時，任意の n ∈ N，a(p) ∈ attr(M, t) について，a(p) が l(a(p), n) 回の簡約で正規形にな
らないとすると，a(p) ⇒n+1G,t a′(p′) を満たす a′(p′) ∈ attr(M, t) が存在することは，n に関す
る容易な数学的帰納法で確かめられる．
任意の η ∈ SFM (t)，補題 108の cM,t について，η の簡約が count(η, cM,t) 回以下で終わる
ことを，構造的帰納法で証明する．
IB1 a ∈ Asyn，p ∈ paths(♯(t)) について，a(p) の簡約が count(a(p), cM,t) = l(a(p), cM,t) 回
以下で終わらないとする．この時，a(p) ⇒cM,t+1G,t a′(p′) となる a′(p′) ∈ attr(M, t) が存
在するが，これは補題 108に矛盾する．よって，正しい．
IB2 IB1 と同様．
IB3 δ ∈ ∆(0) について，count(δ, cM,t) = 0 で δ は正規形より正しい．
IS n ≥ 1，δ(n) ∈ ∆，η1, ... , ηn について，





よって，任意の η ∈ SFM (t) で簡約は停止するため，題意は示された． ■
ここから，ATT の well-defined 性と，ATT が非巡回であること及び依存グラフが非巡回で
あることが，同値条件であることが分かる．
定理 110. ATT M について，以下の 3条件は同値である．




証明. 2 ならば 3 を示す．M が非巡回である時，G = depgraph(M) が巡回であると仮定する．
この時，a(p) ⇒+G,t a(p) を満たす t ∈ T̂Σ，a(p) ∈ attr(M, t) が存在するため，補題 106 より
M は巡回だがこれは矛盾．よって，正しい．
1 ならば 2 を示す．M が well-defined である時，M は巡回であると仮定する．この時，以
下を満たす t ∈ T̂Σ，a(p) ∈ attr(M, t)，n > 0，η0, ... , ηn，π ∈ occηn(a(p)) が存在する．
• a(p) = η0．
• η0 ⇒M,♯(t) η1 ⇒M,♯(t) · · · ⇒M,♯(t) ηn．
φ = ηn[π ← ∗] とすると，n′ > n について，n′ = c1n + c2 と書ける c1 ∈ N，0 ≤ c2 < n が存在
し，ηn′ = φc1(ηc2) とすると，{ηn}n∈N は a(p) の無限簡約列になる．これはM が well-defined
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に矛盾する．よって，正しい．
3 ならば 1 は，補題 109より明らか．よって，推移律より，題意は示された． ■
また，ATT の依存グラフの非巡回性は決定可能であることが知られている [Fül81]．ここか





定理 111 ([Fül81]). ATT M について，M が well-defined かは決定可能． □
証明. 定理 110より，G = depgraph(M) が非巡回かが決定可能であることと，題意は等しい．
これはアルゴリズム 1によって決定できる．この正当性は，[FV98]の観察 5.18 より分かる． ■
以降，特に断りのない限り ATT は well-defined であるものとする． ATT の簡約システムは
局所合流性を持つ．
補題 112. ATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，⇒M,♯(t) は局所合流性を持つ． □
証明. [FV98]の補題 5.20 より． ■
また，well-defined 性から ATT の簡約システムは停止性を持つため，合流性を持つ．
系 113. ATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，⇒M,♯(t) は合流性を持つ． □
証明. 補題 109，定理 110，補題 112，補題 56より． ■
ATT の簡約システムは，合流性と停止性を持つため，補題 57 より一意な正規形を持つ．ま
た，根の初期属性からの正規形は，必ず出力アルファベットのみからなる木になる．
補題 114. ATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，nf(⇒M,♯(t), a0(ϵ)) ∈ T̂∆ □
証明. [FV98]の補題 5.32 より． ■
よって，ATT の簡約システムにおいて，入力木の根の初期属性の正規形は，必ず一意でかつ
出力木になる．この時 ATT に対して，入力木を受け取り，その根の初期属性から ATT の簡約
システムで得られる木を出力とする，木変換が考えられる．この木変換を，意味論として導入
する．
定義 115 (ATT の意味論). ATT M = (A, Σ, ∆, ♯, a0, R) について，JMK : T̂Σ → T̂∆ を以下
のように定義する．
JMK def= t 7→ nf(⇒M,♯(t), a0(ϵ))
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アルゴリズム 1 ATT の依存グラフの非巡回性検査




for all σ(n) ∈ Σ♯，d1, ... , dn ∈ D do
g ← Gσ(d1, ... , dn)
if ∃(a(w), a(w)) ∈ g then
return 巡回
end if
d← {(a1, a2) | a1, a2 ∈
⋃
k∈AS Ak, (a1(w), a2(w)) ∈ g}
D′ ← D′ ∪ {d}
end for
if D′ ⊆ D then
return 非巡回
else
D ← D′ ∪D
end if
end loop
ただし，Gσ(d1, ... , dn) は，以下のように定義する．




a0(w0), ... , an(wn) ∈ attrin(M)σ ∪ attrout(M)σ,
∀0 ≤ i < n . (ai(wi), ai+1(wi+1)) ∈ g′

g′ = Gσ ∪ ⋃
i∈[n]
{(a1(wi), a2(wi)) | (a1, a2) ∈ di}

また，木変換のクラス {JMK |M は (全域的決定的 well-defined) ATT} を ATT と表記する．
□
なお，ATT が全域的決定的な場合，ATT の簡約システムを決定的にすることができる．
命題 116 (ATT の決定的な簡約システム). ATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯ について，
簡約システム (SFM (t),⇒DM,t) を，U
def= SFM (t) として，以下のように構造的帰納法で定義
する．
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IB1 a ∈ Asyn，σ ∈ Σ♯，p ∈ paths(t)，labelt(p) = σ，a(w)
σ−→ η ∈ R について，
a(p)⇒DM,t η[w← p]．
IB2 b ∈ Ainh，σ ∈ Σ♯，p ∈ paths(t)，labelt(p) = σ，b(wi)
σ−→ η ∈ R について，
b(pi)⇒DM,t η[w← p]．
IB3 δ ∈ ∆(0) について，δ は既約
IS n ≥ 1，δ(n) ∈ ∆，η1, ... , ηn ∈ U，i ∈ [n] について，η1, ... , ηi−1 が ⇒DM,t で既約で，
ηi ⇒DM,t η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒DM,t δ(η1, ... , η′i, ... , ηn)．
この時，任意の η ∈ U に対して，nf(⇒M,t, η) = nf(⇒DM,t, η) □
証明. 命題 88と同様に示せる． ■
例 117. 例 99の ATT M = (A, Σ, ∆, ♯, a0, R) について，
t






















ところで，合成属性だけの ATT は，TDTT と対応する．よって，TDTT のクラスは，ATT
のクラスに含まれる．
定理 118 ([Fül81]). TDTT ⊆ ATT □










♯−→ e[x1 ← w1]}
∪ {q(w) σ−→ η[xi ← wi]i∈[n] | σ(n) ∈ Σ, q(σ(...))→ η ∈ R}
この時，JMK = JM ′K を示す．まず，任意の t ∈ T̂Σ について，
convt(η)
def= η[π ← subtreet(π)]π∈paths(t)
として，
η1 ⇒M,t η2 implies convt(η1)⇒M convt(η2)
を示す．これは η1 に関する構造的帰納法より容易に示せる．次に，
nf(⇒M,♯(t), a0(ϵ)) = nf(⇒M,t, e[x1 ← ϵ])
を示す．これは，e に関する構造的帰納法より容易に示せる．よって，
















∪ {a(w) σ−→ σ(a(w1)) | a ∈ Asyn, σ ∈ Σ(1)}
∪ {b(w1) σ−→ b(w) | σ ∈ Σ(1)}
∪ {a0(w)
σ−→ Sσ(b(w)) | σ ∈ Σ(0)}
∪ {a1(w)




命題 120. 例 119の InvMREΣ について，木言語 T1, T2 ∈ P(T̂Σ) を考える．この時，以下が成
り立つ．
JMK−1[{concat(t1, t2) | t1 ∈ T1, t2 ∈ T2}] = T1 ∩ T2
ただし，concat(t1(σ), t2) = t1(Sσ(t2)) である． □
証明. InvMREΣ = (A, Σ, ∆, ♯, a0, R)，Asyn = {a0, a1}，Ainh = {b} について考える．任意の
t ∈ T̂Σ，p ∈ paths(♯(t)) について，
b(p)⇒∗M,♯(t) b(1)
は，t に関する容易な構造的帰納法で示せる．ここから，任意の t ∈ T̂Σ，p ∈ paths(♯(t))\{ϵ} に
ついて，
• a0(p)⇒∗M,♯(t) concat(subtree♯(t)(p), b(ϵ))
• a1(p)⇒∗M,♯(t) subtree♯(t)(p)
は，subtree♯(t)(p) に関する構造的帰納法より容易に示せる．よって，
JMK(t) = nf(⇒M,♯(t), a(ϵ))
= nf(⇒M,♯(t), a(1))
= concat(t, nf(⇒M,♯(t), b(1)))
= concat(t, nf(⇒M,♯(t), a1(1)))
= concat(t, t)
となる．ここから，
t ∈ JMK−1[{concat(t1, t2) | t1 ∈ T1, t2 ∈ T2}] ⇐⇒ (∃t1 ∈ T1, t2 ∈ T2 . t = t1 = t2)
⇐⇒ t ∈ T1 ∩ T2
より，題意は示された． ■
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TDTT と同様，木変換が ATT で表現できるかを判別する方法のひとつとして，樹高性を使
う方法がある．ATT は，出力木の高さが入力木のサイズに対して線形になるという，樹高性を
持つ．
定理 121 (ATT の樹高性 [FV98]). JMK : T̂Σ → T̂∆ ∈ ATT について，
∀t ∈ T̂Σ . height(JMK(t)) ≤ cM · size(t)
を満たす cM ∈ N が存在する． □
証明. ATT M = (A, Σ, ∆, ♯, a0, R) について，
c1







def= 2 · c1 · c2





• σ(n) ∈ Σ♯，a(w)
σ−→ η ∈ R，p = w[w← p′]，labelt(p′) = σ を満たす η，p′ が存在
する時，ht(a(p), k + 1) は，以下のように η に関する構造的帰納法で定義された hη
とおく．
IB1 a′ ∈ Asyn，i ∈ [n] について，ha′(wi) = ht(a′(p′i), k)
IB2 b′ ∈ Ainh について，hb′(w) = ht(b′(p′), k)
IB3 δ(0) ∈ ∆ について，hδ = 1
IS n ≥ 1，δ(n) ∈ ∆ について，hδ(η1,...,ηn) = 1 + max{hηi | i ∈ [n]}
• それ以外の時，ht(a(p), k + 1)
def= 0．
この時，ht(a(p), k) ≤ k·c1 であることは，k に関する数学的帰納法で容易に示せる．また，任意の
k ∈ N について ht(a(p), k) < ht(a(p), k′) となる k′ が存在する時，a(p)⇒k+1depgraph(M),t a
′(p′)
となる a′(p′) が存在することも，k に関する数学的帰納法で容易に示せる．
さて，height(nf(⇒M,♯(t), a(ϵ))) > c1 · c2 · size(♯(t)) となる t ∈ T̂Σ が存在するとする．こ
の時，ht(a(p), c2 · size(♯(t))) < ht(a(p), k) となる k が存在し，補題 108 の cM,t について，
a(p) ⇒cM,t+1depgraph(M),t a
′(p′) となる a′(p′) が存在する．しかしこれは，補題 108 に矛盾する．
よって，
height(JMK(t)) = height(nf(⇒M,♯(t), a(ϵ)))
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≤ c1 · c2 · size(♯(t))
= c1 · c2 + c1 · c2 · size(t)
≤ 2 · c1 · c2 · size(t)
= cM · size(t)
となる． ■
なお，cM = 1 になる ATT M として，例 99がある．
命題 122. 例 99の M = (A, Σ, ∆, ♯, a0, R) について，以下が成り立つ．
∀t ∈ T̂Σ . height(JMK(t)) = size(t)
□
証明. Asyn = {a0, a}，Ainh = {b}，t ∈ T̂Σ について，




IB2 subtree♯(t)(p) = $ の時，a(p)⇒M,♯(t) b(p) より正しい．











• t = $ の時，a0(1)⇒M,♯(t) b(1)










∀p ∈ paths(♯(t))\{ϵ} . a0(p)⇒∗M,♯(t) S
size(subtree♯(t)(p))−1(b(p))
が成り立つ．よって，







マクロ木変換器 (MTT) は，TDTT の拡張であり，再帰の際コンテキストパラメータ (context
parameter) と呼ばれるパラメータを持たせ，それを出力の一部として用いることを許容したモ
デルになっている．








e 初期式で，e ∈ RHSM (X1, ∅)．
R 書き換え規則の集合で，以下を満たす．
R ∈ Pfin({q(σ(x1, ... , xn), y1, ... , ym)→ η
| q(m+1) ∈ Q, σ(n) ∈ Σ, η ∈ RHSM (Xn, Ym)})
ただし，RHSM (X, Y ) ⊆ T̂∆∪Q(X ∪ Y ) は，以下のように帰納的に定義される集合 U である．
IB1 y ∈ Y について，y ∈ U．
IB2 δ ∈ ∆(0) について，δ ∈ U．
IS1 q(m+1) ∈ Q, x ∈ X, η1, ... , ηm ∈ U について，q(x, η1, ... , ηm) ∈ U．
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例 124. MTT M = (Q, Σ, ∆, e, R) を，以下のように定義する．
Q
def= {q(2)}





def= {q(a(x1), y1)→ q(x1, a(y1)),
q(b(x1), y1)→ q(x1, b(y1)),
q($, y1)→ y1}
この M は，与えられた木を上下反転する MTT で，以下のような変換を定義する．
JMK(a(b(b(a(a($)))))) = a(a(b(b(a($)))))
なお，M の意味論 JMK の形式的な定義は，後ほど導入する． □
MTT も TDTT と同じく，全域的決定的性を定義できる．
定義 125 (全域的決定的 MTT). MTT M = (Q, Σ, ∆, e, R) が
∀q(m+1) ∈ Q, σ(n) ∈ Σ . ∃!q(σ(x⃗), y⃗)→ η ∈ R
を満たすとき，全域的決定的であるという． □
以降，特に断りのない限り MTT は全域的決定的であるものとする．MTT について，意味論
を決定づける簡約システムを導入する．
定義 126 (MTT の簡約システム). MTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，簡約シ
ステム (SFM (X, Y ),⇒M,X,Y ) を，以下のように定義する．
SFM (X, Y )
def= RHSM (T̂Σ(X), Y )
φ1 ⇒M,X,Y φ2 iff

∃q(σ(x1, ... , xn), y1, ... , ym)→ η ∈ R,
t1, ... , tn ∈ T̂Σ,
φ′1, ... , φ
′
n ∈ A,
π ∈ paths(φ1), subtreeφ1(π) = q(σ(t1, ... , tn), φ′1, ... , φ′m) .
φ2 = φ1[π ← η[xi ← ti]i∈[n][yi ← φ′i]i∈[m]]

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この時，⇒M,∅,∅ を ⇒M と表記する． □
この簡約システムは局所合流性を持つ．
補題 127. MTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，⇒M,X,Y は局所合流性を持つ．□
証明. [FV98]の補題 4.10 より． ■
また，この簡約システムは停止性を持つ．
補題 128. MTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，⇒M,X,Y は停止性を持つ． □
証明. [FV98]の補題 4.11 より． ■
以上から，MTT の簡約システムは合流性を持つ．
系 129. MTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，⇒M,X,Y は合流性を持つ． □
証明. 補題 128，補題 127，補題 56より． ■
MTT の簡約システムは，合流性と停止性を持つため，補題 57より一意な正規形を持つ．こ
の正規形は，⇒M においては必ず出力アルファベットのみからなる木になる．
補題 130. MTT M = (Q, Σ, ∆, e, R) について，以下が成り立つ．
∀η ∈ SFM (∅, ∅) . nf(⇒M , η) ∈ T̂∆
□





定義 131 (MTT の意味論). MTT M = (Q, Σ, ∆, e, R) について，JMK : T̂Σ → T̂∆ を以下の
ように定義する．
JMK def= t 7→ nf(⇒M , e[x1 ← t])
また，木変換のクラス {JMK |M は (全域的決定的) MTT} を MTT と表記する． □
なお，MTT が全域的決定的な場合，この簡約システムを決定的にすることができる．
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命題 132 (MTT の決定的な簡約システム). MTT M = (Q, Σ, ∆, e, R) について，簡約シス
テム (SFM (X, Y ),⇒DM,X,Y ) を，U
def= SFM (X, Y ) として，以下のように構造的帰納法で定義
する．
IB1 y ∈ Y について，y は既約．
IB2 δ ∈ ∆(0) について，δ は既約．
IS1 以下のように場合分けを行う．
• q ∈ Q，σ ∈ Σ，σ(⃗t) ∈ T̂Σ(X)，q(σ(x⃗), y⃗)→ η ∈ R について，
q(σ(⃗t), η⃗y)⇒DM,X,Y η[⃗x← t⃗][⃗y← η⃗y]．
• q ∈ Q，x ∈ X，η1, ... , ηm ∈ U，i ∈ [m] について，η1, ... , ηi−1 が ⇒DM,X,Y で既約
で，ηi ⇒DM,X,Y η′i の時，
q(x, η1, ... , ηi, ... , ηm)⇒DM,X,Y q(x, η1, ... , η′i, ... , ηm)．
IS2 n ≥ 1，δ(n) ∈ ∆，η1, ... , ηn ∈ U，i ∈ [n] について，η1, ... , ηi−1 が ⇒DM,X,Y で既約で，
ηi ⇒DM,X,Y η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒DM,X,Y δ(η1, ... , η′i, ... , ηn)．
この時，任意の η ∈ U に対して，nf(⇒M,X,Y , η) = nf(⇒DM,X,Y , η)． □
証明. 命題 88と同様に示せる． ■
コンテキストパラメータを持たない状態のみからなる MTT は，TDTT に対応する．よって，
TDTT ⊆ MTT である．
定理 133 ([Eng80]). TDTT ⊆ MTT □
証明. 定理 118と同様に確かめられる． ■
木変換が MTT で表現できるかを判別する方法のひとつとして，TDTT と同様，樹高性を使
う方法がある．MTT は，出力木の高さが入力木の高さに対して指数関数的になるという，樹高
性を持つ．
定理 134 (MTT の樹高性 [FV98]). JMK : T̂Σ → T̂∆ ∈ MTT について，
∀t ∈ T̂Σ . height(JMK(t)) ≤ exp(cM · height(t))
を満たす cM ∈ N が存在する． □





def= max{height(η) | q(...)→ η ∈ R}
cM
def= c1 · c2
とおく．この時，任意の q(m+1) ∈ Q，t ∈ T̂Σ，h1, ... , hm ∈ N について，ht(q, h1, ... , hm) を，
以下のように t に関する構造的帰納法で示す．
IB1 適用不能．
IB2 σ ∈ Σ(0)，q(σ, ...)→ η ∈ R について，
hσ(q, h1, ... , hm)
def= count(η, h1, ... , hm)．
IS n ≥ 1，σ(n) ∈ Σ，t1, ... , tn ∈ T̂Σ，q(σ(...), ...)→ η ∈ R について，
hσ(t1,...,tn)(q, h1, ... , hm) = count(η[xi ← ti]i∈[n], h1, ... , hm)．
ただし，Um
def= SFM (∅, Ym)，η ∈ Um について，count(η, h1, ... , hm) は以下のように η に関
する構造的帰納法で定義する．
IB1 i ∈ [m] について，count(yi, h1, ... , hm)
def= hi．
IB2 δ ∈ ∆(0) について，count(δ, ...) def= 1．
IS1 q(k+1) ∈ Q，t ∈ T̂Σ，η1, ... , ηk ∈ Um について，
count(q(t, η1, ... , ηk))
def= ht(q, count(η1), ... , count(ηk))．
IS2 n ≥ 1，δ(n) ∈ ∆，η1, ... , ηn ∈ Um について，
count(δ(η1, ... , ηn))
def= 1 + max{count(ηi) | i ∈ [n]}．
また，t ∈ T̂Σ，η ∈ Um について，
derivη(t)
def⇐⇒ ∀q ∈ Q, π ∈ occη(q) . ∃p ∈ paths(t) . subtreeη(π1) = subtreet(p)
とおく．この時，任意の t ∈ T̂Σ について，
• q(m+1) ∈ Q，η1, ... , ηm ∈ U0 について，任意の i ∈ [m] で derivηi(t) の時，
{hi}i∈[m]
def= {count(ηi)}i∈[m] とすると，
height(nf(⇒M , q(t, η1, ... , ηm))) ≤ ht(q, h1, ... , hm)
• η ∈ U0 について，derivη(t) の時，
height(nf(⇒M , η)) ≤ count(η)
• q(m+1) ∈ Q，h1, ... , hm ∈ N について，
ht(q, h1, ... , hm) ≤ cheight(t)2 + max{hi | i ∈ [m]}
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は，t に関する容易な同時帰納法で示せる．ここから，
height(nf(⇒M , e[x1 ← t])) ≤ c1 · cheight(t)2
は，e に関する容易な構造的帰納法で示せる．よって，
height(JMK(t)) = height(nf(⇒M , e[x1 ← t]))
≤ c1 · cheight(t)2
≤ exp(c1 + c2 · height(t))
≤ exp(c1 · c2 · height(t))
= exp(cM · height(t))
となる． ■
なお，cM = 1 になる MTT M として，以下のものがある．
例 135. MTT M = (Q, Σ, ∆, e, R) を以下のように定義する．
Q
def= {q(2)}





def= {q(a(x1), y1)→ a(q(x1, q(x1, y1))),
q($, y1)→ a(y1)}
□
命題 136. 例 135の M = (Q, Σ, ∆, e, R) について，以下が成り立つ．
∀t ∈ T̂Σ . height(JMK(t)) = 2height(t)
□
証明.




height(nf(⇒M , q($, t′))) = height(a(t′))
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= 1 + height(t′)
= 2height($) − 1 + height(t′)
より正しい．
IS
height(nf(⇒M , q(a(t), t′))) = height(a(nf(⇒M , q(t, nf(⇒M , q(t, t′))))))
= 1 + height(nf(⇒M , q(t, nf(⇒M , q(t, t′)))))
= 1 + 2height(t) − 1 + height(nf(⇒M , q(t, t′))) (∵ i.h.)
= 1 + 2height(t) − 1 + 2height(t) − 1 + height(t′) (∵ i.h.)
= 2height(t)+1 + 1− 2 + height(t′)
= 2height(a(t)) − 1 + height(t′)
より正しい．
よって，
height(JMK(t)) = height(nf(⇒M , q(t, $)))






定義 137 (滞在付きマクロ木変換器 (stayMTT)). 滞在付きマクロ木変換器は，以下の要素の
組 M = (Q, Σ, ∆, e, R) である．
Q, Σ, ∆, e MTT と同様．
R 以下のようにする．
R ∈ Pfin({q(x = σ(x1, ... , xn), y1, ... , ym)→ η
| q(m+1) ∈ Q, σ(n) ∈ Σ, η ∈ RHSM (Xn ∪ {x}, Ym)})
ただし，RHSM は MTT と同様に定義する． □
stayMTT でも，MTT と同じく全域的決定的性を定義できる．
定義 138 (全域的決定的 stayMTT). stayMTT M = (Q, Σ, ∆, e, R) が
∀q(m+1) ∈ Q, σ(n) ∈ Σ . ∃!q(x = σ(x⃗), y⃗)→ η ∈ R
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を満たす時，全域的決定的であるという． □
以降，特に断りのない限り stayMTT は全域的決定的であるものとする．stayMTT につい
て，意味論を決定づける簡約システムを，MTT と同様に導入する．
定義 139 (stayMTT の簡約システム). stayMTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，
簡約システム (SFM (X, Y ),⇒M,X,Y ) を，以下のように定義する．
SFM (X, Y )
def= RHSM (T̂Σ(X), Y )
φ1 ⇒M,X,Y φ2 iff

∃q(x = σ(x1, ... , xn), y1, ... , ym)→ η ∈ R,
t1, ... , tn ∈ T̂Σ, t = σ(t1, ... , tn),
φ′1, ... , φ
′
n ∈ A,
π ∈ paths(φ1), subtreeφ1(π) = q(σ(t1, ... , tn), φ′1, ... , φ′m) .
φ2 = φ1[π ← η[x← t][xi ← ti]i∈[n][yi ← φ′i]i∈[m]]

この時，⇒M,∅,∅ を ⇒M と表記する． □
stayMTT では，ATT と同様簡約システムは停止性を持たない．これは，stayMTT が全域的
決定的であっても意味論が関数にならない場合があることを意味する．そのような場合を除くた
め，ATT と同様に well-defined の概念を導入する．
定義 140 (stayMTT の well-defined 性). stayMTT M = (Q, Σ, ∆, e, R) について，
∀t ∈ T̂Σ, q(m+1) ∈ Q . q(t, y1, ... , ym) は ⇒M,∅,Ym で無限簡約可能でない
を満たす時 M は well-defined という． □
stayMTT の well-defined 性の同値条件に，非巡回性がある．
定義 141 (stayMTT の非巡回性). stayMTT M = (Q, Σ, ∆, e, R) について，
∃η, π ∈ occη(q), subtreeη(π1) = σ(x1, ... , xn) . q(σ(x1, ... , xn), y1, ... , ym)⇒+M,Xn,Ym η
を満たす σ(n) ∈ Σ，q(m+1) ∈ Q が存在する時，M は巡回であるという．M が巡回でない時，
非巡回であるという． □
ATT と同様に，滞在に関する依存グラフを作成しそのグラフが非巡回である時，stayMTT
は非巡回である．ここから ATT と同様の議論で，stayMTT が非巡回である時，簡約システム
は停止性を持つ．
補題 142. stayMTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，M が非巡回の時，⇒M,X,Y
は停止性を持つ． □
証明. 補題 109と同様の議論で示せる． ■
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この 2つの条件が同値であることも，ATT と同様に示せる．
定理 143. stayMTT M = (Q, Σ, ∆, e, R) について，以下は 2条件は同値である．
• M は well-defined．
• M は非巡回．
□
証明. M が well-defined ならば非巡回であることを示す．M が well-defined である時，M は
巡回であると仮定する．この時，
• η0 = q(σ(x1, ... , xn), y1, ... , ym)
• subtreeηk (π1) = σ(x1, ... , xn)
• η0 ⇒M,Xn,Ym · · · ⇒M,Xn,Ym ηk
を満たす σ(n) ∈ Σ，q(m+1) ∈ Q，k > 0，η0, ... , ηk，π ∈ occηk (q) が存在する．これらにつ
いて，
φ1
def= ηk[π ← ∗]
φ2
def= {subtreeηk (π(i + 1))}i∈[m]
とおく．k′ > k について，k′ = c1k + c2 と書ける c1 ∈ N，0 ≤ c2 < k が存在する．この時，
ηk′
def= φc11 (ηc2 [yi ← φ2,i]i∈[m]) とおくと，{ηk}k∈N は q(σ(x1, ... , xn), y1, ... , ym) の無限簡約
列になる．x1, ... , xn に適当な入力木を割り当てれば，M が well-defined に矛盾することは直
ちに分かる．よって，正しい．逆は，補題 142より明らか．よって，題意は示された． ■
なお，stayMTTについて，ATTと同様に，滞在に関する依存グラフの非巡回性も well-defined




決定的であればトポロジカルソート (topological sort) [CLRS09]で状態の数に対し線形時間で
判定できる．
定理 144 ([EM03a]). stayMTT M について，M が well-defined かは決定可能． □
証明. 定理 111と同様の議論で示せる． ■
以降，特に断りのない限り stayMTT は well-defined であるものとする．stayMTT の簡約シ
ステムは局所合流性を持つ．
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補題 145. stayMTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，⇒M,X,Y は局所合流性を持
つ．
□
証明. 補題 127と同様に示せる． ■
また，well-defined 性から stayMTT の簡約システムは停止性を持つため，合流性を持つ．
系 146. stayMTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，⇒M,X,Y は合流性を持つ． □
証明. 補題 142，補題 145，補題 56より． ■
stayMTT の簡約システムは，合流性と停止性を持つため，補題 57より一意な正規形を持つ．
この正規形は，⇒M においては必ず出力アルファベットのみからなる木になる．
補題 147. stayMTT M = (Q, Σ, ∆, e, R) について，以下が成り立つ．
∀η ∈ SFM (∅, ∅) . nf(⇒M , η) ∈ T̂∆
□





定義 148 (stayMTT の意味論). stayMTT M = (Q, Σ, ∆, e, R) について，JMK : T̂Σ → T̂∆
を以下のように定義する．
JMK def= t 7→ nf(⇒M , e[x1 ← t])
また，木変換のクラス {JMK | M は (全域的決定的 well-defined) stayMTT} を stayMTT と
表記する． □
なお，stayMTT が全域的決定的な場合，この簡約システムを決定的にすることができる．
命題 149 (stayMTT の決定的な簡約システム). stayMTT M = (Q, Σ, ∆, e, R) について，簡
約システム (SFM (X, Y ),⇒DM,X,Y ) を，U
def= SFM (X, Y ) として，以下のように構造的帰納法
で定義する．
IB1 y ∈ Y について，y は既約．
IB2 δ ∈ ∆(0) について，δ は既約．
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IS1 以下のように場合分けを行う．
• q ∈ Q，σ(n) ∈ Σ，t = σ(t1, ... , tn) ∈ T̂Σ(X)，q(x = σ(x1, ... , xn), y⃗) → η ∈ R に
ついて，
q(t, η⃗y)⇒DM,X,Y η[x← t][xi ← ti]i∈[n] [⃗y← η⃗y]．
• q ∈ Q，x ∈ X，η1, ... , ηm ∈ U，i ∈ [m] について，η1, ... , ηi−1 が ⇒DM,X,Y で既約
で，ηi ⇒DM,X,Y η′i の時，
q(x, η1, ... , ηi, ... , ηm)⇒DM,X,Y q(x, η1, ... , η′i, ... , ηm)．
IS2 n ≥ 1，δ(n) ∈ ∆，η1, ... , ηn ∈ U，i ∈ [n] について，η1, ... , ηi−1 が ⇒DM,X,Y で既約で，
ηi ⇒DM,X,Y η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒DM,X,Y δ(η1, ... , η′i, ... , ηn)．
この時，任意の η ∈ U に対して，nf(⇒M,X,Y , η) = nf(⇒DM,X,Y , η)． □
証明. 命題 88と同様に示せる． ■
滞在拡張を使用しない stayMTT は MTT に対応する．よって，MTT ⊆ stayMTT である．
定理 150 ([EM03a]). MTT ⊆ stayMTT □
証明. MTT M = (Q, Σ, ∆, e, R) について，M ′ = (Q, Σ, ∆, e, R′) を以下のように定義する．
R′
def= {q(x = σ(x⃗), y⃗)→ η | q(σ(x⃗), y⃗)→ η ∈ R}
この時，JMK = JM ′K は，定理 118と同様に示せる． ■
3.4 表現力の比較
TDTT，ATT，MTT はこの順に，木変換クラスの真部分集合関係が成り立つことが，知られ
ている．まず，TDTT と ATT におけるクラスの関係を示す．TDTT ⊆ ATT であることは，
定理 118で示した．その逆の関係は，樹高性により成り立たないことが知られている．
補題 151 ([FV98]). ATT 6⊆ TDTT □
証明. 例 99の M = (A, Σ, ∆, ♯, a0, R) について，
∀t ∈ T̂Σ . height(JMK(t)) ≤ cM · height(t)
を満たす cM ∈ N が存在すると仮定する．命題 122から，
∀t ∈ T̂Σ . size(t) ≤ cM · height(t)
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である．ここで，f : N→ T̂Σ を，以下のように数学的帰納法で定義する．
IB f(0) def= $．
IS f(n + 1) def= a(f(n), f(n))．
この時，height(f(n)) = n + 1，size(f(n)) = 2n+1 − 1 であることは容易に確かめられる．こ
こから，任意の n ∈ N について，




(n + 1) + 1
2
≤ cM · n + (cM + 1)
となり，補題 11 に矛盾する．よって，そのような cM は存在しないため，定理 94 よりJMK 6∈ TDTT．よって，題意は示された． ■
以上から，TDTT は ATT より，クラスの部分関係において，真に小さい．
定理 152 ([FV98]). TDTT ⊊ ATT □
証明. 定理 118，補題 151より． ■
次に，ATT と MTT の関係を示す．全域的決定的な場合，非巡回性を利用して，ATT を意
味論同値な MTT に変形できる．この変形は，ATT における合成属性を状態に，継承属性をコ
ンテキストパラメータに変換することで，擬似的に上下の走査を模倣するというものである．し
かし，単純にはその変形は停止しない場合がある．それは，ATT の非巡回性が構文的制約とし
ては現れないことに起因する．そこで定理 110から，ATT において同じノードで同じ属性を 2
回以上続けて参照することがないことを利用し，二回目の参照を強制的に適当な出力木に置換す
る．これによって，各規則の変形を強制的に合成属性の数に比例したステップ数で停止させる．
これにより，ATT ⊆ MTT が示された．
補題 153 ([FV98]). ATT ⊆ MTT □
証明. ATT M = (A, Σ, ∆, ♯, a0, R) について，m
def= |Ainh| とおく．また，Ainh = {b1, ... , bm}
のように継承属性を [m] で整列させ，δ0 ∈ ∆(0) を適当におく．この時，MTT M ′ =
(Q′, Σ, ∆, e′, R′) を以下のように定義する．
Q




def= {a(σ(x1, ... , xn), y1, ... , ym)→ convσ,n(η, ∅) | σ(n) ∈ Σ, a(w)
σ−→ η ∈ R}
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ただし，η0 は，a0(w)
♯−→ η0 ∈ R を満たすものとしておき，convσ,n : RHSM ({w}, [n]) ×
P(Asyn × [n])→ RHSM ′(Xn, Ym) は，U
def= RHSM ({w}, [n]) として，以下のように η ∈ U に
関する構造的帰納法で定義する．




δ0 ((a, i) ∈ C)
a(xi, iconvσ,n(i, 1, C ′), ... , iconvσ,n(i, m, C ′)) (otherwise)
．
IB2 j ∈ [m]，C ∈ P(Asyn × [n]) について，convσ,n(bj(w), C)
def= yj．
IB3 δ ∈ ∆(0)，C ∈ P(Asyn × [n]) について，convσ,n(δ, C)
def= δ．
IS k ≥ 1，δ(k) ∈ ∆，η1, ... , ηk ∈ U，C ∈ P(Asyn × [n]) について，
convσ,n(δ(η1, ... , ηk), C)
def= δ(convσ,n(η1, C), ... , convσ,n(ηk, C))．
また，
iconvσ,n(i, j, C)
def= convσ,n(η, C) (bj(wi)
σ−→ η ∈ R)
と定義する．この時，JMK = JM ′K であることは，[FV98]の補題 6.1 から分かる． ■
また，樹高性により逆の関係は成り立たないことも知られている．
補題 154 ([FV98]). MTT 6⊆ ATT □
証明. 例 135の M = (Q, Σ, ∆, e, R) について，
∀t ∈ T̂Σ . height(JMK(t)) ≤ cM · size(t)
を満たす cM ∈ N が存在すると仮定する．命題 136，命題 37から，
∀t ∈ T̂Σ . 2height(t) ≤ cM · height(t)
である．ここで，f : N→ T̂Σ を，以下のように数学的帰納法で定義する．
IB f(0) def= $．
IS f(n + 1) def= a(f(n))．
この時，height(f(n)) = n + 1 であることは容易に確かめられる．ここから，任意の n ∈ N に
ついて，




(n + 1) ≤ cM · n + cM
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となるが，補題 11 に矛盾する．よって，そのような cM は存在しないため，定理 121 よりJMK 6∈ ATT．よって，題意は示された． ■
以上から，ATT は MTT より，クラスの部分関係において真に小さい．
定理 155 ([FV98]). ATT ⊊ MTT □
証明. 補題 153，補題 154より． ■
TDTT は MTT より，クラスの部分関係において真に小さいことも，推移律からただちに導
かれる．
系 156. TDTT ⊊ MTT □
証明. 定理 152，定理 155より． ■
また，stayMTT と MTT のクラスは一致することが知られている．これは，滞在付きの拡張
が除去できることを示している．MTT が stayMTT に含まれていることは，定理 150 で示し
た．逆の関係も成り立つことが示せる．これは，定理 143を利用して，stayMTT において滞在
部分を入力木によらず簡約することができることに起因する．この性質により，滞在部分を除去
した規則を作ることで，stayMTT は意味論同値な MTT に変形できる．
補題 157 ([EM03a]). stayMTT ⊆ MTT □
証明. stayMTT M = (Q, Σ, ∆, e, R) について，δ0 ∈ ∆(0) を適当におく．この時，MTT
M ′ = (Q, Σ, ∆, e, R′) を以下のように定義する．
R′
def= {q(σ(x1, ... , xn), y⃗)→ convσ(η, {q}) | q(x = σ(x1, ... , xn), y⃗) ∈ R}
ただし，convσ : RHSM ({x} ∪ Xn, Ym) × P(Q) → RHSM ′(Xn, Ym) は，U
def= RHSM ({x} ∪
Xn, Ym) として，以下のように η ∈ U に関する構造的帰納法で定義する．
IB1 j ∈ [m]，C ∈ P(Q) について，convσ(yj , C)
def= yj．
IB2 δ ∈ ∆(0)，C ∈ P(Q) について，convσ(δ, C)
def= δ．
IS1 q(k+1) ∈ Q，x ∈ {x} ∪Xn，η1, ... , ηk ∈ U，C ∈ P(Q) について，
convσ(q(x, η1, ... , ηk), C)
def=

q(x, convσ(η1, C), ... , convσ(ηk, C)) (x ∈ Xn)
δ0 (q ∈ C)
convσ(η[yi ← ηi]i∈[k], C ∪ {q})
(q(x = σ(...), y1, ... , yk)→ η ∈ R)
．
IS2 n ≥ 1，δ(k) ∈ ∆，η1, ... , ηk ∈ U，C ∈ P(Q) について，
convσ(δ(η1, ... , ηk), C)
def= δ(convσ(η1, C), ... , convσ(ηk, C))．
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この時，JM ′K = JMK は，[EM03a]の補題 27 から分かる． ■
以上から，stayMTT と MTT はクラスが一致する．
定理 158 ([EM03a]). stayMTT = MTT □
証明. 定理 150，補題 157より． ■
また，ATT は stayMTT よりクラスの部分関係において真に小さいことも，推移律よりただ
ちに導かれる．
系 159. ATT ⊊ stayMTT □
証明. 定理 155，定理 158より． ■
また，RTL は，MTT の逆像において閉じていることが知られている．
定理 160 ([EV85]). JMK : T̂Σ → T̂∆ ∈ MTT について，以下が成り立つ．
∀L ∈ P(T̂∆) ∩ RTL . JMK−1[L] ∈ RTL
□
証明. [EV85]の定理 7.4 より． ■
MTT に含まれる TDTT，ATT，stayMTT も同様である．しかし，CFTL は逆像によって
閉じていない．これは，TDTT が CFTL の逆像で CFTL の積を表現でき，CFTL が積で閉じ
ていないことに由来する．
定理 161. 以下を満たす JMK : T̂Σ → T̂∆ ∈ TDTT が存在する．
∃L ∈ P(T̂∆) ∩ CFTL . JMK−1[L] 6∈ CFTL
□
証明. 命題 77の文脈自由木文法 G1 = (N1, Σ, S1, R1)，G2 = (N2, Σ, S2, R2) について，文脈
自由木文法 G = (N, Σ, S, R) を，以下のように定義する．
N
def= {S(0)} ]N1 ]N2
R
def= {S → S(S1, S2)} ∪R1 ∪R2
この時，JGK = {S(t1, t2) | t1 ∈ JG1K, t2 ∈ JG2K} は容易に確かめられる．また，JGK ∈ CFTL
である．ところで，例 92の M について，命題 93，命題 77より，
JMK−1[JGK] = JG1K ∩ JG2K 6∈ CFTL
である．よって，題意は示された． ■
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TDTT において，CFTL の逆像が CFTL になるクラスとして，木から文字列への変換が
ある．
定理 162. TDTT M = (Q, Σ, ∆, e, R) について，∆ が単項ならば，以下が成り立つ．
∀L ∈ P(T̂∆) ∩ CFTL . JMK−1[L] ∈ CFTL
□
証明. L ∈ P(T̂∆)∩CFTLについて，JMLK = Lを満たす PDTA ML = (QL, ∆, Γ, qL,0, u0, RL)
が存在する．この時，PDTA M ′L = (Q′L, Σ, Γ, q′0, u0, R′L) を以下のように定義する．
Q′L
def= (Q× Σ+ ×QL) ∪QR,e ∪ {qac}
q′0
def= 〈♯, 1, qL,0, e〉
R′L
def= {〈σ, i, qL, δ(η)〉(x, γ(z1, ... , zm))→ 〈σ, i, q′L, η〉(x, u)
| qL(δ(x1), γ(z1, ... , zm))→ δ(q′L(x1, u)) ∈ RL, 〈σ, i, qL, δ(η)〉 ∈ QR,e}
∪ {〈σ, i, qL, δ〉(x, γ(z1, ... , zm))→ qac(x, u0)
| qL(δ, γ(z1, ... , zm))→ δ ∈ RL, 〈σ, i, qL, δ〉 ∈ QR,e}
∪ {〈σ, i, qL, η〉(x, γ(z1, ... , zm))→ 〈σ, q′L, η〉(x, u)
| qL(x, γ(z1, ... , zm))→ q′L(x, u) ∈ RL, 〈σ, i, qL, η〉 ∈ QR,e}
∪ {〈σ, i, qL, q(xi)〉(x, γ(z1, ... , zm))→ 〈q, σ, qL〉(x, γ(z1, ... , zm))
| 〈σ, i, qL, q(xi)〉 ∈ QR,e, γ(m) ∈ Γ}
∪ {〈σ, i, qL, q(xj)〉(x, γ(z1, ... , zm))→ qac(x, u0)
| 〈σ, i, qL, q(xj)〉 ∈ QR,e, i 6= j, γ(m) ∈ Γ}
∪ {〈q, ♯, qL〉(x, γ(z1, ... , zm))→ 〈σ, i, qL, η〉(x, γ(z1, ... , zm))
| q(σ(x1, ... , xn))→ η ∈ R, i ∈ [n], γ(m) ∈ Γ}
∪ {〈q, σ, qL〉(σ(x1, ... , xn), γ(z1, ... , zm))→
σ(〈σ′, 1, qL, η〉(x1, γ(z1, ... , zm)), ... , 〈σ′, n, qL, η〉(xn, γ(z1, ... , zm)))
| q(σ′(...))→ η ∈ R, γ(m) ∈ Γ}
∪ {qac(σ(x1, ... , xn), γ(z1, ... , zm))→ σ(qac(x1, u0), ... , qac(xn, u0))
| σ(n) ∈ Σ, γ(m) ∈ Γ}
ただし，
Σ+
def= Σ ] {♯(1)}
QR,e
def= Qrhs({η | q(σ(x1, ... , xn))→ η ∈ R} ∪ {e})
Qrhs(U)
def= {〈σ, qL, η〉
| σ(n) ∈ Σ+, i ∈ [n], qL ∈ QL, η′ ∈ U, π ∈ paths(η′), η = subtreeη′(π)}
67
とおく．この時，JM ′LK = JMK−1[L] であることは，容易に確認できる． ■
しかし，ATT では例 119 について定理 161 と同様に考えると，木から文字列の変換でも
CFTL の逆像は CFTL では閉じていない．また，命題 97から，定理 162の拡張として以下の
問題が考えられる．
予想 163. 線形 TDTT M = (Q, Σ, ∆, e, R) について，以下が成り立つ．





中野は，ATT に対して 5 つの操作を用いて拡張したスタック属性付き木変換器 (stack-











という 5 つの原始的な操作を組み込む．この操作は，スタックシステムとして定義 164，定義
165で形式的に導入している．このスタックシステムによって，トップダウン木変換器，属性付
き木変換器，マクロ木変換器の規則の右辺を拡張した木変換器が，スタックトップダウン木変換
器，スタック属性付き木変換器，スタックマクロ木変換器であり，定義 188，定義 213，定義 254
でそれぞれ導入している．中野は，スタック属性付き木変換器を導入した際，属性付き木変換器
と同じように簡約システムに対する停止性が一般に保証されないことに触れ，停止性が保証され
るような意味論的制約として well-defined 性を導入した [Nak09]．これは，簡約が最外簡約で
行われる時，スタックの要素 1つ 1つに着目した簡約が停止するという制約であり，この時必ず
停止性が保証される．本研究では，スタックシステムの最外戦略以外での簡約について議論した










スタック木変換器の定義に入る前に，その定義に必要なスタックシステム (stack system) を
導入する．
定義 164 (スタックシステム). SS = {stk, elm} として，SS-型付きアルファベット STK を，
以下のように定義する．
STK def= { Empty : () _ stk,
Cons : (elm, stk) _ stk,
Head : stk _ elm,
Tail : stk _ stk,
⊥ : () _ elm}
SS-型付きアルファベット Σ，SS-型付き集合 X について，スタックシステム SΣ(X) を
TSTK∪Σ(X) で定義する．また，ŜΣ(X)
def= T̂STK∪Σ(X) と定義する．
ランク付きアルファベット Σに対して，Σ̇を集合 Σと arityΣ̇ = σ(n) 7→ ((elm, ... , elm︸ ︷︷ ︸
n 項
), elm)
による型付きアルファベットと定義する．また，Σ∪{⊥(0)} を Σ⊥ と表記する．そして，Σ̈ を集









Cons(e, η) 要素 e をスタック η に付け足したスタックを表す．
Head(η) スタック η の先頭の要素への参照を表す．
Tail(η) スタック η から先頭の要素を除去したスタックを表す．
それぞれのスタック操作は，以下のように形式的に定義される．
定義 165 (スタックシステム評価器). 関数の族 stkeval :
∏
k∈SS SΣ(X)k → SΣ(X)k を，以下
のように構造的帰納法で定義する．
IB1 k ∈ SS，x ∈ Xk について，stkevalk(x)
def= x
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IB2 k ∈ SS，σ : () _Σ∪{⊥,Empty} k について，stkevalk(σ) def= σ
IS 以下のように場合分けを行う．
• 任意の n ≥ 1，k1, ... , kn, k ∈ SS，σ : (k1, ... , kn) _Σ∪{Cons} k，
t1 ∈ SΣ(X)k1 , ... , tn ∈ SΣ(X)kn について，
stkevalk(σ(t1, ... , tn))
def= σ(stkevalk1(t1), ... , stkevalkn(tn))





′ = Cons(η, ...))
⊥ (t′ = Empty)
Head(t′) (otherwise)





′ = Cons(... , η))
Empty (t′ = Empty)
Tail(t′) (otherwise)
この時，k ∈ SS，η ∈ SΣ(X)k について，stkevalk(η) を η の標準形と呼ぶ． □
スタックシステムにおける標準形とは，スタック評価による正規形のことを指す．
例 166. Σ = {A(2), B(0)} について，t ∈ ŜΣ̇ を以下のように定義する．
t
def= Cons(A(Head(Empty), Head(Cons(B, Empty))), Tail2(Cons(B, Empty)))
この時，
stkevalstk(t) = Cons(A(⊥, B), Empty)
となる． □
一般に標準形は，以下の形に制限される．
定理 167 (スタックシステムの標準形). SS-型付きアルファベット Σ，SS-型付き集合 X につい
て，集合の族 {Ak}k∈SS を，以下のように帰納的に定義する．
IB1 Empty ∈ Astk
IB2 m ∈ N，x ∈ Xstk ∪ (() _Σ stk) について，Tailm(x) ∈ Astk
IB3 m ∈ N，x ∈ Xstk ∪ (() _Σ stk) について，Head(Tailm(x)) ∈ Aelm
IB4 x ∈ Xelm ∪ (() _Σ elm) ∪ {⊥} について，x ∈ Aelm
IS1 η1 ∈ Aelm，η2 ∈ Astk について，Cons(η1, η2) ∈ Astk
IS2 n ≥ 1，m ∈ N，k1, ... , kn ∈ SS，σ : (k1, ... , kn) _Σ stk，η1 ∈ Ak1 , ... , ηn ∈ Akn につ
いて，Tailm(σ(η1, ... , ηn)) ∈ Astk
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IS3 n ≥ 1，m ∈ N，k1, ... , kn ∈ SS，σ : (k1, ... , kn) _Σ stk，η1 ∈ Ak1 , ... , ηn ∈ Akn につ
いて，Head(Tailm(σ(η1, ... , ηn))) ∈ Aelm
IS4 n ≥ 1，k1, ... , kn ∈ SS，σ : (k1, ... , kn) _Σ elm，η1 ∈ Ak1 , ... , ηn ∈ Akn について，
σ(η1, ... , ηn) ∈ Aelm
この時，任意の k ∈ SS について，Ak = {stkevalk(η) | η ∈ SΣ(X)k} □
証明. まず，任意の k ∈ SS について，{stkevalk(η) | η ∈ SΣ(X)k} ⊆ Ak，つまり，
∀k ∈ SS, η ∈ SΣ(X)k . stkevalk(η) ∈ Ak
を η に関する構造的帰納法で示す．
IB1 以下のように場合分けを行う．
• x ∈ Xelm について，stkevalelm(x) = x ∈ Aelm より正しい．
• x ∈ Xstk について，stkevalstk(x) = x = Tail0(x) ∈ Astk より正しい．
IB2 以下のように場合分けを行う．
• σ : () _Σ∪{⊥} elm について，stkevalelm(σ) = σ ∈ Aelm より正しい．
• σ : () _Σ stk について，stkevalstk(σ) = σ = Tail0(σ) ∈ Astk より正しい．
IS 以下のように場合分けを行う．
• 任意の n ≥ 1，k1, ... , kn ∈ SS，σ : (k1, ... , kn) _Σ elm，
t1 ∈ SΣ(X)k1 , ... , tn ∈ SΣ(X)kn について，
stkevalelm(σ(t1, ... , tn)) = σ(stkevalk1(t1), ... , stkevalkn(tn))
∈ Aelm
(∵ i.h. より ∀i ∈ [n] . stkevalki(ti) ∈ Aki)
より正しい．
• 任意の n ≥ 1，k1, ... , kn ∈ SS，σ : (k1, ... , kn) _Σ stk，
t1 ∈ SΣ(X)k1 , ... , tn ∈ SΣ(X)kn について，
stkevalstk(σ(t1, ... , tn)) = σ(stkevalk1(t1), ... , stkevalkn(tn))
= Tail0(σ(stkevalk1(t1), ... , stkevalkn(tn)))
∈ Astk
(∵ i.h. より ∀i ∈ [n] . stkevalki(ti) ∈ Aki)
より正しい．
• 任意の t ∈ SΣ(X)stk について，stkevalstk(t) = Cons(t′, ...) の時，
stkevalelm(Head(t)) = t′
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∈ Aelm (∵ i.h. より stkevalstk(t) ∈ Astk)
より正しい．
• 任意の t ∈ SΣ(X)stk について，stkevalstk(t) = Empty の時，
stkevalelm(Head(t)) = ⊥ ∈ Aelm
より正しい．
• 任意の t ∈ SΣ(X)stk について，t′ = stkevalstk(t) とする． i.h. より，t′ ∈ Astk で
ある．ここから Astk の定義より，t′ = Cons(...) でも t′ = Empty でもない場合，あ
る m ∈ N について，t′ = Tailm(η) と書け，さらに Head(Tailm(η)) ∈ Aelm である．
よって，
stkevalelm(Head(t)) = Head(t′) = Head(Tailm(η)) ∈ Aelm
より正しい．
• 任意の t ∈ SΣ(X)stk について，stkevalstk(t) = Cons(... , t′) の時，
stkevalstk(Tail(t)) = t′
∈ Astk (∵ i.h. より stkevalstk(t) ∈ Astk)
より正しい．
• 任意の t ∈ SΣ(X)stk について，stkevalstk(t) = Empty の時，
stkevalstk(Tail(t)) = Empty ∈ Astk
より正しい．
• 任意の t ∈ SΣ(X)stk について，t′ = stkevalstk(t) とする． i.h. より，t′ ∈ Astk で
ある．ここから Astk の定義より，t′ = Cons(...) でも t′ = Empty でない場合，ある
m ∈ Nについて，t′ = Tailm(η)と書け，さらに Tail(Tailm(η)) = Tailm+1(η) ∈ Astk
である．よって，
stkevalstk(Tail(t)) = Tail(t′) = Tailm+1(η) ∈ Astk
より正しい．
また，任意の k ∈ SS について，Ak ⊆ {stkevalk(η) | η ∈ SΣ(X)k} を示す．これは，
∀k ∈ SS . ∀η ∈ Ak . η = stkevalk(η)
から導かれる．よって，これを η に関する構造的帰納法で示す．
IB1 stkevalstk(Empty) = Empty より正しい．
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IB2 m ∈ N，x ∈ Xstk ∪ (() _Σ stk) について，stkevalstk(Tailm(x)) = Tailm(x) となるこ
とは，数学的帰納法で容易に示せる．よって正しい．
IB3 IB2 と同様．
IB4 x ∈ Xelm ∪ (() _Σ elm) ∪ {⊥} について，stkevalelm(x) = x より正しい．
IS1 η1 ∈ Aelm，η2 ∈ Astk について，
stkevalstk(Cons(η1, η2)) = Cons(stkevalelm(η1), stkevalstk(η2))
= Cons(η1, η2) (∵ i.h.)
より正しい．
IS2 n ≥ 1，m ∈ N，k1, ... , kn ∈ SS，σ : (k1, ... , kn) _Σ stk，η1 ∈ Ak1 , ... , ηn ∈ Akn につ
いて，
stkevalstk(Tailm(σ(η1, ... , ηn))) = Tailm(σ(stkevalk1(η1), ... , stkevalkn(ηn)))
(∵ IB2 と同様に数学的帰納法で示せる)








定理 168. η ∈ SΣ̇(∅)elm について，stkevalelm(η) ∈ T̂Σ⊥ □
証明. 定理 167より，以下のように，スタックシステムの標準形に対する構造的帰納法で示す．
IB1, IB2, IB3 適用不能
IB4 σ ∈ Σ(0) ∪ {⊥} について，σ ∈ T̂Σ⊥ より正しい．
IS1, IS2, IS3 適用不能
IS4 n ≥ 1，σ(n) ∈ Σ，stkevalelm(η1), ... , stkevalelm(ηn) ∈ SΣ̇(∅)elm について，i.h. より
stkevalelm(η1), ... , stkevalelm(ηn) ∈ T̂Σ⊥．よって，
σ(stkevalelm(η1), ... , stkevalelm(ηn))) ∈ T̂Σ⊥ より正しい．
■
ところで，スタックシステム評価器はその評価を最内戦略 (inside-out strategy) で行う．しか
し，一般にスタックシステムの評価は合流性を持つ戦略を持たない簡約システムで定義できる．
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定義 169 (スタックシステム簡約器). 簡約システム (ŜΣ(X),⇒stkeval) を，以下のように定義
する．




η′2, η2 = η1[π ← η′2] .




k∈SS{η1 → η2 | η1, η2 ∈ SΣ(X)k} は以下のように定義する．
R
def= {Head(Empty)→ ⊥, Tail(Empty)→ Empty}
∪ {Head(Cons(η1, η2))→ η1 | η1 ∈ SΣ(X)elm, η2 ∈ SΣ(X)stk}
∪ {Tail(Cons(η1, η2))→ η2 | η1 ∈ SΣ(X)elm, η2 ∈ SΣ(X)stk}
□
この簡約システムは，型を保存する．




補題 171. ⇒stkeval は局所合流性を持つ． □
証明.
D
def= {Head(Empty)} ∪ {Head(Cons(η1, η2)) | η1 ∈ SΣ(X)elm,SΣ(X)stk}
∪ {Tail(Empty)} ∪ {Tail(Cons(η1, η2)) | η1 ∈ SΣ(X)elm,SΣ(X)stk}
とする．任意の t ⇒stkeval t1，t ⇒stkeval t2 について，以下を満たす π1, π2 ∈ paths(t) が存在
する．
• subtreet(π1), subtreet(π2) ∈ D
• t[π1 ← subtreet1(π1)] = t1
• t[π2 ← subtreet2(π2)] = t2
この時，以下のように場合分けを行う．
• π1 = π2 の時，定義より t1 = t2 は明らかより，正しい．
• π1 v π2 ∧ π1 6= π2 の時，以下のように場合分けを行う．
– subtreet(π1) ∈ {Head(Empty), Tail(Empty)} の場合，条件を満たす π2 は存在し
ない．
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– subtreet(π1) = Head(Cons(η1, η2)) の場合，i ∈ [2] について，π2 = π11iπ′2 と書
ける．
∗ i = 1の時，subtreet2(π1) = Head(Cons(η1[π′2 ← subtreet2(π2)], η2))と書ける．
よって，t2 に対し π1 の部分を簡約でき，t′ = t[π1 ← η1[π′2 ← subtreet2(π2)]]
とすると，t2 ⇒stkeval t′ である．また，t1 に対しても π1π′2 の部分を簡約でき
t1 ⇒stkeval t1[π1π′2 ← subtreet2(π2)] = t′ である．よって正しい．
∗ i = 2 の時，subtreet2(π1) = Head(Cons(η1, ...)) と書ける．よって，t2 に対し
π1 の部分を簡約でき，t2 ⇒stkeval t[π1 ← η1] = t1 より正しい．
subtreet(π1) = Tail(Cons(η1, η2)) の場合も同様．
• π2 v π1 ∧ π1 6= π2 の時，π1 v π2 の時と同様．
• π1 6v π2 ∧ π2 6v π1 の時，独立性より t′ = t[π1 ← subtreet1(π1), π2 ← subtreet2(π2)] と
した時，t1 ⇒stkeval t′，t2 ⇒stkeval t′ より正しい．
■
補題 172. ⇒stkeval は停止性を持つ． □
証明. f def= η 7→ |occη1(Head) ∪ occη1(Tail)| とする．この時，任意の η1 ⇒stkeval η2 に対して，
f(η1) > f(η2) を示す．補題 171の D について，以下を満たす π ∈ paths(η1) が存在する．
• subtreeη1(π) ∈ D
• η1[π ← subtreeη2(π)] = η2
この時，定義より f(subtreeη1(π)) = 1 + n となる n ∈ N が存在し，f(subtreeη2(π)) ≤ n であ
る．よって，f(η2) < f(η1)．さて，⇒stkeval で無限簡約可能な η が存在した時，η ⇒f(η)+1stkeval η′
となる η′ が存在する．この時 f(η′) ≤ f(η)− (f(η) + 1) < 0 だが，これは f(η′) ≥ 0 に矛盾す
る．よって，題意は示された． ■
以上から，スタックシステム簡約器が合流性を持つことが示された．
系 173. ⇒stkeval は合流性を持つ． □
証明. 補題 171，補題 172，補題 56より． ■
これは，戦略に関係なくその評価結果が一致することを示している．よって，最内戦略による
スタックシステム評価器の評価結果は，スタックシステム簡約器の結果と一致する．
定理 174. 任意の η ∈ SΣ(X)k について，stkevalk(η) = nf(⇒stkeval, η) □
証明.




なお，スタックシステム簡約器は最外戦略 (outside-in strategy) によっても，同等の決定的な
簡約システムを構築できる．
定義 175 (決定的スタックシステム簡約器). 簡約システム (ŜΣ(X),⇒Dstkeval) を，以下のように
構造的帰納法で定義する．
IB1 k ∈ SS，x ∈ Xk について，x は既約




• 任意の t1 ∈ SΣ(X)elm，t2 ∈ SΣ(X)stk について，Head(Cons(t1, t2))⇒Dstkeval t1
• 任意の t1 ∈ SΣ(X)elm，t2 ∈ SΣ(X)stk について，Tail(Cons(t1, t2))⇒Dstkeval t2
• それ以外の場合の n ≥ 1，k1, ... , kn, k ∈ SS，σ : (k1, ... , kn) _Σ∪{Cons,Head,Tail} k，
t1 ∈ SΣ(X)k1 , ... , ti ∈ SΣ(X)ki , ... , tn ∈ SΣ(X)kn , t′i ∈ SΣ(X)ki について，
t1, ... , ti−1 が ⇒Dstkeval で既約で，ti ⇒Dstkeval t′i の時，
σ(t1, ... , ti, ... , tn)⇒Dstkeval σ(t1, ... , t′i, ... , tn)
□
定理 176. 任意の η ∈ ŜΣ(X) について，nf(⇒stkeval, η) = nf(⇒Dstkeval, η) □
証明.
η1 ⇒Dstkeval η2 implies η1 ⇒stkeval η2




系 177. 任意の η ∈ SΣ(X)k について，stkevals(η) = nf(⇒Dstkeval, η) = nf(⇒stkeval, η) □






定義 178 (スタックシステム弱評価器). 関数の族 stkwkeval :
∏
k∈SS SΣ(X)k → SΣ(X)k を，
以下のように構造的帰納法で定義する．
IB1 k ∈ SS，x ∈ Xk について，stkwkevalk(x)
def= x
IB2 k ∈ SS，σ : () _Σ∪{⊥,Empty} k について，stkwkevalk(σ) def= σ
IS 以下のように場合分けを行う．
• 任意の n ≥ 1，k1, ... , kn, k ∈ SS，σ : (k1, ... , kn) _Σ∪{Cons} k，
t1 ∈ SΣ(X)k1 , ... , tn ∈ SΣ(X)kn について，
stkwkevalk(σ(t1, ... , tn))
def= σ(t1, ... , tn)





′ = Cons(η, ...))
⊥ (t′ = Empty)
Head(t′) (otherwise)





′ = Cons(... , η))
Empty (t′ = Empty)
Tail(t′) (otherwise)
この時，k ∈ SS，η ∈ SΣ(X)k について，stkwkevalk(η) を η の弱標準形と呼ぶ． □
例 179. Σ = {A(2), B(0)} について，t ∈ ŜΣ̇ を以下のように定義する．
t
def= Head(Tail(Cons(B, Cons(A(Head(Empty), Head(Cons(B, Empty))), Empty))))
この時，
stkwkevalstk(t) = A(Head(Empty), Head(Cons(B, Empty)))
となる． □
一般に弱標準形は，以下の形に制限される．
定理 180 (スタックシステムの弱標準形). SS-型付きアルファベット Σ，SS-型付き集合 X につ
いて，集合の族 {Ak}k∈SS を，以下を満たす最小の集合で定義する．
C1 m ∈ N，x ∈ Xstk について，Tailm(x) ∈ Astk
C2 m ∈ N，x ∈ Xstk について，Head(Tailm(x)) ∈ Aelm
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C3 x ∈ Xelm について，x ∈ Aelm
C4 σ : (k1, ... , kn) _{Cons,Empty} stk，η1 ∈ SΣ(X)k1 , ... , ηn ∈ SΣ(X)kn について，
σ(η1, ... , ηn) ∈ Astk
C5 m ∈ N，σ : (k1, ... , kn) _Σ stk，η1 ∈ SΣ(X)k1 , ... , ηn ∈ SΣ(X)kn について，
Tailm(σ(η1, ... , ηn)) ∈ Astk
C6 m ∈ N，σ : (k1, ... , kn) _Σ stk，η1 ∈ SΣ(X)k1 , ... , ηn ∈ SΣ(X)kn について，
Head(Tailm(σ(η1, ... , ηn))) ∈ Aelm
C7 σ : (k1, ... , kn) _Σ∪{⊥} elm，η1 ∈ SΣ(X)k1 , ... , ηn ∈ SΣ(X)kn について，σ(η1, ... , ηn) ∈
Aelm
この時，任意の k ∈ SS について，Ak = {stkwkevalk(η) | η ∈ SΣ(X)k} □
証明. 定理 167と同様に示せる． ■
スタックシステムは決定的スタックシステム簡約器で，弱標準形へ簡約することができる．
定理 181. 任意の η ∈ SΣ(X)k について，η ⇒Dstkeval
∗ stkwkevalk(η) □
証明. 構造的帰納法で示す．
IB1 k ∈ SS，x ∈ Xk について，x = stkwkevalk(x) より正しい．
IB2 k ∈ SS，σ : () _Σ∪{⊥,Empty} k について，σ = stkwkevalk(σ) より正しい．
IS 以下のように場合分けを行う．




– σ = Head，t′ = Empty の時，
Head(Empty)⇒Dstkeval ⊥ = stkwkevalk(Head(t))
より正しい．
– σ = Head，t′ = Cons(η, ...) の時，
Head(Cons(η, ...))⇒Dstkeval η
⇒Dstkeval
∗ stkwkevalelm(η) (∵ i.h.)
= stkwkevalelm(Head(t))
より正しい．
– σ = Head でそれ以外の場合，Head(t′) = stkwkevalstk(Head(t)) より正しい．
– σ = Tail の時，σ = Head の時と同様．
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• n ≥ 1，k1, ... , kn, k ∈ SS，σ : (k1, ... , kn) _Σ∪{Cons} k，
t1 ∈ SΣ(X)k1 , ... , tn ∈ SΣ(X)kn について，




定義 182 (スタックシステム弱評価回数). stkwevstep : ŜΣ(X)→ N を，
∀k ∈ SS, η ∈ SΣ(X)k . η ⇒Dstkeval







定義 183 (スタックシステムへの射影). SS-型付きアルファベット Σ，SS-型付き集合 X につい
て，関数の族 stkproj :
∏
k∈SS T̂ ¯Σ∪STK(X̄)→ SΣ(X)k を，以下のように定義する．
stkprojs
def= t 7→ rankprojp,s(t)
ただし，ps1,s2 : SΣ(X)s1 → SΣ(X)s2 は以下のように定義する．
ps1,s2
def= t 7→
 t (s1 = s2)Cons(t, Empty) (s1 = elm, s2 = stk)Head(t) (s1 = stk, s2 = elm)
□
例 184. Σ = {A(2), B(0)} について，t ∈ T̂Σ∪ ¯STK を以下のように定義する．
t
def= Head(Head(A(Tail(Empty), Cons(Empty, B))))
この時，
stkprojstk(t) = Cons(Head(Cons(Head(Cons(







定義 185 (スタック木変換). ランク付きアルファベット Σ, ∆ について，f : T̂Σ → (N→ T̂∆⊥)
をスタック木変換と呼ぶ．
また，以下の表記を用いる．
• スタック木変換 f : T̂Σ → (N → T̂∆⊥)，n ∈ N について，f(−)(n) : T̂Σ → T̂∆⊥ を以下
のように定義する．
f(−)(n) def= x 7→ f(x)(n)
• 木変換 f : T̂Σ → T̂∆ について，fω : T̂Σ → (N→ T̂∆⊥) を以下のように定義する．
fω
def= x 7→ n 7→
{
f(x) (n = 0)
⊥ (n > 1)





定理 186. スタック木変換クラス Fω, Gω について，F
def= {fω(−)(0) | fω ∈ Fω}, G
def=
{gω(−)(0) | gω ∈ Gω} とする．この時，以下が成り立つ．
Fω ⊆ Gω =⇒ F ⊆ G
□
証明. Fω ⊆ Gω とする．この時，fω(−)(0) ∈ F について，fω ∈ Gω より fω(−)(0) ∈ Gω．
よって，題意は示された． ■
また，その対偶も成り立つ．
系 187. スタック木変換クラス Fω, Gω において，F
def= {fω(−)(0) | fω ∈ Fω}, G
def=
{gω(−)(0) | gω ∈ Gω} とする．この時，以下が成り立つ．
F 6⊆ G =⇒ Fω 6⊆ Gω
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□
証明. 定理 186より． ■
4.2 スタックトップダウン木変換器
以上のスタックシステムを基に，TDTT を拡張したものを，スタックトップダウン木変換器
(StkTT) と呼ぶ． StkTT は，規則の右辺を，ランク付き木ではなく，スタックシステムで構成
させる．
定義 188 (スタックトップダウン木変換器 (StkTT)). スタックトップダウン木変換器は，以
下の要素の組 M = (Q, Σ, ∆, e, R) である．
Q 状態記号のランク付きアルファベットで，Q = Q(1)．
Σ 入力記号のランク付きアルファベット．
∆ 出力記号のランク付きアルファベットで，⊥ 6∈ ∆．
e 初期式で，e ∈ RHSM (X1)stk．
R 書き換え規則の集合で，以下を満たす．
R ∈ Pfin({q(σ(x1, ... , xn))→ η | q ∈ Q, σ(n) ∈ Σ, η ∈ RHSM (Xn)stk})
ただし，RHSM (X) ∈
∏
k∈SS P(S∆̇∪Q̈({elm 7→ X})k) は，以下のように帰納的に定義される集
合の族 {Uk}k∈SS で定義する．
IB1 q : elm _Q̈ k，x ∈ X について，q(x) ∈ Uk．
IB2 δ : () _∆̇∪STK k について，δ ∈ Uk．





例 189. StkTT M = (Q, Σ, ∆, e, R) を，以下のように定義する．
Q
def= {q1, q2}












この M は，与えられた木が，ある n ∈ N において an(bn($)) の形になっているかを判定す
る StkTT である．> が積まれたスタックに対して，a の数だけ Tail 操作を，b の数だけ ⊥ を
スタックに積む操作を行う．Tail 操作の数と ⊥ を積む操作が相殺されれば，> だけが積まれた
スタックに評価されるが，両者の数が合っていない場合，積まれた ⊥ が残るか，Empty になる
かになる．そこから，以下のような木変換を定義する．
JMK(a2(b2($))) = stkevalelm(Head(Tail2(Cons(⊥, Cons(⊥, Cons(>, Empty)))))) = >JMK(a5(b2($))) = stkevalelm(Head(Tail5(Cons(⊥, Cons(⊥, Cons(>, Empty)))))) = ⊥
なお，M の意味論 JMK の形式的な定義は，後ほど導入する． □
木変換器と同様，スタック木変換器でも全域的決定的性を定義できる．
定義 190 (全域的決定的 StkTT). StkTT M = (Q, Σ, ∆, e, R) が
∀q ∈ Q, σ(n) ∈ Σ . ∃!q(σ(x⃗))→ η ∈ R
を満たすとき，全域的決定的であるという． □
例 189は全域的決定的の例になっている．以降，特に断りのない限り StkTT は全域的決定的
であるものとする．StkTT について，意味論を決定づける簡約システムを導入する．
定義 191 (StkTT の簡約システム). StkTT M = (Q, Σ, ∆, e, R)，集合 X について，簡約シ
ステム (
⋃
k∈SS SFM (X)k,⇒M,X) を，以下のように定義する．
SFM (X)
def= RHSM (T̂Σ(X))




η′2, η2 = η1[π ← η′2] .




k∈SS{η1 → η2 | η1, η2 ∈ SFM (X)k} は以下のように定義する．
R
def= {Head(Empty)→ ⊥, Tail(Empty)→ Empty}
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∪ {Head(Cons(η1, η2))→ η1 | η1 ∈ SFM (X)elm, η2 ∈ SFM (X)stk}
∪ {Tail(Cons(η1, η2))→ η2 | η1 ∈ SFM (X)elm, η2 ∈ SFM (X)stk}
∪ {q(σ(t1, ... , tn))→ η[xi ← ti]i∈[n] | q(σ(x1, ... , xn))→ η ∈ R, t1, ... , tn ∈ T̂Σ}
この時，⇒M,∅ を ⇒M と表記する． □
この簡約システムは，型を保存する．
系 192. StkTT M = (Q, Σ, ∆, e, R)，η1 ⇒∗M,X η2 について，以下が成り立つ．




系 193. StkTT M = (Q, Σ, ∆, e, R)，η1, η2 ∈ SFM (X)k について，以下が成り立つ．




補題 194. StkTT M = (Q, Σ, ∆, e, R)，集合 X について，⇒M,X は局所合流性を持つ． □
証明. 補題 83，補題 171と同様に示せる． ■
また，この簡約システムは停止性を持つ．
補題 195. StkTT M = (Q, Σ, ∆, e, R)，集合 X について，⇒M,X は停止性を持つ． □
証明. 任意の q ∈ Q，t ∈ T̂Σ(X) について，l(q, t) ∈ N を，以下のように t に関する構造的帰納
法で定義する．
IB1 x ∈ X について，l(q, x) def= 0．
IB2 σ ∈ Σ(0)，q(σ)→ η ∈ R について，l(q, σ) def= 1 + count(η)．
IS n ≥ 1，σ(n) ∈ Σ，t1, ... , tn ∈ T̂Σ(X)，q(σ)→ η ∈ R について，
l(q, σ(t1, ... , tn))
def= 1 + count(η[xi ← ti]i∈[n])．
ただし，η ∈ SFM (X)k について，count(η) は以下のように構造的帰納法で定義する．
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IB1 q ∈ Q，t ∈ T̂Σ(X) について，count(q(t))
def= l(q, t)．
IB2 δ ∈ ∆(0) ∪ {⊥, Empty} について，count(δ) def= 0．
IS 以下のように場合分けを行う．
• n ≥ 1，δ(n) ∈ ∆ ∪ {Cons} について，





• δ ∈ {Head, Tail} について，
count(δ(η1))
def= 1 + count(η1)．
また，t ∈ T̂Σ(X)，η ∈ SFM (X) について，
derivη(t)
def⇐⇒ ∀q ∈ Q, π ∈ occη(q) . ∃p ∈ paths(t) . subtreeη(π1) = subtreet(p)
とおく．この時，任意の t ∈ T̂Σ について，
• q ∈ Q について，q(t) の簡約が l(q, t) 回以下で終わること
• η ∈ SFM (X)k について，derivη(t) の時，η の簡約が count(η) 回以下で終わること
は，t に関する容易な同時帰納法で示せる．ここから，任意の η ∈ SFM (X) について，η の簡
約が count(η) 回以下で終わることも，η に関する容易な構造的帰納法で示せる．よって，題意
は示された． ■
以上から，StkTT の簡約システムは合流性を持つ．
系 196. StkTT M = (Q, Σ, ∆, e, R)，集合 X について，⇒M,X は合流性を持つ． □
証明. 補題 195，補題 194，補題 56より． ■
StkTT の簡約システムは，合流性と停止性を持つため，補題 57より一意な正規形を持つ．要
素型の正規形は，⇒M においては必ず出力アルファベットのみからなる木になる．
補題 197. StkTT M = (Q, Σ, ∆, e, R) について，以下が成り立つ．
∀η ∈ SFM (∅)elm . nf(⇒M , η) ∈ T̂∆⊥
□
証明. 補題 86と同様に，nf(⇒M , η) ∈ Ŝ∆(∅)elm であることが示せる．ここから，定理 168よ






定義 198 (StkTT のスタック意味論). StkTT M = (Q, Σ, ∆, e, R) について，JMKω : T̂Σ →
(N→ T̂∆⊥) を以下のように定義する．
JMKω def= t 7→ n 7→ nf(⇒M , Head(Tailn(e[x1 ← t])))
また，スタック木変換のクラス {JMKω |M は (全域的決定的) StkTT}を StkTTω と表記する．
□
なお，StkTT が全域的決定的な場合，StkTT の簡約システムを決定的にすることができる．
命題 199 (StkTT の決定的な簡約システム). StkTT M = (Q, Σ, ∆, e, R)，集合 X について，
U




IB1 q : elm _Q̈ s，σ ∈ Σ，σ(⃗t) ∈ T̂Σ(X)，q(σ(x⃗))→ η ∈ R について，
q(σ(⃗t))⇒M,X η[⃗x← t⃗]．
IB2 δ : () _∆̇∪STK s について，δ は既約．
IS 以下のように場合分けを行う．
• η1 ∈ Uelm，η2 ∈ Ustk について，Head(Cons(η1, η2))⇒M,X η1．
• η1 ∈ Uelm，η2 ∈ Ustk について，Tail(Cons(η1, η2))⇒M,X η2．
• Head(Empty)⇒M,X ⊥．
• Tail(Empty)⇒M,X Empty．
• それ以外の場合，n ≥ 1，δ : (s1, ... , sn) _∆̇∪STK s，η1 ∈ Us1 , ... , ηn ∈ Usn，
η1, ... , ηi−1 が ⇒M,X で既約で，ηi ⇒M,X η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒M,X δ(η1, ... , η′i, ... , ηn)．
この時，任意の η ∈ Uk に対して，nf(⇒M,X , η) = nf(⇒DM,X , η)． □
証明. 命題 88と同様に示せる． ■
StkTT のスタック木変換の意味論から，木変換の意味論を導入できる．
定義 200 (StkTT の意味論). StkTT M について，JMK を JMKω(−)(0) で定義する．また，




定理 201. StkTT M，n ∈ N について，以下が成り立つ．
JMKω(−)(n) ∈ StkTT
□
証明. StkTT M = (Q, Σ, ∆, e, R) について，StkTT Mn = (Q, Σ, ∆, Tailn(e), R) とすると，
JMKω(−)(n) = JMnK
を満たすことは，容易に確かめられる． ■
TDTT は，深さが常にひとつのスタックを使用する StkTT と見なすことができる．ここか
ら，TDTTω ⊆ StkTTω となる．これは，定理 186から，つまり TDTT ⊆ StkTT ということ
である．
定理 202. TDTTω ⊆ StkTTω □





def= {q(σ(x⃗))→ stkprojstk(η) | q(σ(x⃗))→ η ∈ R}
この時，JMKω = JM ′Kω を示す．任意の q ∈ Q，t ∈ T̂Σ について，
q(t)⇒M η implies Head(q(t))⇒M ′ Head(stkprojstk(η))
⇒∗M ′ stkevalelm(Head(stkprojstk(η)))
= stkevalelm(stkprojelm(η))
であり，また，U = {stkevalelm(stkprojelm(η)) | η ∈ SFM (∅)} は以下のような帰納的構造を持
つことが容易に示せる．
IB1 q ∈ Q，t ∈ T̂Σ について，Head(q(t)) ∈ U
IB2 δ ∈ ∆(0) について，δ ∈ U
IS n ≥ 1，δ ∈ ∆(n)，η1, ... , ηn ∈ U について，δ(η1, ... , ηn)
よって，
η1 ⇒M η2 implies stkevalelm(stkprojelm(η1))⇒∗M ′ stkevalelm(stkprojelm(η2))
となることも容易に示せる．さらに，
nf(⇒M , η) = nf(⇒M ′ , stkevalelm(stkprojelm(η)))
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となることも容易に示せるため，
JMKω(t)(0) = nf(⇒M , e[x1 ← t])
= nf(⇒M ′ , stkevalelm(stkprojelm(e[x1 ← t])))
= nf(⇒M ′ , stkprojelm(e[x1 ← t]))
= nf(⇒M ′ , Head(stkprojstk(e[x1 ← t])))
= nf(⇒M ′ , Head(e′[x1 ← t]))
= JM ′Kω(t)(0)
となる．また，n > 0 について，JMKω(t)(n) = ⊥ = JM ′Kω(t)(n) は容易に示せる．よって，題
意は示された． ■
StkTT で表現できる木変換として，入力木が an(bn(cn($))) の形をしているかを判定するも
のがある．これは独立に例 189のように 2つの文字の数が一致するかを判定し，その結果を合わ
せることで実現される．
例 203. StkTT M = (Q, Σ, ∆, e, R) を，以下のように定義する．
Q
def= {q1, q2, q′1, q′2, q′3}
Σ def= {a(1), b(1), c(1), $(0)}
∆ def= {∧(2),>(0)}
e
























この木変換は，RTL の逆像が CFTL にならない例である．
命題 204. 例 203の M について，以下が成り立つ．
JMK−1[{∧(>,>)}] = {an(bn(cn($))) | n ∈ N}
□
証明. M = (Q, Σ, ∆, e, R)，Q = {q1, q2, q′1, q′2, q′3} について，
∀m ∈ N, t ∈ T̂Σ, nf(⇒M , Head(Tailm(q2(t)))) = > . ∃t′ ∈ T̂Σ . t = bm(c(t′))
は，t に関する構造的帰納法で容易に示せる．ここから，
∀t ∈ T̂Σ, nf(⇒M , Head(q1(t))) = > . ∃n ∈ N, t′ ∈ T̂Σ . t =
{
$ (n = 0)
an(bn(c(t′))) (n > 0)
は，t に関する構造的帰納法で容易に示せる．逆に任意の n > 0，t′ ∈ T̂Σ について，
nf(⇒M , Head(q1(an(bn(c(t′)))))) = nf(⇒M , Head(Tailn(q2(bn(c(t′))))))
= >
であることも，n− 1 に関する容易な数学的帰納法から示せる．
∀t ∈ T̂Σ, nf(⇒M , Head(q′1(t))) = > . ∃n, m ∈ N . t = am(bn(cn($)))
であること，また，任意の n, m ∈ N について，
nf(⇒M , Head(q′1(am(bn(cn($)))))) = nf(⇒M , Head(q′2(bn(cn($)))))
= nf(⇒M , Head(Tailn(q′3(cn($)))))
= >
も同様に示せる．よって，
JMK−1[{∧(>,>)}] = {t ∈ T̂Σ | nf(⇒M ,∧(q1(t), q′1(t))) = ∧(>,>)}
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= {t ∈ T̂Σ | nf(⇒M , q1(t)) = nf(⇒M , q′1(t)) = >}
= ({an(bn(c(t′))) | n > 0, t′ ∈ T̂Σ} ∪ {$}) ∩ {am(bn(cn($))) | m, n ∈ N}




定理 205. JMKω : T̂Σ → (N→ T̂∆⊥) ∈ StkTTω について，以下が成り立つ．
∀t ∈ T̂Σ . ∃cM,t ∈ N . ∀n ≥ cM,t . JMKω(t)(n) = ⊥
□
証明. StkTT M = (Q, Σ, ∆, e, R)，t ∈ T̂Σ について，η = nf(⇒M , e[x1 ← t]) とおくと，
JMKω(t)(n) = nf(⇒M , Head(Tailn(e[x1 ← t]))) = nf(⇒M , Head(Tailn(η)))
である．また，系 193より η = stkevalstk(η) である．この時，
∀n ≥ avstk(η) . nf(⇒M , Head(Tailn(η))) = ⊥
を満たす，avstk(η) を，η に関するスタックシステムの標準形としての構造的帰納法で，以下の
ように定義する．
IB1 avstk(Empty) def= 0 とおく．この時，条件を満たすことは，数学的帰納法で容易に確認で
きる．
IB2, IB3, IB4 適用不能．
IS1 avstk(Cons(η1, η2))
def= 1 + avstk(η2) とおく．この時，n ≥ 1 + avstk(η2) について，
Head(Tailn(Cons(η1, η2))) = Head(Tailn−1(η2)) より，i.h. から条件を満たす．




def= avstk(η) とおくことで，題意は示された． ■
StkTT の簡約において，スタックシステム評価の部分だけを切り離したものを，Stk として
導入する． Stk は，後ほどスタック木変換器と木変換器の比較を行う際，重要になる．
定義 206 (スタックシステム評価器 (Stk)). ランク付きアルファベット Σ について，StkTT







def= {q(σ(x1, ... , xn))→ stkprojstk(σ(q(x1), ... , q(xn))) | σ(n) ∈ Σ ∪ ¯STK}
この時，スタック木変換のクラス {JStkΣKω | ランク付きアルファベット Σ} を Stkω，木変換
のクラス {JStkΣK | ランク付きアルファベット Σ} を Stk と表記する． □
Stk は単なる StkTT であるため，そのクラスは StkTT のクラスに含まれる．
系 207. Stkω ⊆ StkTTω □
証明. 定義より明らか． ■
また，Stk は，stkeval と stkproj を用いて記述できる．これを示すため，まず以下の補題を
示す．
補題 208. ∀t ∈ T̂Σ∪ ¯STK . stkevalelm(stkprojelm(Head(t))) = stkevalelm(stkprojelm(t)) □
証明. 以下のように構造的帰納法で示す．なお，スペースの都合上 stkeval を f，stkprojelm を
p1，stkprojstk を p2 と略記する．
IB1 適用不能
IB2 以下のように場合分けを行う．
• 任意の σ ∈ Σ(0) ∪ {⊥} について，









• 任意の n ≥ 1，σ(n) ∈ Σ，t1, ... , tn ∈ T̂Σ∪ ¯STK について，
f(p1(Head(σ(t1, ... , tn)))) = f(Head(Cons(σ(p1(t1), ... , p1(tn)), Empty)))
= f(σ(p1(t1), ... , p1(tn)))
= f(p1(σ(t1, ... , tn)))
より正しい．
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• t1, t2 ∈ T̂Σ∪ ¯STK について，
f(p1(Head(Cons(t1, t2)))) = f(Head(Cons(p1(t1), p2(t2))))
= f(p1(Cons(t1, t2)))
より正しい．
• t1 ∈ T̂Σ∪ ¯STK について，
f(p1(Head(Head(t1)))) = f(Head(Cons(Head(p2(t1)), Empty)))
= f(Head(p2(t1)))
= f(p1(Head(t1)))




ここから，Stk は stkproj で射影した後 stkeval で評価するのと同じ意味論を持つ．
定理 209. JMK : T̂Σ∪ ¯STK → T̂Σ⊥ ∈ Stk について，以下が成り立つ．
∀t ∈ T̂Σ∪ ¯STK . JMK(t) = stkevalelm(stkprojelm(t))
□
証明. StkΣ = M = (Q, Σ+ = Σ ∪ ¯STK, Σ, e, R)，Q = {q}，t ∈ T̂Σ+，m ∈ N について，
ev = stkevalelm ◦ stkprojelm として，
Head(Tailm(q(t)))⇒∗M ev(Head(Tail
m(t)))
を，t に関する構造的帰納法で示す．なお，スペースの都合上 stkevalelm を f，stkprojelm を
p1，stkprojstk を p2，t 7→ Head(Tail
m(t)) を gm と略記する．
IB1 適用不能．
IB2 以下のように場合分けを行う．














• n ≥ 1，σ(n) ∈ Σ，t1, ... , tn ∈ T̂Σ+ について，
gm(q(σ(t1, ... , tn)))⇒M gm(stkprojstk(σ(q(t1), ... , q(tn))))
= gm(Cons(σ(g0(q(t1)), ... , g0(q(tn))), Empty))
⇒∗M gm(Cons(σ(ev(g0(t1)), ... , ev(g0(tn))), Empty))
(∵ i.h.)
= gm(Cons(σ(ev(t1), ... , ev(tn)), Empty))
= p1(gm(σ(ev(t1), ... , ev(tn))))
⇒∗M ev(gm(σ(ev(t1), ... , ev(tn))))
= ev(gm(σ(t1, ... , tn)))
より正しい．





g0(q(t1)) (m = 0)
gm−1(Empty) (m > 0)
⇒∗M
{
ev(g0(t1)) (m = 0)
Empty (m > 0) (∵ i.h.)
=
{
ev(g0(Head(t1))) (m = 0)












• σ = Cons，t1, t2 ∈ T̂Σ+ について，




g0(q(t1)) (m = 0)
gm−1(q(t2)) (m > 0)
⇒∗M
{
ev(g0(t1)) (m = 0)




また，nf(⇒M , ev(gm(t))) = ev(gm(t)) は，容易に確かめられる．よって，JMK(t) = nf(⇒M , Head(q(t)))
= nf(⇒M , ev(Head(t)))
= ev(Head(t))
= ev(t) (∵ 補題 208)
となる． ■
なお，補題 208からただちに Stk の評価に Head は影響しないことが分かる．
系 210. ∀t ∈ T̂Σ∪ ¯STK . JStkΣK(Head(t)) = JStkΣK(t) □
証明. 補題 208，定理 209より． ■
線形 TDTT をスタック木変換器に拡張したものとして，線形 StkTT を導入する．
定義 211 (線形 StkTT). StkTT M = (Q, Σ, ∆, e, R) が線形とは，以下を満たすことを言う．
• |occe(x1)| ≤ 1
• ∀q(σ(x1, ... , xn))→ η ∈ R, i ∈ [n] . |occη(xi)| ≤ 1
この時，スタック木変換のクラス {JMKω | M は線形 StkTT} を StkTTlu,ω，木変換のクラス
{JMK |M は線形 StkTT} を StkTTlu と表記する． □
例 189は，線形 StkTT の例になっている．また，例 189は RTL の逆像が RTL に閉じてい
ない例になっている．
命題 212. 例 189の M について，以下が成り立つ．
JMK−1[{>}] = {an(bn($)) | n ∈ N}
□
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証明. 命題 204と同様に示せる． ■
4.3 スタック属性付き木変換器
ATT を拡張したスタック木変換器を，スタック属性付き木変換器 (StkATT) と呼ぶ．
StkATT も StkTT と同じく，規則の右辺を，ランク付き木ではなく，スタックシステムで
構成させる．
定義 213 (スタック属性付き木変換器 (StkATT)). スタック属性付き木変換器は，以下の要素
の組 M = (A, Σ, ∆, ♯, a0, R) である．
A = {Ak}k∈AS 互いに素な属性記号のランク付きアルファベットの族で，A = {A
(1)
k }k∈AS．
なお，a ∈ Asyn を合成属性，b ∈ Ainh を継承属性と呼ぶ．
Σ 入力記号のランク付きアルファベット．
∆ 出力記号のランク付きアルファベットで，⊥ 6∈ ∆ ．
♯ 6∈ Σ ルート記号のランク付き記号． Σ♯ = Σ ∪ {♯(1)} と表記する．
a0 ∈ Asyn 初期合成属性．
R 書き換え規則の集合で，以下を満たす．
R ∈ Pfin({φ
σ−→ η | σ(n) ∈ Σ♯, φ ∈ GLHSM,σ([n]), η ∈ GRHSM,σ({w}, [n])})
ただし，
GLHSM,σ(I)
def= {φ ∈ LHSM (I) | σ 6= ♯ ∨ ∀a ∈ Asyn \ {a0} . occφ(a) = ∅}
GRHSM,σ(P, I)
def= {η ∈ RHSM (P, I)stk | σ 6= ♯ ∨ ∀b ∈ Ainh . occη(b) = ∅}
LHSM (I)
def= {a(w) | a ∈ Asyn} ∪ {b(wi) | b ∈ Ainh, i ∈ I}





({elm 7→ P ∪ {πi | π ∈ P, i ∈ I}})k) は，以下のよ
うに帰納的に定義される集合の族 {Uk}k∈SS で定義する．
IB1 a : elm _ ¨Asyn k，π ∈ P，i ∈ I について，a(πi) ∈ Uk．
IB2 b : elm _ ¨Ainh k，π ∈ P について，b(π) ∈ Uk．
IB3 δ : () _∆̇∪STK k について，δ ∈ Uk．




定義 214 (全域的決定的 StkATT). StkATT M = (A, Σ, ∆, ♯, a0, R) が
∀σ(n) ∈ Σ♯, φ ∈ GLHSM,σ([n]) . ∃!φ
σ−→ η ∈ R
を満たすとき，全域的決定的であるという． □






定義 215 (StkATT の簡約システム). StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯ について，
SFM (t)
def= RHSM (paths(t),N) とする．この時，簡約システム (
⋃
k∈SS SFM (t)k,⇒M,t) を，
U
def= SFM (t) として，以下のように構造的帰納法で定義する．
IB1 a ∈ Asyn，σ ∈ Σ♯，p ∈ paths(t)，labelt(p) = σ，a(w)
σ−→ η ∈ R について，
a(p)⇒M,t η[w← p]．
IB2 b ∈ Ainh，σ ∈ Σ♯，p ∈ paths(t)，labelt(p) = σ，b(wi)
σ−→ η ∈ R について，
b(pi)⇒M,t η[w← p]．
IB3 δ : () _∆̇∪STK s について，δ は既約．
IS 以下のように場合分けを行う．
• η1 ∈ Uelm，η2 ∈ Ustk について，Head(Cons(η1, η2))⇒M,t η1．
• η1 ∈ Uelm，η2 ∈ Ustk について，Tail(Cons(η1, η2))⇒M,t η2．
• Head(Empty)⇒M,t ⊥．
• Tail(Empty)⇒M,t Empty．
• それ以外の場合，n ≥ 1，δ : (k1, ... , kn) _∆̇∪STK k，η1 ∈ Uk1 , ... , ηn ∈ Ukn につい
て，ηi ⇒M,t η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒M,t δ(η1, ... , η′i, ... , ηn)．
□
この簡約システムは，型を保存する．
系 216. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯，η1 ⇒∗M,t η2 について，以下が成り立つ．





補題 217. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯ について，以下が成り立つ．
∀η1, η2 ∈ SFM (t)k . η1⇒Dstkeval
∗
η2 implies η1 ⇒∗M,t η2
□
証明. η1 ⇒Dstkeval η2 implies η1 ⇒M,t η2 は構造的帰納法から容易に示せる．よって，題意は簡
約の長さに関する数学的帰納法より容易に示せる． ■
ここから，スタックシステムの弱標準形，標準形への簡約ができる．
系 218. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯，k ∈ SS について，以下が成り立つ．
• ∀η ∈ SFM (t)k . η ⇒∗M,t stkwkevalk(η)
• ∀η ∈ SFM (t)k . η ⇒∗M,t stkevalk(η)
□
証明. 補題 217，系 177，定理 181より． ■
さらに，弱標準形までの簡約は決定的であり，最外戦略のスタックシステムの簡約に対応する．
補題 219. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯，k ∈ SS，η ∈ SFM (t)k について，以下
が成り立つ．
∀n ≤ stkwevstep(η), η′ ∈ SFM (t)k . η ⇒Dstkeval
n
η′ iff η ⇒nM,t η′
□
証明. η 6= stkwkevalk(η) の時，以下が構造的帰納法から容易に示せる．
∀η′ . η ⇒Dstkeval η′ iff η ⇒M,t η′
ここから，題意は n に関する数学的帰納法により容易に示せる． ■
特に，弱標準形までの簡約回数は，スタックシステム弱評価回数と一致する．
系 220. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯，k ∈ SS，η ∈ SFM (t)k について，以下が
成り立つ．




証明. 補題 219について，n = stkwevstep(η) の時を考える． ■
また，利便性のため，いくつかの表記を導入する．まず，attr を ATT と同様に導入する．ま
た，Head(Tailm(x)) の形の要素に対する集合を表すため，htform を導入する．さらに，スタッ
クシステムにおいて，スタック型の要素 η の標準形は Cons(η1, · · ·Cons(ηn, Tailm(x)) · · · )
という形を取る．この Cons の数を avstk(η) で表す．StkATT の右辺に対して avstk を
計算した値の最大値を maxavstk で表す．この時，StkATT M は，規則の右辺が全て
Cons(η1, · · ·Cons(ηmaxavstk(M)−1, Tailm(x)) · · · ) という形になるよう意味論同値な変換を行う
ことができる．この変換を行った時に，規則の右辺で Head(Tailm(x)) という形の出現で最大の
m を maxrefstk，右辺 Cons(η1, · · ·Cons(ηmaxavstk(M)−1, Tailm(x)) · · · ) において最大の m を
maxtailstk で表す．
定義 221. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，
attr(M, t) def= {a(p) | a ∈
⋃
k∈AS
Ak, p ∈ paths(♯(t))}
htform(X) def= X × N





















∃w′ . Tailm(a′(w′)) = stkevalstk(Tailn(η))

とおく．ただし，avstk(η) は，以下のように η の標準形に関する構造的帰納法で定義する．
IB1 stkevalstk(η) = Empty の時，avstk(η)
def= 0．
IB2, IB3, IB4 適用不能．
IS1 stkevalstk(η) = Cons(η1, η2) の時，avstk(η)
def= 1 + avstk(η2)．
IS2 m ∈ N，a ∈
⋃
k∈AS Ak について，stkevalstk(η) = Tail
m(a(w)) の時，avstk(η) def= 0．
IS3, IS4 適用不能．






定義 222 (StkATT の well-defined 性). StkATT M = (A, Σ, ∆, ♯, a0, R) が
∀t ∈ T̂Σ, Head(Tailn(a(p)) ∈ htform(attr(M, t)) .
Head(Tailn(a(p))) は ⇒M,♯(t) で無限簡約可能でない



















命題 224. 例 223の M = (A, Σ, ∆, ♯, a0, R) について，以下が成り立つ．
∀Head(Tailn(a(p)) ∈ htform(attr(M, $)) . ∃η ∈ {$} ∪ {b(ϵ) | b ∈ Ainh}
η = nf(⇒M,♯($), Head(Tailn(a(p))))
□
証明. n に関する容易な数学的帰納法から示せる． ■
StkATT の特徴的な簡約として，Tail-簡約がある．Tail-簡約は，その簡約において，Tail が
必ず露出しているか，属性が露出しているかのいずれかの状態であり続ける簡約のことである．
ある簡約の最初と最後が Tail か属性が露出している状態の場合，その簡約は Tail-簡約である．
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補題 225. StkATT M = (A, Σ, ∆, ♯, α0, R)，t ∈ T̂Σ について，
• ある m0 ∈ N，a0(p0) ∈ attr(M, t) について，η0 = Tailm0(a0(p0))
• ある mn ∈ N，an(pn) ∈ attr(M, t) について，ηn = Tailmn(an(pn))
• η0 ⇒M,♯(t) · · · ⇒M,♯(t) ηn
を満たす η0, ... , ηn を考える．この時，以下が成り立つ．
∀0 ≤ i ≤ n . ∃mi ∈ N, ai(pi) ∈ attr(M, t) . stkwkevalstk(ηi) = Tailmi(ai(pi))
□
証明. η ∈ SFM (t)stk について，
∀m ∈ N, a(p) ∈ attr(M, t) . stkwkevalstk(η) 6= Tailm(a(p))
の時，η は ηn に簡約できないことを，定理 180より，stkwkevalstk(η) の場合分けで示す．
C1, C2, C3 適用不能
C4 σ(m) ∈ {Cons, Empty} について，η = σ(φ1, ... , φk) となる時，ηn への簡約が存在した




ここから，stkwkevalstk(ηi) = Tailmi(ai(pi)) とならない ηi が存在すると仮定すると矛盾．よっ
て，題意は示された． ■
また，Tail-簡約において，その簡約列に全て同じ数 Tail を付与しても，それは Tail-簡約の列
になる．
補題 226. StkATT M = (A, Σ, ∆, ♯, α0, R)，t ∈ T̂Σ について，
Tailm0(a0(p0))⇒+M,♯(t) Tail





∀k ∈ N . Tailm0+k(a0(p0))⇒+M,♯(t) Tail





証明. 補題 225から，容易に示せる． ■






定義 227 (StkATT の螺旋性). StkATT M = (A, Σ, ∆, ♯, α0, R) について，
• ∃η = stkevalelm(η), occη(Head(Tailm(a(p)))) 6= ∅ . Head(Tailm(a(p)))⇒+M,♯(t) η
• ∃m′ ≥ m . Tailm(a(p))⇒+M,♯(t) Tail
m′(a(p))
のいずれかを満たす t ∈ T̂Σ，a(p) ∈ attr(M, t)，m ∈ N が存在する時，M は螺旋であるとい
う．M が螺旋でない時，M は非螺旋であるという． □
これらが同値条件であることを示すために，ATT の依存グラフにスタックの位置も考慮する
よう拡張を加えた，StkATT の依存グラフの概念を導入する．
定義 228 (StkATT の依存グラフ). StkATT M = (A, Σ, ∆, ♯, a0, R) について，集合の族
{attrin(M)σ}σ∈Σ♯，{attrout(M)σ}σ∈Σ♯ を以下のように定義する．
attrin(M)σ(n)
def= {a(w)) | a ∈ Asyn} ∪ {b(wi) | b ∈ Ainh, i ∈ [n]}
attrout(M)σ(n)
def= {a(wi) | a ∈ Asyn, i ∈ [n]} ∪ {b(w) | b ∈ Ainh}
この時，M の依存グラフ depgraph(M) とは，次のように定義される関係の族
G ∈
∏








この時，簡約システム (htform(attr(M, t)),⇒G,t) を以下のように定義する．
Head(Tailm1(a1(p1)))⇒G,t Head(Tailm2(a2(p2)))
iff ∃p ∈ paths(♯(t)), σ = label♯(t)(p),〈Head(Tailm1(a1(w1))), Head(Tailm2(a2(w2))〉 ∈ Gσ .







補題 229. StkATT M = (A, Σ, ∆, ♯, α0, R)，t ∈ T̂Σ，G = depgraph(M)，




• Head(Tailm1(a1(p1)))⇒+M,♯(t) η で，occstkevalelm(η)(Head(Tail


















となる η が存在することは，容易な m についての数学的帰納法で示せる．逆も同様に示せる．
よって，題意は示された． ■
さらに，StkATT M の依存グラフにおいて maxavstk(M) 以上の位置を参照し続ける依存関
係を持つものがある時，それは Tail-簡約と対応する．
補題 230. StkATT M = (A, Σ, ∆, ♯, α0, R)，t ∈ T̂Σ，G = depgraph(M)，n > 0，
{mi}0≤i≤n，{ai(pi)}0≤i≤n について，任意の 0 ≤ i ≤ n で mi ≥ maxavstk(M) の時，以下の
2条件は同値である．
• Head(Tailm0(a0(p0)))⇒G,t · · · ⇒G,t Head(Tailmn(an(pn)))
• 以下を満たす η1, ... , ηn，η′1, ... , η′n が存在する．
– Tailm0(a0(p0))⇒M,♯(t) η1 ⇒∗M,♯(t) η′1 ⇒M,♯(t) · · · ⇒M,♯(t) ηn ⇒∗M,♯(t) η′n
– 任意の i ∈ [n] について，stkwkevalstk(ηi) = η′i = Tail
mi(ai(pi))
□
証明. 補題 225，maxavstk(M) の定義より，容易に示せる． ■
ところで，依存グラフにおいて Tail-簡約が存在する条件として以下のものがある．
補題 231. StkATT M = (A, Σ, ∆, ♯, α0, R)，t ∈ T̂Σ，G = depgraph(M)，n > 0，
a1(p1), a2(p2) ∈ attr(M, t)，m1, m2 ∈ N について，以下の 2条件は同値である．
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1. 以下を満たす n > 0，{Head(Tailm
′
i(a′i(p′i)))}0≤i≤n が存在する．
• a′0(p′0) = a1(p1)，a′n(p′n) = a2(p2)
• m′0 −m1 = m′1 −m2
• 任意の 0 ≤ i ≤ n について，mi ≥ maxavstk(M)
• Head(Tailm
′
0(a′0(p′0)))⇒G,t · · · ⇒G,t Head(Tail
m′n(a′n(p′n)))
2. 以下を満たす k0 ∈ N が存在する．
∀k ≥ k0 . Head(Tailm1+k(a1(p1)))⇒+G,t Head(Tail
m2+k(a2(p2)))
□
証明. 1の条件を満たす n > 0，{Head(Tailm
′
i(a′i(p′i)))}0≤i≤n が存在する時，k0 = 0 とおくと，
補題 230，補題 226より，2の k0 の条件を満たすことは明らか．また，逆は k を十分に大きく
取ることで容易に示せる．よって，題意は示された． ■
ここから，依存グラフに対し，その非螺旋性を定義できる．




• 以下を満たす cm ≥ m が存在する．
∀k ∈ N . Head(Tailm+k(a(p)))⇒+G,t Head(Tail
cm+k(a(p)))
のいずれかを満たす t ∈ T̂Σ，Head(Tailm(a(p))) ∈ htform(attr(M, t)) が存在することを言う．




補題 233. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，G = depgraph(M) が非螺旋で
あるとする．この時，ある cM,t ∈ N が存在し，任意の n > cM,t，{Head(Tailmi(ai(pi)))}0≤i≤n
について，
• m0 ≥ maxavstk(M)
• Head(Tailm0(a0(p0)))⇒G,t · · · ⇒G,t Head(Tailmn(an(pn)))
を満たす時，以下のいずれかを満たす．
• ある i ≤ cM,t で，mi < maxavstk(M)．
• ある i1 < i2 ≤ cM,t で，mi1 > mi2 かつ ai1(pi1) = ai2(pi2)．
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□
証明. cM,t = |attr(M, t)| とおく．この時，ある i1 < i2 ≤ cM,t で ai1(pi1) = ai2(pi2) となる．
ここで，以下のように場合分けを行う．
• 任意の 0 ≤ j ≤ i2 で，mj ≥ maxavstk(M) の時を考える．mi1 ≤ mi2 とすると，補題
231より，G が非螺旋であることに矛盾する．よって，mi1 > mi2 となり正しい．
• それ以外の時，mj < maxavstk(M) となる 0 ≤ j ≤ i2 が存在するため，正しい．
よって，題意は示された． ■
ここから，非螺旋 StkATT において，Tail-簡約は最初の Tail の数に比例した簡約回数で必ず
正規形になるか，スタックの要素が露出するようになる．
補題 234. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，G = depgraph(M) が非螺旋で
あるとする．この時，ある cM,t,1, cM,t,2 ∈ N が存在し，任意の m ∈ N，n > cM,t,1 + m · cM,t,2，
{Head(Tailmi(ai(pi)))}0≤i≤n について，
• m = m0 ≥ maxavstk(M)
• Head(Tailm0(a0(p0)))⇒G,t · · · ⇒G,t Head(Tailmn(an(pn)))
を満たす時，mi < maxavstk(M) を満たす i ≤ cM,t,1 + m · cM,t,2 が存在する． □





def= c2 · c1
cM,t,1
def= c1 · (2 + c3)
cM,t,2
def= c1
とおく．ある i ≤ c1 で mi < maxavstk(M) の時，i ≤ c1 ≤ cM,t,1 + m · cM,t,2 より正しい．
それ以外の時，補題 233 より，ある i1 < i2 ≤ c1 で，mi1 > mi2 かつ ai1(pi1) = ai2(pi2)
を満たす．この時，mi1 ≤ m + c2 · i1 ≤ m + c3 は，i1 に関する数学的帰納法より容易に示せ
る．また，k0 = i2 − i1 とした時，任意の 0 ≤ k ≤ n− i2 について，k = k0 · k′1 + k′2 と書ける
k′1 ∈ N，0 ≤ k′2 < k0 が存在する．さて，任意の 0 ≤ j ≤ k について mi2+j ≥ maxavstk(M)
とする．この時，




k0 ·mi1 + i2 = i1 + k0 · (mi1 + 1)
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≤ c1 + c1 · (m + c3 + 1)
= c1 · (2 + c3) + m · c1
= cM,t,1 + m · cM,t,2
より，k
def= k0 ·mi1 とした時，k ≤ cM,t,1 + m · cM,t,2 − i2 ≤ n − i2 より k の条件を満たし，
k′1 = mi1，k2 = 0 となる．この時，
mi2+k = mi1+k′2 − (k
′
1 + 1) · (mi1 −mi2)
= mi1 − (mi1 + 1) · (mi1 −mi2)
< 0
となるが，これは mi2+k ≥ 0 と矛盾する．よって，ある i ≤ i2 + k0 ·mi1 ≤ cM,t,1 + m · cM,t,2
で，mi < maxavstk(M) となる．以上より，題意は示された． ■
特に，正規形になる場合，属性付き木変換器の簡約システムにおいてその形は制限される．
補題 235. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，G = depgraph(M) が非螺旋で
あるとする．この時，任意の m ≥ maxavstk(M)，a(p) ∈ attr(M, t) について，
• Tailm(a(p))⇒∗M,♯(t) Empty．











• σ(n) ∈ Σ，a(w) σ−→ η ∈ R，p = w[w ← p′]，labelt(p′) = σ を満たす η，p′ が存在する
時，maxavstk(M) の定義より η′ def= stkevalstk(Tailm(η)) は，
C1 η′ = Empty．
C2 η′ = Tailm1(a1(p1)) となる m′ ∈ N，a1(p1) ∈ attr(M, t) が存在する．
のいずれかを満たす．C1 の時，条件を満たすことは明らかである．C2 の時，
m1 < maxavstk(M) ならばやはり条件を満たす．それ以外の時，Tailm(a(p)) ⇒+M,♯(t)







補題 236. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，G = depgraph(M) が非螺旋な
らば，
∀Head(Tailm(a(p))) ∈ htform(attr(M, t)), m < maxavstk(M) .
Head(Tailm(a(p))) の ⇒G,t での任意の簡約の長さは cM,t 以下である
を満たす cM,t ∈ N が存在する． □






def= maxavstk(M) · |attr(M, t)|
c5
def= 1 + c1 + c3 · c2
cM,t
def= c5 · c4
とおく．まず，Head(Tailm(a(p))), Head(Tailm1(a1(p1))) ∈ htform(attr(M, t)) について，
• m < maxavstk(M)
• Head(Tailm(a(p)))⇒G,t Head(Tailm1(a1(p1)))
を満たす時を考える．この時，m1 ≤ c3 であることは，定義より明らか．よって，補題 234よ
り，Head(Tailm(a(p))) は，c5 回以下の簡約で，
• 正規形になる．




(a′(p′))) ∈ htform(attr(M, t)) が








系 237. StkATT M = (A, Σ, ∆, ♯, a0, R) について，G = depgraph(M) が非螺旋ならば，任意
の t ∈ T̂Σ について，
∀Head(Tailm(a(p))) ∈ htform(attr(M, t)), cM,t,m = m · cM,t,1 + cM,t,2 .
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Head(Tailm(a(p))) の ⇒G,t での任意の簡約の長さは cM,t 以下である
を満たす cM,t,1, cM,t,2 ∈ N が存在する． □
証明. 補題 233の c1
def= cM,t,1，c2





def= c1 + c3
とおく．この時，補題 234よりどんな簡約でも c1 + m · c2 回以下で，m1 ≤ maxavstk(M) を
満たすある Head(Tailm1(a1(p1))) ∈ htform(attr(M, t)) に行き着く．よって，補題 236 より
Head(Tailm1(a1(p1))) は c3 回以下の簡約で正規形になるため，全体として c1 + m · c2 + c3 =
m · cM,t,1 + cM,t,2 回以下の簡約で正規形になる．よって，題意は示された． ■
以上から，非螺旋 StkATT は要素型については簡約システムが停止性を持つことが示せる．
これを示すため，要素型に限定した簡約システムを導入する．
定義 238 (StkATT の要素型簡約システム). StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯ につ
いて，簡約システム (SFM (t)elm,⇒M,t,elm) を，以下のように定義する．
η1 ⇒M,t,elm η2 iff η1 ⇒M,t η2
□
非螺旋 StkATT について，要素型に限定した簡約システムは停止性を持つ．
補題 239. StkATT M = (A, Σ, ∆, ♯, a0, R) について，depgraph(M) が非螺旋ならば，任意の
t ∈ T̂Σ について ⇒M,♯(t),elm は停止性を持つ． □
証明. 補題 109と同様に，停止性を持たないと仮定すると系 237に矛盾することから示せる． ■
ここから，StkATT の well-defined 性の同値条件は，StkATT が非螺旋であること及び依存
グラフが非螺旋であることが示された．
定理 240. StkATT M = (A, Σ, ∆, ♯, a0, R) について，以下の 3条件は同値である．




証明. 2 ならば 3 を示す．M が非螺旋である時，G = depgraph(M) が螺旋であると仮定す





C2 以下を満たす cm ≥ m が存在する．
∀k ∈ N . Head(Tailm+k(a(p)))⇒+G,t Head(Tail
cm+k(a(p)))
この条件について，それぞれ場合分けを行う．
C1 補題 229より M は螺旋だがこれは矛盾．よって，正しい．
C2 補題 230より M は螺旋だがこれは矛盾．よって，正しい．
1 ならば 2 を示す．M が well-defined である時，M は螺旋であると仮定する．この時，以
下のいずれかを満たす t ∈ T̂Σ，Head(Tailm(a(p))) ∈ htform(attr(M, t)) が存在する．
C3 ∃η = stkevalelm(η), occη(Head(Tailm(a(p)))) 6= ∅ . Head(Tailm(a(p)))⇒+M,♯(t) η
C4 ∃m′ ≥ m . Tailm(a(p))⇒+M,♯(t) Tail
m′(a(p))
この条件について，以下のように場合分けを行う．
C3 • η0 = Head(Tailm(a(p)))
• η0 ⇒M,♯(t) η1 ⇒M,♯(t) · · · ⇒M,♯(t) ηn
を満たす n > 0，η0, ... , ηn，π ∈ occηn(Head(Tail
m(a(p)))) が存在する．この時，φ =
ηn[π ← ∗] とする．n′ > n について，n′ = c1n + c2 と書ける c1 ∈ N，0 ≤ c2 < n が
存在し，ηn′ = φc1(ηc2) とすると，{ηn}n∈N は Head(Tail
m(a(p))) の無限簡約列になる．
これは M が well-defined に矛盾する．よって，正しい．
C4 補題 219，補題 225より，
• η0 = Tailm(a(p))
• ηn = Tailm
′
(a(p))
• 任意の k ∈ N について，Head(Tailk(η0)) ⇒M,♯(t) Head(η1) ⇒M,♯(t) · · · ⇒M,♯(t)
Head(Tailk(ηn))
を満たす n > 0，η0, ... , ηn，m′ ∈ Nが存在する．この時，n′ ∈ Nについて，n′ = c1 ·n+c2
と書ける c1 ∈ N，0 ≤ c2 < n が存在し，ηn′ = Head(Tailc1·(m
′−m)(ηc2)) とすると，
{ηn}n∈N は Head(Tail
m(a(p))) の無限簡約列になる．これは M が well-defined に矛盾
する．よって，正しい．
3 ならば 1 は補題 239より明らか．よって，推移律より，題意は示された． ■
以降，特に断りのない限り StkATT は well-defined であるものとする．StkATT の簡約シス
テムは局所合流性を持つ．
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補題 241. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，⇒M,♯(t) は局所合流性を持つ．
□









3 ∈ SFM (t)k を，η に関する構造的帰
納法で示す．
IB1 a ∈ Asyn，p ∈ paths(♯(t)) について，η = a(p) の時，η′1 = η′2 より，η′3 = η′1 = η′2 と
おく．
IB2 IB1 と同様．
IB3 δ ∈ ∆(0) ∪ {Empty,⊥} について，η = δ の時，そのような η′1, η′2 は存在しないため，適
用不能．
IS n ≥ 1，δ(n) ∈ ∆ ∪ {Head, Tail, Cons} について，η = δ(η1, ... , ηn) の時を考える．
stkwkevalk(η) 6= η ならば，補題 219より，η′1 = η′2 より，IB1 と同様．それ以外の時，
η = stkwkevalstk(η) に関する場合分けで示す．
C1, C2, C3 適用不能．
C4 δ(n) = Cons の時，η′1 = δ(η′1,1, ... , η′1,n)，η′2 = δ(η′2,1, ... , η′2,n) であり，以下を満た
す i1, i2 ∈ [n] が存在する．
∀k ∈ [2], i ∈ [n] .
{
ηi ⇒M,♯(t) η′k,i (i = ik)
ηi = η′k,i (otherwise)
i1 = i2 ならば，η′1 = η′2 より IB1 と同様．i1 6= i2 ならば，i ∈ [n] について，
η′3,i =

η′1,i (i = i1)
η′2,i (i = i2)
η′1,i (otherwise)
として，η′3 = δ(η′3,1, ... , η′3,n) とおくと，η′1 ⇒M,♯(t) η′3，η′2 ⇒M,♯(t) η′3 である．






系 242. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，⇒M,♯(t),elm は局所合流性を持つ．
□
証明. 補題 241，系 216より． ■
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また，well-defined 性から StkATT の要素型に限定した簡約システムは停止性を持つため，合
流性を持つ．
系 243. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，⇒M,♯(t),elm は合流性を持つ． □




補題 244. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ，n ∈ N について，以下が成り立つ．
nf(⇒M,♯(t),elm, Head(Tailn(a0(ϵ)))) ∈ T̂∆⊥
□





定義 245 (StkATT のスタック意味論). StkATT M = (A, Σ, ∆, ♯, a0, R) について，JMKω :
T̂Σ → (N→ T̂∆⊥) を以下のように定める．
JMKω def= t 7→ n 7→ nf(⇒M,♯(t),elm, Head(Tailn(a0(ϵ))))




命題 246 (StkATT の決定的な簡約システム). StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ♯ に
ついて，U




IB1 a ∈ Asyn，σ ∈ Σ♯，p ∈ paths(t)，labelt(p) = σ，a(w)
σ−→ η ∈ R について，
a(p)⇒DM,t η[w← p]．
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IB2 b ∈ Ainh，σ ∈ Σ♯，p ∈ paths(t)，labelt(p) = σ，b(wi)
σ−→ η ∈ R について，
b(pi)⇒DM,t η[w← p]．
IB3 δ : () _∆̇∪STK s について，δ は既約．
IS 以下のように場合分けを行う．
• η1 ∈ Uelm，η2 ∈ Ustk について，Head(Cons(η1, η2))⇒M,t η1．
• η1 ∈ Uelm，η2 ∈ Ustk について，Tail(Cons(η1, η2))⇒M,t η2．
• Head(Empty)⇒M,t ⊥．
• Tail(Empty)⇒M,t Empty．
• それ以外の場合，n ≥ 1，δ : (k1, ... , kn) _∆̇∪STK k，η1 ∈ Uk1 , ... , ηn ∈ Ukn につい
て，η1, ... , ηi−1 が ⇒DM,t で既約で，ηi ⇒DM,t η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒DM,t δ(η1, ... , η′i, ... , ηn)．
この時，任意の η ∈ Uelm に対して，nf(⇒M,t, η) = nf(⇒DM,t, η)． □
証明. 命題 88と同様に示せる． ■
StkATT のスタック木変換の意味論から，木変換の意味論を導入できる．
定義 247 (StkATT の意味論). StkATT M について，JMK を JMKω(−)(0) で定義する．ま
た，木変換のクラス {JMK |M は StkATT} を StkATT と表記する． □
なお，スタックのどの位置で木変換を構築しても，それは StkATT の木変換のクラスに含ま
れる．
定理 248. StkATT M，n ∈ N について，以下が成り立つ．
JMKω(−)(n) ∈ StkATT
□
証明. 定理 201と同様に示せる． ■
ATT は，深さが常にひとつのスタックを使用する StkATT と見なすことができる．ここか
ら，ATTω ⊆ StkATTω となる．これは，定理 186から，つまり ATT ⊆ StkATT ということ
である．
定理 249 ([Nak09]). ATTω ⊆ StkATTω □
証明. 定理 202と同様に示せる． ■
また，定理 118と同様に，合成属性だけの StkATTは，StkTTと対応する．よって，StkTT ⊆
StkATT である．
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定理 250. StkTTω ⊆ StkATTω □









Σ def= {a(1), b(1), $}










b(w1) ♯−→ Cons(T, a(w1)),
b(w1) a−→ b(w),
b(w1) b−→ b(w),




命題 252. 例 251の M について，以下が成り立つ．
JMK(t) = { T (size(t) mod (|occt(a)|+ 1) = 0)F (otherwise)
□




は容易に分かる．また，la = |occt(a)|+ 1 として，
nf(⇒M , Head(Tailm(b(1)))) =
 nf(⇒M , Head(Tail
m′(b(1)))) (m = m′ + la)
T (m = 0)
F (0 < m < la)
は，m に関する数学的帰納法から容易に示せる．よって，ct = size(t) mod la として，
JMK(t) = nf(⇒M , Head(a0(ϵ)))
= nf(⇒M , Head(Tailsize(t)(b(1))))
= nf(⇒M , Head(Tailct(b(1))))
=
{





命題 253. 例 223の M = (A, Σ, ∆, ♯, a0, R) について，以下が成り立つ．
∀t ∈ T̂Σ, n ∈ N . JMKω(t)(n) 6= ⊥
□
証明. 命題 224より，任意の t ∈ T̂Σ，n ∈ N について，JMKω(t)(n) = $ である．よって，題意
は示された． ■
4.4 スタックマクロ木変換器
MTT を拡張したスタック木変換器を，スタックマクロ木変換器 (StkMTT) と呼ぶ．
定義 254 (スタックマクロ木変換器 (StkMTT)). スタックマクロ木変換器は，以下の要素の






∆ 出力記号のランク付きアルファベットで，⊥ 6∈ ∆ ．
e 初期式で，e ∈ RHSM (X1, ∅)stk．
R 書き換え規則の集合で，以下を満たす．
R ∈ Pfin({q(σ(x1, ... , xn), y1, ... , ym)→ η
| q(m+1) ∈ Q, σ(n) ∈ Σ, η ∈ RHSM (Xn, Ym)stk})
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ただし，RHSM (X, Y ) ∈
∏
k∈SS S∆̇∪Q̈({elm 7→ X, stk 7→ Y })k は，以下のように帰納的に定義
される集合の族 {Uk}k∈SS で定義する．
IB1 y ∈ Y について，y ∈ Ustk．
IB2 δ : () _∆̇∪STK k について，δ ∈ Uk．
IS1 q : (elm, k1, ... , km) _Q̈ k，x ∈ X，η1 ∈ Uk1 , ... , ηm ∈ Ukm について，
q(x, η1, ... , ηm) ∈ Uk．
IS2 n ≥ 1，δ : (k1, ... , kn) _∆̇∪STK k，η1 ∈ Uk1 , ... , ηn ∈ Ukn について，δ(η1, ... , ηn) ∈ Uk．
□
MTT と同様，StkMTT でも全域的決定的性を定義できる．
定義 255 (全域的決定的 StkMTT). StkMTT M = (Q, Σ, ∆, e, R) が
∀q(m+1) ∈ Q, σ(n) ∈ Σ . ∃!q(σ(x⃗), y⃗)→ η ∈ R
を満たすとき，全域的決定的であるという． □
以降，特に断りのない限り StkMTT は全域的決定的であるものとする．StkMTT について，
意味論を決定づける簡約システムを導入する．
定義 256 (StkMTT の簡約システム). StkMTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，
簡約システム (
⋃
k∈SS SFM (X, Y )k,⇒M,X,Y ) を，以下のように定義する．
SFM (X, Y )
def= RHSM (T̂Σ(X), Y )




η′2, η2 = η1[π ← η′2] .




k∈SS{η1 → η2 | η1, η2 ∈ SFM (X, Y )k} は以下のように定義する．
R
def= {Head(Empty)→ ⊥, Tail(Empty)→ Empty}
∪ {Head(Cons(η1, η2))→ η1 | η1 ∈ SFM (X, Y )elm, η2 ∈ SFM (X, Y )stk}
∪ {Tail(Cons(η1, η2))→ η2 | η1 ∈ SFM (X, Y )elm, η2 ∈ SFM (X, Y )stk}
∪ {q(σ(t1, ... , tn), η1, ... , ηn)→ η[xi ← ti]i∈[n][yi ← ηi]i∈[m]
| q(σ(x1, ... , xn), y1, ... , ym)→ η ∈ R, t1, ... , tn ∈ T̂Σ, η1, ... , ηm ∈ SFM (X, Y )stk}
この時，⇒M,∅,∅ を ⇒M と表記する． □
この簡約システムは，型を保存する．
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系 257. StkMTT M = (Q, Σ, ∆, e, R)，η1 ⇒∗M,X,Y η2 について，以下が成り立つ．




系 258. StkMTT M = (Q, Σ, ∆, e, R)，η1, η2 ∈ SFM (X, Y )k について，以下が成り立つ．




補題 259. StkMTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，⇒M,X,Y は局所合流性を持つ．
□
証明. 補題 194と同様に示せる． ■
また，この簡約システムは停止性を持つ．
補題 260. StkMTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，⇒M,X,Y は停止性を持つ．□
証明. 任意の q(m+1) ∈ Q，t ∈ T̂Σ(X)，l1, ... , lm ∈ N について，l(q, t, l1, ... , lm) ∈ N を，以下
のように t に関する構造的帰納法で定義する．
IB1 x ∈ X について，l(q, x, l1, ... , lm)
def= 0．
IB2 σ ∈ Σ(0)，q(σ)→ η ∈ R について，
l(q, σ, l1, ... , lm)
def= 1 + count(η, l1, ... , lm)．
IS n ≥ 1，σ(n) ∈ Σ，t1, ... , tn ∈ T̂Σ(X)，q(σ)→ η ∈ R について，
l(q, σ(t1, ... , tn), l1, ... , lm)
def= 1 + count(η[xi ← ti]i∈[n], l1, ... , lm)．
ただし，η ∈ SFM (X, Y ]Ym)k，l1, ... , lm ∈ N について，count(η, l1, ... , lm) は以下のように
構造的帰納法で定義する．
IB1 以下のように場合分けを行う．
• y ∈ Y について，count(y, ...) def= 0．
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• i ∈ [m] について，count(yi, l1, ... , lm)
def= li．
IB2 δ ∈ ∆(0) ∪ {⊥, Empty} について，count(δ, ...) def= 0．
IS1 q(k+1) ∈ Q，t ∈ T̂Σ(X)，η1, ... , ηk ∈ SFM (X, Y )stk について，lηi = count(ηi, l1, ... , lm)
とした時，




lηi + l(q, t, lη1 , ... , lηk )．
IS2 以下のように場合分けを行う．
• n ≥ 1，δ(n) ∈ ∆ ∪ {Cons} について，




count(ηi, l1, ... , lm)．
• δ ∈ {Head, Tail} について，
count(δ(η1), l1, ... , lm)
def= 1 + count(η1, l1, ... , lm)．
また，t ∈ T̂Σ(X)，η ∈ SFM (X, Y )k について，
derivη(t)
def⇐⇒ ∀q ∈ Q, π ∈ occη(q) . ∃p ∈ paths(t) . subtreeη(π1) = subtreet(p)
とおく．この時，任意の t ∈ T̂Σ について，
• q(m+1) ∈ Q，η1, ... , ηm ∈ SFM (X, Y )stk について，任意の i ∈ [m] で derivηi(t)
の時，{li}i∈[m] = {count(ηi)}i∈[m] とすると q(t, η1, ... , ηm) の簡約が
∑
i∈[m] li +
l(q, t, l1, ... , lm) 回以下で終わること
• η ∈ SFM (X, Y )k について，derivη(t) の時，η の簡約が count(η) 回以下で終わること
は，t に関する容易な同時帰納法で示せる．ここから，任意の η ∈ SFM (X, Y )k について，η の
簡約が count(η) 回以下で終わることも，η に関する容易な構造的帰納法で示せる．よって，題
意は示された． ■
以上から，StkMTT の簡約システムは合流性を持つ．
系 261. StkMTT M = (Q, Σ, ∆, e, R)，集合 X, Y について，⇒M,X,Y は合流性を持つ． □
証明. 補題 260，補題 259，補題 56より． ■
StkMTT の簡約システムは，合流性と停止性を持つため，補題 57より一意な正規形を持つ．
要素型の正規形は，⇒M においては必ず出力アルファベットのみからなる木になる．
定理 262. StkMTT M = (Q, Σ, ∆, e, R) について，以下が成り立つ．
∀η ∈ SFM (∅, ∅)elm . nf(⇒M , η) ∈ T̂∆⊥
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□
証明. 補題 197と同様に示せる． ■
この時，StkMTT に対して，初期式に入力木を割り当てたものから StkMTT の簡約システム
で得られるスタックを出力とするスタック木変換を，意味論として導入する．
定義 263 (StkMTT のスタック意味論). StkMTT M = (Q, Σ, ∆, e, R) について，JMKω :
T̂Σ → (N→ T̂∆⊥) を以下のように定義する．
JMKω def= t 7→ n 7→ nf(⇒M , Head(Tailn(e[x1 ← t])))




命題 264 (StkMTT の決定的な簡約システム). StkMTT M = (Q, Σ, ∆, e, R)，集合 X, Y に
ついて，簡約システム (
⋃
k∈SS SFM (X, Y )k,⇒DM,X,Y ) を，U
def= SFM (X, Y ) として，以下のよ
うに構造的帰納法で定義する．
IB1 y ∈ Y について，y は既約．
IB2 δ : () _∆̇∪STK k について，δ は既約．
IS1 以下のように場合分けを行う．
• q : (elm, k1, ... , km) _Q̈ k，σ ∈ Σ，σ(⃗t) ∈ T̂Σ(X)，q(σ(x⃗), y⃗)→ η ∈ R について，
q(σ(⃗t), η⃗y)⇒DM,X,Y η[⃗x← t⃗][⃗y← η⃗y]．
• q : (elm, k1, ... , km) _Q̈ k，x ∈ X，η1 ∈ Uk1 , ... , ηm ∈ Ukn，i ∈ [m] について，
η1, ... , ηi−1 が ⇒DM,X,Y で既約で，ηi ⇒DM,X,Y η′i の時，
q(x, η1, ... , ηi, ... , ηm)⇒DM,X,Y q(x, η1, ... , η′i, ... , ηm)．
IS2 以下のように場合分けを行う．
• η1 ∈ Uelm，η2 ∈ Ustk について，Head(Cons(η1, η2))⇒DM,X,Y η1．
• η1 ∈ Uelm，η2 ∈ Ustk について，Tail(Cons(η1, η2))⇒DM,X,Y η2．
• Head(Empty)⇒DM,X,Y ⊥．
• Tail(Empty)⇒DM,X,Y Empty．
• それ以外の場合，n ≥ 1，δ : (k1, ... , kn) _∆̇∪STK k，η1 ∈ Uk1 , ... , ηn ∈ Ukn，i ∈ [n]
について，η1, ... , ηi−1 が ⇒DM,X,Y で既約で，ηi ⇒DM,X,Y η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒DM,X,Y δ(η1, ... , η′i, ... , ηn)．
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この時，任意の η ∈ Uk に対して，nf(⇒M,X,Y , η) = nf(⇒DM,X,Y , η)． □
証明. 命題 88と同様に示せる． ■
StkMTT のスタック木変換の意味論から，木変換の意味論を導入できる．
定義 265 (StkMTT の意味論). StkMTT M について，JMK を JMKω(−)(0) で定義する．ま
た，木変換のクラス {JMK |M は StkMTT} を StkMTT と表記する． □
なお，スタックのどの位置で木変換を構築しても，それは StkMTT の木変換のクラスに含ま
れる．
定理 266. StkMTT M，n ∈ N について，以下が成り立つ．
JMKω(−)(n) ∈ StkMTT
□
証明. 定理 201と同様に示せる． ■
MTT は，深さが常にひとつのスタックを使用する StkMTT と見なすことができる．ここか
ら，MTTω ⊆ StkMTTω となる．
定理 267. MTTω ⊆ StkMTTω □
証明. 定理 202と同様に示せる． ■
また，定理 133と同様に，コンテキストパラメータを持たない StkMTT は，StkTT と対応
する．よって，StkTT ⊆ StkMTT である．
定理 268. StkTTω ⊆ StkMTTω □
証明. 定理 133と同様に示せる． ■
StkTT 同様，StkMTT も入力木を固定すると，深さが有限のスタックしか構築できない．
定理 269. JMKω : T̂Σ → (N→ T̂∆⊥) ∈ StkMTTω について，以下が成り立つ．
∀t ∈ T̂Σ . ∃cM,t ∈ N,∀n ≥ cM,t . JMKω(t)(n) = ⊥
□
証明. 定理 205と同様に示せる． ■
MTT と同様，StkMTT にも滞在拡張を考えることができる．滞在拡張を施した StkMTT を
滞在付きスタックマクロ木変換器 (stayStkMTT ) と呼ぶ．
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定義 270 (滞在付きスタックマクロ木変換器 (stayStkMTT)). 滞在付きスタックマクロ木変
換器は，以下の要素の組 M = (Q, Σ, ∆, e, R) である．
Q, Σ, ∆, e StkMTT と同様．
R 以下のようにする．
R ∈ Pfin({q(x = σ(x1, ... , xn), y1, ... , ym)→ η
| q(m+1) ∈ Q, σ(n) ∈ Σ, η ∈ RHSM (Xn ∪ {x}, Ym)stk})
ただし，RHSM は StkMTT と同様に定義する． □
stayMTT の時と同様，stayStkMTT でも全域的決定的性を定義できる．
定義 271 (全域的決定的 stayStkMTT). stayStkMTT M = (Q, Σ, ∆, e, R) が
∀q(m+1) ∈ Q, σ(n) ∈ Σ . ∃!q(x = σ(x⃗), y⃗)→ η ∈ R
を満たすとき，全域的決定的であるという． □
以降，特に断りのない限り stayStkMTT は全域的決定的であるものとする．stayStkMTT の
意味論を決定づける簡約システムを，StkATT と同様，最外戦略によって導入する．これは，




定義 272 (stayStkMTT の簡約システム). stayStkMTT M = (Q, Σ, ∆, e, R)，集合 Y に
ついて，SFM (Y )
def= RHSM (T̂Σ, Y ) とする．この時，簡約システム (
⋃
k∈SS SFM (Y )k,⇒M,Y )
を，U
def= SFM (Y ) として，以下のように構造的帰納法で定義する．
IB1 y ∈ Y について，y は既約．
IB2 δ : () _∆̇∪STK k について，δ は既約．
IS1 q : (elm, k1, ... , km) _Q̈ k，σ ∈ Σ，t = σ(t1, ... , tn) ∈ T̂Σ，
q(x = σ(x⃗1, ... , xn), y⃗)→ η ∈ R について，
q(σ(⃗t), η⃗y)⇒M,Y η[x← t][xi ← ti]i∈[n] [⃗y← η⃗y]．
IS2 以下のように場合分けを行う．
• η1 ∈ Uelm，η2 ∈ Ustk について，Head(Cons(η1, η2))⇒M,Y η1．




• それ以外の場合，n ≥ 1，δ : (k1, ... , kn) _∆̇∪STK k，η1 ∈ Ak1 , ... , ηn ∈ Akn，i ∈ [n]
について，ηi ⇒M,Y η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒M,Y δ(η1, ... , η′i, ... , ηn)．
この時，⇒M,∅ を ⇒M と表記する． □
StkATT と同じく stayStkMTT も，一般には簡約システムは停止性を持たない．特に，要
素型に限定した場合の簡約システムも停止性を持たない．これは，stayStkMTT が全域的決定
的であっても意味論が関数にならない場合があることを意味する．そのような場合を除くため，
StkATT，stayMTT と同様に well-defined の概念を導入する．
定義 273 (stayStkMTT の well-defined 性). stayStkMTT M = (Q, Σ, ∆, e, R)について，
∀t ∈ T̂Σ, q(m+1) ∈ Q, n ∈ N .
Head(Tailn(q(t, y1, ... , ym))) は ⇒M,∅,Ym で無限簡約可能でない
を満たす時 M は well-defined という． □
well-defined stayStkMTT は，StkATT と同様，要素型については簡約システムが停止性を
持つことが示せる．これを示すため，要素型に限定した簡約システムを導入する．
定義 274 (stayStkMTT の要素型簡約システム). stayStkMTT M = (Q, Σ, ∆, e, R) につい
て，簡約システム (SFM (Y )elm,⇒M,Y,elm) を，以下のように定義する．
η1 ⇒M,Y,elm η2 iff η1 ⇒M,Y η2
また，⇒M,elm =⇒M,∅,elm と表記する． □
well-defined stayStkMTT について，要素型に限定した簡約システムは停止性を持つ．
補題 275. stayStkMTT M = (Q, Σ, ∆, e, R) について，M が well-defined ならば，⇒M,Y,elm
は停止性を持つ． □
証明. ⇒M,Y,elm が停止性を持たないと仮定すると，無限簡約可能な η ∈ SFM (Y )elm が存在す
る．この時，occη(q) 6= ∅ を満たす q ∈ Q が存在し，この q は well-defined の条件を満たさな
いことが，示せる．これは，M が well-defined に矛盾することから，題意は示された． ■
以降，特に断りのない限り stayStkMTT は well-defined であるものとする．stayStkMTT
の簡約システムは，局所合流性を持つ．
補題 276. stayStkMTT M = (Q, Σ, ∆, e, R) について，⇒M,Y は局所合流性を持つ． □
証明. 補題 241と同様に示せる． ■
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よって，要素型に限定しても簡約システムは局所合流性を持つ．
系 277. stayStkMTT M = (Q, Σ, ∆, e, R) について，⇒M,Y,elm は局所合流性を持つ． □
証明. 補題 276より． ■
また，well-defined 性から stayStkMTT の要素型に限定した簡約システムは停止性を持つた
め，合流性を持つ．
系 278. stayStkMTT M = (Q, Σ, ∆, e, R) について，⇒M,Y,elm は合流性を持つ． □
証明. 補題 275，系 277，補題 56より． ■
stayStkMTT の要素型の簡約システムは，合流性と停止性を持つため，補題 57より一意な正
規形を持つ．要素型の正規形は，⇒M,elm においては必ず出力アルファベットと ⊥ のみからな
る木になる．
補題 279. stayStkMTT M = (Q, Σ, ∆, e, R) について，以下が成り立つ．
∀η ∈ SFM (∅)elm . nf(⇒M,elm, η) ∈ T̂∆⊥
□
証明. 補題 197と同様に示せる． ■
この時，stayStkMTT に対して，初期式に入力木を割り当てたものから stayStkMTT の要素
型簡約システムで得られるスタックを出力とするスタック木変換を，意味論として導入する．
定義 280 (stayStkMTT のスタック意味論). stayStkMTT M = (Q, Σ, ∆, e, R) について，JMKω : T̂Σ → (N→ T̂∆⊥) を以下のように定める．
JMKω def= t 7→ n 7→ nf(⇒M,elm, Head(Tailn(e[x1 ← t])))




命題 281 (stayStkMTT の決定的な簡約システム). stayStkMTT M = (Q, Σ, ∆, e, R)，集
合 Y について，簡約システム (
⋃
k∈SS Uk,⇒DM,Y ) を，U
def= SFM (Y ) として，以下のように構
造的帰納法で定義する．
IB1 y ∈ Y について，y は既約．
121
IB2 δ : () _∆̇∪STK k について，δ は既約．
IS1 q : (elm, k1, ... , km) _Q̈ k，σ ∈ Σ，σ(⃗t) ∈ T̂Σ，q(σ(x⃗), y⃗)→ η ∈ R について，
q(σ(⃗t), η⃗y)⇒DM,Y η[⃗x← t⃗][⃗y← η⃗y]．
IS2 以下のように場合分けを行う．
• η1 ∈ Uelm，η2 ∈ Ustk について，Head(Cons(η1, η2))⇒DM,Y η1．
• η1 ∈ Uelm，η2 ∈ Ustk について，Tail(Cons(η1, η2))⇒DM,Y η2．
• Head(Empty)⇒DM,Y ⊥．
• Tail(Empty)⇒DM,Y Empty．
• それ以外の場合，n ≥ 1，δ : (k1, ... , kn) _∆̇∪STK k，η1 ∈ Uk1 , ... , ηn ∈ Ukn，i ∈ [n]
について，η1, ... , ηi−1 が ⇒DM,Y で既約で，ηi ⇒DM,Y η′i の時，
δ(η1, ... , ηi, ... , ηn)⇒DM,Y δ(η1, ... , η′i, ... , ηn)．
この時，任意の η ∈ Uk に対して，nf(⇒M,Y , η) = nf(⇒DM,Y , η)． □
証明. 命題 88と同様に示せる． ■
stayStkMTT のスタック木変換の意味論から，木変換の意味論を導入できる．
定義 282 (stayStkMTT の意味論). stayStkMTT M について，JMK を JMKω(−)(0) で定
義する．また，木変換のクラス {JMK |M は stayStkMTT} を stayStkMTT と表記する． □
なお，スタックのどの位置で木変換を構築しても，それは stayStkMTT の木変換のクラスに
含まれる．
定理 283. stayStkMTT M，n ∈ N について，以下が成り立つ．
JMKω(−)(n) ∈ stayStkMTT
□
証明. 定理 201と同様に示せる． ■
滞在拡張を使用しない stayStkMTT は StkMTT と対応する．よって，StkMTT ⊆
stayStkMTT である．
定理 284. StkMTTω ⊆ stayStkMTTω □










つ fully-defined，定義 292 で与えられる簡約システムが戦略によらず停止性を持つ非巡回の制




























定義 285 (StkATT の fully-defined). StkATT M = (A, Σ, ∆, ♯, a0, R) について，
∀t ∈ T̂Σ, a(p) ∈ attr(M, t) . a(p) は ⇒M,♯(t) で無限簡約可能でない
を満たす時 M は fully-defined であるという．
また，スタック木変換のクラス {JMKω |M は fully-defined StkATT} を StkATTfd,ω，木変
換のクラス {JMK |M は fully-defined StkATT} を StkATTfd と表記する． □
well-defined に限らない StkATT でも，fully-defined であれば well-defined である．
命題 286. StkATT M = (A, Σ, ∆, ♯, a0, R) について，fully-defined なら well-defined． □
証明. t ∈ T̂Σ，η ∈ SFM (t)stk について，η が無限簡約可能でないなら，Head(Tailm(η)) が
無限簡約可能であるとすると矛盾することは，補題 239 と同様の議論で示せる．ここから，




定理 287. (well-defined な) StkATT M = (A, Σ, ∆, ♯, a0, R) について，以下の 2 条件は同値
である．
• M は fully-defined．




証明. M が fully-defined の時，
Tailm1(a(p))⇒+M,♯(t) Tail
m2(a(p))
を満たす t ∈ T̂Σ，a(p) ∈ attr(M, t)，m1, m2 ∈ N が存在すると仮定する．この時，この簡約を
続けていくと無限簡約列となり，ここから a(p) の無限簡約列を作ることができるが，これは M
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補題 288. fully-defined StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について ⇒M,♯(t) は停止性
を持つ． □
証明. 定理 287での議論より． ■
よって，fully-defined StkATT の簡約システムは，型によらず合流性を持つ．
系 289. StkATT M = (A, Σ, ∆, ♯, a0, R)，t ∈ T̂Σ について，⇒M,♯(t),elm は合流性を持つ． □
証明. 補題 288，補題 241，補題 56より． ■
ここから，fully-defined StkATT では，スタックの深さは有限になる．
定理 290. JMKω : T̂Σ → (N→ T̂∆⊥) ∈ StkATTfd,ω について，以下が成り立つ．
∀t ∈ T̂Σ . ∃cM,t ∈ N,∀n ≥ cM,t . JMKω(t)(n) = ⊥
□
証明. 定理 205と同様に示せる． ■
ただし，fully-defined であっても，自由な戦略を許すと簡約が停止性を持たないことがある．
fully-defined であり，自由な戦略の元では簡約が停止しない例として，以下のものがある．














性を持つものとして，ATT と同様の非巡回性を StkATT に課したものがある．これを，非巡回
StkATT として導入する．
定義 292 (StkATT の非巡回性). StkATT M = (A, Σ, ∆, ♯, a0, R)について，ATT (A, Σ, ∆∪
¯STK, ♯, a0, R) が巡回である時，M は巡回であるという．M が巡回でない時，M は非巡回であ
るという．この時，スタック木変換のクラス {JMKω |M は非巡回 StkATT} を StkATTncr,ω，
木変換のクラス {JMK |M は非巡回 StkATT} を StkATTncr と表記する． □
非巡回 StkATT は fully-defined である．つまり，StkATTncr,ω ⊆ StkATTfd,ω である．
定理 293. 非巡回 StkATT M は，fully-defined である． □
証明. 定理 110と同様に示せる． ■
また，定理 249で作成した StkATT は，非巡回性を満たす．
定理 294. ATTω ⊆ StkATTncr,ω □
証明. 定理 249の StkATT は，ATT の well-defined 性より明らかに非巡回より． ■
また，StkATT の非巡回性は，ATT の非巡回性から決定できることは明らかより，ただちに
決定可能であることが分かる．
系 295. (well-defined に限らない) StkATT M について，M が非巡回かは決定可能． □
証明. 定理 111より． ■
しかし，StkATT の well-defined 性の決定可能性は未解決である．本研究では，StkATT の
well-defined 性は決定不能ではないかと考えている．
予想 296. StkATT M について，M が well-defined かは決定不能． □
この予想は，単項の入力木を持つ StkATT について，依存グラフの螺旋性判定が PCP に帰
着できるのではないかという考察による．しかし，今のところ有用な帰着手段は見つかっていな
い．さらには，well-defined に限らない StkATT の fully-defined 性の決定可能性も未解決であ
る．この問題も well-defined 性の判定と同様 PCP に帰着できるのではないかと予想しており，
すなわち fully-defined かの判定も決定不能であると予想している．
予想 297. (well-defined に限らない) StkATT M について，M が fully-defined かは決定不能．
□
ただし，well-defined StkATT が fully-defined かは決定可能である．
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定理 298. (well-defined な) StkATT M について，M が fully-defined かは決定可能． □
証明. 定理 287から，同じノードの同じ属性の結果に依存する Tail-簡約がない時，M は fully-




また，StkATT と fully-defined StkATT，非巡回 StkATT のクラスの関係についても未解決
である．
予想 299. StkATTfd 6⊆ StkATTncr □
予想 300. StkATT 6⊆ StkATTfd □
予想 301. StkATT 6⊆ StkATTncr □
もし，StkATT ⊆ StkATTncr ならば StkATT = StkATTfd = StkATTncr であり，系 295よ
り予想 296，予想 297は否定的に解決される．逆に，それぞれ予想 296，予想 297が成り立つな
らば，それぞれ予想 301，予想 299 は肯定的に解決される．予想 301 を支持する根拠のひとつ
に，次の予想がある．




補題 303. StkATTω 6⊆ StkATTfd,ω □
証明. StkATTω ⊆ StkATTfd,ω が成り立つと仮定した時，例 251 の M = (A, Σ, ∆, ♯, a0, R) に
ついて，JMKω ∈ StkATTfd,ω であり定理 290より，t ∈ T̂Σ について JMKω(t)(n) = ⊥ を満た
す n ∈ N が存在する．しかし，これは命題 253と矛盾する．よって，題意は示された． ■
よって，スタック木変換のクラスとしては，well-defined な StkATT によるクラスは fully-
defined な StkATT のクラスより真に大きい．
定理 304. StkATTfd,ω ⊊ StkATTω □
証明. 命題 286，補題 303より． ■
スタック木変換のクラスとして真に大きいということは，StkATT から自然に対応づけられる
fully-defined な StkATT に変換するアルゴリズムがないことを意味する．これが予想 300の根
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拠となっている．
なお，非巡回かどうかに関わらず，ATT と同様の樹高性が StkATT でも成り立つ．
定理 305 (StkATT の樹高性). JMK : T̂Σ → T̂∆⊥ ∈ StkATT について，
∀t ∈ T̂Σ . height(JMK(t)) ≤ cM · size(t)
を満たす cM ∈ N が存在する． □
証明. StkATT M = (A, Σ, ∆, ♯, a0, R) について，
c1









def= 2 · c1 · c2 · c3




IS 補題 235より，Head(Tailm(a(p))) は，
C1 正規形 Empty になる．
C2 正規形 Head(Tailm1(a1(p1))) ∈ htform(attr(M, t)) になる．
C3 ある m1 < maxavstk(M)，a1(p1) ∈ attr(M, t) について，Head(Tailm1(a1(p1)))
に簡約される．
のいずれかを満たす．
• C1 の時 ht(Head(Tailm(a(p))), k + 1)
def= 1
• C2 の時 ht(Head(Tailm(a(p))), k + 1)
def= 0
とおく．また，C3 の時，以下のように場合分けを行う．
• σ(n) ∈ Σ，a1(w1)
σ−→ η ∈ R，p1 = w1[w← p′1]，labelt(p′1) = σ を満たす η，p′1 が
存在する時，hη を以下のように η の標準形に関する構造的帰納法で定義する．
IB1, IB2, IB3 適用不能．








def= ht(Head(Tailm2(a2(w2[w← p′1]))), k)．
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IS4 n ≥ 1，σ(n) ∈ Σ について，stkevalelm(η) = σ(η1, ... , ηn) の時，
hη
def= 1 + max{hηi | i ∈ [n]}．
この時，ht(Head(Tailm(a(p))), k + 1)
def= hη とおく．
• それ以外の時，ht(Head(Tailm(a(p))), k + 1)
def= 0．
この時，ht(Head(Tailm(a(p))), k) ≤ k · c1 であることは，k に関する数学的帰納法で容易に
示せる．また，ht(Head(Tailm(a(p))), k) < ht(Head(Tailm(a(p))), k′) を満たす k′ が存在する
時，G = depgraph(M) として，
• 任意の 0 ≤ i ≤ k について，mi < maxavstk(M)




を満たす {Head(Tailmi(ai(pi)))}0≤i≤k が存在することも，k に関する数学的帰納法で容易に示
せる．
さて，height(nf(⇒M,♯(t), a(ϵ))) > c1 · c2 · c3 · size(♯(t)) となる t ∈ T̂Σ が存在する







htform(attr(M, t)) が存在することも容易に示せる．しかしこれは，M が well-defined である
ことに矛盾する．よって，
height(JMK(t)) = height(nf(⇒M,♯(t), a(ϵ)))
≤ c1 · c2 · c3 · size(♯(t))
= c1 · c2 · c3 + c1 · c2 · c3 · size(t)
≤ 2 · c1 · c2 · c3 · size(t)
= cM · size(t)
となる． ■
ここから，StkATT は ATT と同様に，例 135のような MTT を表現できない．
定理 306. MTT 6⊆ StkATT □
証明. 例 135の M について，補題 154と同様に定理 305から JMK 6∈ StkATT より． ■








換器が表現できることを意味する．Stk は，その 1つである．木変換器は，定理 160より RTL
の逆像が RTL で閉じている．しかし，Stk は RTL の逆像が RTL で閉じていない場合がある．
命題 307. Σ = {>(0)} について，JStkΣK−1[{>}] 6∈ RTL □
証明. L = JStkΣK−1[{>}] とし，L ∈ RTL と仮定する．補題 66 の pL について，t1 =
TailpL(x1)，t2 = Cons(⊥, · · ·Cons(⊥︸ ︷︷ ︸
pL 個
, Cons(>, Empty)) · · · )) を考える．JStkΣK(t1(t2)) = >
より，t1(t2) ∈ L である．この時，以下を満たす u1, u2, u3 が存在する．
• t1 = u1(u2(u3))
• height(u2(u3)) ≤ pL
• height(u2) ≥ 1
• 任意の n ∈ N について，u1(un2 (u3(t2))) ∈ L
特に，u1(u3(t2)) ∈ L である．ところで，m = height(u2) とすると，u2 = Tailm(x1) で
あり，u1(u3) = TailpL−m(x1) である．また，m ≥ 1 より，pL − m < pL であり，つまりJStkΣK(u1(u3(t2))) = ⊥ 6∈ L となるが，これは矛盾．よって，題意は示された． ■
一般に，Stk による RTL の逆像は，CFTL になる．このことを示すため，まずスタックシス
テムへの逆像が CFTL で閉じていることを示す．
補題 308. ランク付きアルファベット Σ について，以下が成り立つ．




証明. L ∈ P(T̂Σ⊥) ∩ RTL について，JMK = L となる FTA M = (Q, Σ⊥, q0, R) が存在する．
この時，PDTA M ′ = (Q′, Σ′, Γ′, q′0, u′0, R′) を，以下のように定義する．
Q′
def= Q ∪ {qB} ∪ {qstk, qelm}
Σ′ def= Σ ∪ ¯STK







def= {qs(σ(x1, ... , xn), A)→ σ(qs1(x1, A), ... , qsn(xn, A)) | σ : (s1, ... , sn) _Σ̇∪STK s}
∪ {q(σ(x1, ... , xn), A)→ σ(q1(x1, A), ... , qn(xn, A))
| q(σ(x1, ... , xn))→ σ(q1(x1), ... , qn(xn)) ∈ R}
∪ {q(Head(x1), A)→ Head(q(x1, H)) | q ∈ Q}
∪ {q(Head(x1), A)→ Head(qB(x1, H)) | q(⊥)→ ⊥ ∈ R}
∪ {q(Tail(x1), H)→ Tail(q(x1, T(H))) | q ∈ Q ∪ {qB}}
∪ {q(Tail(x1), T(z1))→ Tail(q(x1, T(T(z1)))) | q ∈ Q ∪ {qB}}
∪ {q(Cons(x1, x2), H)→ Cons(q(x1, A), qstk(x2, A)) | q ∈ Q}
∪ {q(Cons(x1, x2), T(z1))→ Cons(qelm(x1, A), q(x2, z1)) | q ∈ Q ∪ {qB}}
∪ {qB(Empty, H)→ Empty, qB(Empty, T(z1))→ Empty}
この時，stkeval−1elm[JMK] = JM ′K であることは，容易に確認できる． ■
これを元に，一般のランク付き木において，Stk による RTL の逆像が CFTL で閉じている
ことを示すことができる．
定理 309. ランク付きアルファベット Σ について，以下が成り立つ．
∀L ∈ P(T̂Σ⊥) ∩ RTL . JStkΣK−1[L] ∈ CFTL
□
証明. L ∈ P(T̂Σ⊥)∩RTLについて，JMK = Lとなる FTA M = (Q, Σ⊥, q0, R)が存在する．こ
の時，補題 308の PDTA M ′ = (Q′, Σ′, Γ′, q′0, u′0, R′) に対して，M ′′ = (Q′′, Σ′, Γ′, q′′0 , u′0, R′′)
を，以下のように定義する．
Q′′
def= Q′ × SS× SS ∪Q′ ×Q′
q′′0
def= 〈q′0, elm, elm〉
R′′
def= {〈q′, s, s′〉(σ(x1, ... , xn), γ(⃗z))→ σ(〈q′1, s1, s1〉(x1, u1), ... , 〈q′n, sn, sn〉(xn, un))
| s, s′ ∈ S, σ : (s1, ... , sn) _Σ̇∪STK s′,
q(σ(x⃗), γ(z))→ σ(q′1(x1, u1), ... , q′n(xn, un)) ∈ R′}
∪ {〈q′1, elm, elm〉(x, γ(⃗z))→ 〈q′2, elm, stk〉(x, u)
| q′1(Head(x1), γ(⃗z))→ Head(q′2(x1, u)) ∈ R′}
∪ {〈q′, stk, stk〉(x, γ(⃗z))→ 〈q′1, q′2〉(x, u)
| q′(Cons(x1, x2), γ(⃗z))→ Cons(q′1(x1, A), q′2(x2, u)) ∈ R′}
∪ {〈q′1, q′2〉(x, γ(⃗z))→ 〈q′1, stk, elm〉(x, A)
| q′2(Empty, γ(⃗z))→ Empty ∈ R′}
この時，JStkΣK−1[JMK] = JM ′′K を示す．これは，
JStkΣK−1[JMK] = stkproj−1elm[stkeval−1elm[JMK]] (∵ 定理 209)
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= stkproj−1elm[JM ′K] (∵ 補題 308)
より，stkproj−1elm[JM ′K] = JM ′′K と等しい．さらに，stkproj−1elm[JM ′K] = JM ′′K が成り立つこと
は容易に確認できる．よって，題意は示された． ■
さて，Stk は命題 307より RTL を超える CFTL を逆像に持つことがあるため，木変換器で
表現できるとは限らない．
補題 310. Stk 6⊆ MTT □
証明. Stk ⊆ MTT とする．この時，定理 160より，
∀L ∈ P(T̂Σ) ∩ RTL . JStkΣK−1[L] ∈ RTL
である．つまり，L
def= {T} について，Stk−1{T(0)}[L] ∈ RTL だが，これは命題 307に矛盾する．
よって，題意は示された． ■
Stk はスタック木変換器の最下層にあるクラスであるため，ここからスタック木変換器一般に
おいて，木変換器より真に大きいことが示された．ところで，Stk は RTL の逆像が CFTL で
閉じていたが，StkTT には CFTL を超える RTL の逆像を持つものが存在する．
定理 311. 以下を満たす JMK : T̂Σ → T̂∆⊥ ∈ StkTT が存在する．
∃L ∈ P(T̂∆) ∩ RTL . JMK−1[L] 6∈ CFTL
□
証明. 例 203の M = (Q, Σ, ∆, e, R) について，L = {∧(>,>)} ∈ RTL だが，命題 204より，JMK−1[L] = {an(bn(cn($))) | n ∈ N} 6∈ CFTL．よって，題意は示された． ■
一般に，StkTT と StkMTT の RTL の逆像による言語は，Stk の RTL の逆像による言語と，
その言語の TDTT，MTT での逆像による言語で特徴付けられる．なぜなら，StkTT，StkMTT
は，TDTT，MTT と Stk の合成によって記述できるからである．
補題 312.
• StkTTω ⊆ TDTT; Stkω
• StkMTTω ⊆ MTT; Stkω
□











Q = Q(1)，つまり M が StkTT の場合，M1 は TDTT になる．この時，M2 = Stk∆ として，JMKω = JM1K; JM2Kω を示す．まず，
∀k ∈ SS, η1, η2 ∈ SFM (∅, ∅)k . η1 ⇒M1 η2 implies η1 ⇒M η2
で，⇒M1 は
⋃
k∈SS SFM (∅, ∅)k で閉じていることは，η1 に対する構造的帰納法で容易に示せ
る．よって，t ∈ T̂Σ について，
e[x1 ← t]⇒∗M nf(⇒M1 , e[x1 ← t])
である．ここから，t ∈ T̂Σ，m ∈ N について，
Head(Tailm(e[x1 ← t]))⇒∗M Head(Tail









• TDTT; Stkω ⊆ StkTTω
• MTT; Stkω ⊆ StkMTTω
□







def= {q(σ(x⃗), y⃗)→ stkprojstk(η) | q(σ(x⃗), y⃗)→ η ∈ R}
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Q1 = Q(1)1 ，つまり M1 が TDTT の場合，M は StkTT になる．この時，M2 = Stk∆ として，JM1K; JM2Kω = JMKω を示す．定理 202と同様にして，
Head(Tailm(e[x1 ← t]))⇒∗M stkprojelm(Head(Tail









= nf(⇒M , Head(Tailm(e[x1 ← t])))
= JMKω(t)(m)
も容易に示せる．よって，題意は示された． ■
よって，StkTT，StkMTT は，それぞれ TDTT，MTT と Stk の合成と同等の表現力を持つ．
定理 314.
• StkTTω = TDTT; Stkω
• StkMTTω = MTT; Stkω
□
証明. 補題 312，補題 313より． ■
これは，木変換器の階層が StkTT，StkMTT でも保存されることを示している．しかし，
これは StkATT では成り立たない．なぜなら，StkATT を同様に ATT と Stk に分解した場
合，分解された ATT が巡回する場合があるからである．具体的に例 291を考えると，この例を
ATT と思った場合は巡回する．一般に，StkATT が ATT と Stk に分解できるかは未解決であ
り，本研究では同等ではないと予想している．
予想 315. ATT; Stk ⊊ StkATT □
ただし，非巡回 StkATT の場合，同様の方法で ATT と Stk に分解できる．
補題 316. StkATTncr,ω ⊆ ATT; Stkω □
証明. StkATT M = (A, Σ, ∆, a0, ♯, R) について，ATT M1 = (A, Σ, ∆ ∪ ¯STK, a0, ♯, R) を考
える．この時，M2 = Stk∆ として，JMKω = JM1K; JM2Kω は，補題 312と同様に示せる． ■
また，逆の関係も成り立つ．
補題 317. ATT; Stkω ⊆ StkATTncr,ω □
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証明. 定理 294と同様に示せる． ■
よって，非巡回 StkATT は，ATT と Stk の合成と同等の表現力を持つ．
定理 318. StkATTncr,ω = ATT; Stkω □





• StkTTω ⊆ StkATTncr,ω
• StkATTncr,ω ⊆ StkMTTω
□
証明. 定理 314，定理 318，定理 152，定理 155より． ■
これは，さらに真部分関係に強めることができる．それは，StkTT，非巡回 StkATT，StkMTT
がそれぞれ TDTT，ATT，MTT と同様の樹高性を持つことによる．これを示すために，まず
Stk の樹高性を明らかにする．Stk は入力木のスタックに関する記号を全て評価し，⊥ 以外は出
力に残さない．それに加え，⊥ 以外に入力木にない記号を生成することはない．よって，一般に
出力木の高さは入力木の高さ以下になる．
定理 320 (Stk の樹高性). ランク付きアルファベット Σ について，以下が成り立つ．
∀t ∈ T̂Σ∪ ¯STK . height(JStkΣK(t)) ≤ height(t)
□
証明. 定理 209より，題意は
∀t ∈ T̂Σ∪ ¯STK . height(stkevalelm(stkprojelm(t))) ≤ height(t)
と等しい．さらに，これは







h，stkevalelm を f，stkprojelm を p1，stkprojstk を p2，t 7→ Head(Tail




• 任意の σ ∈ Σ(0) ∪ {⊥} について，t = σ の場合，
h(f(p1(gm(σ)))) = h(f(gm(Cons(σ, Empty))))
=
{
h(σ) (m = 0)
h(⊥) (m ≥ 1)
≤ 1 = h(σ)
より正しい．
• t = Empty の場合，
h(f(p1(gm(Empty)))) = h(f(gm(Empty)))
= h(⊥)
≤ 1 = h(Empty)
より正しい．
IS 以下のように場合分けを行う．
• 任意の n ≥ 1，σ(n) ∈ Σ，t1, ... , tn ∈ T̂Σ∪ ¯STK について，
h(f(p1(gm(σ(t1, ... , tn))))) = h(f(gm(Cons(σ(p1(t1), ... , p1(tn)), Empty))))
=
{
h(σ(f(p1(t1)), ... , f(p1(tn)))) (m = 0)
h(⊥) (m ≥ 1)
≤ 1 + max{h(f(p1(g0(ti)))) | i ∈ [n]}
≤ 1 + max{h(ti) | i ∈ [n]}
(∵ i.h.)
= h(σ(t1, ... , tn))
より正しい．
• t1, t2 ∈ T̂Σ∪ ¯STK について，
h(f(p1(gm(Cons(t1, t2))))) = h(f(gm(Cons(p1(t1), p2(t2)))))
=
{
h(f(p1(t1))) (m = 0)
h(f(p1(gm−1(t2)))) (m ≥ 1)
≤
{
h(t1) (m = 0)
h(t2) (m ≥ 1)
(∵ i.h.)




• t1 ∈ T̂Σ∪ ¯STK について，
h(f(p1(gm(Head(t1))))) = h(f(gm(Cons(Head(p1(t1)), Empty))))
=
{
h(f(p1(g0(t1)))) (m = 0)
h(⊥) (m ≥ 1)
≤
{
h(t1) (m = 0)
h(⊥) (m ≥ 1) (∵ i.h.)
≤ 1 + h(t1) = h(Head(t1))
より正しい．
• t1 ∈ T̂Σ∪ ¯STK について，
h(f(p1(gm(Tail(t1))))) = h(f(p1(gm+1(t1))))




ここから，定理 314を合わせて，StkTT，StkMTT の樹高性が，TDTT，MTT と同様にな
ることが示せる．
系 321 (StkTT と StkMTT の樹高性).
• 任意の JMK : T̂Σ → T̂∆ ∈ StkTT について，
∃cM ∈ N . ∀t ∈ T̂Σ . height(JMK(t)) ≤ cM · height(t)
• 任意の JMK : T̂Σ → T̂∆ ∈ StkMTT について，
∃cM ∈ N . ∀t ∈ T̂Σ . height(JMK(t)) ≤ exp(cM · height(t))
がそれぞれ成り立つ． □
証明. それぞれ定理 314より，
• JMK = JM1K; JM2K を満たす JM1K ∈ TDTT，JM2K ∈ Stk について，定理 94の cM1 に
対して cM
def= cM1，f
def= n 7→ cM1 · n
• JMK = JM1K; JM2K を満たす JM1K ∈ MTT，JM2K ∈ Stk について，定理 134の cM1 に
対して cM
def= cM1，f
def= n 7→ exp(cM1 · n)
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とおく．この時，それぞれ任意の t ∈ T̂Σ について，
height(JMK(t)) = height(JM2K(JM1K(t)))
≤ height(JM1K(t)) (∵ 定理 320)
≤ f(height(t))
となる． ■




• StkATTncr 6⊆ StkTT
• StkMTT 6⊆ StkATTncr
□
証明. それぞれ，
• StkATTncr ⊆ StkTT
• StkMTT ⊆ StkATTncr
が成り立つと仮定する．この時，
• 定理 294より，ATT ⊆ StkATTncr ⊆ StkTT
• 定理 267より，MTT ⊆ StkMTT ⊆ StkATTncr
であり，
• 例 99の M について，JMK ∈ StkTT
• 例 135の M について，JMK ∈ StkATTncr





• StkTT ⊊ StkATTncr
• StkATTncr ⊊ StkMTT
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□
証明. 系 319，補題 322より． ■
推移律から，StkTT は StkMTT より真に小さいことも示された．
系 324. StkTT ⊊ StkMTT □
証明. 定理 323より． ■
系 207より，Stk はスタック木変換器の階層において，最下層にあたる．この Stk が補題 310
より MTT に含まれないことと以上の結果から，以下の関係が導かれる．
補題 325.
• StkTT 6⊆ TDTT
• StkATTncr 6⊆ ATT
• StkMTT 6⊆ MTT
□
証明. それぞれ
• StkTT ⊆ TDTT
• StkATTncr ⊆ ATT
• StkMTT ⊆ MTT
が成り立つと仮定する．この時，定理 323より，
• 系 156より，StkTT ⊆ TDTT ⊆ MTT
• 定理 155より，StkTT ⊆ StkATTncr ⊆ ATT ⊆ MTT
• StkTT ⊆ StkMTT ⊆ MTT




• TDTT ⊊ StkTT
• ATT ⊊ StkATTncr
• MTT ⊊ StkMTT
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□
証明. 定理 202，定理 294，定理 267，補題 325より． ■
また，StkATTncr ⊆ StkATT より，StkATT は ATT より真に大きいことも分かる．
系 327. ATT ⊊ StkATT □
証明. 定理 326より． ■
一般に，定理 311に見られるように，スタック木変換器では RTL の逆像が RTL に閉じてい
ない木変換を表現できるが，そのようなものは定理 160に違反するため木変換器では表現できな




予想 328. JMK : T̂Σ → T̂∆⊥ ∈ StkMTT について，以下の 2条件は同値である．
• JMK ∈ MTT
• ∀L ∈ P(T̂∆⊥) ∩ RTL . JMK−1[L] ∈ RTL
□
ところで，線形 StkTT が，線形 TDTT と Stk に分解できることも，定理 314の分解方法を
適用することで示せる．
定理 329. StkTTlu,ω = TDTTlu; Stkω □
証明. M が線形 StkTT の場合，補題 312の M1 は線形 TDTT．また，M1 が線形 TDTT の
場合，補題 313の M は線形 StkTT．よって，題意は示された． ■
ここから，以下が導かれる．
定理 330. 予想 163 が成り立つならば，JMK : T̂Σ → T̂∆⊥ ∈ StkTTlu について，以下が成り
立つ．
∀L ∈ P(T̂∆⊥) ∩ RTL . JMK−1[L] ∈ CFTL
□
証明. 定理 329より，JMK = JM1K; JM2K を満たす JM1K ∈ TDTTlu，JM2K ∈ Stk が存在する．
この時，L ∈ P(T̂∆⊥) ∩ RTL について，定理 309より JM2K−1[L] ∈ CFTL であり，予想 163
より JMK−1[L] = JM1K−1[JM2K−1[L]] ∈ CFTL．よって，題意は示された． ■
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一般に，スタック木変換器において RTL の逆像が CFTL に閉じているクラスの一つとして，
線形 StkTT が該当するのではないかと考えている．これは，定理 329から，線形 TDTT が定
理 309の証明で与えられた文脈自由文法による言語の逆像について，CFTL で閉じていること
を意味する．
予想 331. JMK : T̂Σ → T̂∆⊥ ∈ StkTTlu について，以下が成り立つ．
∀L ∈ P(T̂∆⊥) ∩ RTL . JMK−1[L] ∈ CFTL
□
5.3 木変換器と異なるスタック木変換器の性質
樹高性より，StkATT では表現できない木変換を持つ StkMTT が存在する．
系 332. StkMTT 6⊆ StkATT □
証明. 定理 306，定理 326より． ■
その逆もやはり，木変換クラスの部分クラス関係は成立しないのではないかという予想が
ある．
予想 333. StkATT 6⊆ StkMTT □
この根拠は，次の予想である．
予想 334. 例 251の M について，JMK 6∈ StkMTT □







StkATT が ATT と Stk に分解できないことが導かれる．
補題 335. 予想 333が成り立つならば，StkATT 6⊆ ATT; Stk □
証明. もし，StkATT ⊆ ATT; Stk ならば，定理 155，定理 314より
StkATT ⊆ ATT; Stk ⊆ MTT; Stk = StkMTT
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となるが，これは予想 333に矛盾する．よって，題意は示された． ■
ここから，StkATTncr ⊆ StkATT の逆の関係は成り立たないことが分かる．
系 336. 予想 333が成り立つならば，StkATT 6⊆ StkATTncr □
証明. 定理 318，補題 335より． ■
これは，StkATT と非巡回 StkATT が木変換のクラスとして一致しないことを意味する．
定理 337. 予想 333が成り立つならば，StkATTncr ⊊ StkATT □
証明. 系 336より． ■
もうひとつ解決する問題として，stayStkMTT に関する問題がある．まず，木変換器理論の
結果と同様，StkATT と stayStkMTT のクラスはこの順に部分クラス関係が成り立つ．
補題 338. StkATTω ⊆ stayStkMTTω □
証明. StkATT M = (A, Σ, ∆, ♯, a0, R) について，Ainh = {b1, ... , bm} のように継承属性
を [m] = [|Ainh|] で整列させ，r = maxrank(Σ) とおく．この時，stayStkMTT M ′ =
(Q′, Σ, ∆, e′, R′) を以下のように定義する．
Q




def= {a(x = σ(x1, ... , xn), y1, ... , ym)→ convσ,n(η) | σ(n) ∈ Σ, a(w)
σ−→ η ∈ R}
∪ {〈a, i〉(x = σ(x1, ... , xn), y1, ... , ym)→ iconvσ,n(a, i) | σ(n) ∈ Σ, i ∈ [r]}
ただし，η0 は a0(w)
♯−→ η0 ∈ R を満たすものであり，convσ,n : RHSM ({w}, [n])k →
RHSM ′({x} ∪ Xn, Ym)k は，以下のように U
def= RHSM ({w}, [n]) に関する構造的帰納法
で定義する．
IB1 a ∈ Asyn，i ∈ [n] について，convσ,n(a(wi))
def= 〈a, i〉(x, y1, ... , ym)．
IB2 j ∈ [m] について，convσ,n(bj(w))
def= yj．
IB3 δ ∈ ∆(0) ∪ {⊥, Empty} について，convσ,n(δ)
def= δ．
IS l ≥ 1，δ : (k1, ... , kl) _∆̇∪{Head,Tail,Cons} k，η1 ∈ Uk1 , ... , ηl ∈ Ukl について，
convσ,n(δ(η1, ... , ηl))





Empty (i > n)
a(xi, convσ,n(η1), ... , convσ,n(ηm))
(i ∈ [n],∀j ∈ [m] . bj(wi)
σ−→ ηj ∈ R)
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と定義する．この時，JMK = JM ′K であることは，補題 153と同様に示せる． ■
逆は，樹高性より成り立たない．
補題 339. stayStkMTT 6⊆ StkATT □
証明. stayStkMTT ⊆ StkATT と仮定すると，定理 284より
StkMTT ⊆ stayStkMTT ⊆ StkATT
となるが，これは系 332に矛盾する．よって，題意は示された． ■
よって，StkATT と stayStkMTT のクラスはこの順に真の部分集合関係が成り立つ．
定理 340. StkATT ⊊ stayStkMTT □
証明. 補題 338，補題 339より． ■
この時，予想 333を仮定すると，stayStkMTT の滞在拡張は除去できないことが分かる．
補題 341. 予想 333が成り立つならば，stayStkMTT 6⊆ StkMTT □
証明. もし，stayStkMTT ⊆ StkMTT が成り立つならば，定理 340より
StkATT ⊆ stayStkMTT ⊆ StkMTT
となるが，これは予想 333に矛盾する．よって，題意は示された． ■
これは，木変換器理論の結果と異なり，stayStkMTT は StkMTT より木変換のクラスとして
真に大きいことを意味する．
定理 342. 予想 333が成り立つならば，StkMTT ⊊ stayStkMTT □
証明. 定理 284，補題 341より． ■
また，StkATT と同じく stayStkMTT も stayMTT と Stk に分解できないことも分かる．
定理 343. 予想 333が成り立つならば，stayStkMTT 6⊆ stayMTT; Stk □
証明. もし，stayStkMTT ⊆ stayMTT; Stk が成り立つならば，定理 158，定理 314より





定理 344. StkATTω 6⊆ StkMTTω □
証明. StkATTω ⊆ StkMTTω が成り立つと仮定した時，例 251 の M = (A, Σ, ∆, ♯, a0, R) に
ついて，JMKω ∈ StkMTTω であり定理 269より，t ∈ T̂Σ について JMKω(t)(n) = ⊥ を満たす
n ∈ N が存在する．しかし，これは命題 253と矛盾する．よって，題意は示された． ■
また，stayStkMTT は StkMTT にはスタック木変換のクラスとしては含まれない．
補題 345. stayStkMTTω 6⊆ StkMTTω □
証明. stayStkMTTω ⊆ StkMTTω と仮定すると，補題 338より，StkATTω ⊆ stayStkMTTω ⊆
StkMTTω だが，これは定理 344に矛盾する．よって，題意は示された． ■
これは，stayStkMTT が StkMTT より，スタック木変換のクラスとしては真に大きいことを
意味する．
定理 346. StkMTTω ⊊ stayStkMTTω □
証明. 定理 284，補題 345より． ■
ところで，ATT の場合，非巡回であれば同じ属性とノードの組は自身の結果に依存しないが，




タックの位置が maxavstk(M) 以下であるからである．つまり，ATT から MTT への変換を拡
張することで，fully-defined StkATT は StkMTT に変換できるのではないかと考えている．し
かし，これはまだ正当性が示せておらず，未解決である．
予想 347. StkATTfd,ω ⊆ StkMTTω □
証明. ATT から MTT への変換において，conv，iconv のとる引数 C に何回目の参照かの情報
を付け加え，参照が maxavstk(M) を超える場合にその部分を Empty に書き換える．この変換
の正当性は，上の観察から示せる． ■
ここから，例 251は fully-defined StkATT でも表せないという予想が立つ．
予想 348. 例 251の M について，JMK 6∈ StkATTfd □
もし，この予想が成り立つならば，定理 287より自身に返ってくるような Tail-簡約を持つ場
合と持たない場合では，異なる計算クラスに属することを意味する．これは，非螺旋性からも分






















図 5.1 変換クラスの階層 (矢印は ⊊ を示す)
以上から，最終的に得られる木変換クラスの関係を，予想も含めて表すと，図 5.1のようにな
る．
*1 ただし，StkATTfd ⊆ StkMTT を除いた ⊆ の関係は，本研究で明らかになっている．
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第 6章 関連研究
定理 161，定理 311 では，それぞれ木変換器，スタック木変換器で CFTL，RTL の逆像が，
CFTL に閉じていないことについて述べた．これに関連することとして，PDTA において幾つ
かの拡張はチューリング機械 (turing machine) を模倣できる [Gue83][CDGV94]ことが知られ
ている．ひとつの拡張として，規則において，以下のようなプッシュダウン木の先読みを付ける
ことを許す拡張を考える．
q(σ(x1), γ(γ1(z1), γ2(z2)))→ σ(q(x1, γ(z1, z2)))
この拡張は，チューリング機械を模倣できることが知られている [Gue83]．また，別の拡張とし
て，規則において，以下のように複数のプッシュダウン木をとることを許す拡張を考える．




木変換器が一般には有力な CFTL，RTL の逆像型検査 [FH07]のアルゴリズムを持たないこと
を意味する．しかし，予想 163，予想 331に見られるように，線形性を要求すると逆像が CFTL
に収まる可能性がある．これらが成り立つなら，線形性を持つ木変換器，スタック木変換器に
限っては CFTL，RTL の逆像型検査を構築することが可能になる．
RTL の逆像が RTL を超える木変換を表現する，木変換器の別の拡張としてプッシュダウン
木変換器 (pushdown tree transducer) [Yam00]がある．プッシュダウン木変換器では，これは，















(streaming tree transducer) [AD17]がある．ストリーム木変換器は，入出力木をネストされた
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