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Abstract: Facial images are one of the most common images in the online and offline media, which raises the question as to how people look at and remember faces. The 
aim of our research was to determine relation between fixation duration and saccade length in the observation process, recognition performance and furthermore to find 
possible relation between recognition performance and portion of observation time for internal facial features. The observation test was designed to perform time (fixations) 
and spatial (saccades) eye-tracking analysis when observing the facial images for three different dimensions and four different presentation times (1 second, 2 seconds, 4 
seconds and 8 seconds). Recognition test showed how different presentation time and different dimensions of face image influenced recognition performance. For the 
recognition performance presentation time is much more important than image dimensions. Furthermore, the analysis of observing the internal facial features (eyes, nose 
and mouth) was also carried out. All results revealed that 4 seconds of observation time is turning point in face observation. For the 4 seconds observation test fixation 
duration and saccade length reached constant value, wrong recognition dropped significantly and portion of observation internal facial features reached lowest point and 
then increased for longer observation times. 
 





The use of facial images is nowadays very widespread. 
It is included in many different fields of our lives, e.g. web 
presentations, criminalistics, security, psychology, 
neuroscience, advertising, marketing, etc. [1]. In the online 
presentations of companies, institutions, associations, etc., 
it is important that the employees be also represented by 
the image. Face images are highly informative, so they 
should be prepared with high accuracy of colour, contrast 
and details. How the observers look at and remember faces 
has been part of researches for many decades. Humans 
have the ability to memorize and identify thousands of 
different faces with very similar patterns [2]. Researches in 
the early 90ʼs have shown that the face recognition consists 
of visual perception and cognition [3]. In the area of visual 
perception, movement of the eyes (eye-tracking) had been 
used already at the end of the 19th century. Analysis of 
facial images really boosted with the wide use of eye-
tracking systems. First eye-trackings were built in the 
beginning of 20th century and first experiments were done 
for the investigation of reading process. Eye-tracking is a 
process of precise measurement of ocular activity and is 
considered as an objective method [4]. The movement of 
the eye consists of two parts: fixation and saccades. 
Fixation means that visual gaze stays for a short time on a 
particular location. Saccade is a quick, simultaneous 
movement of both eyes in the same direction between two 
fixations. 
There are two main directions in face image research. 
The first research subfield has a focus on emotional facial 
expression [5−8], while the second exploratory area of face 
image research studies the observations at different angles 
of presented faces [9−12]. 
In the process of face observation and recognition the 
most important parameter is time of face presentation 
during observation phase. Longer observation time results 
in better recognition performance. That was proved for 
correct recognition [13, 14] and false alarm [15].  
Many analyses have been done in the field of fixation 
duration, but mostly in observing scene images [16−20]. 
The review of the references revealed that the area of 
saccade length is less explored [21−23]. But no research 
was performed to explore possible relation between 
recognition success and fixation duration and saccade 
length. 
Great number of researches was also carried out in the 
field of facial features. They mainly focused on internal 
facial features (eyes, mouth and nose) and their role in face 
recognition process [24−27]. 
There were three main goals of our research. We 
focused on variations of observation time and different 
dimensions of face images in the process of face image 
observation. First investigation was how different 
observation time and face image dimensions influence 
different eye tracking data: fixation duration and saccade 
length. Next question was how these changing parameters 
in observation test further impact the recognition 
performance. As mentioned before we also focused on 
three main facial features and tried to find out the pattern 
of how humans look at face images in the observation 
process. We examined portions of observation time for 
each of internal facial features at different observation 
times. Previous researches [27−30] have revealed that  
internal facial features are much more important in the face 
recognition process than the external one. This is related 
with observation time of face image. In a short observation 
time participants spend most time looking at internal facial 
features. By extending observation time these portions 
drop in favour of external facial features. Our assumption 
is that at one point when observation time is long enough, 
participants’ gaze returns back to observe internal facial 
features. Consequently, we were interested in discovering 
at what observation time this turn happens and whether it 
has any relation with eye tracking data (fixation duration 
and saccade length) and recognition performance (correct 
and incorrect recognition). At the end, all the data were 
used to examine possible relation between eye tracking 
data (fixation duration and saccade length), recognition 
performance (correct and wrong recognition) and 
observation portions of internal facial features in the 
processes of face observation and face recognition. 
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2 METHODS 
 
Cases mentioned in Introduction (angle of face 
orientation, emotion expression) contain many parameters 
that influence the way participants observe and recognize 
faces. In our investigation, we focused only on frontal 
facial images with a neutral facial expression. We used the 
faces of Caucasian race and a similar age to our 




The test participants were students, all of whom were 
aged between 19 and 23 with normal vision. The 
participants were divided into 12 groups according to 4 
different observation times and 3 different facial image 
dimensions (12 tests in total). There were 93 participants. 
Since Tobii eye tracking detection rate of 90% was 
required [31], we performed our tests in such a way as to 
ensure that there was an equal number of participants in 
each test group that passed that criterion. Six participants 
were allocated to each group, which meant that the results 
for 72 participants were analysed. All of the participants 





The facial images were obtained from the Minear and 
Park facial database [32] which was created by 
photographing volunteers in controlled conditions. The 
two main categories for organizing this database were age 
and emotion expression. The facial images were divided 
into four age groups: 
- 18–29 years old, 
- 30–49 years old, 
- 50–69 years old, 
- 70–94 years old. 
 
 
Figure 1 Male facial image from Minear and Park database 
 
Database contains a total of eight basic facial 
expressions: neutral, happy, sad, angry, annoyed, 
surprised, disgusted and grumpy. There is approximately 
equal number of male and female facial images and all four 
main races were included (Caucasian, Black, Asian and 
Indian). We took the natural expression facial images of 20 
male and 20 female Caucasian people aged 18 to 29 years 
old. This was done in order to have similar aged stimuli 
and test participants. Fig. 1 shows samples of the male 




All of the tests were performed using the Tobii X-120 
eye tracker with the sample rate of 120 Hz for eye 
detection. The monitor was 24'' with a resolution of 1440 × 
900. Although a higher resolution could be set on the 
monitor, we were precluded from taking advantage of this 
owing to the requirements of the Tobii studio 3.4.4 
software which was used to collect and analyse the testing 
data. The fixation definition in the Tobii software was set 
to 100 ms and a 30 px area, which was also used by other 
researchers [33, 34]. The distance between the participants 
and the monitor was approximately 60 ± 3 cm [7, 35]. For 
our monitor resolution settings, faces of the medium 
dimension images were approximately 13 cm in height, 
which corresponds to the conditions of natural observation 
(20 cm face height at distance of 1 m) [36]. We also had 




We designed 12 tests according to the different 
observation times and dimensions of the facial images 
presented. All of the facial images in different tests were 
the same (20 male and 20 female facial images). Each 
participant performed one of the 12 tests. As mentioned 
above we investigated relation between observation time 
and dimension of facial image and recognition success. 
Observation times were set at 1 second, 2 seconds, 4 
seconds and 8 seconds. The second parameter was the 
dimensions of the facial images. We prepared three groups 
of different dimension images: “small” (320 px × 240 px), 
“medium” (640 px × 480 px) and “large” (1280 px × 960 
px). All of these combinations yielded 12 different tests. 
The test for the participants was divided into two parts. The 
first part was observation test and the second part was 
recognition test. Calibration of the eye tracking system was 
carried out for each participant at five control points and 
was performed at the beginning of the test.  
The observation part consisted of 20 images (10 male 
and 10 female images). This testing procedure was 
automatic and is shown in Fig. 2. 
 
 
Figure 2 Procedure of the observation test 
 
After the initial instructions users clicked mouse 
button for the first facial image. After the observation time 
of facial image (depending on the test), there was a 2 
seconds pause with dark screen. The purpose was to 
neutralize the position of the eyes [7, 37]. In that case last 
fixation of the previous facial image had no influence on 
the first fixation on the next facial image. By inserting a 
dark screen pause, the eyes position at the appearance of 
new facial image was placed in a neutral position 
(somewhere near the centre of the screen). 
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The second part of our testing was recognition test, 
which was controlled by the participants themselves. The 
test comprised 40 facial images, 20 from observation test 
and 20 new faces from the same group as before 
(Caucasian race, neutral expression, aged 18–29). These 20 
new faces were also equally divided into 10 male and 10 
female facial images. After the instructions were provided, 
the first facial image was displayed. The participants were 
required to answer YES or NO if they saw that facial image 
in the observation test. The answers were recorded 
manually. After providing each answer, the participants 
clicked the mouse and the next image appeared. Since there 
was no time limit, the participants had as much time as they 
needed to think about each image; however, the answers 
were usually provided very soon after the facial image 








As described in the introduction, our research was 
divided into three parts. 
 
3.1 Fixation Duration and Saccade Length 
 
In the observation test, we focused on fixation duration 
and saccade length and their dependence on different 
observation times and different dimensions of facial 
images. The fixation duration data were obtained directly 
from Tobii Studio by setting Area of Interest (AOI) for the 
whole facial image. All of the participants’ fixations and 
duration times were measured.  
The saccade length was calculated from the fixation 
position. We exported the horizontal (x) and vertical (y) 
positions for all the fixations of each facial image. From 
this data, we used Eq. (1) to calculate the distance between 
two consecutive fixations: 
 
2 2
1 2 1 2 1 2( ) ( )F F x x y y= − + −             (1) 
 
where F1 and F2 represent two consecutive fixations and 
x1, x2, y1, and y2 represent the horizontal and vertical 
position on the screen. These data from Tobii Studio were 
in pixels and we calculated saccade length from pixels into 
degrees of visual angle (°). The analysis included the facial 
images of the same dimensions as we were interested in 
ascertaining the relationship between observation time and 
saccade length for facial images of the same dimensions.  
 
3.2 Recognition Performance 
 
In the recognition we measured the effectiveness of 
recognition in relation to the observation time and to the 
dimensions of the facial image. We obtained recognition 
success for 12 different parameters in the observation tests 
(4 observation times and 3 facial image dimension 
parameters) and we defined two terms: 
- CR (correct recognition). The facial image was in the 
observation test and the participants confirmed by 
answering YES. 
- IR-FA (incorrect recognition – false alarm). The facial 
image was not included in the observation test, but the 
participant stated that he/she saw it. 
 
3.3 Internal Facial Features 
 
The focus of the last investigation centred on internal 
facial features. This investigation was done only for the 
largest facial images (1280 × 960 px). The reason for this 
was the unreliable levels of precision of the eye tracking 
system. The facial features on small images are closer 
together than for large images and consequently it can 
occur that while the participant looked at the eyes the eye 
tracking recorded a fixation on the nose. These errors 
happen very rarely with large images where facial features 
are far apart. We analysed the observation made on the 
internal facial features (eyes, nose and mouth) and drew an 




Figure 4 Setting of AOI on facial image. 
 
Defining AOI meant that we got number of fixation, 
average fixation duration and total observation time for all 
AOIʼs of all facial images in the observation tests. Average 
observation time for all participant and each facial feature 
for different time tests (1 s, 2 s, 4 s and 8 s) was calculated. 
The final results were presented as a percentage of the total 
observation time for each facial feature. 
Another way to investigate how participants observe 
facial images is to calculate return level for the eyes area 
[14]. Eye → mouth → nose is the most common sequence 
for observing facial images. After observing internal facial 
features, people look at external facial features (chin, 
cheeks, forehead, ears and hair) and when the observation 
of all face is completed, peoples’ gaze mostly goes back to 
the eyes. We calculated return level for all participants for 
different observation time and the result was the percentage 
of participants that return to the eyes area during 
observation test. Our presumption was that the percentage 
of observation time for internal facial features is in relation 
with return rate. 
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4 RESULTS 
4.1 Fixation Duration and Saccade Length 
 
Average value of fixation duration for every individual 
facial image was measured from the results on the whole 
facial image and obtained directly from Tobii Studio. For 
example, six participants performed 1 second test on small 
facial images. Each participant observed 20 facial images, 
which meant that the results for the average fixation 
duration were based on 120 observed images. The results 
of the fixation duration are shown in Fig. 5. 
 
Figure 5 Average fixation duration and standard deviation bars for different 
observation times and different dimensions of facial images 
 
Average fixation duration was the longest for small 
dimension images (M = 334 ms, SD = 36.1). Middle 
dimension facial images have average fixation duration M 
= 304 ms, (SD = 34.4) and the shortest average fixation 
time was for large dimension facial images (M = 260 ms, 
SD = 18.2). Our results showed that observation time has 
the lowest influence at large facial images. 
 
 
Figure 6 Average saccade length and standard deviation bars for different 
observation times and different dimensions of facial images 
 
For saccade length, we exported the horizontal and 
vertical position data for all the fixations during the 
observation tests. Using Eq. (1) (described above), we 
calculated the distances between two consecutive fixations 
and calculated them into degrees of visual angle (°). Again, 
the results were taken for groups of 120 observed facial 
images for each of observation tests. Fig. 6 shows the 
results for saccade length. 
Average saccade length was shortest for small 
dimension facial images (M = 1.44°, SD = 0.12), for middle 
dimension facial images was M = 2.24° (SD = 0.24) and 
the longest was for large dimension facial images (M = 
3.9⁰, SD = 0.45). 
4.2 Recognition Performance 
 
Recognition test gave us results for correct and 
incorrect recognition for all 12 observation tests and can be 
seen in Fig. 7. 
 
 
Figure 7 Recognition success (%) for different observation times and different 
dimensions of facial images. 
 
Fig. 7 shows that the recognition had the highest 
percentage (independent from facial image dimension) at 
observation time 8 seconds (M = 95.6%, SD = 0.39). For 4 
seconds observation test correct recognition was 91.4% 
(SD = 1.42), for 2 seconds observation test correct 
recognition was 88.1% (SD = 1.71) and, as expected, the 
results show that the recognition success was the worst at 
1 second observation test (M = 80.3%, SD = 3.07). Results 
of SD showed that, at longer observation time, the 
dimensions of facial images had less influence on correct 
recognition. 
We also analysed incorrect recognition, which is 
commonly also referred to as False Alarm. In this case, the 
participant responded that the face had featured in the 
observation test, despite this not being the case (the 
participant made a mistake) (Fig. 8). 
 
 
Figure 8 Incorrect recognition (%) for different observation times and different 
dimensions of facial images 
 
The analysis for average incorrect recognition for 
different observation test gave the following results: 
1 second observation test (M = 13.3%, SD = 2.97), 
2 seconds observation test (M = 12.5%, SD = 2.97), 
4 seconds observation test (M = 5.0%, SD = 1.18) and 
8 seconds observation test (M = 3.9%, SD = 0.42). Again, 
SD for different observation times showed for longer 
observation times dimensions of facial image had less 
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Fig. 9 and Fig. 10 show the relation between Incorrect 




Figure 9 Relation between Incorrect recognition (%) and fixation duration (ms) 
 
 
Figure 10 Relation between Incorrect recognition (%) and saccade length (°) 
 
Good recognition means low level of incorrect 
recognition. If we observe left part of graph in Fig. 9 we 
can see two points relatively close and also in horizontal 
alignment for medium and large facial images for 
observation times 4 and 8 seconds. It means that fixation 
duration became almost constant at 4 seconds observation 
test and incorrect recognition dropped significantly 
compared to short observation tests.  
Fig. 10 shows similar pattern as Fig. 9. We had almost 
horizontal alignment (constant saccade length) at low 
incorrect recognition (left side of graph). This turning point 
happened at 4 seconds observation test.  
 
4.3 Internal Facial Features 
 
Results of the third experiment were to investigate 
portion of time spent on internal facial features (eyes, 
mouth, nose) in dependence on observed time. As 
explained before, we took only large facial images and set 
the AOI for every facial feature on all the facial images. 
Results of average time that the participants spent on AOI 
were acquired from the Tobii Studio followed by the 
calculations of the relevant portions for all three facial 
features. The results are presented in Fig. 11.  
Average portion for observing eyes area for all 
different observation times was 39.18% (SD = 2.30), for 
mouth area 15.92% (SD =4.10) and for nose area 12.50% 
(SD = 3.31). In all tests together participants observed 
internal facial features for more than two thirds of total 
observation time.  
 
 
Figure 11 Portion of observation time and standard deviation bars for the main  
three facial features 
 
In Fig. 12 return rate for the eyes area can be observed 
and it shows the percentage of returns to the eyes area for 




Figure 12 Return rate (%) for different observation times 
 
1 second of observation time is so short that most users 
only manage to visit eyes area and continue with the quick 
observations of nose or mouth as other two internal facial 
features. Return rate can be, in some cases, problematic 
value. Due to the error detection of precise position of 
participants’ gaze, some fixation can be detected outside 
eyes AOI, in spite of their observing the eyes. If next 
fixation is again inside eyes AOI it is treated as a positive 
value for return rate and presumably a certain portion of 
the results in Fig. 12 is also consequence of the mentioned 
mistake. Nevertheless, Fig. 12 clearly shows a huge 
increase of return level at 4 seconds observation time 
(86.7%). Longer observation time (8 seconds) did not 
increase that level by much (92.5%).  
Fig. 13 shows gaze plot for different observation times. 
First face image (1 second observation time) shows 
participants’ gaze mostly stayed at internal facial features, 
at 2 seconds observation time participants started to 
observe also other facial features. In 4 seconds observation 
time test participants’ gaze already returned to the eyes and 
from that point on (8 seconds observation time) they 
mostly observed internal facial features. Images in Fig. 11 
are from different observation tests (1 s, 2 s, 4 s, and 8 s), 
i. e. from different users and not from users of 8 seconds 
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Figure 13 Gaze plots for different observation times (1 second, 2 seconds, 4 
seconds and 8 seconds) 
 
5 DISCUSSIONS 
5.1 Fixation Duration and Saccade Length 
 
The results of the first experiment showed that a longer 
observation time resulted in longer fixation duration (Fig. 
5). This was because the participants’ eyes adapted to the 
longer presentation of the facial image and they could 
observe the facial elements in greater details. We can also 
see the smallest influence of observation time for the large 
dimension facial images (SD data). There is an interesting 
similarity between the medium and large dimension 
images. There was practically no difference in fixation 
duration between the 4 seconds and 8 seconds tests 
(medium dimension facial images 0.331 ms and 0.335 ms, 
large dimension facial images 0.276 ms and 0.281 ms). 
Shorter fixation duration was in the 1 s and 2 s tests 
due to the eyes being more agitated. In other words, to 
quickly changed images eyes were adopted with faster 
change of gaze. Not such pattern was found with small 
facial images. Small images were inconvenient for the used 
eye tracking experiments, because facial feature in smaller 
images are really close to each other and the eye tracking 
system cannot track eye movement so accurately. We can 
say that observation time of 4 seconds is kind of turning 
point where eye became calm and observed facial images 
in more relaxed way. If we compare results for medium and 
large dimension facial images, we can see that difference 
in fixation duration was present in all tests and it was 
slightly growing from 1 second to 4 seconds observation 
time. Large facial images meant larger facial features that 
are also farther apart in the image space. Therefore, in this 
case, participants made more fixations (depending on 
fixation definition in Tobii Studio) and more fixations in 
the same time meant shorter fixation duration. In small 
facial images, the facial features are so close together that 
the eye movements are short and some are not even 
detected as a new fixation on the eye tracker. 
Consequently, less number of fixations meant they were of 
longer duration. 
When investigating saccade length, we detected the 
same pattern for all image dimensions (Fig. 6). The saccade 
length increased almost linearly from 1 second to 4 seconds 
test. 1 second observation time was so short that many 
times participants’ gaze just stayed in the centre of the face 
(on main three facial features). Longer observation time 
meant participant had more time to observe more facial 
features, so there were more fixations and were farther 
apart. However, the observation times of 4 seconds and 8 
seconds resulted in almost the same saccade distance. 
Again, this confirmed the assumption made during the 
fixation duration investigation that an observation period 
of 4 seconds or more caused more relaxed eye movement 
with constant saccade length.  
5.2 Recognition Performance 
 
Fig. 7 shows the predicted relation between 
observation time and correct recognition. Longer 
presentation of facial images meant better recognition 
performance. This was confirmed by other researchers 
[13−15]. The shapes of the correct recognition curves (Fig. 
7) for all three different dimensions of facial images are 
similar. The curve is steep for a short observation time, 
which means that recognition success improves 
significantly as the observation time increases until the 4 
seconds presentation time, which is the point when the 
curve starts to flatten out. Recognition success at 8 seconds 
observation time is just a little better than at 4 seconds 
observation test. We assume that if we had increased the 
observation time even more (i.e. to 10 or 15 seconds), the 
recognition results would not be any better than for 8 
seconds presentation time. This could be an interesting 
goal for the future experiments, as we assume that correct 
recognition would get even worse.  
As expected, incorrect recognition (Fig. 8) gave 
opposite curve shape from the correct recognition. Longer 
observation time for facial images meant less number of 
incorrect recognitions. Here, the turning point is again at 4 
seconds observation time, because at this point the level of 
incorrect recognition dropped significantly from the level 
at 2 seconds test. On the other hand, 8 seconds test did not 
improve incorrect recognition significantly. Also 1 second 
test had almost the same incorrect recognition level as 2 
seconds test. This showed that 4 seconds face presentation 
is sufficient enough that incorrect recognition level is 
satisfactorily small. Our results of recognition success 
confirmed previous researches [14, 32]. 
Dimensions of presented facial images (small, 
medium, large) had less influence than observation time. 
Fig. 7 shows that dimensions of facial images had more 
importance for correct recognition in short observation 
time (1 seconds) (76.7%, 80.0% and 84.2%). With 
increasing observation time dimensions of facial images 
had less influence. At the presentation time of 8 seconds, 
we can see that correct recognition was almost the same for 
all three dimensions (95.0%, 95.8% and 95.8%). Incorrect 
recognition (Fig. 8) was almost the same for all dimensions 
for long observation times (4 seconds and 8 seconds). For 
short observation times (1 second and 2 seconds), small 
difference in incorrect recognition level is shown only for 
small and medium dimension images. Significant drop of 
incorrect recognition can be seen at 4 seconds observation 
time (5.0%), and SD showed relatively high independence 
from dimensions of facial image. Low level of incorrect 
recognition stayed also for 8 seconds observation time. 
Observation times of 1 and 2 seconds had relatively high 
level of incorrect recognition (more than 10%), especially 
for small dimension facial images (17.5% and 16.7% 
respectively). Again, 4 second observation time appeared 
to be turning point for incorrect recognition. 4 seconds 
turning point can be seen in Fig. 9 and Fig. 10 with 
presentation of relation between incorrect recognition and 
fixation duration and saccade length, respectively.  
 
5.2 Internal Facial Features 
 
At investigation of the portion of observation time for 
internal facial features (eyes, mouth and nose) we 
attempted to discover the pattern of how participants look 
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at facial images when they are presented at different 
observation times. For observation time of 1 second the 
percentage of observation of three main face elements (Fig. 
11) was quite high. All three took over more than three 
quarters of the total observation time (77.9%). In these 
short observation times, the participants’ gaze mostly 
remained directed towards the centre of the face. At 2 
seconds observation time participants had enough time to 
start observing also other facial features (chin, cheeks, 
forehead and ears), so the portion of observation for main 
three facial features dropped (eyes from 42.5% to 36.4%, 
mouth from 18.9% to 16.9%, nose from 16.6% to 12.4%). 
These trends continued also for 4 seconds observation time 
(eyes 37.9%, mouth 9%, nose 7.4%) where observation 
percentage for mouth and nose dropped significantly. On 
the other hand, percentage of eyes observing already 
slightly increased. In absolute time this was more than 
double time for observing eyes between 2 seconds and 4 
seconds tests (0.73 s and 1.51 s). Consequently, this meant 
also that 4 seconds observation time was a turning point 
where participants mostly looked at all face and returned 
back to the eyes area. For observation time 8 seconds this 
return effect was even more obvious, as the percentage of 
observing main three facial features again increased 
significantly (from 54.2% to 72.7%). In terms of absolute 
observation time, this meant an increase from 2.17 s to 5.81 
s and specially mouth (from 0.36 s to 1.52 s) and nose 
(from 0.3 s to 1.09 s) areas were observed much longer than 
in the 4 seconds test.  
Return rate (Fig. 12) for 1 and 2 seconds observation 
times was relatively small (25.0% and 41.7%), and was, 
partly, also the consequence of error detection of precise 
position. 4 seconds observation time was the turning point, 
as return rate increases significantly (86.7%). That 
indicated that most participants already observed whole 
face image and returned their gaze back to the eyes area.  
All of these results and the scan path of the 
participants’ gazes revealed that time period of 
approximately 4 seconds was sufficient to observe the 
whole face, before reverting back to the eyes area and then 




In the three presented experiments it was investigated 
how different observation times and the various 
dimensions of facial images refer to the results of eye 
tracking parameters (fixation duration and saccade length), 
recognition success and distribution of observation of 
internal facial features. An important milestone occurred at 
an observation time of 4 seconds. At this point, the fixation 
duration (for medium and large dimension facial images) 
and saccade length (for all dimensions) became almost 
constant. Also at this point, the incorrect recognition level 
drops to < 5% and stayed relatively constant even for 
longer observation time. Although correct recognition 
increased rapidly for short observation times, a 95% 
correct recognition rate (the saturation level) was recorded 
for longer observation times (8 seconds). Increasing the 
observation time would not improve recognition success 
and it is more likely that the results of this parameter would 
drop due to the total length of the test (the participants 
would experience problems maintaining concentration) 
[38]. 
Results of portion of observation of internal facial 
features and return rate showed that most participants 
finish observing whole face (all facial features) in less than 
4 second and their gaze were already back to the eyes area.  
All results have showed similarity between several 
parameters in our experiments: fixation duration, saccade 
length, incorrect recognition, observation portions of 
internal facial features and return rate. When fixation 
duration and saccade length became nearly constant the 
percentage of incorrect recognition dropped significantly 
(around 5% or less), observation portion for eyes area 
started increasing and return rate increased to the very high 
level. All these turning points happened at 4 second 
observation time test. 
We can conclude that 4 seconds of observation time is 
long enough for face memorization. At that time eye 
movement became more stable and constant. This resulted 
in relatively good remembrance of facial images which 
resulted in low incorrect recognition. Longer observation 
times meant looking back to already seen facial features 
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