Abstract -We consider the class of linear operator equations with operators admitting self-adjoint positive definite and m-accretive splitting (SAS). This splitting leads to an ADI-like iterative method which is equivalent to a fixed point problem where the operator is a 2 by 2 matrix of operators. An infinite dimensional adaptation of a minimal residual algorithm with Symmetric Gauss-Seidel and polynomial preconditioning is then applied to solve the resulting matrix operator equation. Theoretical analysis shows the convergence of the methods, and upper bounds for the decrease rate of the residual are derived. The convergence of the methods is numerically illustrated with the example of the neutron transport problem in 2-D geometry.
Introduction
Iterative methods are widely used for solving linear operator equations (see [1, 3, 32, 17, 18, 30, 15, 20, 27 ] and the references therein). The GMRES algorithm for linear equations with bounded operators in a separable Hilbert space was studied in [15] . It was shown that the results of the finite dimensional case can be generalized in the continuous case if the operator is algebraic [15] . Recently, some new iterative methods for solving linear operator equations with bounded [20] and unbounded [30] operators have been introduced and analyzed. These methods make use of the adjoint operator in the transformation of the initial equation. For the particular case of the neutron transport equation, extensive use of iterative methods for continuous and discrete problems has been made (see [2, 4, 5, 14, 13, 22, 24, 28, 29, 33, 34, 37, 38] and the references therein). The standard method is the source iteration method based on the decoupling between the differential and integral parts of the transport operator. This method becomes extremely slow in the critical case. Several acceleration techniques of convergence of the source iteration method such as Diffusion Synthetic Acceleration (DSA) [2, 38] and multigrid algorithms have been introduced and studied [2, 13, 22] . Based on the natural splitting of the integral part of the transport operator, other methods such as Jacobi, Gauss-Seidel [34] and Successive overrelaxation (SOR) iteration have been successfully applied to the transport problem by solving
We have the following results [12, 14] : Theorem 2.1. Assume that X is an m-accretive operator on H. Then
D(X) is dense in H;
2. the operator X is closed; 3. ∀α > 0, (I + αX) is bijective from D(X) to H, the operator (I + αX) −1 is bounded and (I + αX) −1
1.
It follows from Theorem 2.1 that if X is an m-accretive operator, for any positive constant α, (αI + X) is positive definite and (αI + X)
. Thus (αI + X) −1 is bounded on H. Let T be a linear operator on H with a domain D(T ) and a range R(T ) = H. We denote by I, the identity operator. Suppose that we need to solve in D(T ) the following problem:
where q ∈ H is given and u ∈ D(T ) is the unknown.
We assume that the operator T admits the following splitting [7, 10] :
where S is a bounded self-adjoint positive definite operator and A is an m-accretive operator. Therefore, the operator T is positive definite and equation (2.1) admits a unique solution in H. Let α be a positive constant. The following two-step splitting is obtained from (2.2)
3) which leads to the following self-adjoint and m-accretive splitting (SAS) iteration method [7] Given an initial guess
The exact solution u * of the problem (2.1) verifies [7, 10] 
where . A(α) is a norm defined on D(T ) by 6) and
with σ(S) denoting the spectrum of S. It follows from the positivity of α and λ that β(α) < 1. Thus, the SAS iteration (2.4) converges unconditionally to the solution of (2.1) with respect to norm . A(α) . Since for u ∈ D(T ), we have α u u A(α) , the convergence of the SAS iteration with respect to the norm . follows. The theoretical optimal parameter α opt for the bound β(α) is α opt = √ λ min λ max with λ min and λ max denoting respectively the lower and upper bounds of σ(S) [11, 25] . The convergence analysis of the incomplete version of SAS iteration where each subproblem of (2.4) is solved approximately is given in [7] .
The following fixed point equation can be derived from the definition of the SAS iteration (2.4):
Let us define the matrix of operators T(α) and the vector functions u and q as follows:
Therefore, system (2.8) reads
From the m-accretive property of A and the positive definiteness of S it follows that the solution u * of the linear operator equation (2.10) exits and is unique in D(T ) × D(T ). This solution verifies [6] u
where u * is the solution of (2.1). Then it follows that problems (2.1) and (2.10) are equivalent. Let P(α) be the matrix operator defined in D(T ) × D(T ) by
Preconditioning of system (2.10) from the right by [P(α)] −1 leads to the following system:
where q 1 = q and
The operators A 1 (α) and S 1 (α) satisfy [7] A 1 (α) 1 and
The solution u * of problem (2.10) reads
where v * is the solution of (2.12). Since all operators of the matrix T 1 (α) are bounded on H, T 1 (α) is bounded on H × H.
We consider in H × H the inner product , defined for u = ( 14) and the associated norm
15)
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The minimal residual iteration method for the solution of problem (2.12) results from the minimization of the residual functional ε(u) = |q 1 − T 1 (α)u| 2 [4, 5, 19, 35] . The following estimate on the residual follows from the analysis of this minimal residual algorithm [19] : Given an initial guess u (0) , if the functions u (k) (k > 0) are computed by the minimal residual algorithm, then
where
We have the following convergence results of the minimal residual method for the solution of (2.12) [10] :
is obtained by the minimal residual algorithm, then the following error estimations hold:
where u * is the exact solution of problem (2.12) . Thus, u
converges to u * .
Preconditioned Minimal Residual Iteration Method
We present in this section two split type preconditioning strategies of problem (2.12). The first strategy is symmetric Gauss-Seidel preconditioning and the second one is coupled symmetric Gauss-Seidel and polynomial preconditioning.
Symmetric Gauss-Seidel and polynomial preconditioning
Let us consider in H × H the following operators:
The operators M 1 (α) and M 2 (α) are bounded and have bounded inverses defined by
The symmetric Gauss-Seidel preconditioner of problem (2.12) is defined by
The split preconditioning of (2.12) using M SGS leads to the following equivalent problem: 
The operator of Eq. (3.4) can be written as 6) where I denotes the identity operator in H ×H and
Thus,
and
Therefore, the operator T −1 2 (α) can be approximated by the following truncated Neumann series:
we obtain the following operator equation: 11) which is equivalent to (3.4). We have
Thus, Eq. (3.11) follows from the split preconditioning of Eq. (2.12), using C 1 (α)M 2 (α) as a preconditioner. This can be regarded as a coupled symmetric Gauss-Seidel and polynomial preconditioning of eq. (2.12). It can be noticed that Eq. (3.4) is a particular case of Eq.(3.11), when n = 0.
To use the minimal residual algorithm for solving Eq. (3.4), we have to make clear how
The main task is to compute the product M n+1 (α)u 2 obtained after n + 1 successive computations of products of the form M (α)u = ϕ. Let u ∈ H. We demonstrate in the following how to compute ϕ = M (α)u. We have
13)
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where ϕ 1 ∈ D(T ) satisfies the differential equation
and ϕ 3 ∈ H satisfies the integral equation
Once ϕ 1 , ϕ 2 and ϕ 3 have been calculated, the product ϕ is easy to compute. The differential equation (3.14) and the integral equation (3.15) can be solved numerically.
Convergence analysis of the preconditioned minimal residual method
We present in this section the convergence results of the minimal residual algorithm of Section 2 applied to (3.11).
The following properties are characteristic of the operator T 2 (α, n):
Theorem 3.1. Let α be a positive constant. For all u ∈ H ×H, the following inequalities hold true:
We also have
Thus, the inequality (3.17) is satisfied.
Theorem 3.2. Convergence results. Let α be a positive constant. Given an initial guess
for the approximation of the solution u * of (3.11) is obtained by the minimal residual algorithm, then the following error estimates hold:
where u * is the exact solution of problem (3.11) . Thus u
Proof. Replacing in (2.17) T 1 (α) by T 2 (α, n), we deduce from inequalities (3.16) and (3.17) the following bound for the residual decrease rate:
and inequality (3.18) follows from (2.16). Replacing in (3.16) u by (u (k+1) − u * ) yields
and the estimate (3.19) then follows.
Let ν 1 (α) and ν 2 (α, n) denote the upper bounds for the residual decrease rate of the minimal residual solver applied respectively to Eqs. (2.12) and (3.11). It follows from Theorem 2.2 and Theorem 3.2 that for α > 0 and n 0,
It follows that ν 1 (α) > ν 2 (α, n) and the preconditioned minimal residual solver is theoretically faster than the minimal residual solver. Moreover, ν 2 (α, n) > ν 2 (α, m) for m > n. Thus, the convergence is theoretically faster and faster with increasing n. Figure 3 .1 plots the estimates of the upper bounds for the residual decrease rate as a function of β(α) of the minimal residual method and its preconditioned versions for several values of n.
Remark 3.1. Since we focus on the solution of Eq. (2.1), for the computational purpose we need only to solve the second sub-equation of problem (3.11) which reads
where q 2 is the second component of the vector q 2 (α, n). The solution u * of (2.1) is computed from the solution v * of (3.21) as follows:
Proceeding similarly as in the proof of Theorem 3.1 and Theorem 3.2, we have the following convergence results of the minimal residual method applied to (3.21): 
Numerical Results for the 2-D Neutron Transport Equation
We apply the above minimal residual algorithm for solving the neutron transport equation in 2-D Cartesian geometry.
The 2-D Neutron Transport Equation
Consider the following single-group steady-state first-order neutron transport equation in 2-D Cartesian geometry [4, 7, 10] :
where the operators A, Σ and K are defined by
where Q = R × B, Γ − = {(r, ω) ∈ ∂R × B : µn x + ηn y < 0} (n = (n x , n y ) being the outer normal to ∂R), r = (x, y), ω = (µ, η), R =]0, 1[×]0, 1[ and B = {ω ∈ R 2 : |ω| < 1}. The function σ(r) represents the total cross section and κ(r, ω, ω ′ ) is a nonnegative kernel describing the scattering of particles. The function q is a nonnegative source term.
The operator A is m-accretive [14] . In the following it is assumed that:
(a1) σ ∈ L ∞ (Q) and ∃σ 0 > 0 such that σ(r) σ 0 a.e on R × B;
(a2) κ(r, ω, ω ′ ) = κ(x, ω ′ , ω) and κ is non negative;
128 O. Awono and J. Tagoudjeu Therefore, the operator S = σI − K is self-adjoint and positive definite [14] . Thus, T is positive definite and the existence and uniqueness of the solution of problem (4.1) follows. Moreover, T admits a self-adjoint positive definite and m-accretive splitting (SAS) which yields the SAS iteration method. The SAS iteration method, the minimal residual method and its preceding preconditioned versions for the solution of Eq. (4.1) converge. Equation (4.1) is known to be near singular when c ≈ 1 [14] .
In the case of isotropic scattering where the integral operator is defined by
with
the inverse of the operator (αI + S) is given by [7] (αI + S)
Therefore, the linear integral equation (3.15) can be solved explicitly. Moreover, the function ϕ in (3.13) can be calculated as follows:
Here, σ s and σ a = σ − σ s denote the scattering and the absorption cross sections respectively. The scattering ratio and the optical coefficient are defined respectively as follows: 8) where diam(R) denotes the diameter of the domain R. The values γ = 1 and ν >> 1 (σ a >> 1) correspond to the pure scattering and optically thick domains, respectively, and represent two extreme situations in the computational transport where conventional discretization methods such as piecewise linear finite elements using the Galerkin formulation [23] , the classical finite difference scheme [16] and the upwind difference scheme [22] yield inaccurate solutions unless the spatial grid is very fine. As mentioned in [28, 21] , as σ t = σ a + σ s tends to infinity and γ tends to 1, the problem becomes singularly perturbed. Therefore, the discrete approximation of the transport problem using these methods will have operators with condition numbers of the order of at least σ 2 t regardless of the mesh size [21] .
Discretization and Numerical Results
Discretization is carried out by the discrete ordinates and Diamond difference schemes [7, 14] . For the angular discretization a set of L discrete angular directions Ω L = {ω i = (µ i , η i ), 1 i L} ⊂ B is used. The set Ω L satisfies for all (µ, η) ∈ Ω L : a) µ = 0 and η = 0; b) (−µ, −η) ∈ Ω L . A finite difference method based on volume control and cell averaging is considered for the space discretization. The numerical grid is defined by
The cell center grid points are defined as:
Therefore, Eqs. (3.14) and (3.15) can be solved using respectively the direct sweeping algorithm [7, 14] and the conjugate gradient method in the anisotropic case [7] .
For the numerical results, we took particular data for which an exact solution of problem (4.1) is known in each case. For the iterative methods tested here, the iterations are stopped when the relative error U − U exact 2 / U exact 2 is less than the prescribed ǫ > 0.
For x = (x 1 , x 2 ) ∈ R and Ω = (µ, η) ∈ B, we set σ(
The exact solution of this test problem is given by
In this problem, c is the scattering ratio and σ is the optical coefficient. The quantities σ s = σc and σ a = σ(1 − c) are respectively the scattering and absorption cross sections of neutrons in R.
For the numerical test, we take ∆x = ∆y = 1 10 and L=100. We study the behavior of the preconditioned minimal residual methods with respect to the parameters σ, c and α. For the exemplary problem, the theoretical optimal parameter minimizing the bound β(α) is α t = σ a = σ(1 − c). It was observed in [7] that for fixed c and σ the optimal numerical value of α can be localized in the interval [σ(1 − c), σ(1 − c/2)]. The value of α * given in [10] yielded good convergence results for the SAS iteration applied to the exemplary problem as compared to the standard source iteration method, the spatial multigrid algorithm and some Krylov subspace methods such as GMRES and BiCGStab iterative algorithms [7] . It was observed in [10] that for some values of σ a and c (σ a 4 and c > 0.5.) the convergence of the minimal residual seemed to be faster as compared to the SAS method using α t . This result also holds for large values of σ in using the SAS method with α * . The Gauss-Seidel preconditioned version of the minimal residual algorithm gave excellent results compared to SAS and its successive overrelaxation acceleration [10] .
We present comparative numerical results (the number of iterations and the CPU time in s) of the previous minimal residual algorithm with: symmetric Gauss-Seidel preconditioning (SGS-Minres), polynomial preconditioning (PMinres[n]) with n denoting the order of the truncated Neumann series, and SAS iterations using α = α * and α = α t + c. There are two sets of tests: one at fixed σ and the other at fixed c. with σ = 50, using α = α * . We observe that the PMinres[n] iterations (n = 1, 2, 10] are faster than the SGS-Minres one which is faster than the SAS, particularly for values of c closed to 1 (Fig. 4.2) . As can be seen from Figs. 4.3 and 4.4, these observations remain true in performing the same tests for σ = 100. Next, we compare the σ−dependence of the iterative methods. Figures 4.5 and 4 .6 plot the number of iterations of the methods and the CPU time as a function of the total cross section (σ ∈ [1, 100]) at fixed c = 0.5 and c = 0.99 respectively. We can see that the PMinres[n] method is still more efficient than the SGS-Minres one which is faster than the SAS method. The same observations hold for large values of σ at c = 0.99 (see Fig. 4.7) and for the critical case where c = 1 (see Table 4 .1). We set α = σ(1 − c) + c. Table 4 .2 and Table 4 .3 present comparative numerical results of the methods for 1 σ 1000 at fixed c = 0.98 and for 0.98 c 1 at fixed σ = 5, respectively. The SAS method remains slower than the preconditioned minimal residual methods. We also remark that for α = α * , PMinres[n] is more and more efficient with increasing n. This confirms the theoretical convergence results obtained.
We now consider another set of tests where the mesh size decreases : ∆x = ∆y = h, with h ∈ { }. At fixed σ = 100, we test the behavior of the methods with decreasing mesh size, for c = 0.5 and c = 0.99. The Table 4 .4 presents the number of iterations of each method for c = 0.5. It can be observed that for each method the number of iterations remains roughly constant with decreasing mesh size. For c = 0.99, we set α = σ(1 − 23c/32). Table 4 .5 presents the number of iterations for each method. The tested methods converge for a mesh size less than 1 64
, a convergence of SGS-Minres and PMinres [1] is noted. For the other methods, we observe a divergence of the SAS method at the second iteration and a stagnation of the residual for Pminres [2] and Pminres [10] . This drawback is essentially due to the fact that the discretization method applied to the first subproblem of the SAS iteration generates a negative flux for fixed values of σ, c, and α. This drawback is overcome by setting α = σ. Table 4 .6 gives the number of iterations of the methods tested here. It can be observed that for each method the number of iterations is roughly constant for h 1 16 and the preconditioned Minres methods accelerate the SAS iterations. The convergence behavior (relative error as a function of the iteration) of the SAS, SGS-Minres, PMinres[n] (n = 1, 2, 10) is plotted in Fig. 4 .8 for h = 1 128
, σ = 100 and c = 1 with α = σ. The efficiency of the preconditioned minimal residual methods can be observed.
Additionally, we present comparative convergence behaviors of the preconditioned Minres methods and the spatial multigrid method using the bi-conjugate gradient stabilized method as a smoothing method MG(n 1 ,n 2 ), with n 1 and n 2 denoting the number of pre-smoothing and post-smoothing steps, respectively. Iterations are stopped when the relative residual error B − GU / B is less than 1E − 05, where G and B denote respectively, the matrix and the right hand side of the discrete system . The convergence history of the multigrid and the SGS-Minres methods for σ = 100 and c = 0.5 with h = 1 16 is plotted in Fig. 4.9 . It can be seen that the MG(1,1) method diverges and the MG (20, 20) method converges but is less efficient than the SGS-Minres method. We set c = 0.99. It is seen from Fig. 4 .10 that for the mesh size h = 1 16 , the MG(1,1) method diverges and the preconditioned Minres methods are efficient compared to the MG (20, 20) method. 
Conclusions
We have presented a symmetric Gauss-Seidel and polynomial preconditioning of a minimal residual method for solving a class of linear operator equations, with a positive definite operator admitting self-adjoint and m-accretive splitting in a Hilbert space H. Theoretical analysis shows that these methods converge unconditionally to the solution of the equation. Theoretical proof of the convergence of methods is independent of the discretization. Previous numerical results illustrate the feasibility and efficiency of these methods in solving a 2-D neutron transport problem. The methods converge for critical cases (c close to 1 and/or large σ). Moreover, the above preconditioned Minres methods give better results than the SAS iteration method does.
