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Abstract
Let G be a (k + 2)-connected graph on n vertices and S = {v1, v2, . . . , vk} be any ordered set of vertices, that is, the vertices in
S appear in the order of the sequence v1, v2, . . . , vk . We will show that if there exists a cycle containing S in the given order, then
there exists a cycle C containing S in the given order such that |C| min{n, 2(G)} where 2(G) = min{dG(u) + dG(v): u, v ∈
V (G); uv /∈E(G)} when G is not complete, otherwise set 2(G) = ∞. This generalizes several related results known before.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We will consider only simple undirected graphs. For any graph G, we use V (G) or just V to denote its vertex set
and E(G) or just E to denote its edge set. Let |G| or |V | denote the cardinality of V. Let H and S be subgraphs of G
or vertex subsets of G. We denote the set of vertices in S that are adjacent to some vertices in H by NS(H). We deﬁne
(G) = min{dG(v): v ∈ G}. If C is a cycle with a given orientation and u ∈ V (C), then u+ denotes the ﬁrst successor
of u on C and u− denotes the ﬁrst predecessor of u on C. Also, if v ∈ G then N+C (v) and N−C (v) denote the set of
vertices succeeding the neighbors of v on C and the set of vertices preceding the neighbors of v on C, respectively.
If u, v ∈ V (C), then C[u, v] denotes the subpath of the cycle C from u to v in the given direction. For C[u+, v] we
write C(u, v]. Similarly, for C[u, v−], we write C[u, v). We use C[u, v] to denote the subpath of C from u to v in the
reverse order. The circumference of G is denoted by c(G) and is deﬁned to be the length of the longest cycle in G.
A vertex set S = {v1, v2, . . . , vk} is said to be an ordered set if the vertices in S appear in the order of the sequence
v1, v2, . . . , vk . For a graph G of order n3, we deﬁne 2(G) = min{dG(u) + dG(v): u, v ∈ V (G); uv /∈E(G)} when
G is not complete, otherwise set 2(G) = ∞.
Two well-known results regarding the hamiltonian problem are due to Dirac and Ore.
Theorem 1 (Dirac [1]). Let G be a graph of order n3. If (G)n/2, then G is hamiltonian.
Theorem 2 (Ore [8]). Let G be a graph of order n3. If 2(G)n, then G is hamiltonian.
The circumference versions of the above theorems were obtained by Dirac and Linial.
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Theorem 3 (Dirac [1]). If G is 2-connected, then c(G) min{n, 2(G)}.
Theorem 4 (Linial [6]). If G is 2-connected, then c(G) min{n, 2(G)}.
The following new strong hamiltonian property was introduced by Chartrand but ﬁrst used by Ng and Schultz [7].
Deﬁnition 1 (Ng and Schultz [7]). A graph G on n3 vertices is said to be k-ordered for any integer 1kn, if for
every ordered set S of k distinct vertices, there is a cycle in G containing all vertices of S in the designated order. A
graph G is said to be k-ordered hamiltonian, if for every ordered set S of k vertices, there is a hamiltonian cycle in G
encountering S in the given order.
For S = ∅, we can extend the deﬁnition by setting k = 0.
Notice that a k-connected graph is also k-ordered and a hamiltonian graph is also k-ordered hamiltonian for 2k3.
Thus, k-ordered and k-ordered hamiltonian are more interesting and stronger properties for k4. Recently, people are
making progress studying the concept of k-ordered hamiltonian graphs. The following results on degree conditions for
k-ordered hamiltonian graphs were shown by Ng and Schultz.
Theorem 5 (Ng and Schultz [7]). Let G be a graph of order n3 and let k be an integer with 3kn. If 2(G)n+
2k − 6, then G is k-ordered hamiltonian.
Corollary 1 (Ng and Schultz [7]). Let G be a graph of order n3 and let k be an integer such that 3kn. If
(G)n/2 + k − 3, then G is k-ordered hamiltonian.
Both bounds for a graph being k-ordered hamiltonian were improved for small k with respect to n. The ﬁrst bound
was improved by Faudree et al. in [2, Theorem 5]. The second bound was improved by Kierstead et al. in [5, Theorem
1(a)]. Very recently, Faudree et al. got the following:
Theorem 6 (Faudree et al. [3]). Let k be an integer with 3kn/2 and let G be a graph of order n. If 2(G)n +
(3k − 9)/2, then G is k-ordered hamiltonian.
From the above results we know that the lower bounds for 2(G) and (G) are dependent on k and when k is big,
Theorems 5 and 6 can be used only for dense graphs. On the other hand, a k-ordered graph does not need to be very
dense. In fact, Ng and Schultz gave an inﬁnite class of 4-regular, 4-ordered graphs in [7]. To determine whether a given
graph is k-ordered is a very interesting but hard problem, even for k = 4. Yu gave a characterization in [9] for graphs
which do not contain a path starting at v1, passing though v2, v3 (in sequential order), and ending at v4. In the same
paper,Yu also mentioned that Paul Seymour proposed a problem to characterize the connected graphs containing cycles
through four vertices in a prescribed order. This problem still remains open.
We deﬁne a requisite cycle for an ordered set S of k vertices as a cycle containing S in the given order. In this paper,
we investigate the lower bound for the length of a longest requisite cycle containing an ordered set S and try to ﬁnd the
circumference version of Ore’s Theorem for k-ordered graphs. Our main results are as follows:
Theorem 7. Let G be a (k + 2)-connected graph on n vertices and S be an ordered set of k vertices (k0). If there is
a requisite cycle for S in G, then there is a requisite cycle for S in G of length at least min{n, 2(G)}.
Let co(G) be the length of the longest cycle of G which contains an ordered set S in the given order for any S with
|S| = k. By Theorem 7, we have:
Theorem 8. Let G be a (k + 2)-connected graph on n vertices. If G is k-ordered, then co(G) min{n, 2(G)}.
Notice that c(G) = co(G) when 0k3. Theorem 8 implies Theorems 1–4, if we take k = 0.
Claim 1. The connectivity bound k + 2 in Theorem 8 is best possible.
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Proof. Consider the following counterexample for a (k + 1)-connected graph. Suppose k4 is an integer. Let t be
an integer with k/2 tk − 2. Let H, T , T ′ and M be four disjoint cliques with V (H) = {u1, u2, . . . , uk}, V (T ) =
{t1, t2, . . . , tt }, V (T ′) = {t ′1, t ′2, . . . , t ′t }, and V (M) = {m1,m2, . . . , mk,mk+1}. We construct a graph with the vertex
set V (G) = V (H) ∪ V (T ) ∪ V (T ′) ∪ V (M) and the edge set E(G) = (E(H) − {u1u2, u2u3, . . . , uk−1uk, uku1}) ∪
E(T ) ∪ E(T ′) ∪ E(M) ∪ {xy : x ∈ V (H) ∪ V (T ) ∪ V (T ′) and y ∈ V (M)}.Then G is (k + 1)-connected with
|V (H)|=k, |V (T )|=|V (T ′)|= t , and |V (M)|=k+1. Let S={u1, u2, . . . , uk} be the ordered set. By the construction
of G, all the edges u1u2, u2u3, . . . , uk−1uk, uku1 are missing from G. In order to ﬁnd a cycle containing S in the
given order, we must pick up a different vertex of M between each element of S utilizing the complete bipartite
subgraph Kk,k contained in H ∪ M , with one vertex of M left over. So we can ﬁnd a longest requisite cycle C with
V (C) = {u1,m1, u2,m2, . . . , mk−1, uk,mk, t1, . . . , tt , mk+1, u1}. Now |C| = (k + k + 1 + t) = 2k + 1 + t . Since
k/2 tk − 2, we have |C|2k + 1 + k − 2 = 3k − 1. But 2 = d(t1) + d(t ′1)2(k/2 − 1 + k + 1) = 3k. Hence
co(G)<min{n, 2(G)}. Actually, G can be generalized to a graph with arbitrarily large order by adding more copies
of T. 
For k4, the order in which the vertices appear in a cycle is very important. Some techniques used in the past to
deal with the longest cycle problems are not valid for the longest requisite cycle problems. Now we must pay attention
not only to the length of the cycle but also to the order in which the vertices of S appear on the cycle. Therefore, we
must develop new techniques to estimate the length of a longest requisite cycle. We will ﬁrst show some useful lemmas
in Section 2 and then give the proof of Theorem 7 in Section 3.
2. Several lemmas
Suppose C is a longest requisite cycle for an ordered set S of k vertices. Assume that |C|<n. Then there exists some
component H ⊆ G − C. Let NC(H) = {x1, x2, . . . , xt } in order around C. Set xt+1 = x1. Let Ci = C(xi, xi+1). For
u, v ∈ V (C), we call anyC(u, v) a “good” segment of C if V (C(u, v))∩S=∅. Since G is (k+2)-connected, tk+2.
Since |S| = k, by the pigeonhole principle, at least two of those segments of C deﬁned by NC(H) are good. Let Ci for
some 1 i t , be a good segment. A vertex v in V (Ci) is said to be insertible on C if v is adjacent to two consecutive
vertices in V (C − Ci). For any two vertices u, v in G and a subgraph H of G, we use uPHv to denote a longest path
connecting u and v with all internal vertices in H.
Lemma 1. For every component H ⊆ G − C, N+C (H) ∩ N(H) = ∅.
Proof. Suppose there exists u, v ∈ V (H) such that without loss of generality N+C (v) ∩ N(u) 	= ∅. Then by inserting
uPHv, we get a requisite cycle that is longer than C; a contradiction. 
Deﬁnition 2 (Fraisse and Jung [4]). For any 2-connected graph G, let D(G) be the maximum integer m such that
for any two distinct vertices u, v in G, there is a path of length at least m connecting u and v. For a complete graph
Kn (n2), set D(Kn) = n − 1. If G has connectivity one, set D(G) = max{D(G′):G′ is an endblock of G}. For an
arbitrary graph, set D(G) = max{D(G′):G′ is a component of G}.
Lemma 2 (Fraisse and Jung [4]). Let G be a noncomplete connected graph. Then there exists nonadjacent vertices
v1 and v2 in G such that vi is not a cut vertex of G and D(G)d(vi) (i = 1, 2).
Thus for a complete graph, d(v)D(G) for all v ∈ V (G). If G is not 2 connected, letG1 andG2 be distinct endblocks
of G. Then for any noncut vertices vi ∈ V (Gi), there exists a pathP [vi, vj ] such that |P [vi, vj ]|D(G1)+D(G2)+1.
LetB1 be an endblock of H withD(B1)=D(H). If H is 2-connected or |H |2, setB1 =H . Let c1 be the unique cut
vertex ofH inB1 whenH is not 2-connected and |H |3. Otherwise, let c1 be an arbitrary vertex ofH. SetB=B1−{c1}.
Lemma 3. Let C(u, v) be a good segment of C. Let y1 	= y2 ∈ V (H) with {y1, y2} ∩ V (B) 	= ∅ and uy1 ∈ E
and vy2 ∈ E. Then there exists a good segment C(u′, v′) ⊆ C(u, v) such that V (C(u′, v′)) ∩ NC(H) = ∅ and
|C(u′, v′)|D(H) + 1.
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Proof. Without loss of generality let y1 ∈ V (B). Let u′ be the last vertex in C[u, v) such that u′y1 ∈ E(G). Since
vy2 ∈ E, choose v′ to be the ﬁrst vertex in V (C(u′, v]) such that v′y′2 ∈ E(G) forsome y′2 ∈ V (H) − {y1}. Since
C(u, v) is a good segment, C(u′, v′) is a good segment such that C(u′, v′) ⊆ C(u, v) and V (C(u′, v′)) ∩ N(H) = ∅.
Since |u′PHv′|D(B1) + 1 and D(B1) = D(H), the maximality of C implies that |C(u′, v′)|D(H) + 1. 
Lemma 4. If G is (k + 2)-connected and |C|< 2(G), then for every component H ⊆ G − C there exists a vertex
v ∈ H such that dG(v)< 2(G)/2.
Proof. Let L = 2(G)/2. Suppose that there exists a component H ⊆ G − C such that for every vertex v ∈ H ,
dG(v)L. First we will show the following claims. 
Claim 2. If |C|< 2L, then |B1|3.
Proof. Since |C|< 2L, by Lemma 1 we may assume |B1|2. If |B1| = 2, there is a vertex, say z1 without loss of
generality, inB1 such that |NC(z1)|=dG(z1)−1L−1. Hence, we have |NC(z1)|=L−1 and |NC(H)|=|NC(z1)|. By
Lemma 1, we know for any i, |Ci |1 where 1 i t . Since G is (k+2)-connected, tk+2. Since |S|=k, there exists
i1 and i2 such thatV (Ci1)∩S=∅ andV (Ci2)∩S=∅. Thus |Ci1 |2 and |Ci2 |2. Since t=|NC(H)|=|NC(z1)|=L−1,
we have L−1 intervals in which |Ci |1 and at least two of these are good segmentswith at least one additional vertex.
Thus |C| |NC(H)| + (L − 1) + 2 = 2L; a contradiction. Thus |B1|3. 
Claim 3. If |C|< 2L, then there exists 1 i1 < i2 < · · ·< ik+2 t such that
(i) |{xi1 , . . . , xik+2} ∩ NC(B)|k + 1.
(ii) For any ip 	= is , there exist distinct vertices v, v′ ∈ V (H) such that xipv ∈ E(G), xis v′ ∈ E(G), and
{v, v′} ∩ V (B) 	= ∅, that is |vPHv′|D(H) + 1.
Proof. By Claim 2, |B1|3 which implies |B|2. Deﬁne X = {xi : dB(xi)2, xi ∈ V (C)}. Then X ⊆ NC(B) and∑
y∈V (B)dV (C)−X(y) = |NV (C)−X(B)| t − |X|.
Hence |B|L∑y∈V (B)dG(y)
∑
y∈V (B)(dB1(y) + dX(y)) + (t − |X|) |B|(|B| + |X|) + t − |X|.
If |X|k+1, sinceG is (k+2)-connected, Claim 3 holds by the deﬁnition ofX.Assume |X|k and set r=k+2−|X|.
Notice that by Lemma 1, k + 2 t <L which implies t − L − 1. From the above inequality, we have
(|B| − 1)L |B|(|B| + |X|) + t − |X| − L
= |B|(|B| + |X| + 1) − |B| − |X| + t − L
 |B|(|B| + |X| + 1) − (|B| + |X| + 1)
= (|B| − 1)(|B| + |X| + 1).
Since |B|2, we obtain (|B1| + |X|)Lk + 3 which implies that |B1|k + 3 − |X| = r + 1. Since G is (k + 2)-
connected, |C|k + 2 and hence |C| − |X|k + 2 − |X| = r . As G − (X ∪ {c1}) is (r − 1)-connected, there exist
distinct vertices z1, z2, . . . , zr−1 in V (B) and y1, y2, . . . , yr−1 in V (C) − X such that ziyi ∈ E(G) (1 ir − 1).
Set Y = {y1, y2, . . . , yr−1} and Z = {z1, z2, . . . , zr−1}. Notice that |X ∪ Y | = k + 2 − r + r − 1 = k + 1. Similarly,
|X ∪ Z| = k + 1. Because G is (k + 2)-connected, there exists some zr ∈ V (H) − Z and yr ∈ V (C) − (X ∪ Y ) such
that zryr ∈ E(G). By the deﬁnition of X, we can easily check that X ∪ Y ∪ {yr} is a set that satisﬁes (i) and (ii).
Now we turn to prove Lemma 4. By Lemma 2, there exists v ∈ V (H) such that dH (v)D(H). Since G is (k + 2)-
connected and |S| = k, C has at least two good segments. Thus, by Claim 3 and Lemmas 1 and 3, |C|2|NC(v)| +
2(D(H))2dC(v) + 2dH (v)2L; a contradiction. 
Lemma 5. If |C|< 2(G), there is only one component H of G − C.
Proof. Suppose there are at least two components H,H ′ ⊆ G − C. Then by Lemma 4, we can take v ∈ H such that
d(v)< 2(G)/2 and v′ ∈ H ′ such that d(v′)< 2(G)/2. Since v and v′ are nonadjacent, this implies 2(G)d(v) +
d(v′)< 2(G), a contradiction. 
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So for every longest requisite cycle C, if |C|< 2(G), then G − C has only one component, H. The following
corollary is a consequence of Lemmas 4 and 5 and the deﬁnition of 2(G).
Corollary 2. For any v ∈ V (C) − NC(H), dG−C(v) = 0 and dG(v)> 2(G)/2.
Lemma 6. Let Ci (1 i t) be a good segment and x ∈ V (Ci).
(i) If for every y ∈ V (C(xi, x)), y is insertible, then all vertices in C(xi, x) can be inserted into V (C) − V (Ci).
(ii) If for every y ∈ V (C(x, xi+1)), y is insertible, then all vertices inC(x, xi+1) can be inserted into V (C)−V (Ci).
Proof. We only prove (i) here and (ii) can be easily checked by a symmetric argument to that of the proof of (i).
The proof of (i) is by induction. If |V (C(xi, x))| = 1, then the result holds by the deﬁnition of an insertible vertex.
Suppose that |V (C(xi, x))|2 and assume that the result holds for all integers p when |V (C(xi, x))|p. Now we
consider |V (C(xi, x))|=p+1. Since x− is insertible, there are two consecutive vertices sayw andw+ inV (C−Ci) such
that x−w ∈ E(G) and x−w+ ∈ E(G). When N(y) ∩ {w,w+} = ∅ for any y ∈ V (C(xi, x−)), as |V (C(xi, x−))| = p
and x− can be inserted using w and w+, the result holds by the induction hypothesis. When N(y) ∩ {w,w+} 	= ∅ for
some y ∈ V (C(xi, x−)), then choose the ﬁrst such vertex, say y1, in V (C(xi, x−)) and we can insert all vertices in
C[y1, x−] into V (C) − V (Ci) using w and w+. Since |V (C(xi, y1))|<p, by the induction hypothesis and the choice
of y1, all vertices in C(xi, y1) can be inserted into V (C) − V (Ci). Hence (i) holds. 
Lemma 7. Let Ci be any good segment and vi 	= v′i be two vertices in V (Ci) with v′i ∈ V (C(vi, xi+1)) such that all
vertices in V (C(xi, vi)) ∪ V (C(v′i , xi+1)) are insertible.
(i) If there is a vertex x in N(y) ∩ V (C − Ci) for some y in V (C(xi, vi]), then N(y′) ∩ {x+, x−} = ∅ for any
y′ ∈ V (C[v′i , xi+1)).
(ii) All vertices in V (C(xi, vi)) ∪ V (C(v′i , xi+1)) can be inserted into a cycle containing C[xi+1, xi].
Proof. (i) By contradiction, suppose that there are some x ∈ V (C − Ci), y ∈ V (C(xi, vi]) and y′ ∈ V (C[v′i , xi+1))
such that xy ∈ E(G) and {x+, x−}∩N(y′) 	= ∅. Choose such y and y′ with |V (C(xi, y))|+ |V (C(y′, xi+1))| as small
as possible (that is, N(x)∩ V (C(xi, y))= ∅ and (N(x+)∪N(x−))∩ V (C(y′, xi+1))= ∅). When x+y′ ∈ E(G), then
we can ﬁnd a requisite cycle C′ = C[xi+1, x)xyC(y, y′)y′x+C(x+, xi)xiPHxi+1 (see Fig. 1). When x−y′ ∈ E(G),
simply redeﬁne C′ = C[xi+1, x−)x−y′C(y′, y)yxC(x, xi)xiPHxi+1 (see Fig. 2).
In either case, by Lemma 6 and the choices of y and y′, we can ﬁnd a requisite cycle longer than C by inserting all
vertices in V (C(xi, y)) ∪ V (C(y′, xi+1)), contradicting the choice of C.
(ii) This is a consequence of Lemmas 6 and 7(i). 
Lemma 8. If |C|< 2(G), then for every good segmentCi where 1 i t , there exist at least two noninsertible vertices
in Ci .
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Proof. Suppose there is a good segment Ci with no noninsertible vertices, then we can ﬁnd a requisite cycle C′ =
C[xi+1, xi)xiPHxi+1. Since every vertex in Ci can be inserted into C′ by Lemma 6, we can ﬁnd a requisite cycle that
is longer than C, contradicting the choice of C.
Suppose there exists some good segment, Ci with only one noninsertible vertex v. Then applying Lemmas 6 and 7
we can insert all vertices in V (Ci)−{v} into V (C −Ci) to get a requisite cycle C′ including all vertices in V (C)−{v}
and at least one vertex in H. Thus |C′| |C|. Since v is the only noninsertible vertex in Ci and by Corollary 2,
dG−C(v) = 0, v is itself a component of G − C′. And since dG(v)> 2(G)/2, this component contains no vertex y
such that d(y)< 2(G)/2 which contradicts Lemma 4. 
3. Proof of Theorem 7
We will prove Theorem 7 by contradiction. Assume that there is an ordered set S with |S| = k such that for a longest
requisite cycle C we have |C|<min{n, 2(G)}. Then by Lemma 5 there is exactly one component H ⊆ G−C. Recall
that N(H)= {x1, x2, . . . , xt } (tk + 2) in order around C. Since |C|< 2(G) and G is (k + 2)-connected, we can get
two good segments, sayCi andCj with i < j such that there exist distinct verticeswq,w′q ∈ V (H)with xqwq ∈ E(G),
xq+1w′q ∈ E(G) and |wqPHw′q |D(H)+ 1 by Claim 3, and V (Cq)∩NC(H)=∅ and |Cq |D(H)+ 1 by Lemma 3
(q = i, j ). Then by Corollary 2, for any vertex x ∈ V (Ci)∪V (Cj ), we have that dG−C(x)= 0. By Lemma 8, we know
that there are at least two noninsertible vertices inCi andCj , respectively. Choose vq and v′q(q= i, j) to be the ﬁrst and
last noninsertible vertices in Cq , respectively. Notice that a cycle containing the vertex set V (C) − (V (Ci) ∪ V (Cj ))
in the same order as that in C is a requisite cycle. We consider the following two cases:
Case 1:N(vi)∩V (Cj )=∅ orN(v′i )∩V (Cj )=∅. Since vi is noninsertible andN(vi) ⊆ V (C), dC−(Ci∪Cj )(vi)(|C−
(Ci ∪ Cj )| + 2)/2 and dCi (vi) |Ci | − 1. As dCj (vi) = ∅, d(vi) = dC−(Ci∪Cj )(vi) + dCi (vi). Choose h ∈ V (H) such
that dH (h)D(H). Then by Lemma 1, dC(h)(|C − (Ci ∪ Cj )| + 2)/2. Now
2(G)d(vi) + d(h)
 |C − (Ci ∪ Cj )| + 2
2
+ |Ci | − 1 + |C − (Ci ∪ Cj )| + 22 + D(H)
= |C − (Ci ∪ Cj )| + |Ci | + D(H) + 1.
Since |Cj |D(H)+ 1, 2(G) |C|; a contradiction. Thus N(vi)∩ V (Cj ) 	= ∅. Symmetrically, N(v′i )∩ V (Cj ) 	= ∅.
Case 2: N(vi) ∩ V (Cj ) 	= ∅ and N(v′i ) ∩ V (Cj ) 	= ∅.
Case 2.1: There are some z 	= w in V (Cj ) such that N(z) ∩ V (C(xi, vi]) 	= ∅ and N(w) ∩ V (C[v′i , xi+1)) 	= ∅.
Choose such z and w with |C(z,w)| as small as possible and, subject to that, choose ui ∈ NC(z) ∩ C(xi, vi] and
u′i ∈ NC(w) ∩ C[v′i , xi+1) such that |C(xi, ui]| + |C[u′i , xi+1)| is as small as possible.
When w ∈ C(xj , z), let C′ = C[xi+1, w)wu′iC(u′i , ui)uizC(z, xi)xiPHxi+1 (see Fig. 3) or when z ∈ C(xj , w), let
C′ = C[xi+1, z)zuiC(ui, u′i )u′iwC(w, xi)xiPHxi+1 (see Fig. 4).
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It is easy to check thatC′ is a requisite cycle. By the choices ofw, z, ui, u′i andLemmas 6 and 7,N(vi)∩V (C(w, z))=∅ and all vertices inV (C(xi, ui))∪V (C(u′i , xi+1)) can be inserted intoC′. Thus by themaximality ofC, we can conclude|C(w, z)|D(H)+ 1 (or |C(z,w)|D(H)+ 1). As in Case 1, we choose h ∈ V (H) such that dH (h)D(H). Then
2(G)d(vi) + d(h)
 |C − (Ci ∪ C(w, z)| + 2
2
+ |Ci | − 1 + |C − (Ci ∪ C(w, z))| + 22 + D(H)
= |C − (Ci ∪ C(w, z))| + |Ci | + D(H) + 1.
Thus, 2(G) |C|; a contradiction.
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Case 2.2: There is only one vertex, say z, in V (Cj ) such that zvi ∈ E(G), zv′i ∈ E(G) andN(y)∩ (V (Cj )−{z})=∅
for every y ∈ V (C(xi, vi)) ∪ V (C(v′i , xi+1)).
Symmetrically, we may assume that there is only one vertex, say m, in V (Ci) such that mvj ∈ E(G), mv′j ∈ E(G)
and N(y′) ∩ (V (Ci) − {m}) = ∅ for every y′ ∈ V (C(xj , vj )) ∪ V (C(v′j , xj+1)).
If |Cj |D(H)+ 2, then, ignoring z, we still have D(H)+ 1 available vertices all of which are not adjacent to both
vi and v′i . By using the same method as that in Case 1, we can get |C|2(G), a contradiction.
If |Cj |=D(H)+1, symmetrically,wemay assume that |Ci |=D(H)+1.This implies that vi and v′i are the ﬁrst and last
vertices in Ci , respectively. Similarly, vj and v′j are the ﬁrst and last vertices in Cj , respectively. Consider the requisite
cyclesC′1=C[xi+1, vj )vjmC(m, v′i )v′izC(z, xi)xiPHxi+1 (see Fig. 5) andC′2=C[xi+1, z)zviC(vi,m)mv′jC(v′j , xi)xi
PHxi+1 (see Fig. 6).
From C′1, we see that |C[vi,m)| + |C(vj , z)|D(H)+ 2, otherwise |C′1|> |C|. From C′2, we see that |C(m, v′i]| +|C(z, v′j )|D(H) + 2, otherwise |C′2|> |C|. Hence |Ci | + |Cj |2D(H) + 4 which contradicts the fact that |Ci | =|Cj | = D(H) + 1. 
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