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ABSTRACT 
This thesis presents a rapid prototyping toolkit and framework to create a responsive and 
high performance virtual reality application utilizing a relatively simple toolkits structure. 
These object-oriented toolkits and libraries have been developed to make a virtual world more 
vivid and responsive in CFD visualization. In addition to the VR application framework, per-
formance issues have been addressed to overcome the loss of interaction in virtual environment 
due to large computation of scientific data sets. The problems that can arise from handling 
large data sets are large memory usage, large data storage, bandwidth, latency of data transfer, 
which result in loss of frame rates, and interactive interaction. With these losses, the sense of 
immersion and interest in data exploration and interrogation also suffer. A simple and novel 
approach is implemented by applying parallel programming approaches to capture the current 
computer resources for large data sets visualization in the virtual environment. Two areas 
of parallelism being discussed are tasks and data parallelism in a shared-memory system. As 
a result, the virtual reality application, VR-XPR(Virtual Reality Explorer), has provided a 
rapid framework for developing scientific and engineering VR applications with relative ease 
and without much effort involved which can benefit the research and industry in terms of time 
and costs. 
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CHAPTER 1. INTRODUCTION 
This chapter reviews the current state-of-the-art of computational fluid dynamics (CFD) 
and virtual reality (VR) and discusses the objectives of this research. This overview identifies 
the common ground between CFD and VR, and design constraints for the research project. 
1.1 Computational Fluid Dynamics 
Computational fluid dynamics ( CFD) utilizes a variety of mathematical techniques to 
solve the fundamental conservation differential equations governing fluid flow processes such 
as Navier-Stokes equations (1). CFD provides important information on flow characteristics 
( e.g. pressure loss, flow distribution and mixing rate) that enable engineers to predict fluid 
flow, heat and mass transfer, chemical reactions, and related phenomena. CFD has become an 
important tool for many engineering problems including development of aircraft, spacecraft, 
automobiles, HVAC (heating, ventilating, and air-conditioning), power plants, etc. Current 
commercial CFD packages (e.g. FLUENT™, STAR-CD™, FIRE™) provide significant 
insight for fluid flow and heat transfer problems. In general the demand for computational 
accuracy grows to match the computational resources available. 
Theoretical and computational approaches differ in the way they solve problems. A theo-
retical approach provides a solution that is valid at every point in a flow-field. For example, if 
a theoretical solution to a problem is y=cos(x), the solution is continuous. A computational 
solution, however, does not give a continuous solution that encompasses all points in a flow-
field. Instead, it provides a numerical answer for the specific points for which the engineer has 
decided to calculate. For a computational solution to be as detailed as a theoretical solution, 
the equation must be solved at a large number of points. Calculating for a dense grid with 
2 
many points provides a detailed solution, but requires greater computer time and memory. 
Because of the coupled and non-linear nature of fluid dynamics even small details can 
impact the fluid solution. As a result, CFD demands are at the edge of computer technology 
(in terms of data sets and computer resources). For example, NASA's CFD data sets can range 
from 600 MB to 160 GB (2). Table 1.1 shows an example using the Accelerated Strategic 
Computing Initiative (ASCI) code. As shown, it is anticipated by year 2004, the data sets will 
grow as large as the scale of tetra bytes ( 4). 
Table 1.1 An example of data output from one ASCI code. 
Data output from one ASCI code 
FY00 FY02 FY04 
Sizing Requirements 4 TFLOP 30 TFLOP 100 TFLOP 
Number of zones (location where material properties 
such as pressure, temperature, chemical species, stress 
tensor, and so on are tracked) 25 million 200 million 1 billion 
Number of material properties per zone 10-50 10-50 10-50 
Small visualization file (such as description of mesh, one 
zonal, one nodal) 2GB 12 GB 50GB 
Large plot/restart file size(with all physics variables 
saved} 60GB 450 GB 1500 GB 
Average length of run 20.5 days 40-50 days 20-40 days 
Number of visualization per run 100 - small 200 - small 200 - small 
180 - large 180 - large 280 - large 
Visualizations data set size eer major run 6.4 TB 84 TB 280TB 
* Source from IEEE Computer Graphics and Applications, "lmmersive VR for Scientific Visualization: A 
Progress Report" 
For instance, the floating points operation of the ASCI code is growing from 4 TFLOP 
to 100 TFLOP from the year 2000 to 2004. At the same time, the higher resolution demand 
for the number of zones are growing as well, from 25 million to 1 billion locations where 
material properties are being tracked. Thus, the data sets for denser grid or high resolution 
will result in large data sets, i.e. small visualization data sets grow from 2 GB to 50 GB, 
and visualizations data size per major run from 6.4 TB to 280 TB. In our current research 
center, Virtual Reality Application Center (VRAC), the commercial software (STAR-CD™ 
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and FL UENTT M) generate visualization data sets ranging from 1 million to 5 million of data 
points ( 60 MB to 330 MB). Therefore, emphasis on handling large data sets is considered for 
this research. 
One of the research objectives is to bridge the gap between the current commercial CFD 
software (e.g. FLUENT™, STAR-CD™, and FIRE™), post-processing stage into virtual 
reality. To achieve this goal, this research identified the following key issues: 
• Large Data Set 
As mentioned, current CFD output is growing at a high rate, therefore, this research 
must anticipate large data sets operation. The focus is on data sets ranging from 1 
million to 5 million because the current CFD analysis in industries run around this size 
range. 
• Generalized Reader 
The CFD post-processor must possess the ability to translate any data sets output from 
any CFD packages - a generalized reader. Also, it must anticipate new CFD packages 
or new types of data sets. 
This research is not only driven by the visualization needs of CFD, but can be extended 
to other fields that are under the roof of science and engineering problems such as CAD, 
FEA, architectural etc. One of the reasons for choosing CFD is because it is one of the most 
computationally intensive areas. 
1.2 Virtual Reality in CFD 
A CFD solution, which contains a large amount of numerical data, can be transformed into 
pictorial analysis, visual exploration, and 3D simulation. This is a stage known as scientific 
visualization, an area in which science and engineering data are transformed into meaning-
ful visual representations to help engineers comprehend solutions of science and engineering 
problems. In the CFD world, this stage is known as the post-processing stage of CFD analysis. 
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Most of the current popular commercial post-processors (e.g. Fieldview™, Ensight™, 
Fast™, STAR-CD™, and Fluent™) are targeted at desktop level. In general, desktop-
based post-processing involves tasks such as creating plots and graphs with certain limitations 
including limited screen size, objects not appearing in actual size, single user participation, etc. 
Because our eyes are very effective image processors, the limited capabilities of desktop-based 
visualization can be expanded using high-end visualization systems such as CAVE™ (8) (9). 
These systems are quick and effective tools for visual analysis and information retrieval. Other 
current popular virtual reality devices include the head-mounted display (HMD), BOOM™, 
immersive desk or walls, etc. These VR devices give a rich set of spatial and depth cues of 
3D objects and a sense of presence in a 3D world. Several benefits for using VR systems in 
CFD visualization are that visualization can enable users comprehend large quantities of data, 
visual attributes can present abstract representations of data, relationships among displayed 
entities become apparent, and graphical techniques allow more direct intuitive interactions 
with the entities of interest (5). The benefits of virtual reality are not only centered around 
high-end visualization, but also include the participation of humans in data interrogation and 
exploration around the 3D world. For instance, trackers may be used to track human spatial 
presence in the 3D world. Also, tracking devices such as a wand and cyber glove gives the user 
the ability to interact with 3D objects and navigate through the virtual world. In general, 
virtual reality technology facilitates collaboration between human and computer and provide 
a new paradigm for engineering and scientific communities to explore. 
A.V. Dam et al, present a detailed overview on both virtual reality and scientific visualiza-
tion (11). They present a survey on the current state of applying VR to scientific visualization. 
They comment that the current technology remains primitive and lags far behind investment 
in computation and data gathering, and that scientific computing facilities typically spend 10 
percent or less of their hardware budget on visualization systems. However, based on the bene-
fits, they strongly advocate incorporating virtual reality technology into scientific visualization 
and other design process. 
Many researchers use virtual reality technology because of its benefits for reducing pro-
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duction costs and the time it takes to deliver the product to market. O.H. Riedel et al (14), 
describes some of the benefits of utilizing virtual environment based tools: 
• Reduction of costs and time for building prototypes makes it possible to test and evaluate 
more variants. 
• Faster testing and evaluation through virtual test-beds. 
• Multiple user collaboration. 
• On-line changes of parameters. 
• Enhancing quality and effectiveness of the project drawing and the design performance. 
• Improvement of the product quality, e.g. by integrating the teams of engineers and 
getting feedback. 
The potential benefits are enormous, the focus for this research is to develop a VR framework 
for scientific visualization that can deliver immense benefits to industry and research. 
1.3 Past and Present Work 
This section reviews current CFD visualization work and evaluates the strengths and weak-
nesses of present and past work. The selected projects presented here are each unique in their 
own way and each became a leader or pioneer work in utilizing virtual reality for scientific 
visualization. 
1.3.1 Governmental Work - Virtual Wind Tunnel(VWT) 
This is a well-known pioneering work started by NASA Ames a decade ago (6) (7). It 
is a system designed to visualize unsteady fl.ow data sets using the Binocular Omni Orienta-
tion Monitor(BOOM). An example of its usefulness is that a user can interactively position 
collections of seed-points for streamlines and streaklines with a dataglove. 
S. Bryson, one of the VWT inventors, discusses the issues and his experiences in visualizing 
CFD data sets in a virtual environment. He provides many insights into the current virtual 
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environment technology. He stresses that the essence of virtual reality is to have a high 
performance computer system to deliver the virtual effects (interactive environment). His 
work is a motivating force for this research. The drawbacks of VWT are that the input from 
CFD data sets are not well-supported for the current CFD packages and are not easily obtained 
for general usage (security clearance is needed to download the software). 
1.3.2 Commercial Work - Ensight™ 
Ensight™ is a sophisticated engineering and scientific post-processor for scientific visual-
ization. It is mainly targeted at the desktop-level and supports a whole range of CFD data 
sets. It has anticipated the ASCI requests of handling large data sets. Ensight provides the 
parallel processing features for fast visualization extractions and is a reputable post-processing 
product for current industries. It provides portability to the virtual environment, but does not 
fully support all virtual environments such as the CA VET M system. Currently, it does not 
handle any tracking devices for interaction. 
1.3.3 University Research Center Work - VR-CFD 
An earlier project in our current research center developed a tool for visualization in 
CAVE™ /C2 system in Iowa State University. It provides an interface similar to the com-
mercial software, FieldviewT M and provides a computational steering tool for approximating 
scalar and vector properties changes in a flow field with geometry and time (12) (13). 
This project provides the initial test-bed and understanding in our current research cen-
ter for using CFD visualization tools in a fully immersive virtual environment. This research 
project is based on the CA VET M libraries and handle PLOT3D data sets. 
1.4 The Objectives of VR-XPR 
This section explains the objectives for designing virtual reality in CFD, VR-XPR. As 
shown in Figure 1.1, the end-to-end processes are driven by input (research and industry) and 
output ( virtual environment). In between these ends are the requests, i.e. rapid prototyping 
7 
with easy implementation. To begin to explain each component in the diagram (Figure 1. 1), 
input is broken into two sources: research and industry. For the research input, the demands 
from the research are identified as innovative ideas that demonstrate creative projects in a 
research institution, such as using haptics to enable computational steering (11). Next, the 
demands from industry are driven by technology that can enable them to shorten the product 
delivery time and to reduce the costs. Therefore, creative projects must take into account 
industry input to produce the desired output ( e.g. support a number of common data formats, 
support varieties of computer architectures, etc). In between these end processes are the 
execution of ideas that will strike a balance between research and industry inputs i.e. a faster 
time-to-market of products with high quality and performance. The goal of this research 
project is to provide an open source code utilizing a rapid prototyping method that requires 
less effort and yields a sophisticated product, virtual reality in CFD, that is driven by research 
and commercial feedbacks through iterations of analysis and tests. To support this goal, this 
research has developed an object-oriented library of functions in a toolkit format for making 
CFD visualization. 
Research
7 development 
~--1f ndustry 
1
~/---~• Easy implementation 
Iterations 
Figure 1.1 Virtual reality in a CFD model. 
___ High 
performance 
C6 
application 
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CHAPTER 2. HARDWARE AND SOFTWARE - APPLICATION 
FRAMEWORK 
2.1 HARDWARE 
VR-XPR has its root in a C6 environment, a device for 360 degree immersion to display 
synthetic environments based on research conducted by Dr. Carolina Cruz-Neira. The de-
vice is comprised of six stereoscopic screens, a 3D sound system, and wireless technologies 
(Figure 2.1). The computer system used to drive the visualization and computation is a SGI 
Onyx2. It includes six InfiniteReality graphic displays, 24 R12000 processors, 12 GB of mem-
ory, and access to large disk I/O and gigabit ethernet networking. The Ascension Technologies 
wireless MotionStar magnetic tracker is used to monitor the user's position and orientation 
(Figure 2.2). This tracker maintains the user's sense of immersion by calculating a true stereo-
scopic perspective view based on the user's position and orientation within the virtual space. 
The tracker also tracks input devices, such as a wireless wand VR application for navigation 
and menu selection control (Figure 2.2). Stereoscopic perception is achieved using light-weight 
liquid-crystal active polarized shutter glasses (Figure 2.2). An important feature of VR-XPR 
is that it is not only for the C6, but designed to be scalable on current popular systems such as 
desktop VR, HMD, CA VET M, and PowerwallT M. The capability is a result from the software 
implementation method discussed later. 
2.2 SOFTWARE 
This section discusses the software design framework and stages in developing the VR-XPR 
(from here on, it is also known as "application"). The software design framework is divided 
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Source: VRAC , Iowa State University 
Figure 2.1 The C6 
Source: VRAC, Iowa State University 
Figure 2.2 VR devices (Left - Ascension wireless tracker Middle - Stereo-
scopic glasses Right - Wireless wand) 
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into categories of visualization and interaction in VR. The design stages-are software inception, 
elaboration, and implementation. After explaining its implementation, results of applying the 
implementation methodologies are discussed. 
2.2.1 Design Considerations 
This section explains the components that are being considered during the inception of 
VR-XPR. These components occur under the categories of visualization and interaction. 
2.2.1.1 Visualization 
The visualization techniques chosen for display in the virtual reality are designed with 
human engineering i.e. the 3D objects in the virtual space are arranged so that the people and 
3D objects can interact most rapidly, and visualization is most accurately. The visualization 
techniques selected are: 
• Streamlines, streamribbons, and streamtubes 
Integrated trajectories of the vector field. 
• Isosurface 
A surface representing a constant valued scalar function. 
• Contour lines and contour surface 
Scalar visualization technique that creates color-mapped lines or surfaces. 
• Warp vector 
A visualization technique that uses the velocity data to generate a 3D distorted surface. 
• Vector field 
A visualization technique that shows the direction and magnitude of the vector data. 
Examples of the different visualization techniques are shown in Figure 2.3. As mentioned in 
chapter 1, the powerful nature of visualization in a virtual reality system is the ability to 
interact with data sets. In the next section, the benefits of using virtual reality will become 
clear once the interaction implementation is explained. 
\, 
~ '(,,;, 
...,..- &.1 
. . , Streamlines • 
Vectors field 1 . . . cq Contour plane 
Figure 2.3 Examples of different visualization techniques. 
I-' 
I-' 
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2.2.1.2 Interaction 
Interaction is the ability to use a virtual device to interact and work in a virtual space. The 
interaction device selected for this research is a wireless wand. Using the wireless wand, the 
user's interaction in a virtual world can be classified into three different categories: navigation 
control, application control, and selection control. The following defines each category and 
explains the reason for choosing its implementation method. 
• Navigation 
As defined by J.J La Viola, "navigation is broken up into a motor component called 
travel" (11). In other words, navigation is how we want to move in virtual space. For 
this research, we used a steering method - using the built-in vector direction of the wand 
and navigating at a constant speed at the direction specified by the wand's orientation. 
We selected a constant traveling speed because precise movement is needed to interrogate 
the data while navigating in a virtual space. 
• Application Control 
Application control refers to a WIMP interface (windows, icons, menus, and pointing 
device-based interface) in a desktop system. In VR-XPR, however, it is defined as 
"Windows Into My Program" interface where the user can pick a window that trig-
gers one of the visualization techniques specified in section 2.1.1. Using a virtual device, 
such as the wand, a window can be picked by a virtual pointer. The picked window 
activates a visualization sequence in the program. In the program (VR-XPR), visual 
effects/sequences are triggered into the virtual world (Figure 2.4). In general, it encap-
sulates the basic features of the desktop-based WIMP interface - "point and click" a 
window and wait for a response. The 3D windows of VR-XPR's WIMP design are a 
unique feature that can be customized to provide different visualization routines or tasks 
rapidly. It is made of 3D polygonal objects, even for the texts. Therefore, VR-XPR's 
WIMP can be designed to be placed statically or dynamically in the virtual environment. 
The static feature is self-explanatory, but when used as a dynamic feature, the WIMP 
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can be programmed to be translated and oriented using tracked information of the user's 
position and gaze direction. Finally, the WIMP interface is made of transparent polygons 
to minimize visibility hindrance. 
• Selection Control 
The last component for user interaction is a laser pointer for selection on the WIMP 
interface (Figure 2.4). It is a ray emanating from the wand (ray direction is the same 
as the navigation direction defined earlier). When the ray hits the WIMP interface, a 
window is highlighted with color changes. A digital button on the wand is designed to 
switch the WIMP interface to appear and disappear (button 1 in C6). If the WIMP 
interface is triggered to disappear, the last highlighted visualization window is tracked 
and made known to the program. The program will activate the visualization sequence 
that corresponds to the last selection. The sequences are for data exploration and inter-
rogation to set in stand-by mode to create the visual effects. The navigational method 
defined earlier will also be utilized for data exploration. Data interrogation is made pos-
sible by specially designed virtual cursors, which are designed to appear automatically 
based on the visualization sequence selected. Examples of their usage is in Figure 2.5 for 
different visualization routines such as streamlines, contour planes, etc. We can imagine 
the approach used here as a person using a temperature sensor to measure a temperature 
at a particular region or using a pitot-static tube to measure pressure, velocity, etc. At 
this juncture, the virtual cursors that are incorporated into VR-XPR are: 
- Single or multiple points emitter for streamlines, streamribbons, and stream-
tubes. It can also be used as a probe such as a pitot static sensor used to determine 
velocity at different spatial locations in the data set. 
- An arrow cursor is for creating a contour plane, warp vector plane, and vector 
plane based on the arrow's direction and location. One can also employ the arrow 
cursor as a probe for computing the mass flow rate across a plane. 
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The virtual cursor is easy to reconfigure or incorporate into different types of virtual 
cursors for data interrogation. For example, a bounding box cursor can easily be designed 
to extract a subset of data for visualization effects. 
Laser 
3D WIMP 
~ Wand 
I - ----- ---- - -- -_, 
Figure 2.4 3D WIMP for application control and laser for 3D WIMP's 
window selection. 
2.2.2 Design Framework 
This section discusses the framework for turning the proposed concepts into reality. This 
framework is very important because it is the foundation for building the library of toolkits. 
Therefore, the framework being discussed has no dateline for its completion, but it is using an 
open source model (27) in which continuous input and implementation of work from all sources 
can be integrated into a library of toolkits. The goal of this research is to fully establish a 
library of sophisticated toolkits that can be utilized by the VR community quickly and easily. 
Single emitter Multiple emitters 
'  1, 
Figure 2.5 Different virtual cursors used for data interrogation. 
Arrow 
I-' 
c.n 
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For the design framework, the most fundamental requirement is that the programming 
method adopted must be object-based. Object-based or object-oriented programming is known 
as one of the standard modern programming approaches and one of the most ubiquitously 
used programming languages. The well-known qualities of object-based implementation are 
reusability, reliability, robustness, extensibility, and ease of distribution and storage. Beside 
the object-oriented feature, VR-XPR is designed to provide a high performance visualization 
using object-based parallel programming methods. In the next chapter is performance oriented 
feature that will be discussed in detail. For the time being, the focus is on the software 
architecture. The following discusses on the selection of libraries and toolkits. Each of the 
selected tools have been through a thorough evaluation for their benefits for this research. 
Below, a brief explanation for the selections will be given. For the software architecture, these 
are the tools chosen for implementation: 
• c++ 
The object-oriented approach of C++ is well-suited for a 3D world which consists of 3D 
objects. Also, it is widely recognized as an effective software design and implementation 
tool. Object-oriented programming method produced a better and more maintainable 
software through a wide variety of supporting tools such as UML (29), DOXYGEN (15) 
and CVS (16). C++ is the main programming language used to integrate the following 
VR libraries and toolkits into the VR-XPR framework. 
• VR Juggler 
VR Juggler is the API for VR application development (19) (20) (21). Benefits of using 
this API is because it is portable between systems such as desktop-based workstations to 
VR systems like HMDs, CA VET M, PowerwallT M etc. Also, it is an open source virtual 
reality application development framework. 
• Visualization Tookit (VTK) 
VTK is a freely available C++ class library for 3D graphics and visualization. It is soft-
ware library used to provide CFD visualization routines such as streamlines, isosurface, 
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contours, etc (17) (18). It is used as a CFD visualization techniques generator. Visual-
ization objects generated from VTK are translated into OpenGL Performer™ objects 
for high performance rendering ( 28). 
• OpenGL Performer™ 
Performer™ is a high-performance multi-processing scene graph and rendering system 
library (22). It is a powerful and comprehensive programming interface for creating real-
time visual simulation and performance-oriented 3D graphics applications. It meets the 
industry standard for high performance graphics in virtual reality and use for rendering 
in the virtual environment. It is listed in the SGI Open Source Project List (26) and has 
been ported for use on Linux PC. 
• OpenMP 
OpenMP is a simple, portable, and scalable parallel programming method on a shared 
memory computer system (23) (25). This research adopts OpenMP parallel methods to 
provide fast and simple performance in executing the objects-based visualization routines 
which handle large CFD data sets. This process and implementation will be discussed 
in detail in the next chapter. 
2.2.3 Implementation 
A VR system is built upon the hardware and software components shown in Figure 2.6 to 
achieve a sense of immersion. The construction or implementation phase in this research is 
at the application, which is the main engine responsible for creating the vivid objects in the 
virtual world and controlling the interaction environment. The application is an object that 
inherits specific classes from VR Juggler, OpenGL Performer™, and VTK. 
The construction of the application object consists of implementing the of tools mentioned 
in the last section. The phases of the construction is shown in Figure 2. 7. First, the VR Juggler 
platform is constructed. VR Juggler is mainly used to drive and manage the VR systems 
hardware and interface the application software. Next, VTK construction is used to build all 
the visualization techniques mentioned. After VTK visualization objects are constructed, the 
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navigational systems are implemented to track user and wand information for the integration 
of application control. Finally, the selection control of virtual cursors is implemented for 
completion. C++ is the programming language used to interconnect each of the construction 
phase shown in Figure 2.7. The following section discusses each of these phases. 
Graphics 
API 
Digital and 
analog 
input 
Network 
Figure 2.6 VR application (VR-XPR) within a VR system. 
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Figure 2. 7 Flow chart to build the toolkit objects. 
2.2.3.1 VR Juggler 
This section discusses the details of C++ programming used to create the application object 
framework by using member functions of init(), preFrame(), and intraFrame(), in which have 
inherited a draw manager specific class from OpenGL Performer™ (Figure 2.8). Also, this is 
the inception framework to create a template or foundation for VTK visualization, navigation, 
and selection objects to be built on. The member functions used for the application object are 
as follows: 
• init() 
"init()" is a member function called by the VR Juggler's kernel to initialize the applica-
tion; it is called once. OpenGL Performer™'s scenegraph (a tree of visualization objects 
in the virtual world), VTK visualization objects, and VTK member functions are instan-
tiated and initialized at this juncture. Some examples of VTK visualization objects are 
isosurface, vectors, contours etc. At this juncture, other initialized VR system devices 
are navigation, application control, and selection objects. 
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• preFrame() 
"preFrame()" is a continuously running member function employed to track the user's 
activities and requests. This function's role is to communicate with the intraFrame() 
function to synchronize work requests and visualization tasks. If a visualization task 
request signal is fed, it will communicate with the intraFrame() to execute the necessary 
visualization routines. For example, a user may want to create a velocity contour plane. 
First, the user will move and orient the wand's laser to point at the 3D WIMP, thus 
tracking the 3D WIMP selection. Once the selection is made, the 3D WIMP sends a 
request to trigger the virtual arrow cursor - interrogation cursor to create a plane cut. 
Then the user will navigate if necessary before selecting the exact location and direction 
of the contour plane cut. The computational task of creating the contour plane cut will 
then be assigned to intraFrame (). 
• intraFrame() 
Continuing from the example in preFrame(), the assigned computational task is to ex-
tract a 2D surface of a velocity profile color mapped value of velocity magnitude by using 
the VTK visualization generators. In general, intraFrame() is made of visualization gen-
erators. The generated object is called a "vtkActor" (visualization object's name created 
in VTK world). This vtkActor is translated into Performer™'s pfGeode (Performer™ 
visualization objects - scene graph's geometry node) (28) for high performance rendering 
in scene graph. Additionally, intraFrame() is also used to continuously receive updated 
signal requests from preFrame(). Its function is to compute and render the modified or 
newly created visualization objects and interaction into virtual space or Performer™ 
scenegraph. 
2.2.3.2 VTK 
This section presents an example of the implementation of VTK that explains important 
features of using VTK. For a detailed discussion on VTK, refer to P. Rajlich master's thesis (28) 
and the official VTK textbook (30). 
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Application 
init() -----------------
initAP() 
apilni() 
While ( running ) 
"' preFrame() __,;.,.-------+----•rTrnck 
draw() 
Execute 
intraFrame() _ _ _________ & 
postFrame( ) 
Performer API 
Scenegraph objects- pfGeode 
VTK 
Visualization objects 
Navigation 
Tracking wand and user 
Application Control 
Virtual menu for task id 
Selection 
Virtual cursors 
Navigation 
Tracking wand and user 
Application Control 
Virtual menu for task id 
Selection 
Virtual cursors 
VTK 
Scenegraph objects- pfGeode 
Figure 2.8 Performer™-based VR Juggler application member functions. 
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Figure 2.9 presents an example of creating a 2D contour plane class that is used as an 
object within the application. Both the application and cfdContour have initialization and 
update functionality. For the cfdContour class, the initialize() member function is a process 
of setting up the VTK visualization pipeline; no execution of the pipeline is initiated during 
this process. The cfdContour's update() member function is used to trigger the "update 
and execution passes" of the VTK visualization pipeline that is set-up during initialization 
and translation of the vtkActor into pfGeode objects. The "update and execution passes" 
are important features. Underlying the "update and execution passes" is an implicit built-in 
function to keep the network of VTK objects up-to-date. If any part of the VTK object is not 
up-to-date, the implicit built-in function will trace the source for the objects and will look for 
any modification and execution time changes. If there is a difference between these times, it will 
re-execute from the point in which the object has made the changes or modifications. In the 
cfdContour example (Figure 2.9), the modifications being made involve the wand information 
- location and direction that is fed to the vtkCutter object (function to create the 2D contour 
plane). After these changes the vtkActorToPF () function is executed. This is the function 
that initiates the "update and execution passes." The vtkActor object that is passed into the 
function is responsible for the initiation by calling the Update() member function. Hence, the 
Update() member function is a powerful feature in VTK to keep different objects up-to-date. 
Once we understand this approach, we can further expand this approach into other classes 
such as isosurface, streamlines, etc. Eventually, the classes that are being built are bundled 
together to form a toolkit of different classes that are used for visualization. In general, 
the approach taken here is to reengineer the use of VTK as a CFD visualization techniques 
generator in VR-XPR. 
2.2.3.3 Navigation 
As mentioned, the method used for navigation is the steering method. The wand's built-in 
vector direction and a constant speed is used to provide the translation corresponding to the 
wand's vector direction. For this implementation, there are two choices for translation imple-
cfdContour *contour= new cfdContour ( ); 
countour ->Initialize(); _______ __. 
While ( running ) 
{ 
preFrame () 
intraFrame ( ) 
{ 
contour->update( ); 
} 
cfdContour 
I Iii I Initialize() ------, 
I 9 I Update() 
Initialize vtk objects and pipeline 
/* Note: The vtk pipeline is not executed yet */ 
vtkPlane *plane= vtkPlane ::New(); 
plane-> SetOrigin ( origin[3] ); 
plane-> SetNormal ( normal[3] ); 
vtkCutter *cutter= vtkCutter ::New(); 
cutter-> Setlnput ( cfd _data); 
cutter-> SetCutFunction ( plane ); 
vtkFilter *filter= vtkFilter ::New(); 
filter-> Setlnput ( cutter-> GetOutput () ); 
vtkPolyDataMapper *mapper= 
vtkPolyDAtaMapper ::New(); 
mapper-> Setlnput ( filter-> GetOutput () ); 
mapper-> SetColorModeToMapScalars ( ); 
vtkActor *actor= vtkActor ()::New(); 
actor-> SetMapper (mapper); 
Update vtk objects and translate into Performer 
nodes, pfGeode 
/* Using the wand virtual arrow cursor's location 
and direction, update and execute the vtk objects 
and pipeline */ 
plane-> SetOrigin ( wand's cursor location); 
plane-> SetNormal ( wand's cursor pointing direction); 
vtkActorToPF ( actor, geode); 
Figure 2.9 An example of a contour visualization object integrated into 
VR Juggler. 
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mentation: data translation or scene graph translation. The choice chosen for implementation 
is scene graph translation. If data translation is implemented, the data sets are too huge 
and time consuming to be tracked and manipulated. In contrast, the scene graph translation 
method is a simple method used to manipulate the PerformerT M visualization pipeline to fool 
users into believing the virtual objects in virtual space are being translated. However, in fact, 
the visualization matrix is being adjusted accordingly. 
For navigation implementation, Performer™'s scene graph has been utilized to keep the 
navigational system intact. Virtual visual objects can be divided into two groups: static and 
dynamic according to the scene graph translation (Figure 2.10). Using the Performer™ scene 
graph, dynamic or static objects can be placed into different branches or leaf nodes of the 
scene graph. Examples of static and dynamic objects are CFD visuals objects and 3D WIMP 
respectively. In Figure 2.10, the translation is applied at the branch node pfDCS ( dynamic 
coordinate system) for the transformation of all the pfGeodes under that particular branch. 
For the static branch, translation can be applied if necessary. In our case, no transformation 
is applied; therefore, the static branch remains static. 
Referring to Figure 2.11, a class is built to keep track of the wand information mentioned 
earlier, and translation is applied through two member functions, SetFwd'Irans() and SetAft-
'Irans() for forward translation and aft translation respectively based on the wand's pointing 
direction. Also, the Get WorldLocation() member function is used to retrieve the total trans-
lation being applied. Finally, the total translation is passed to the branch node pfDCS's 
transformation matrix for the necessary translation of pfGeode. 
So far, the navigation framework cannot be called a toolkit; it still needs improvement. 
Overall, the navigational system is considered low-level, but it has captured the essence of 
exploration skills needed for the virtual world. 
2.2.3.4 Application Control 
This section explains how the application control implementation of the 3D WIMP is made 
by using the VTK objects and functions. Basically, the 3D WIMP is made of identification 
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Figure 2.10 Performer™'s scene graph for navigational system. 
tags for each window that correspond to the appropriate visualization techniques (Figure 2.12). 
The 3D WIMP is designed to sense the laser emanating from the wand. If the laser is pointing 
inside any region of the 3D WIMP, the identification of the window will turn-on automatically 
to monitor the user's request. Once the 3D WIMP is made to disappear from the virtual world, 
the last window being shot by the laser will be picked for its task. 
For instance as shown in Figure 2.12, the selection made in virtual environment is to create 
a 2D contour plane. The selection corresponds to an id of 2 in the application program. Using 
an id of 2, the application program identified cfdContour as the visual object to be created to 
collaborate with the cfdCursor class (to be discussed in next section, "selection control") for 
the placement of the contour plane. 
Because the implementation method of the 3D WIMP is straightforward, the details of 
its implementation will not be covered here. The application control is also under major 
revision for a more complex design. So far, there is no definite framework that has been set for 
application control in VR-XPR, but this is an area waiting to be expanded by demands from 
init () 
{ 
cfdNavigate 
--1-1 --•• 1 Initialize( ) 
cfdNavigate * nav = new cfdNavigate ( ); 
nav->lnitialize( ); ______ __, I I ISetFwdTrans (); 
pfDCS * des = new pfDCS ( ); 
des-> InsertChild ( geode ); 
While ( running ) 
{ 
preFrame () 
nav->SetFwdTrans ( );-----' 
nav-> SetAftTrans ( ); 
nav->GetWorldLocation ( trans [3] ); 
intraFrame ( ) 
des -> SetTrans ( - trans [3] ) ; 
~1SetAftTrans ( ); 
GetWorldLocation ( ); 
cfdNavigate - A class to store wand's information such 
as the pointing direction and location in virtual space. 
/* Using wand information, the translational 
navigation of the dynamic virtual objects are stored 
in this function*/ 
SetFwdTrams ( ); /* positive translation*/ 
SetAftTrans ( ); /* negative translation */ 
GetWorldLocation ( ); /*Get the total translation*/ 
Figure 2.11 Navigation class implementation. 
27 
research and industry. 
2.2.3.5 Selection Control 
As mentioned, the benefits of using VR will become apparent once interaction is considered. 
The goal of this section is to discuss the selection control implementation of the virtual cursor 
for interaction. The following example is a continuation from the previous section to create 
a 2D contour using the cfdCursor. The cfdCursor is a class used to create a virtual cursor. 
For the illustrations in this section, the virtual cursor is a 3D arrow - a representation of 
the normal of a plane. All the classes discussed earlier are put into use in implementing the 
selection control framework. 
First, a very important concept must be established before continuing with the example; 
the data set and virtual cursor spatial presence must lie in the same coordinate system. As 
explained earlier, when navigation is invoked, the CFD data set remains static. Our eyes are 
fooled into believing the data set has been moved. In this situation, a problem arises when 
the user is interrogating the data. In reality, the data is not there, and no visual objects will 
appear because the virtual cursor is interacting with empty space. Therefore, the solution is to 
manipulate the matrices transformation by using the matrix multiplication between the virtual 
cursor transformation matrix and inverse transformation matrix of navigation ( trace the virtual 
cursor back to the data set coordinate system). The resultant matrix can then be used for 
multiplication with any point location that is in the virtual cursor's coordinate system. The 
result of the multiplication is a location with respect to the CFD data set coordinate system. 
Bearing this concept in mind, different types of virtual cursors can be created easily. In the 
example (Figure 2.13), the transformation matrices discussed are transparent to the user. 
Referring to Figure 2.13, the cfdCursor provides the essential visual object of the cursor 
in the virtual world (same as creating the VTK visualization generator). cfdNavigate is a 
function that provides the most current positions for both the cfdCursor and cfdContour 
classes. cfdN avigate has encapsulated all the intricate matrices transformations mentioned 
and provides ease of use by calling the GetCursorLocation() and GetObjectLocation() member 
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3D WIMP in virtual world 
X vector Y vector Z vector Vectors 
X contourline Y contourline Z contourline Contourslines 
X contour Y contour Z contour Contours 
Streamline lsosurface Warp vector 
D 
Identifications in a lication 
id 12 id 13 id 14 id 15 
id 8 id 9 id 10 id 11 
id4 id 5 id 6 id 7 
id 0 id 1 id 3 
D 
cfdContour cfdCursor 
Under application control Under selection control 
Figure 2.12 Connection between the 3D WIMP and its use in a VR appli-
cation program. 
*cursor = new cfdCursor ( ); 
cursor->lnitialize( ); 
cfdNavigate *navigate= new cfdNavigate ( ); 
navigate-Initialize( ); 
cfdContour *contour= new cfdContour ( ); 
contour->lnitialize( ); 
While ( running ) 
{ 
preFrame () 
{ 
navigate-> GetCursorLocation ( cursorLoc [3] ); 
navigate-> GetObjectLocation ( objectLoc [3] ); . 
} 
intraFrame ( ) 
{ 
cursor->Update( cursorLoc [3] ); 
contour->Update( objectLoc [3] ); - ----, 
} 
cfdCursor 
Initialize( ) 
.....+---~-I Update() 
cfdNavigate 
GetCursorLocatio n() ------
GetObjectLocation ( ) 
0 
cfdContour 
Update() 
I ... 
Initialize vtk objects and pipeline 
Update vtk objects and translate 
into Performer nodes, pfGeode 
Get the current cursor location 
for virtual space update. 
Get the object location by using 
the transformation matrix 
computation to trace the cursor 
back to the data set coordinate 
system 
Using the traced point 
information, update the creation 
of the 2D contour 
Figure 2.13 Selection control class implementation. 
c:o 
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functions for obtaining the cursor's location in the virtual world and the cursor's location in 
the CFD data set coordinate system respectively. 
If we understand the approach discussed, we can further expand this approach into other 
classes such as a single point emitter for a streamline, multi-point emitters for rakes, a bounding 
box for data extraction, etc. Eventually, the classes that are being built can become a toolkit 
for different classes for various types of data interrogation. 
2.2.4 Results 
In order to show what the implementations are and how they can be useful, the following 
presents multiple projects that have been undertaken using VR-XPR methodology. 
• V22 Osprey 
This project studies the effect of the V22 Osprey hovering close to the ground. The 
flow field around the V22 is very complex and difficult to comprehend. By using VR-
XPR, we can study and comprehend the flow field easily in virtual reality because of the 
benefits of using VR compared to a workstation in terms of the V22 Osprey aircraft size, 
multiple users collaboration, and realistic interaction. The data format generated is in 
PLOT3D format and consists of a 75x115x70 grid size. The time spent to put this CFD 
data set into VR-XPR is approximately 1 day. The benefits of using VR-XPR is the 
ability to notice the flow signature between the rotors, which is known as fountain flow 
(Figure 2.14). Another signature of the flow field is the ground effect seen in Figure 2.14. 
Overall, the CFD analysis has provided a rapid developmental tool for viewing the CFD 
results effectively. 
• CH-4 7 Chinook 
This is a project that is similar to the V22 Osprey, but in this case, the flow phenomenon 
that is being studied is whether or not the load under the CH-47 has any adverse effects on 
the overall structure of the flow field. Different visual results can be seen in Figure 2.15. 
Overall, VR-XPR has proven to be able handle the PLOT3D data set easily. 
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• Car cylinder 
This project provides a CFD solution obtained from industry to investigate the effects of 
the valves opening on the fl.ow field. The CFD solution is generated by the commercial 
software, STAR-CDT M. The data set is a unstructured grid and is composed of about 
half a million cells of data. The initial goal of undertaking this project is to test the 
data handling features of VR-XPR. The time spent to port the data into virtual reality 
is approximately 1 day. Some of the results of the fl.ow field analysis can be seen in 
Figure 2.16. 
In general, the goals set for VR-XPR have been achieved. There are a few more projects 
that have been using VR-XPR than the ones mentioned. However, because of their proprietary 
properties, they may not be used for discussion at this moment. 
Figure 2.14 V22 Osprey - utilizing the VR-XPR. 
c...:i 
I:-.,:) 
Figure 2.15 CH47 Chinook - utilizing the VR-XPR. 
c,;., 
c,;., 
" 
Figure 2.16 Car cylinder - utilizing the VR-XPR. 
c,.:i 
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CHAPTER 3. PERFORMANCE FRAMEWORK 
This chapter focuses on how to overcome the loss of interaction in the virtual environment 
due to large computation on CFD data sets. The problems that can arise from handling large 
data sets are large memory usage, large data storage, latency of data transfer, all of which result 
in loss of frame rates and interaction. With these losses, the sense of immersion and aspects 
of data exploration and interrogation also suffer. The main goal of this chapter is to apply 
parallel programming approaches to capture the current computer resources for visualization 
of large data sets in the virtual environment. Two areas of parallelism that will be discussed 
are tasks and data parallelism. 
3.1 Design Issues 
By incorporating parallel programming methods at the early stage of application develop-
ment, VR-XPR captures the benefits of the parallel computer architecture. For instance, the 
SGI Onyx2, a computer system used in the Virtual Reality Application Center at Iowa State 
University, which has 24 processors, only utilized about 16 out of 24 available processors to 
run a six-sided CAVE™ system's application, leaving 8 processors idle as shown in Table 3.1. 
In addition, Figure 3.1 shows the time used for computation by a single process for data sets 
with a range of 1 million to 5 million cell data for a driven cavity fl.ow. Based on the elapsed 
time results, serial operation is undesirable even before stepping into the VR world due to 
the large amount of time wasted for serialized computation. To eliminate these problems, the 
logical and direct solution is to fully utilize the available computer resources by loading the 
computational intensive tasks to the idling processors using parallel programming approaches. 
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Table 3.1 A typical number of processors used to run an application in C6 
using the SGI Onyx2. 
VR svstem tasks Number of processor 
6 Displays 12 
Application 1 
Tracker drivers 3 
Total number of processors available 24 
Total number of processors idlina 8 
Besides avoiding long computational time wastage, another important goal of implementing 
VR immersion is to keep consistent frame-rate variances of displays to drive the data explo-
ration and investigation. One problem encountered during our initial development process is 
the inability to obtain consistent frame rates during visual exploration in a CAVE™ system, 
resulting in the VR user unable to keep a sense of engagement. This occurs because the ap-
plication is designed to run in a serialized manner rather than designed to capture the parallel 
architecture of the machine, SGI Onyx2. When an application is executed in a serial mode, 
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Figure 3.1 A serial execution time of a driven cavity flow with different 
numbers of cells for several visualization process 
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it causes freeze frame due to intense computation in a non-parallelized and non-threaded ap-
plication. For example, during a request from a user to execute an isosurface visualization 
routine, the displays in C6 will freeze to wait for the computation of the isosurface extraction 
and will not continue execution of the application until the isosurface computation is com-
pleted. Therefore, an important consideration for programming a VR application is to include 
features such as multithreaded programming to provide concurrent execution of the program. 
In short, this will enable two programs to run simultaneously and communicate with each other 
- computation of visualization techniques without causing any performance losses in execution 
and coordination of the VR system to produce consistent displays and interaction. 
A simplified model of the VR system is shown in Figure 3.2 to identify the areas to imple-
ment parallel programming methods. This model can be broken into three parts, i.e. human, 
application, and VR world. The connections between each of these parts have been investi-
gated, and the areas identified for parallelization are: 
• Human and the application 
The application receives input from user-controlled devices for different tasks such as 
creating streamlines, isosurface, vectors etc. The user's requests for different tasks can 
be executed concurrently with the application using tasks parallelism (multithreaded 
model) shown in Figure 3.2. As a result, the frame rate loss can be minimized. 
• Within the application 
Figure 3.2 shows that upon receiving the order from the spawned thread or task, compu-
tation of different data visualization objects such as an isosurface of the whole data set 
can be performed in parallel by using data parallelism techniques of a partitioned data 
set. The specifics of applying both parallel programming methods will be discussed. 
3.2 Algorithm Selection 
The parallel algorithms chosen for the application are VR Juggler multithreaded program-
ming for tasks parallelism using the boss/worker model (31) and OpenMP loop parallelism 
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programming for the data parallelism using the fork and join model (32) shown in Figure 3.3 
and 3.4 respectively. 
For the task parallelism, the reason for choosing VR Juggler thread is because it can provide 
a multithreaded library that provides cross-platform flexibility. It uses an internal threading 
abstraction that provides a uniform interface to platform-specific threading implementations 
such as the POSIX, sproc, and Win32 threads (33). 
OpenMP performance implementation is based on the design constraints of the VE and tar-
get computer architecture discussed earlier. The constraint is rapid prototyping, i.e. reduction 
of costs and time for building prototypes and faster iterations of design cycles (14) (34). In a 
VR application development, the process involves iterations and incremental design develop-
ment. Ideally, a VR application should provide ways to gradually replace parts of the program 
to facilitate an incremental design process in a short time. With the OpenMP programming 
method, it can encapsulate this design constraint. The target computer architecture has been 
gearing towards a virtual reality system, and most of the high-end systems are shared-memory 
computer systems for which the OpenMP is suitable and designed. Furthermore, a system with 
scalable hardware support for cache coherence has a shared memory with message passing that 
is built on top of the shared memory model that provides software scalability. In this shared 
memory model, every processor has direct access to the memory of every other processor, and 
pieces of data can also be declared to be private to the processor by the programmer in this 
model. 
Some comparisons have been made in parallelizing a simple do-loop between OpenMP and 
two current popular parallel methods, MPI and pthreads in reference (25). The outcome is that 
MPI and pthreads need additional complexity to be implemented when compared to OpenMP. 
In contrast, OpenMP is relatively easy to use and program and can be parallelized in a short 
time. OpenMP is a set of compiler directives and callable runtime library routines. Details of 
each comparison can be found in references (23) (25). 
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3.3 Parallel Program Models 
3.3.1 Boss/Worker Model for Task Parallelism 
In Figure 3.3, the boss/worker model execution is located at intraFrame() in the application. 
This is a region in which the user's request is continuously being tracked in an OpenGL 
Performer-based VR Juggler application. The boss, a single thread, will act as a manager to 
accept the user's request for the application. Based on the request of the user, the boss passes 
off specific tasks to the corresponding worker thread and waits for it to finish. At the same 
time, the user can continue sending requests, but only one worker thread will remain active 
at all times due to the limitation of processors set for the data parallelism processes ( will be 
discussed later). Once the worker thread is identified, it will initiate the fork and join process 
for the data parallelism process. 
3.3.2 Fork and Join Model for Data Parallelism 
In Figure 3.4, the worker thread executes serially, that is, with a single thread, referred 
to as the "master thread" in an OpenMP program. This master thread invokes the task-
related VTK routine (e.g. isosurface) when it encounters the parallel do directive. At 
this point the master thread creates additional threads; the number of threads created are 
based on the environment setting or dynamic runtime configuration during the application 
execution (23). The master thread together with these additional threads, slave threads, forms 
a team of threads. These threads divide the iterations of the do loop among themselves with 
each thread executing a subset of the total number of iterations. In the division of iterations 
are class member functions that need to be executed by the team of threads formed. This 
is the area where the data parallelism performance advantages of a multiprocessor system 
happen. There is an implicit barrier at the end of the parallel do construct. Therefore, after 
finishing its portions of the iterations, each thread waits for the remaining threads to finish 
their iterations. Once all the threads have finished and all iterations have been executed, the 
barrier condition is complete and all threads are released from the barrier. At this point, the 
slave threads disappear, and the master thread resumes execution of the code past the do loop 
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Figure 3.3 VR Juggler thread - Boss/worker model. 
of the parallel do construct and returns to wait for the next request in the boss/worker model. 
The next section will discusses the work involved and the specifics of implementations. 
3.4 Implementation 
Before discussing the specifics of parallel program implementation, certain issues need 
to be addressed to provide a better understanding of parallel application implementation. 
Basically, three steps are involved in this design: preprocessing stage, application changes, and 
parallelized visualization objects. 
3.4.1 Preprocessing Stage 
This is a stage to partition a single data set into different octants of data sets for paral-
lelized computation. A simple octree decomposition method is selected for rapid prototyping. 
In addition, it is well suited to address the demanding storage requirements and need for 
compactness. Also, it can be generalized to be used for data sets of arbitrary dimension, i.e. 
structured and unstructured data sets. The fundamental ideas behind the octree method are 
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Figure 3.4 OpenMP - Fork and join model. 
43 
the divide-and-conquer and hierarchical relationships based on a recursive subdivision of the 
data set as shown in Figure 3.5. The execution of this method is to slice a single data set in 
the x, y, and z axes at the center of the data set and then check for the predefined number 
of cells that reside in the octants. If the numbers of cells in a decomposed octant exceed the 
predefined number of cells, this octant will decompose further at its center. This procedure is 
performed recursively until all octants contain fewer cells than the predefined. The resulting 
octants of data sets will be exported to disks with indexing. In addition, an octants table will 
be created to store information such as the bounding box of the octant, the number of cells in 
the octant, the center of the octant, the file index of octants, and the pointers to child octants. 
The exported octants of the data sets and octants table will be used as input data sets to 
support the data parallelism program during the VR excursion. 
3.4.2 Task Parallelism 
The VR application framework discussed in Chapter 2 is slightly modified to support 
the parallel programming methods. During its inception, a top-to-down approach and serial-
ized programming model was constructed, and no performance feature was considered. The 
framework needed during the inception is the construction of the application object shown in 
Figure 3.6 (upper left corner), as discussed in the last chapter. 
One lesson learned during the inception process is the need to incorporate high performance 
features. Therefore, at the elaboration process, Juggler thread and OpenMP are implemented 
and incorporated into the Performer based VR Juggler application, as seen in Figure 3.6 (right 
side) to give the performance boost needed to maximize the use of the system processors and 
memory. As a result, the interactive visualization is captured. The following will discuss the 
work involved to integrate the parallel methods within the application object framework by 
using the member functions init(), preFrame(), and intraFrame(): 
• init() 
This member function is called by the VR Juggler's kernel to initialize the application, 
and it is called once. Object-oriented visualization objects and member functions have 
Octants Table Data Files 
Vertex index X y z 
0 14 41 64 
1 43 43 34 
Cell Info Type 
0 0, 1,2,3 4,5,6, 7 Hex 
1 8,9,10,11 12, 13, 14, 15 Hex 
Figure 3.5 Preprocessing stage - octree partitioning method. 
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been instantiated and initialized at this juncture. Some examples of visualization objects 
are isosurface, vectors, contours etc. Others VR system devices initialized at this juncture 
are virtual devices and a virtual menu for navigation and feeding input during data 
exploration and interrogation in the VE. Also, the boss/worker model thread as shown 
in Figure 3.6 are initialized and spawned into a do-while loop to wait for the user's request 
to spawn off worker threads. 
• preFrame() 
The user's input device requests and actions are being monitored for input to the 
boss/worker threads at this stage. The boss/worker thread will run concurrently with 
this function and will communicate with each other to synchronize work requests. If 
a visualization task request signal is fed, the boss/worker threads will assign the work 
to the appropriate worker thread to start the computation for the visualization objects 
mentioned above. As an example, a user's request may be to create an isosurface at a 
certain velocity. Therefore, the assigned computational task is to extract a 3D surface 
velocity profile with the color mapped velocity value using the CFD solution. Once the 
computation is completed, the worker thread will report back to the boss thread. Then, 
the boss thread will send an update signal request to the Performer API in intraFrame(). 
• intraFrame() 
"intraFrame()" is a member function that receives the updated signal request and renders 
the modified or newly created visualization object from preFrame() into the virtual space 
or Performer scene graph; this function will also run concurrently and communicate with 
the boss/worker thread. 
During the execution of these member functions, the data parallelism program is running 
"on-request basis" within the application object execution, and it is transparent to the ap-
plication object. The next section explains the fork and join model for the data parallelism 
framework that is hiding in the application object discussed. 
class user App: public vjApp 
{ 
public: 
init(); 
preFrame(); 11 init( ) 
post Frame(); 
} 
initAPI() 
apilnit( ) 
While ( running ) 
preFrame() 
draw() 
intra Frame( ) / I I 
postFrame( ) 
compute 
Figure 3.6 Parallel application framework. 
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3.4.3 Data Parallelism 
For data parallelism, the CFD data sets that can be used are structured and unstructured 
grids. These CFD data sets can be classified into two fundamental types of solutions: 
• Scalar-based solutions 
Examples are pressure, temperature, velocity magnitude etc. Typical uses of this scalar 
data are isosurface extraction, contour plots, and color mapping. 
• Vector-based solutions 
Examples are u, v, and w velocity components. Typical visualization usages are oriented 
arrows of fl.ow field, streamlines, streamribbons, and streamtubes. 
A specialized programming toolkit, Visualization Toolkit (VTK), has been used to provide the 
fundamental scalar and vector based algorithms for visualization. The key features of VTK are 
implicit and explicit control of visualization network execution via two key methods: Update() 
and Execute(). The Update() method is used to signal a request to execute the visualization 
process and the Execute() method works internally in the visualization network and is trans-
parent to user. Update() and Execute() methods work together to keep track of its internal 
modification time to objects and functions and to make changes and update the network by 
tracking any modifications in the visualization pipeline. Execution will only happen when the 
network has an out-of-date internal modification time. For this reason, these network execu-
tion features can be manipulated into subnetworks to achieve the parallel program features 
discussed earlier by using the demand driven control via the VR user's request. To provide 
an understanding of how the VTK capabilities have been implemented to facilitate the data 
parallelism method, an example problem will now be examined. This problem involves creating 
an isosurface using VTK and OpenMP with the parallel data visualization method. Figure 3. 7 
shows a sample code that addresses this example. 
In Figure 3.7, the three familiar member functions from the VR application reappear. Now 
the specifics of implementing the isosurface rendering in the VE will be discussed. First, the 
partitioned octants are fed into the application at init () by reading into the arrays of the 
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unstructured grid of the data sets. Next, the isosurface object will be initialized by setting 
the networks of the visualization pipeline. The networks of the pipeline are made of VTK 
objects/algorithms used to extract the scalar data from the CFD solution. In the sample code 
in Figure 3. 7, the vtkContourFilter is the special function used to extract the scalar based 
solution and velocity magnitude to form the isosurface. Networks of the vtkContourFilter will 
be formed for each input of octant as shown in Figure 3.7. After the extraction process of the 
isosurface on each octant, the octants are stuck back together by vtkAppendFilter. The net-
work processes that follow include mapping color onto the surface and creating a scene object 
by using the VTK's filter, mapper, and actor. All the above objects and functions are not yet 
executed; it is now mainly used to set up the visualization pipeline process in a stand-by mode 
for parallel execution. At preFrame(), communication and interaction between the user and 
the VR computer system are established. In detail, the demand-driven user requests will be es-
tablished and user requests will be monitored and intercepted so that they can be sent through 
the networks of the visualization pipeline to begin the execution of the isosurface established 
during init() or other visualization objects incorporated into the application program. At this 
juncture, the synchronization activity is between the user's request in the VE and preFrame(). 
The activity in this example is to change the isosurface value and begin to execute again the 
networks of isosurface extraction by using the Update() method. The Update() method resides 
in the parallel loop execution in the updatelsosurface( pfGeode) function. The OpenMP par-
allel execution of a do loop is distributed by a single line directive. This directive invokes the 
parallel execution of a fork and join model; therefore, the Update() method will be distributed 
among the processors for the computation of the isosurface for each octant assigned earlier 
during init(). Next, the vtkActorToPF() function is executed and is used for translation of 
vtkActor to pfGeode object. The pfGeode object that is generated or updated will be used in 
intraFrame(). In intraFrame(), the pfGeode will be automatically updated by Performer scene 
graph if it is modified. 
The isosurface method can be used as a template for other VTK functions by changing the 
vtkContourFilter to any special function and repeating the extraction and rendering processes 
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as needed. So far, the isosurface has been built into a class object and other class implementa-
tions of objects that have been integrated with OpenMP parallel directive methods including 
vector field, contour plot, and isosurface. In the next section, results will be discussed. 
3.5 Results 
The implementation and testing of the VR-XPR occurred on a SGI Onynx2 multiproces-
sor platform that is based on the cache coherence non-uniform memory access architecture, 
ccNuma. It has 24 400Mhz MIPS R12000 processors and consists of several different levels of 
memory - 32 KB of primary data cache and instruction cache each, 8 MB of secondary and 
instruction cache, and 12 GB of main memory. The prototype used for performance evalu-
ation is a simple driven cavity solution with data sets of 1 to 5 million cells that have been 
decomposed into 8, 64, and 512 octants of data using the octree decomposition method with 
lid velocity of 10 m/s (Figure 3.2). 
Table 3.2 A driven cavity dimensions and grid size. 
Case No. of cells Grid size Dimension (meter) 
1 1,000,000 100x100x100 5x5x5 
2 2,000,376 126x126x126 6.3x6.3x6.3 
3 3,048,625 145x145x145 7 .25x7 .25x7 .25 
4 4,019,679 159x159x159 7 .95x7 .95x7 .95 
5 5,000,211 171x171x171 8.55x8.55x8.55 
The driven cavity solutions are generated by STAR-CDT M and are used to test the data 
parallelism performance explained in the following discussion about the results. All the tests 
and analysis on the data parallelism performance involved the use of task parallelism. There-
fore, task parallelism will not be discussed specifically. Instead, this discussion will focus on 
the key factors that affect the performance of OpenMP loop parallelism. Key factors that are 
considered for analysis are granularity, locality, synchronization, load balancing, and coverage. 
First, the empty do loop of 8, 64, and 512 iterations are measured for parallel overheads in 
Figure 3.8. These are measurements for the distribution of the do loop work to the slaves as 
void init() 
{ 
do i=O i=max no. of octant data set 
vtkUnstructuredGrid octant[i] 
end do 
initlsosurface( ) 
void initlsosurface( ) 
{ 
} 
do i=O i=max no. of octant data set 
vtkContourFilter isosurface[i] 
isosurface[i] Setlnput octant[i] 
isosurface[i] SetValue I 0 
appendFilter Addinput isosurface[i] 
end do 
} 
filter Setinput append 
mapper Setinput filter 
actor SetMapper mapper 
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/* Read in the decomposed octants of data sets * / 
/* Initialize the isosurface functions */ 
/* Initialize isosurface into parallel visualization network*/ 
Note: The parallel visualization networks are not yet executed or updatedCJ:,.. ____ .,.... _________ _, 
void preFrame() 
{ 
/* Boss thread * / 
isosurface SetValue 8 
updateisosurface( pfGeode ) 
void updatelsosurface( pfGeode ) 
{ 
/* Worker Thread*/ 
# omp parallel do 
} 
do i=O i< max. no. of octant data set 
contour[i] SetValue 8; 
contour[i] Update 
end do 
vtkActorToPF actor 
/* User's request - change isosurface value*/ 
/* Fork and join model executed here*/ 
/* Convert vtkActor to pfGeode */ 
Note: The parallel visualization networks are executed. ··~:::::::::::::::::::::::::::::::::::::::, ... 
void intraFrame( ) 
{ 
update pfGeode /* Update Performer objects - pfGeode */ 
Note: Peformer u date on the scene ra h. 
Figure 3. 7 A sample code m executing the parallel data visualization of 
isosurface. 
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mentioned earlier but without any work in the loop. Because the loop iterations are considered 
to be small, the granularity is assumed as coarse-grained. Granularity is a measure of the ratio 
of the amount of computation done in a parallel task to the amount of communication. Scale 
of granularity ranges from fine-grained (very little computation per communication-byte) to 
coarse-grained (extensive computation per communication-byte) (24). The maximum mea-
sured time for the empty do loop execution is approximately 0.5 seconds. If we compared 
the measured parallel overheads to the serial executions, the cost of overheads used by coarse-
grained approach proves to be worthwhile. However, the parallel overhead starts to exhibit 
sudden increases in time for the number of threads above 10. The locality and synchronization 
effect on the ccNuma hardware architecture of the SGI Onynx2 causes these undesired charac-
teristics for the empty do loop. For the following discussion about results, it is assumed that 
the octants of the data set ( approximately 9 MB for each octant for 1 million cells data set) 
are large and the locality and synchronization have no influence on the octants because most 
of the octants are too large to reside in the cache and are mainly residing in the main memory. 
Furthermore, we assume that the octants of the data set have a large amount of temporal reuse 
inside the parallel do; therefore, the data distribution of octants are automatically distributed 
via the "first touch" mechanism (35), which places the data on the processor where it is first 
used. Therefore, the scheduling option used for the OMP do loop directive is static; the static 
option generally provides good performance in the computer used. 
Figure 3.9 shows that the parallel timings taken for the different number of cells of the 
driven cavity flow grows linearly with each data set size and is consistent with the serial 
program execution results. Therefore, we can be assured the data parallelism approach is 
scalable to any size of the original data set, and time can be seen to grow linearly according 
to the number of cells. Figure 3.10 shows the result of serial and parallel timings taken for 
an isosurface extraction for a data set consisting of 5 million cells. For the serial application, 
the timing is the time that has elapsed from the moment the isosurface function is called 
to the moment after the vtkActorToPF() function. The parallel timing is the time that has 
elapsed from the moment when the OpenMP directive do-loop actually begins executing the 
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Figure 3.8 Time elapsed for parallel overheads of 8, 64, and 512 do loop 
iterations. 
isosurface data parallelism computation to the moment after the vtkActorToPF () function. 
From the results shown in Figure 3.10, the elapsed time has been shortened from 55 seconds 
to an average of about 20 seconds for different numbers of threads and decomposed octants 
by utilizing the simple OpenMP do-loop directive, resulting in a saving of more than half the 
time needed for serial execution. 
For performance analysis of a parallel program, the most commonly used measures are 
speedup and efficiency. Speedup is the ratio of the runtime of a serial solution of a problem to 
the parallel runtime: 
where, 
n = input size 
p = number of processes 
S = speedup 
S( ) _ T(j(n) n,p - T1r(n,p) 
T (j = runtime of the serial program 
T1r= runtime of the parallel program with p processes 
(3.1) 
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Figure 3.9 A comparison between the serial and parallel execution time 
of a drive cavity flow with different number of cells for several 
visualization techniques. 
For a fixed value of p, it will usually be the case that O < S{n,p) < p. If S{n,p) = p, a 
program is said to have a linear speedup. The results in Figure 3.10 show that the parallel 
timing is not able to achieve a linear speedup, which is a normal occurrence due to the assumed 
overheads of communication, data scoping, and synchronization. Instead, it exhibits a good 
speedup of 3 to 4 by utilizing only 4 to 8 threads, and speedup starts to deteriorate above 8 
threads. This is because the actual number of processors left for the execution of the parallel 
processes is only 8 as listed in Table 3.1 and the rest are used for running the VR system. 
Slowdown occurs when the parallel program running on more than one processor is actually 
slower than the serial program. This is a common occurrence because of the excessive amount 
of overheads discussed above. Efficiency can be used to check for any slowdown in a program 
and is the measure of process utilization in a parallel program relative to the serial program: 
E(n,p) = S(n,p) 
p 
(3.2) 
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Ideally, the efficiency should be E{n,p) = l, which is also known as linear speedup as mentioned 
above. Nevertheless, based on Figure 3.10,-the program is not exhibiting any slowdown but 
shows a moderate efficiency around 0.4 to 0.6 by using only 4 to 8 threads. Therefore, we 
can conclude that by using the simple OpenMP do loop directive, we can achieve reasonable 
speedup and efficiency for a minimal amount of threads and work. 
In addition to speedup and efficiency, the ideal size of octree decomposition for the data 
sets can be studied based on the results shown in Figure 3.10. Because of these results, we are 
certain any size of partitioned octants will provide savings in time, speedup, and efficiency for 
this particular case. From these results, we can decompose the octant size for different number 
of cells to achieve good performance. Moreover, these results show that performance tuning 
is needed to obtain the optimal performance tuning for a specific data set. The best result, 
shown in Figure 3.10 is a data set partitioned into 8 octants. 
Overall, the saving of time is encouraging, and the essence of interactive visualization is 
captured. But a question that arises is whether the program has achieved the ideal parallel 
performance. To answer, we must check on how much coverage there is of the parallelized 
application by using Amdahl's Law which states that there are two basic limits to the speedup 
you can achieve by parallel execution (35): 
• The fraction of the program that can be run in parallel, f, is never 100%. 
• Because of hardware constraints, after a certain point, there is less and less benefit from 
each added CPU. 
Therefore, we would want to strive for as much parallelization of the program as possible to 
gain optimal speedup. Using the speedup results measured and using the following Amdahl 
formulation, we can compute the parallel fraction of a program, 
1 
S(p) = (J /p) + (1 - J) (3.3) 
Amdahl's calculations are independent of most programming issues such as language, library, 
or programming model and assumes that all CPUs are equal. For example, using the results in 
Figure 3.10, the speedup obtained is about 1.67 with 2 threads. Using the above formula, we 
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Time to render isosurface versus number of threads 
8, 64, and 512 decomposed octants of 5 million cells 
8 12 16 20 
No. of Thread(s) 
Speedup to render isosurface versus number of threads 
8, 64, and 512 decomposed octants of 5 million cells 
24 28 
4.500 ~---------------------------~ 
4.000 
3.500 
a. 3.000 
2.500 
2 .000 
Cl) 1.500 
1.000 
0.500 
0.000 -1-------------------------------~ 
0 4 8 12 16 20 
No. of Thread(s) 
Efficiency to render isosurface versus number of threads 
8, 64, and 512 decomposed octants of 5 million cells 
24 28 
1.200 ~------------------------------, 
1.000 
i:,- 0.800 
C: 
-~ 0.600 = w 0.400 
0.200 
0.000 -1--------------------------,--------l 
0 4 8 12 16 20 24 28 
No. of Thread(s) 
i-+-8 
i 
•-64 I 
l---¼-512 I 
l~serial 1 
-+-8 
-64 
---¼-512 
~Serial 
l-+-8 ! i 
Figure 3.10 Time(top), speedup(middle), and effi.ciency(bottom) of isosur-
face extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 5 million cells. 
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can obtained the parallel fraction of about 0.8. Using this parallel fraction, we can predict the 
execution time with p number of processors and make comparisons with the speedup measured 
shown in Figure 3.11. The results of the program speedup are in line with the prediction of 
Amdahl's law except when processors are above 10. This is expected because of the limited 
processors available as mentioned in Table 3.1. Based on these results, the earlier assumption 
of the data locality, distributions, and synchronization are valid, and the coverage of the 
application is effective. 
An example of the performance execution is shown in Figure 3.12. It is a driven cavity flow 
partitioned into 8 octants. The isosurface extraction is executed using the data parallelism 
method, which merge together for visualization in the virtual environment. 
Overall, the parallel programming approach provides interactive CFD visualization in a 
virtual environment and rapidly realizes the performance advantages of a multiprocessor system 
by the ease of the implementation methods. 
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Figure 3.11 Comparisons between Amdahl's law estimation and actual re-
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CHAPTER 4. CONCLUSIONS AND FUTURE RECOMMENDATIONS 
A rapid developmental library consisting of object-oriented toolkits for CFD visualization 
and interaction in a virtual environment has been developed. An overview of VR-XPR design 
architecture is shown in Figure 4.1, which are made of design, implementation, process, and 
deployment stages that are discussed. 
Design 
Goal 
Functionality 
Process 
Performance 
Scalability 
Key aspects of VR-XPR that have discussed are: 
VR-XPR 
Implementation 
Toolkits 
Configuration 
Deployment 
System Topology 
Distribution 
Delivery 
Installation 
Figure 4.1 Overview of VR-XPR architecture. 
• The design goal and functionalities of the object-oriented toolkits. 
• Toolkits implementation and configuration for visualization and interaction. 
• Performance and scalability process for large data sets computation. 
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Currently, VR-XPR is at the deployment stage and the toolkits are being used in companies 
such as Deere and FuelTech. In general, VX-XPR framework and toolkits have provided basis 
for creating virtual reality application rapidly and is made of object-oriented toolkits for future 
extensions. 
To refine and expand VR-XPR features in the future, the first thing to do is to obtain 
feedback from the users and study their adaption to VR-XPR. Areas for enhancement and 
failure in the software can only be identified by continuous feedback and criticism. Groups 
being targeted for this purpose are from research and industry. Secondly, it is my hope that 
in the near future, the source code will be open source. 
These are some future projects that are recommended for future implementations in chrono-
logical order: 
• Application control 
For this research, the application control used is a simple WIMP to interface with pro-
gram. VR-XPR can become more sophisticated by extending into a control center. For 
instance, for a flight deck of an aircraft, it could provide full control of the aircraft be-
haviors with manual or automatic control. In terms of VR-XPR, the virtual environment 
is not just a virtual space for post-processing in CFD, but also includes pre-processing 
(mesh generation and modification) and a solver (computational solver). In our current 
research center, work is undergoing to search for an avenue to incorporate the whole CFD 
design process and rapid computation to provide CFD solutions. 
• Visualization 
Incorporate more sophisticated visualization techniques. For example, imaging and vol-
ume rendering techniques are some of the techniques that can assist in handling large 
data sets for visualization. 
• Selection control 
A continuing effort to build more virtual cursors or devices that bridge the gap between 
the user and the computer for interaction. An area under research is haptics - giving the 
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sense of touch to manipulate objects in virtual space. Another example is implementing 
voice recognition in a virtual environment. These efforts would investigate human sensory 
capabilities to provide a greater sense of presence in the virtual environment. 
• Navigation 
Incorporate collision detection with objects in virtual space. 
• Preprocessing in a Performance Framework 
An improved approach in the decomposition method can be implemented in this area, 
such as for the hierarchical representation of models using the tight fitting oriented 
bounding box trees method, OBBTrees (36). Using this approach, bounding boxes or 
the partitioned octants can be aligned to capture very complex CFD models and provide 
the data parallelism needed. 
• Data Parallelism 
Incorporate more visualization class objects with a data parallelism approach. For ex-
ample, one could incorporate the streamline approach described in reference (37). This 
approach provides an out-of-core method to visualize streamlines. A detailed performance 
tuning and analysis of the parallel method on different shared memory architecture ma-
chines can be extended to the current implementation to cater to distributed memory 
machines (38). Bova et al assert that the use of MPI and OpenMP are a powerful com-
bination to use (39). They have used advanced programming techniques for modeling 
wave motions at Ponce Inlet off the Florida coast and reduced calculation times by or-
ders of magnitude - in this case from over 6 months to less than 72 hours. Therefore, 
extending VR-XPR by using MPI and OpenMP combinations is very attractive for data 
parallelism. 
These extensions encompass a local focus based on VR-XPR research. For a broader per-
spective, future extensions that facilitate virtual collaboration is an attractive avenue that is 
being considered. Basically, this would be a communication network between different virtual 
environments in collaborative projects. Another innovative future extension is using a palm-
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device for creating application control and selection control. These projects are currently being 
investigated at VRAC and will serve as a basis for future extensions to VR-XPR. 
Overall, VR-XPR has much potential for further development and extension. Moreover, 
VR-XPR has the capability to become a developmental library for other scientific visualization 
applications in virtual reality. 
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APPENDIX PERFORMANCE RESULTS 
Here are the results of each visualization techniques tested on SGI Onyx2 for time, speedup, 
and efficiency with different octants partitions. 
• 2D Contours 
• Isosurface 
• Vectors Field 
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Figure A.2 Time(top), speedup{middle), and effi.ciency(bottom) of 2D con-
tour extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 1 million cells. 
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Average elapsed time to render contour planes versus number of threads 
8, 64, and 512 decomposed octants of 2 million cells 
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Figure A.3 Time{top), speedup(middle), and effi.ciency{bottom) of 2D con-
tour extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 2 million cells. 
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Average elapsed time to render contour planes versus number of threads 
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Figure A.4 Time(top), speedup(middle), and efficiency(bottom) of 2D con-
tour extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 3 million cells. 
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Average elapsed time to render contour planes versus number of threads 
8, 64, and 512 decomposed octants of 4 million cells 
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Figure A.5 Time{top), speedup{middle), and efficiency{bottom) of 2D con-
tour extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 4 million cells. 
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Average elapsed time to render contour planes versus number of threads 
8, 64, and 512 decomposed octants of 5 million cells 
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Figure A.6 Time(top), speedup(middle), and effi.ciency(bottom) of 2D con-
tour extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 5 million cells. 
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Time to render isosurface versus number of threads 
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Figure A.7 Time{top), speedup{middle), and efficiency{bottom) of isosur-
face extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 1 million cells. 
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Time to render isosurface versus number of threads 
8, 64, and 512 decomposed octants of 2 million cells 
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Figure A.8 Time(top), speedup{middle), and effi.ciency(bottom) of isosur-
face extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 2 million cells. 
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Time to render isosurface versus number of threads 
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Figure A.9 Time(top), speedup(middle), and effi.ciency(bottom) of isosur-
face extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 3 million cells. 
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Time to render isosurface versus number of threads 
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Figure A.10 Time(top), speedup(middle), and effi.ciency(bottom) of isosur-
face extraction versus the number of threads for 8, 64, and 
512 decomposed octants with a total of 4 million cells. 
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Time to render isosurface versus number of threads 
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Figure A.11 Time{top) , speedup{middle), and efficiency{bottom) of isosur-
face extraction versus the number of threads for 8, 64, and 
512 decomposed octants with a total of 5 million cells. 
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Time to render vector planes versus number of threads 
8, 64, and 512 decomposed octants of 1 million cells 
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Figure A.12 Time(top), speedup{middle), and efficiency{bottom) of vectors 
extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 1 million cells. 
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Time to render vector plane versus number of threads 
8, 64, and 512 decomposed octants of 2 million cells 
50.000 -,--- ------- --- --------- --------, 
! ::: C: : : : : : : 
F 10.000 
0.000 -+-----,------,-----.,..-----.,..-----.,..-----.....--------1 
5.000 
4 .500 
4.000 
3.500 
g. 3.000 
j 2.500 
2 .000 
1.500 
1.000 
0.500 
0.000 
1.000 
>- 0.800 
0 
C: 
·§ 0.600 
= w 0.400 
0.200 
0 4 
0 4 
0 4 
8 12 16 20 
No. of Thread(s) 
Speedup to render vector plane versus number of threads 
8, 64, and 512 decomposed octants of 2 million cells 
24 
8 12 16 20 24 
No. of Thread(s) 
Efficiency to render vector plane versus number of threads 
8, 64, and 512 decomposed octants of 2 million cells 
8 12 16 20 
No. of Thread(s) 
24 
28 
28 
28 
~8 
---64 
___,..._512 
~Serial 
~8 
---64 
___,..._512 : 
~Serial j 
~8 
---64 
___,..._512 
Figure A.13 Time(top), speedup(middle), and efficiency(bottom) of vectors 
extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 2 million cells. 
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Time to render vector plane versus number of threads 
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Figure A.14 Time(top), speedup(middle), and efficiency(bottom) of vectors 
extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 3 million cells. 
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Time to render vector plane versus number of threads 
8, 64, and 512 decomposed octants of 4 million cells 
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Figure A.15 Time{top), speedup{middle), and effi.ciency{bottom) of vectors 
extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 4 million cells. 
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Time to render vector plane versus number of threads 
8, 64, and 512 decomposed octants of 5 million cells 
0 4 8 12 16 20 24 28 
No. of Thread(s) 
Speedup to render vector plane versus number of threads 
8, 64, and 512 decomposed octants of 5 million cells 
5.000 ...-------------------------------, 
4.500 
4.000 
3.500 
§- 3.000 
j 2.500 
S" 2.000 
1.500 
1.000 
0.500 0.000 ______________________________ _, 
>- 0.800 
0 
C 
-§ 0.600 
5J 0.400 
0.200 
0 4 8 12 16 20 
No. of Thread(s) 
Efficiency to render vector plane versus number of threads 
8, 64, and 512 decomposed octants of 5 million cells 
24 28 
0.000-i-------,- ----,-----,-- ----,- ---- ---- ----
0 4 8 12 16 20 24 28 
No. of Thread(s) 
-+-8 
-----64 
----A-512 
~Serial 
-+-8 
-----64 
----A-512 
~Serial 
l-+-8 i 
1-----64 I ! 
1....._512 1 
Figure A.16 Time(top), speedup(middle), and effi.ciency(bottom) of vectors 
extraction versus the number of threads for 8, 64, and 512 
decomposed octants with a total of 5 million cells. 
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