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Abstract
In obstetrics, cardiotocograph (CTG) and non-stress test readings are indispensable to antenatal
monitoring and assessment. Difficulties in the interpretation of CTG records require methods
for computer-assisted analysis. This article describes CAFE (Computer Aided Foetal Evaluator),
an intelligent tightly coupled hybrid system developed to overcome the difficulties inherent in
CTG analysis. It integrates algorithms (implemented via conventional programming techniques) with
Artificial Intelligence (AI) paradigms (rule-based systems and artificial neural networks), in order to
automate and perform all the phases involved in real time antenatal monitoring, from the analysis
and interpretation of CTG signals to diagnosis. Its architecture, components and functional character
will be described in detail. The validation of CAFE over 3450 minutes of signal time corresponding
to 53 different patients in a real environment is discussed, and its performance with respect to a
group of experts is evaluated. Most of the results obtained reflect acceptable levels of performance—
equivalent to expert performance—and thus confirm the suitability of AI techniques to applications
in this field.  2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
During the last decade a new class of hybrid systems have been developed [15,23,28,
41] that integrate components traditionally assigned to distinct computational paradigms.
These systems are gradually attracting more attention, having demonstrated their potential
in constructing more complete models of human cognition.
The CAFE (Computer-Aided Foetal Evaluator) system described in this article [19]
adopts a hybrid approach to the construction of a computerised model of intelligent
behaviour in the field of antepartum foetal testing. The combination of heterogeneous
structures within a hybrid system has the additional advantage of enhancing the efficacy
of a system, due to the specialisation of its components. Where previously other systems
have failed in their application of more conventional techniques, the hybrid focus of CAFE
opens new perspectives on the resolution of the problems of cardiotocographic record
analysis and antepartum foetal diagnosis.
1.1. A brief description of the background to the system
The evaluation of the intrauterine foetal condition is standard practice in obstetrics. Of
the methods available for obtaining foetal information, the non-stress test (NST) [33] is
the most widely used. This consists of the simultaneous monitoring of the foetal heart
rate (FHR) and the uterine pressure (UP) signals using a cardiotocograph. Non-invasive
methods are usually employed to obtain both the FHR signal (using a Doppler ultrasound
transducer), and the UP signal (measured by an external tocodynamometer). The result is a
printed record or cardiotocogram (CTG) in which the FHR and the UP signals (expressed
in beats per minute (bpm) and in mmHg, respectively) are plotted against time in seconds.
The NST relates specific FHR patterns to the foetal condition. The FHR pattern has both
baseline and periodic characteristics. The former are frequency and variability, and the
latter, accelerations and decelerations. These features are shown graphically in Fig. 1 and
a more detailed description is given in Table 1.
These parameters exhibit a series of patterns that are interpreted and analysed within the
maternal-foetal context so as to make an assessment of foetal well being.
Fig. 1. Characterisation of the parameters involved in CTG analysis.
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Table 1
Characteristics of the FHR and symbolic interpretation for CTG analysis
Baseline characteristics Symbolic interpretation Pathological?
Baseline (bpm)
<100 Severe bradycardia Yes
[100–120) Mild bradycardia Depends on contextual
factors
[120–160] Normal No
(160–180] Mild tachycardia Depends on contextual
factors
>180 Severe tachycardia Yes
Variability (bpm)
<2 Absent (silent rhythm) Yes
[2–5) Decreased Depends on contextual
factors
[5–10) Normal No
(10–25) Increased No
25 Saltatory rhythm: series of 3 to 6 spikes
per minute
Yes
FHR periodic patterns Duration Amplitude Pathological?
Spikes
9–12 s 10–90 bpm If part of a saltatory pattern
Accelerations
15–120 s 10 bpm if gestational
age < 32 weeks, 15
bpm else
Only if absence
Decelerations
15–120 s 15 bpm Depends on type and num-
ber
Types Description
Early Precocious reflection of the UP curve, slow beginning
and end
Late Delayed reflection of the UP curve, slow beginning
and end
Variable Variable in temporal relationship with a contraction,
in duration and in form. Usually abrupt beginning
and end, and is not necessarily associated with a
contraction
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1.1.1. Classification and interpretation of the foetal heart rate in a non-stress test context
The baseline of the FHR signal is an imaginary line that represents a form of running
average of the signal frequency calculated for intervals where there are no transitory
changes (accelerations or decelerations). For clinical purposes, baseline information is
handled in mostly semantic (but also numerical) format, as shown in Table 1. Given that
the FHR is a non-stationary signal, its baseline tends to vary over time, and two basic kinds
of patterns can be distinguished:
(1) Abrupt changes, defined as increases or decreases in the baseline, lasting for more
than 2 minutes and having an amplitude equal to or greater than 10 bpm.
(2) Gradual changes that will eventually cause a variation in the associated diagnostic
category.
Detection of either kind of change is essential, not only in analytical terms (all the other
parameters are obtained using the baseline as reference), but also clinically, since they
draw attention to possible foetal problems. However, not all baseline changes are relevant
to diagnosis, and their significance is ultimately determined by contextual interpretation.
Analogous behaviour can be observed with respect to the FHR variability and therefore,
the same requirements regarding the detection of changes are applicable. It is a measure of
oscillations around the baseline, calculated as the mean, over a one-minute period, of the
amplitude of these oscillations and again in the absence of accelerations and decelerations.
There are five basic variability patterns (see Table 1). Whilst the first four categories are
established on the basis of the calculated variability value, the saltatory pattern is defined
as the presence of spikes in the signal with a frequency of 3 to 6 per minute and with an
amplitude range of greater than 25 bpm [33].
Accelerations are defined as transitory increases in the FHR baseline. Their presence
is always a sign of foetal well being, on the contrary of decelerations. These latter are
usually periodic patterns associated with uterine contractions and are defined in terms
of a transitory slackening of the FHR. In order to be considered clinically relevant,
both accelerations and decelerations must comply with certain duration and amplitude
characteristics (as described in Table 1). Those rapid variations that are shorter than
the minimum prescribed duration are classified as spikes. Decelerations, moreover, can
be classified (depending on shape and temporal relationship with respect to a possible
associated contraction) as one of three types: early, late or variable. The most significant
classification criteria are described in Table 1. Each type of deceleration reflects foetal
problems of distinct origin and varying severity. Information as to the number, amplitude
and type of accelerations and decelerations is essential to a final diagnosis of foetal
condition.
1.2. Status quo in the automatic analysis and interpretation of cardiotocographic records
and the need for an intelligent system
Clinical CTG analysis is currently based on visual inspection, with interpretation largely
dependent on the training and experience of the clinician(s) involved. CTG interpretation
involves, therefore, a high degree of inter-observer and intra-observer variability, and
the potential value of the test is consequently affected [8,11,24]. The development of a
systematic and objective method of analysis and diagnosis is thus highly desirable, and in
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the last thirty years (but especially from the late 80s to the mid-90s [7,10,16,22,26,27] there
have been several attempts to develop computerised systems for a quantitative/qualitative
analysis of the FHR.
As far as the authors are concerned however, many of these systems do not meet basic
requirements in terms of data analysis in real time or signal artefact management. Others
deal only partially with the process and in many cases, detailed studies describing system
functionality and performance are not available [16]. But the most important defect in
these systems is that a classical computational perspective is applied to a problem that
requires the application of a higher level of knowledge, with the consequent restriction on
the capacity of these systems to recognise certain patterns or interpret CTG variables. The
information provided by these systems is therefore limited and not very reliable.
Any computer program that aspires to the automation of the NST will have to
satisfactorily deal with two principal problems related to the two phases of the NST,
namely, parameter extraction and classification (i.e., FHR pattern recognition) and
subsequent interpretation of patterns so as to be able to issue a diagnosis.
The first problem arises as a consequence of the incompleteness and imprecision of
the set of definitions used in the literature to describe the parameters involved and the
mechanisms for their extraction and classification. The set is incomplete because a large
part of the knowledge applied to diagnosis takes the form of clinical experience, and the set
is imprecise because the definition of FHR patterns frequently involves highly subjective
descriptive phrases (e.g., “they present a more or less abrupt shape” or “they almost always
reflect the uterine pressure curve”). Thus, any computerised system that attempts to apply
this set of definitions will be incapable of correctly detecting and classifying all the patterns
existing in a CTG plot. Interpretation of the extracted parameters, on the other hand,
requires a contextual analysis of all the pathological, physiological and clinical aspects
involved in foetal monitoring before a final diagnosis for the case can be issued.
AI techniques, however, were seen as offering possible solutions to these problems [24]
and, in fact, as the possibilities for equipping computer programs with intelligent charac-
teristics became a reality, new studies began to appear describing specific AI applications
to intelligent CTG analysis [1,21,24,25,34,35,38].
Nevertheless, following an analysis of precedents [19] and as far as the authors have been
able to discover, these works concentrate on very specific aspects of the problem. Only one
study [24] appears to encompass the complete process of foetal monitoring and diagnosis
as based on cardiotocography. However, and leaving aside minor differences such as in
the classification of decelerations, this system is not oriented to the antepartum but to the
intrapartum period. The system has been submitted to an exhaustive diagnosis-oriented
validation, but the functionality of the feature extraction methods has been only visually
examined by an expert and its characteristics and detailed performance results have not
been reported.
Our work has thus focused on the study of AI techniques applied to the development
of a real time automatic solution covering all the phases of the NST for the antepartum
period. These phases are: acquisition and storage of the CTG signals; analysis of the plots
and extraction of parameters; interpretation of these parameters; foetal condition diagnosis
and prognosis; and finally, suitable therapy proposal.
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Our research has led us to tackle the problem from a new hybrid perspective that
combines the best aspects of three different approaches: classical algorithmic techniques,
knowledge-based systems, and neural networks (ANNs).
In this respect, our first contribution to the field was the expert system NST-EXPERT
[1,3], a decision support tool that provides a diagnosis for the non-stress test, formulates
therapeutic plans and produces an assessment respecting possible neonatal problems. This
article describes our second contribution—a module that will equip the NST-EXPERT
system with a signal feature extraction facility—resulting in a closed system for the
evaluation of the foetal condition: the CAFE system.
2. An overview of the hybrid architecture and the functional characteristics of the
CAFE system
Hybrid systems—classified in accordance with the synergy between components—
range from the stand-alone models (primarily independent) to the transformational, loosely
coupled, tightly coupled and completely coupled models (highly interactive) [28,41]. The
CAFE system is a tightly coupled co-processing hybrid system, and in models of this
kind, data are shared between the components in all directions, via data structures resident
in the memory. In this way, the system components—by co-operating and interacting—
fulfill the final software function. This hybrid approach has already demonstrated great
potential for the resolution of complex problems [15,23,28,41], and in our particular
case (as will be shown), represents a more thorough approximation to the automation of
CTG interpretation.
In this new part of the system, neural networks representing the perceptual aspect of
intelligence participate in the cognitive tasks involved in the recognition of FHR signal
plot patterns and characteristics. More specifically, they are employed to detect artefacts in
the FHR signal and to classify decelerative patterns.
Symbolic systems, meanwhile, are used for reasoning at a higher conceptual level in
tasks where the application of expert knowledge is required, such as for example, the
interpretation in diagnostic terms of the signal numerical parameters or the diagnosis made
by NST-EXPERT.
Finally, the more traditional computational approaches are employed as a nexus between
the connectionist and the symbolic approaches, and are more suitable when calculations of
a deterministic nature are required.
The architecture of the CAFE system is highly modular and consequently permits easy
identification, modification and addition of any of the tasks that the system implements.
(See Fig. 2 for a summary of its functional requirements.)
Owing to the need for real time execution, part of this system will be responsible for
control. The control subsystem is responsible for examining processes and for transferring
control to different software components, thus making it possible to execute certain tasks
concurrently. A data acquisition subsystem is in charge of communications with the
cardiocotograph and is the only part of the system that interacts with it. There is also a
user-interface subsystem (which will be described in more detail below).
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Fig. 2. Functional requirements of a CTG monitoring system.
The other modules of the CAFE system are executed concurrently with the acquisition
process (depicted in Fig. 3, these will be discussed in more detail in the following sections).
They implement the monitoring cycle, which consists of three phases:
• The events detection phase is responsible for locating all occurrences that may
affect normal calculation of the baseline (abrupt baseline changes, accelerations,
decelerations, etc.) and which could be patterns that indicate a specific kind of foetal
condition.
• The classification phase is responsible for recognising and managing the kind of event
detected, whether an artefact or a signal pattern.
• The calculation and interpretation phase updates—on the basis of conclusions
arrived at in previous phases—information respecting the NST parameters. It also
translates the information extracted into concepts useful for diagnosis, and launches
the processes and the alarms for diagnosis where a situation that requires action is
detected.
Throughout this monitoring cycle, the user is constantly provided with reports giving
status information in respect of the state of the important signal parameters and patient.
3. The events detection subsystem
A necessary prerequisite for objective FHR analysis consists of finding a satisfactory
method for adjusting the baseline [26], given that the detection of FHR patterns is based
on this. However, it is precisely this task which has proven to be a stumbling block for
previous systems developed in this field.
The algorithm that determines this baseline should be capable of providing in real time,
quasi-continuous values for this variable adapted to the physiological displacements of
the signal. A balance must also be maintained between over-adaptation to the signal and
an excessively general and rigid baseline, which would give rise to false positives and
negatives in foetal pattern detection.
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Fig. 3. Functional and architectural characteristic of the main system.
The calculus of the baseline must also take account of certain FHR patterns that need
to be previously recognised, and hence the exclusive utilisation of conventional signal
processing techniques is not possible [9,26,31,32,34,35,38].
In order to take these requirements into account, the method implemented in CAFE
provides quasi-continuous values for the baseline via an algorithm partially based on
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Mantel et al’s proposal [26]. The first step is to estimate the baseline using an exponential
forgetting factor filter defined as:
y[n] = (1 − α) · y[n− 1] + α · x[n]
where α = 0.02, and y[0] is established as the signal mode calculated over the first
10 minutes. For this value of α, the filter has near-zero phase distortion, giving an ideal
baseline for our purposes (not too general, not too adaptive) and, moreover, at a low
computational cost.
The novelty of this filter lies in the fact that it is applied in combination with an
intelligent process that recognises all those patterns containing samples that need to be
eliminated from the calculation or those patterns that require the restarting of the filter
(i.e., abrupt changes in the baseline). To do this, the subsystem simultaneously analyses
the FHR and the baseline calculus with a view to locating events that could be candidate
patterns of interest. Further analysis phases will determine whether they are valid patterns
or not. Patterns sought during this detection phase are: (a) accelerations, decelerations or
spikes; (b) patterns that indicate an abrupt change in the baseline; and (c) any artefacts in
the signal.
Events (a) and (b) are detected when the algorithm locates a deviation around the
baseline that surpasses a detection threshold, established as the minimum value between
the normal variability limit (i.e., 5 bpm) and the real calculated value. Since the detection
stage only establishes the parts of the plot containing possible patterns (to be later verified
as such), this threshold was experimentally determined as the one that obtained a minimum
percentage of false negative patterns within a reasonable margin of false positives.
Artefacts in this context represent all the situations where it is not possible to obtain the
FHR value due to a loss of focus (because the Doppler transducer is unable to detect the
FHR or any other signal, due to a displacement over the maternal abdomen), or when the
difference in amplitude between two consecutive samples indicates a measurement fault in
the FHR. This latter situation occurs when:
• The maximum real time difference that can be produced between two successive inter-
beat intervals (determined by Barlett, Murray and Dunlop [6] as 100 ms) is surpassed.
• The samples indicate that a halving or doubling has occurred in the sampling process
(both due to errors in cardiotocographic measurement, when either a beat is lost
or when an additional spurious beat is detected between two valid beats). In such
situations, the fact that the variability of the signal will also be affected should be
taken into account, so that in an instant i , an artefact in sampling is considered to
have been produced if:
fhri  2 · (fhri−1 − vari−1), or else fhri  12 fhri−1 + vari−1
where fhri and fhri−1 are, respectively, the actual and the previous FHR samples, and
vari−1 is the variability value calculated up to the sample i .
When one of these events is detected, control is immediately transferred to either the
classification subsystem or the artefact management subsystem. Finally, if neither of these
subsystems confirms the existence of a pattern in the selected section of plot, then the
corresponding samples are incorporated into the baseline and variability calculus.
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4. The events classification subsystem
This hybrid subsystem analyses the detected events in order to locate patterns relevant to
the diagnosis (accelerations, decelerations, etc.). Its functioning can be identified in terms
of two phases.
The first phase is carried out by means of the application of a series of rules (derived
both from the domain and from expert knowledge) in an attempt to determine whether the
marked event genuinely corresponds to a pattern of interest, namely:
• Abrupt changes in the baseline, whether increasing or decreasing patterns, i.e., sudden
tachycardias or bradycardias.
• Accelerative, decelerative or spike patterns. In order to add certain flexibility to
the pattern recognition and classification process, a statistical study was carried out
(using the records of 53 patients) on the patterns detected by the three clinicians that
participated in the development of the system. A sensitivity analysis indicated that
all the standard numerical considerations respecting the duration or amplitude of the
patterns should be reduced by 10%. It was also decided to consider as accelerative or
decelerative patterns only those for which at least 13% of the samples making up the
patterns complied with the criterion of minimum amplitude.
• When the detected pattern is an acceleration, a deceleration or a spike, then the
classification process continues in order to determine whether it genuinely has an
accelerative or decelerative pattern value, or whether it forms part of an increased
or saltatory rhythm pattern. High variability episodes are identified by examining
the events occurring in the last minute of recorded signal, an interval established
on the basis of the definition of a saltatory rhythm. If three or more accelerative or
decelerative patterns are detected in this window, the affected section of plot will be
reclassified as an increasing rhythm or saltatory pattern, depending on the variability
value recalculated over the entire stretch of signal. (Detection of episodes based
exclusively on variability calculated over the section of plot could cause artificially
high variability rhythms when patterns of prolonged duration or great amplitude
occur.)
The second stage of the classification procedure characterises each detected pattern
in terms of duration, amplitude, pattern sub-type (bradycardia, saltatory rhythm, late
deceleration, etc.), and in such a way that the information generated can be utilised for
diagnosis.
In the case of foetal decelerations, the exclusive application of knowledge codified in
rules does not permit a completion of the classification process, and few of the existing
systems deal with this very important aspect of CTG analysis given the difficulties implicit
in implementation. Furthermore, the attempts made have not produced a satisfactory
solution to the problem. Given that the problem is one of pattern recognition, we have
approached it from the ANN perspective.
4.1. The neural model for classification of decelerative patterns
An automated classification of decelerative patterns has to overcome three main
problems. Firstly, the incompleteness and imprecision of the set of characteristics that
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describes the different types of decelerations in the literature means that the extraction
of a set of decelerative pattern features to feed a classifier is enormously complex.
A second problem refers to the great diversity of opinion between experts (comparatively
higher for this classification task) [11], which complicates the question of determining
a dependable classification criterion, necessary both for automatic classifier design and
validation.
The final problem is the difficulty in obtaining an acceptable minimum number of
decelerative patterns, due to their ominous nature, a number further reduced by patterns
that have to be rejected owing to a total lack of consensus among experts with respect to
their classification.
An ANN approach was chosen as a solution to this pattern recognition task [18]. In order
to resolve the first problem, the ANN was fed directly with the raw FHR samples making
up the decelerative pattern (in other words, avoiding feature extraction) plus features
representing the relationship with the corresponding contraction. The two problems of
the scarcity of patterns and the lack of a reliable classification criterion were resolved by
using patterns synthesised from hard-copy records available in CTG signal atlases, patterns
which are perfectly delimited and classified, and which are widely accepted as valid criteria
in the medical community. The patterns were scanned and subsequently digitised utilising
the VISC program [2], simulating as far as possible the sampling process for real signals.
This approach was possible due to the low frequencies of the FHR and UP signals (the
original FHR/UP signals were obtained at a 4 Hz sampling rate by the cardiotocograph
and later averaged by a factor of 4 (1 Hz), a process that involves no information loss).
In order to obtain the training/test examples, each deceleration-contraction pair is first
of all located within the digitised signal. To do this, an algorithm applied to the UP
signal determines, by examining a window fixed around the deceleration minimum, the
contraction—if any—associated with the deceleration as well as its location. The size
of the window is determined by the duration of the contractions and their maximum
displacement with respect to decelerations. The algorithm, consisting of 5 phases, uses a
filtered and differentiated version of the UP signal so as to be able to detect the contractions
in the defined window. It subsequently applies the knowledge available respecting the
physiological behaviour of both FHR and UP signals in order to select, from amongst
the existing contractions, the contraction associated with the deceleration in question. If
there is no contraction, then the deceleration is automatically classified as variable, given
that it is the only kind of deceleration that can occur spontaneously. A training pattern
is generated from each of the deceleration-contraction pairs that contains the 66 values
corresponding to the features shown in Fig. 4. Finally, obtained is a set of 161 examples in
which the different classes are equally represented.
One of the simplest—though not necessarily the least powerful—of ANN architectures
was chosen—a Multilayer Perceptron (MLP). Even though training times may be lengthy,
once trained the execution time of this type of network is extremely fast—a critical
requirement for our real time system. Starting with a simple model, different network
topologies were trained and 10-fold cross-validation was used to estimate the true
ANN classification error rate [40]. By applying the one-standard error heuristic [40] a
topology of 66-4-3 was determined as the optimum, for which an estimated classification
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Fig. 4. Features and data selected to represent a FHR deceleration/UP contraction pair for training a decelerative
pattern classifier.
Fig. 5. Frequency histograms for network outputs during cross-validation. (a) Network responses for synthetic
patterns in the test set; (b) Network responses for real patterns in the test set; (c) Network responses for the entire
test set.
error rate (E) of 0.056 was obtained, with a standard deviation from the true error rate
(SdE) of 0.018.
Nevertheless, it has to be verified whether the use of synthetic patterns to train a network
will obtain comparable results when applied to real data—in other words, the possible
existence of population differences between both types of data has to be checked. Owing to
the high dimensionality of the variables involved, a direct comparison was not possible, and
so the analysis was carried out by a method [36] that again made use of neural networks.
Three data sets were used for this purpose: (a) a training data set composed of
30 synthetic and 30 real patterns; (b) a test set, extracted from the training set as leaving-
one-out cross-validation was used to estimate the error rate; and (c) a validation set, not
used during training and also composed of both synthetic and real patterns.
Different ANNs were trained in an attempt to obtain one that would differentiate the
data in terms of its source. If the input distributions are significantly different then the
network will find a suitable discriminant function and the output distribution will also be
different. Several network topologies having the MLP as the basic architecture were trained
to respond with 1 if the pattern was synthetic or 0 if the pattern was real. The best leaving-
one-out cross-validation result was achieved by a perceptron with a topology of 66-6-1, for
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Fig. 6. Frequency histograms for synthetic and real patterns in the validation set.
which an error rate E = 0.42 (with SdE = 0.06) was obtained using a detection threshold
equal to 0.5. The frequency histograms corresponding to the output of the network (Fig. 5)
indicate that this threshold is fixed at around 0.5, independently of the class of input pattern,
i.e., it tends to classify all the patterns within one class.
Next, with this 66-6-1 MLP representing a continuous function of the input variables,
Kolmogorov’s test was applied to verify if the distributions of the network’s outputs
produced by each kind of pattern corresponded to the same parent distribution. The result
of this statistical test will support the fact that the network is not capable of separating both
classes of data. We therefore fed the network with the validation data, obtaining the output
frequency histogram shown in Fig. 6. Taking as a null hypothesis that both distributions are
equivalent, the results obtained for the Kolmogorov test permit the conclusion that there
is no statistically significant difference between the two distributions at a confidence level
of 95%. It can thus be concluded that our network trained over synthetic examples will
produce equivalent results when applied to real data.
5. The artefact management subsystem
The Doppler ultrasound method used to obtain the FHR, frequently causes the presence
of spurious samples in this signal due to factors such as loss of focus (samples with a value
of 0.0), maternal and/or foetal movements, spikes caused by the cardiocotograph, coupling
of the maternal cardiac signal, etc. These recording errors are not easily recognised
and they contribute to a high degree of inter- and intra-observer variability [11]. It is
easy to mistake an artefact for a foetal acceleration or deceleration or, alternatively, to
classify one of these important patterns as a simple artefact, thus increasing the number of
false positives and negatives. Traditional filtering techniques do not provide a solution
to the problem, as artefacts can occur in the same frequency range as the FHR and
filtering may cause important sections of the foetal signal to be eliminated [32]. Although
some approaches to this complex problem have been described [12,32,35], no entirely
satisfactory solution has been devised to date.
Our aim was to develop a method capable of recognising those foetal patterns
(accelerations or decelerations) affected by noise (see Fig. 7(c)) and to distinguish these
from other events such as artefacts (Fig. 7(a)) or MHR coupling (Fig. 7(b)). We thus
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Fig. 7. Examples of CTG plots in which the FHR is altered by: (a) spurious samples corresponding to an artefact
(inside the circle); (b) maternal heart rate signal (inside the circle); and (c) loss of FHR signal, in this case, during
a deceleration (inside the circle).
Fig. 8. Overview of the artefact management subsystem.
explored a new approach that endeavoured to emulate the procedure that clinicians apply
in resolving the same problem, i.e., on the basis of the shape of the samples present in
the plot and their space-time relationship with the other samples of the FHR surrounding
the possible artefact. Both procedures and expert knowledge required were identified and
signal artefact management was approached, once again, from a hybrid perspective [17]. In
this hybrid approach, knowledge concerning the behaviour of the foetal signal is employed
providing it is useful, and where this explicit knowledge does not permit an advance in the
solution, a classification technique based on the recognition of shapes is applied.
This subsystem consists of three modules, as shown in Fig. 8, namely, an algorithmic
component, a rule-based system and a neural network. It functions as follows: the
algorithmic component first delimits the possible artefact between two samples in the
baseline range. The delimited segment of signal S is classified in one of two groups:
(1) Cases where signal is lost and the samples that follow clearly belong to the foetal
signal, whether because the amplitude of the signal at both sides of the loss is to
be found in the same range (Fig. 9(a)) or because the samples following the loss
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Fig. 9. Examples of the first signal loss category: signal segments between losses clearly belong to the FHR signal.
Fig. 10. Artefact management subsystem’s decision rule (S = section of plot delimited by abrupt transitions;
amplitude_of_S = amplitude of this section with respect to the baseline.)
indicate a certain degree of continuity with the rest of the signal (Figs. 9(b) and 9(c)).
In these cases, continuity of the signal is simply assumed.
(2) More complex cases, where the signal loss delimits abrupt transitions. The difficulty
in interpreting these cases lies in the fact that the section of signal between the losses
could correspond to one of three possibilities: an artefact (Fig. 7(a)); the maternal
heart rate (MHR) (Fig. 7(b)); or a genuine section of the FHR (Fig. 7(c)). If the
delimited section S corresponds to an artefact then the samples, being random,
will not provide any useful information. In this case, a process of reasoning by
elimination is applied so as to simplify the problem as far as possible. If, on the
contrary, the samples correspond to a maternal or foetal heart rate signal, then it
is possible to extract the information that permits us to distinguish between each
on the basis of shape. If it is indeed FHR signal then, given that it is to be found
out of the range of the baseline, it must be part of a foetal pattern (an acceleration
or deceleration). In this case, and with a plentiful supply of samples—a minimum
of 50% of the estimated duration of the pattern—it is possible to apply pattern
recognition techniques, since foetal patterns present a sharper and more structured
shape than maternal patterns, as can be appreciated from a comparison of Figs. 7(b)
and 7(c).
In the second phase, a rule-based system will attempt to confirm the hypothesis that the
samples do not belong to an important section of the FHR signal, and therefore can be
eliminated from the analysis. Its rules are derived from the physiological knowledge of the
signal and NST procedures (an example is shown in Fig. 10).
If no conclusion is reached, then the third module is activated. This consists of a neural
network trained to recognise accelerative and decelerative patterns and to distinguish them
from MHR couplings. The features selected for feeding to the network (see Fig. 11)
endeavour to reflect the morphological differences between both patterns, emphasising
the greater sharpness of the foetal compared to the maternal patterns. Several multilayer
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Fig. 11. Features selected for FHR pattern recognition in the presence of artefacts. Only the signal segment
between baseline samples is used (i.e., the segment inside [t0, t2]).
perceptrons (MLPs) with different topologies were trained and their errors calculated using
10-fold cross-validation. Finally, applying the one-standard error heuristic, a 6-3-2 MLP
was chosen as the best solution (with an error rate of E = 0.176 and SdE = 0.029).
6. The calculation and interpretation subsystem
The parameter calculation and interpretation subsystem closes the analysis cycle by
collecting all the information produced by the other subsystems for each analysis cycle,
and utilising this to produce new, higher level information. Two different phases can be
distinguished in its execution.
Firstly, a group of analytical actions update the parameters that are necessary at the
software level, in order to continue with the analysis of the monitored signal. These actions
include the restarting of the filter application conditions so as to calculate the baseline
when an abrupt change is detected, and the updating of the temporal window scanned for
the detection of patterns of high variability.
Once the analytical phase of the subsystem has been executed, an interpretation phase
commences. Here a second group of actions integrate the data obtained in the analysis
in order to produce new information in a format useful for diagnosis. The information
produced in this way will be subsequently utilised by the interface subsystem to inform
the user of results in real time. It will also be supplied to the expert system NST-EXPERT
when a diagnosis is required. This group of actions will therefore have to interpret the
available data in order to arrive at conclusions about the status of the parameters, namely,
baseline, variability, accelerations and decelerations. Occasionally this interpretation will
only be possible by examining the status of one parameter in relation to the others. The
interpretation of the specific accelerations and decelerations detected in a certain period
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Fig. 12. Information produced and utilised by the system for the baseline parameter calculation.
Fig. 13. Baseline (above) and variability (below) classification intervals (lined areas represent fuzzy zones).
will thus have a different significance if they are determined to be components of an episode
of increased or saltatory variability.
Before offering this new information to the user, and for the results can be more easily
managed, the system should carry out a symbolic labelling of all information in terms of
the clinical language employed for the NST. The most complex task here is the symbolic
labelling of the quasi-continuous values of the baseline and variability in terms of the
diagnostic labels normal, tachycardia, saltatory rhythm, etc. (see Fig. 12). Every two
minutes (the minimum duration established in the literature for a baseline change to be
considered as such), this subsystem is provided with a new value for both baseline and
variability. The problem in assigning them a symbolic label is twofold: labels are fuzzy
concepts and symbolic interpretation should reflect not minor but only relevant changes
in these parameters. To resolve this problem, a mechanism combining a trend analysis
parameter with fuzzy classification intervals (illustrated in Fig. 13) was devised. For every
new parameter value showing a change in respect of the current symbolic category, a new
category is determined in function of: (1) the magnitude of the change; (2) the duration
of this change; and (3) the evolutionary tendency of the parameter. When a new value
is found within the fuzzy classification intervals corresponding to one of the symbolic
categories next to the current one, the new symbolic label will be considered only if the next
value also falls within the same semantic category or indicates another change in the same
direction (whether an increase or a reduction). For example, if the baseline is currently
labelled “normal baseline” and the new value (e.g., 118 bpm) is located in the fuzzy zone
approaching “mild bradycardia”, then the label “normal baseline” is not changed until
further values are obtained. If the next value is found within this same fuzzy zone or shows
a tendency to decrease, then the previous “mild bradycardia” label will be confirmed.
Factors such as the size of the fuzzy intervals or minimum duration or magnitude (for
a change to be considered significant) were determined on the basis of expert opinions
concerning a set of examples selected for this purpose.
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6.1. The user interface subsystem
Several interface prototypes were installed in the Obstetrics & Gynaecology Sections of
both the Juan Canalejo Hospital in A Coruña, Spain and the Medical College of Georgia,
USA [3]. Following some modifications, these finally resulted in a graphical user interface
that takes ergonomic theories into account in the presentation of results.
Fig. 14 illustrates the main window of the system, which remains active throughout the
entire monitoring period. At any given moment, the user has access to patient demographic
and clinical data, as well as up-to-date results of CTG signal analysis. These results are
shown both in numerical form (at the bottom of the screen) and as graphs of the CTG. Once
detected, each periodic pattern is marked with a circle and labelled by type. When it is not
possible to establish the characteristics of a pattern because of signal artefacts, then it is
simply labelled as an acceleration (ACC) or deceleration (DEC). Baseline and variability
are also graphically indicated by arrows. These arrows cover the stretch of plot during
which the corresponding diagnostic category has remained unchanged, and are labelled
with the mean value of the period parameters. This graphic indication of parameters and
patterns has been rated as very useful by the users, since it permits a rapid location of
the results of an analysis. In addition, the user may at any time request more detailed
reports on the results of the analysis. Owing to the high incidence of false positives,
Fig. 14. CAFE graphic user interface: main window for data request and results visualisation.
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Fig. 15. Window for an NST interpretation, containing explanations of the system’s conclusions.
clinicians frequently do not perceive the alarms included in many systems nowadays to
be useful [29]. In order to overcome this problem an intelligent alarm system, both visual
and aural, is incorporated in CAFE whereby pre-alarm situations are detected for analysis
within the maternal-foetal context by the expert diagnostic system NST-EXPERT in order
to verify or reject them. However, the same patient information may give rise to different
alarm levels; in the example in Fig. 15, a pre-alarm situation caused by a slight but
persistent tachycardia is explained by the fact that the mother is taking parasympathetic
blockers and the alarm is thus not activated. If the system’s knowledge base were unable to
locate an explanation for a situation, a message would be emitted indicating the cause
of the alarm and a diagnosis—as occurs with decreasing variability. To avoid the Van
der Aa [39] problem denominated as “the all or nothing nature” of alarms, a system
of colour codes based on traffic light systems (see Fig. 14) is used to indicate pre-
alarms (orange) or genuine alarms (red). It is thus possible to know—both visually and
instantly—if signals are normal or if, on the contrary, there is evidence of a foetal risk
symptom.
Facilities to explain the system’s conclusions are also included, a fact which enhances
user credibility in the results [37]. An example of the explanations, supplied by the expert
system NST-EXPERT, can be seen in Fig. 15.
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7. Results
CAFE was validated, retrospectively, over a set of 3450 minutes of CTG signal
corresponding to 53 patients. Three tocogynaecologists with different levels of experience
participated in the validation, each recognised as a specialist in the field (Expert A, Head of
the Department, nominated the other two experts, B and C). The validation was carried out
on a parameter-by-parameter basis (baseline, variability, accelerations, and decelerations)
so as to systematically detect errors at any stage of the signal analysis/interpretation
process. Two validation rounds were carried out.
In the first round, raw records were given to each expert who independently marked and
labelled each pattern and signal characteristic relevant to the study. The high variability
in inter- and intra-expert opinion made it impossible to establish a gold standard against
which to compare the system. In such cases, methods and measurements such as the kappa
statistic, the agreement index, the William’s index or cluster analysis [14,30] can be applied
to analyse the level of agreement between experts and the system and to locate the latter
within the former. The system will be considered reliable if its performance is at least equal
to that of the majority of the experts. Fig. 16 shows the results of a comparison between
experts and system, using an agreement index applied to each validation category and
defined for each pair of experts (Ei , Ej ) as the quotient between the number of agreements
and the number of cases.
Fig. 17 shows a cluster analysis summarising the similitude between experts and system
when comparing them overall in terms of all aspects of the analysis. The Williams’
measurement was another useful index applied to determine the level of agreement between
an isolated expert and the group of reference experts, with the corresponding interpretation
and results depicted in Fig. 18.
Fig. 16. First validation round. Results of the pairs’ test comparing experts and system for each of the validation
categories by means of the agreement index. A, B, C are the three experts participating in the study.
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Fig. 17. First validation round. Cluster analysis comparing experts and system overall. Groups are built on the
basis of the group average taking the agreement index as the measurement distance. A, B, and C represent the
clinicians in terms of experience.
Fig. 18. First validation round. Williams’ index (calculated on the basis of the agreement index) and its
interpretation. A, B, C correspond to the three experts participating in the study.
However the results obtained during this validation process were not conclusive.
Obviously, the fact that a clinician may not notice the existence of a pattern does not
necessarily mean that he/she disagrees with it. As a result, the number of false positives
detected by the system can be exaggerated (and levels of agreement consequently reduced),
since the system tends to detect the highest number of patterns for each of the validation
categories.
For this reason, and also to characterise the system not only with true positive (TP)
patterns but also false positive (FP) patterns, a second validation round was implemented.
In this new validation, Expert A was anonymously supplied with the overall expert analysis
results (including the system), in order to indicate his/her agreement or disagreement
(Expert A was selected as being the most experienced clinician, theoretically having the
most reliable opinion). Using this new opinion (denominated A′) as a reference criterion,
results were obtained as summarised in Table 2. The new cluster analysis resulting from an
inclusion of A′ in the study can be seen in Fig. 19.
Two exceptions to this validation process were the deceleration classifier and the artefact
elimination task (see results for these, also in Table 2). In the first case, the classification
given in the signal atlases from which the examples were extracted was used as a reference.
In the second case, it was possible to obtain a considerable number of examples for which
all experts agreed in classification, and this collective criterion was used as a gold standard.
More detailed results for the artefact elimination task (in terms of the performance of each
of the hybrid subsystem components) are shown in Table 3.
A more detailed description of both the validation methodology itself and the results
obtained can be found in [1,19,20].
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Table 2
Validation results obtained for the CAFE system for each of the parameters/patterns of a CTG analysis (TP =
true positives, FP = false positives)
Validated issue %TP %FP Validation criteria∗
Symbolic classification of the baseline 100.0 0.0 1
Abrupt baseline changes (even if the symbolic category
does not change)
91.8 12.7 1
Abrupt baseline changes indicating a bradycardia 95.0 6.2 1
Abrupt baseline changes indicating a tachycardia 100.0 0.0 1
Silent rhythm 94.4 0.0 1
Saltatory rhythm 62.5 64.7 1
Accelerations 86.5 15.5 1
Decelerations 83.8 21.3 1
Classification of decelerations by type 94.4 2.8 2
Early 96.3 1.9 2
Late 92.5 4.6 2
Variable 94.4 1.9 2
Detection of artefacts 83.5 0.0 3
∗1 = A′, crossed opinion of expert A.
2 = classification provided in cardiotocographic record atlases.
3 = total agreement among experts exists.
Fig. 19. Second validation round. Cluster analysis comparing experts and system overall. Groups are built on the
basis of the group average taking the agreement index as the measurement distance. A, B, and C represent the
clinicians in terms of experience. A′ corresponds to the second opinion of Expert A.
Table 3
Results of the validation of the subsystem for the elimination of artefacts from the FHR signal
Rule-based system ANN Globally
Artefacts eliminated 88.8% 77.3% 97.0%
MHR coupling eliminated 70.0% 70.0%
Incomplete foetal patterns recognised 100.0% 100.0%
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8. Discussion
Most of the validation results obtained reflect acceptable levels of performance that are
situated at the same level as the experts. This can be observed in Fig. 16 where, with
the exception of the detection of saltatory rhythms, the agreement index values for each
expert/CAFE pair are situated at the level of those obtained when the experts are compared
to each other. This result is corroborated by the Williams’ indices in Fig. 18. The highest
index corresponds, as would be expected, to Expert A (the most experienced clinician),
who could be considered the core of the group. The CAFE’s index of 1.00 means that
its behaviour is similar to that of the group of experts, and the analysis cluster in Fig. 17
confirms that the system is in no way isolated from the group of experts. Moreover, the
principal cluster—with an overall agreement index of 0.72—is that formed by CAFE and
Expert A, superior to the agreement obtained for Experts B and C. When the A′ criterion is
included in the cluster analysis for the second validation round (see Fig. 19), the agreement
between CAFE and Expert A (pair CAFE/A′) becomes even more evident. Again this is the
first cluster, and the level of agreement goes up to 0.89, greater even than that for pair A/A′.
The application of other agreement measurements such as the kappa statistic [30] lead to
the same conclusions.
Analysing Table 2, the best results were those obtained for baseline extraction, whether
for detection of abruptly changing patterns or of symbolic interpretation. Comparable
results were obtained for the identification of silent rhythms. Results were not so
encouraging, however, in other areas. For foetal acceleration and deceleration recognition,
the %TPs fall to 86.5 and 83.8, respectively, and for saltatory rhythms, both %TP and
%FP deteriorate considerably. These can be pointed to as the weak points of the system.
It was observed that part of the disagreement between the system and the experts can be
attributed to the more flexible human expert application of the parameter definition criteria.
In the case of the recognition of saltatory patterns, several reasons for poor performance
were identified:
(1) The clinicians carry out the detection of these patterns visually, and the classification
of a section of plot as saltatory is influenced by variability in adjacent stretches.
(2) Even if a signal segment presents a variability greater than 25 bpm it will only be
classified as a saltatory rhythm if it alternates accelerations with decelerations.
(3) Periods of saltatory rhythm having a short duration appear not to be clinically
significant, and it is may be necessary to redefine a more generous duration criterion.
Further expert knowledge, therefore, needs to be elicited and incorporated into the
identification of these patterns.
Regarding the detection of accelerations and decelerations, the validation showed that
the system produces a relatively high number of false negatives. This was partially due,
not to non-detection, but rather to rejection of these patterns during the subsequent
classification phase, because they did not comply with the restrictions on duration
or amplitude—the case for 12.3% and 14.7% of the accelerations and decelerations,
respectively. With a view to making the criteria that lead the system to accept or reject
a candidate pattern more flexible, two new lines of research are being pursued by the
authors. In the first [4,5], temporal neural networks are being used to construct a dynamic
pattern detection system for temporal series. This approach obtains a better adaptation
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to the baseline, with a consequent improvement in pattern detection. The second line
of research [13] involves investigation of a neuro-fuzzy system, so as to better adjust
the membership functions that affect characterisation of the acceleration/deceleration
amplitude and duration features used by the event classification subsystem.
A notable feature of CAFE is its capacity to identify the different types of decelerations.
An overall TP percentage of 94.4% was obtained with only 2.8% of FPs. These results
would indicate that our proposed approach resolves the problem of automation of this task,
successfully overcoming problems such as the lack of classification criteria, the inter- and
intra-expert variability, and the lack of training examples.
Regarding the hybrid approach to artefact management, it can be seen in Table 3 that,
prior to the activation of the neural network, the rule-based system detected 175 of the
197 artefacts (88.8%). This indicates that, very often, the artefacts will be detected by
the rules included in the expert system and, consequently, will be eliminated. During the
network testing phase, 77.3% of the artefacts and 70.0% of MHR couplings were correctly
detected, whilst 100% of the FHR patterns susceptible to confusion with artefacts were
recognised. This is a crucial point, since the patterns in question are usually decelerations,
and their detection is crucial. In considering the overall performance of the system, the
percentage of correctly eliminated artefacts went up to 97%, with no errors in the detection
of the FHR patterns altered by artefacts. It is important to point out that this is not an easy
problem, since artefacts fall in the same frequency range as the FHR signal; moreover,
their random nature makes their identification by the neural network difficult. Further
improvements may possibly be obtained by enlarging the knowledge-based system and/or
searching for new features and examples to enhance the performance of the ANN. Other
advantages of our approach over other non-classical approaches are: the artefact in the
signal can be precisely located [35], the system is applicable in real time [32], and it is
not based on an explicit enumeration of all the different types of artefacts (which makes it
difficult to cover all possible cases) [12].
9. Concluding remarks
This article describes CAFE, a system for the intelligent monitoring of the antepartum
foetal condition on the basis of the NST, a task that requires a high level of clinical
experience. CAFE is an automated system that offers an integral solution obtained by
adopting a hybrid intelligent approach. In this sense, the authors have been unable to locate
any other real time system that implements all the tasks involved in an NST (extraction
of information from the CTG signals, production of a diagnosis based on a contextual
interpretation of results, elaboration of therapy, and finally, a prognosis of the neonatal
condition).
The CAFE architecture is tightly coupled and hybrid, and classical algorithms, neural
networks and rule-based systems co-operate interactively in the CTG feature extraction
task. The inclusion of a neural network foetal deceleration classifier is one of CAFE’s
main contributions, since this is a task—largely ignored by other authors—for which no
satisfactory computerised solution has been offered. The same applies also to the hybrid
approach employed for the management of FHR artefacts. An intensive use of the rule-
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based approach has added facilities for: (a) diagnosis production, therapy recommendation
and prognosis; (b) intelligent alarms; and (c) diagnostic-oriented symbolic interpretation of
the obtained CTG signal values (one of the main differences respecting previous systems).
Validation and comparison of the system to a group of experts indicate that the
system produces satisfactory levels of performance. Although the system requires further
refinement, these preliminary results would permit the conclusion that this is a field in
which the contributions of intelligent techniques represent an important advance, for which
reason several new research lines have been proposed and opened.
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