Uni cation of several system realization algorithms is presented using a generalized version of information matrix consisting of shifted input and output data correlations. The relationship of these realization algorithms is established using matrix factorization of the information matrix. The basis vectors of the column space and the null space of the information matrix are the key elements that provide the link among different realization algorithms. Frequency-domain versions of these realization algorithms are also introduced using the information matrix computed from the frequency response data. Experimental examples are given to illustrate the validity and usefulness of these algorithms with some comparison.
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Uni cation of several system realization algorithms is presented using a generalized version of information matrix consisting of shifted input and output data correlations. The relationship of these realization algorithms is established using matrix factorization of the information matrix. The basis vectors of the column space and the null space of the information matrix are the key elements that provide the link among different realization algorithms. Frequency-domain versions of these realization algorithms are also introduced using the information matrix computed from the frequency response data. Experimental examples are given to illustrate the validity and usefulness of these algorithms with some comparison. uses the parametric approach to determine the parameters of a system model. The parameters may represent physical quantities such as the structural rigidity, mass inertia, etc. Optimization criteria are requiredto iterativelysearchfor the optimal value of each parameter. As a result, nonlinear optimization techniques are involved in the computations. Both parametric and nonparametricapproacheshave their own merits with many successful applications. Therefore, it is dif cult for a nonspecialistto extract the fundamentalconceptsupon which the two types of techniques are based. It may take considerable effortto gain enoughunderstandingabout a particulartechnique to be able to use it effectively in practice. While the development and enhancement of the many individual techniques continue, there is a need to provide a comprehensive yet coherent uni cation of the different techniques. In the past decade, researchers have successfully provided some frameworks to unify many different techniques via system realization theory. 1 Many system realization algorithms start with a state-space discrete-time linear model and then formulate fundamental equations based on data correlation for computing system matrices. On the other hand, many other algorithms use the nite differencemodel and data correlation to solve for the system matrices. The two approaches appear to be fundamentally different due to their use of different types of models. This difference may yield the identication results with noticeable discrepancy because of the different equation errors that are minimized. As a result, it is very dif cult for a user to interpret the identi cation results and choose the technique that is best suitedfor his problem.There is certainlya need to provide a comprehensiveyet coherentuni cation of the differenttechniques.
Based on the mathematical framework developed for system realization using information matrix 12;13 (SRIM), the relationship among different realization techniques 1 is established.The SRIM is derived using the state-space discrete-time linear equation to form a special form of data correlation for system realization. The other realization algorithms, such as the observer/Kalman lter identication (OKID) 10;11 technique, start with computing the coef cient matrices of the nite difference equation. The computation also requires information regarding input and output data correlation. The similarity of using data correlation leads naturally to establishing the relationship between the SRIM and the OKID method. Mathematical formulation will be given in detail to show how the different algorithms may be derived from the information matrix. The basis vectors of the column space and the null space of the information matrix are the key elements that provide the link among the different realization algorithms. Matrix factorization of the information matrix will be seen to be the most important step in the theoretical development and computational procedure to make possible the uni cation of the many different techniques. The approach presented here provides a way to better understand and interpret other techniques such as the subspace identi cation approach.
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The later part of the paper introduces the information matrix in the frequency domain. The information matrix computed from frequency response data will be shown to have the same characteristics as that obtained from the input-output data. That establishes the frequency-domainversions of SRIM and OKID and their relationship.
II. Time-Domain Methods
A deterministic linear time-invariant system is commonly represented by the following discrete-time state-space model 1 :
where x.k/ is an n £ 1 state vector at time index k, u.k/ is an r £ 1 input vector corresponding to r inputs, and y.k/ is an m £ 1 output vector associated with m sensor measurements. The system matrices A; B; C; and D with appropriatedimensions are unknown to be determined from given input and output data, i.e., u.k/ and y.k/ for k D 0; 1; 2; : : : ;`. Equation (1) describes the input and output relationship through the state vector x.k/.
On the other hand, the input and output relationship may be described by the nite difference model. The nite difference model is commonly called the autoregressiveexogeneous(ARX) model in the controls community. The discrete-time ARX model is typically written as
where ® i , for i D 0; 1; 2; : : : ; p ¡ 1, is an m £ m matrix;¯i , for i D 0; 1; 2; : : : ; p ¡ 1, is an m £ r matrix; y.k/ is an m £ 1 output vector at the time step k, and u.k/ is an r £ 1 input vector at the time step k. This equation relates the output sequence y.k/ to the input sequence u.k/ up to p time steps with the absence of the state vector x.k/ de ned in Eq. (1). The ARX coef cient matrices can be computed from input and output data by minimizing the output equation error, 10 i.e., the error between the actual output and the estimated output.
Equation (2) produces the following matrix equality:
where
: : : : : : : : :
Let us de ne the following quantities:
where N D`¡ p with`being the data length and p the data shift to form the data matrices U p .k/ and Y p .k/. The quantities R yy and R uu are symmetric matrices. The square matrices R yy .mp £ mp/ and R uu .r p £ r p/ are the autocorrelations of the output data y with time shifts and the input data u with time shifts, respectively. The rectangular matrices R yu .mp £ r p/ represent the cross correlations of the output data y and input data u. When the integer N is suf ciently long, the quantities de ned in Eq. (5) 
Substituting Eq. (6) for¯into Eq. (7) thus gives
where 0 m £ pm is an m £ pm zero matrix and
Equations (6) and (8) can be used for computing ® and¯. Another way of computing ® and¯is to combine Eqs. (6) and (7) to yield
or
where 0 m £ p.mCr / is an m £ p.m C r/ zero matrix and
The size of matrix 2 is m £ p.m C r /, whereas the size of R is p.m C r / £ p.m C r/. The matrix R is called the information matrix consistingof shifted input and outputdata correlations.Equation (11) implies that the unknown matrix 2 lies in the column null space of the matrix R. Any m columns generated from the basis vectors of the column null space of R may be considered as the solution for 2 T . In theory, the integer p must be chosen large enough so that the p.m C r/£ p.m C r/ matrix R is rank de cient. Because the pr £ pr input correlation matrix R uu is required to have the full rank of pr, the rank de ciency of R implies that the rank of R yy must be less than pm. To be speci c, the rank of R yy cannot be more than pm ¡ m to have at least m independent columns to generate the column null space of R of dimension m.
Based on the de nition of the information matrix shown in Eq. (12), the relationship among several realization methods can be established using Eqs. (8) and (11) . Three methods will be discussed including SRIM, 12 OKID, 10 and subspace model identi cation (SMI) schemes. The same set of data from the truss structure shown in Fig. 1 is used. Now, the OKID method 10 is applied to determine the system matrices A, B, C, and D. Two computational steps are required. The rst step is to use Eq. (21) to compute ARX coef cient matrices for determination of system Markov parameters (pulse response). The second step is to use the eigensystem realization algorithm 1 (ERA) from the computed pulse response to realize A, B, C , and D, simultaneously. In this example, no SV truncation is performed in ERA. The ERA-identi ed full-size model is then reduced to order 6, including only the modes of interest. The reduced model is then used to compute the output error. Table 2 shows the modal frequencies and damping ratios identi ed using the OKID method. The output error decreases quickly when p increases from 5 to 10 and reaches a minimum at p D 15. It increases slightly again and then reduces to another minimum at p D 50. Tables 1 and 2 have identicalmodal parameters.The output errors in both tables are very close except at p D 100, where the value 882:26 in Table 2 is 4.5 times larger than 194:58 in Table 1 . Since the modal parameters are identical in both tables, the error from C , B, and D may be the cause of the discrepancy. Indeed, when B and D are recomputed by the OEM method, the output error is brought back to the same level in both tables.
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III. Frequency-Domain Methods
There are cases in which frequency response data rather than time histories are available. This is often the case with the advent of sophisticated spectrum analyzers. It is known that most timedomain methods have their frequency-domaincounterparts.
1;2;14 In this section, we focus on the calculation of the information matrix from frequency response data.
Taking the z transform of the time-domain ARX model produces the frequency-domain ARX model. The coef cient matrices of the frequency-domainARX model can be obtained from the frequency response data by minimizing the error between the real transfer function and the estimated transfer function at frequency points of interest. In theory, the ARX coef cient matrices obtained from the frequency-domain approach should be identical to those from the time-domain approach.
Let G.z k / be the transfer function matrix of the system described by Eq. (2) . Consider the left matrix-fraction
are matrix polynomials. Every ® i is an m £ m real square matrix and each¯i is an m £ r real rectangular matrix. If G.z k / represents the frequency response function (FRF) obtained from experiments, the variable z k D e j .2¼ k=`1t/ .k D 0; 1; : : : ;`¡ 1/ corresponds to the frequency points at 2¼ k=`1t with 1t being the sampling time interval and`the length of data. The factorization in Eq. (32) is not unique. For convenience and simplicity, one can choose the orders of both polynomials to be p ¡ 1.
Premultiplying Eq. (32) by ®.z k / produces
which can be rearranged into
Equation (35) 
(37)
Note that 8 is an .m C r/ p £ .r`/ matrix and 2 an m £ .m C r/ p matrix. Equation (36) is a linear algebraic equation, implying that the parameter matrix 2 is in the column null space of 8. The column null space of 8 is identicalto the column null space of 88 ¤ where ¤ is complex conjugateand transpose.PostmultiplyingEq. (36) yields
The zero matrix 0
is, in general, much smaller than 0 m £`i n Eq. (36). It is easy to compute 88 ¤ without fully forming out the matrix 8, due to its special con guration. It is much easier to compute 2 from Eq. (38) than from Eq. (36).
Equation (38) is identical in form to Eq. (11) except that N R in Eq. (38) is a complex matrix whereas R in Eq. (11) is a real matrix. Both Eqs. (11) and (38) are derived to solve for ARX coef cient matrices ® and¯. Both ® and¯are real matrices. Therefore, R and N R should have common properties. Since N R is a Hermitian matrix, i.e., N R D N R ¤ , the real part of N R is a symmetric matrix and the imaginary part of N R is a skew symmetric matrix. It becomes intuitive to suggest that the real part of N R be considered as R, i.e.,
As soon as the real matrix R is computed, it can be used exactly the same way as in the time domain for identi cation of a system model. In other words, the time-domain methods such as OKID and SRIM can be readily applied. The matrix R from Eq. (40) is called the frequency-domain information matrix.
Although the matrix R de ned in Eq. (40) is constructed for computing the ARX coef cient matrices, it may also be used for calculating the state matrix A and the output matrix C. Similar to the partition shown in Eq. (12), let R be partitioned into four parts, i.e.,
where R 11 is a pm £ pm square matrix, R 12 a pm £ pr rectangular matrix, and R 22 a pr £ pr square matrix. Now, consider the following conceptual equalities:
The pm £ pm matrix R hh de ned in Eq. (9) can be formed as
The matrix R hh can be used by the SRIM algorithm to determine A and C. On the other hand, the matrix product R 12 R The m £ r transfer function G.z k / shown in Eq. (32) has another form of expression in terms of system matrices
for all z k .k D 0; 1; : : : ;`¡ 1/. Equation (44) produces 2 6 6 4
: : : : : :
where I m and I n are identity matrices of order m and n, respectively. 
B. Experimental Example
This example uses experimental data taken from a large-trusstype structure. The structure shown in Fig. 2 is a NASA testbed that has been used to study controls-structures interaction problems.
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The system has eight pairs of collocated inputs and outputs for control. The inputs are air thrusters and the outputs are accelerometers. The locations of the input-output pairs are depicted in Fig. 2 . The structure was excited using random input signals to four thrusters located at positions 1, 2, 6, and 7. The input and output signals were ltered using low-pass digital lters with the range set to 78% of the Nyquist frequency (12.8 Hz) to concentrate the energy in the low-frequency range below 10 Hz. A total of 2048 data points at a sampling rate of 25.6 Hz from each sensor is used for identi cation. In this example, four FRFs from two input and output pairs located at positions1 and 2 are simultaneouslyused to identify a state-space model of the system.
The integer p D 50 is suf cient to identify as many as 50 modes (a system of dimension 100). A state-space model is obtained using the frequency-domain version of SRIM with the system order truncated to 80 by SVs truncation and then further reduced to 78 by eliminating an unstable mode. The reconstructed frequency response data (dashed lines) are compared with the experimental data (solid lines) in Fig. 3 . Figure 3 is the frequency response of output 1 with respect to input 1, representing a case of a strong signal. The reconstructed FRF is obtained using the identi ed system matrices A, B, C, and D, where C and D are computed by the indirect method. There are 33 modes (corresponding to 66 states) with damping less than 1%. The largest SV of the transfer-function error between the test and reconstructed FRFs is 128:89. Careful examination of Fig. 3 reveals that there are some noticeable discrepancies near the right endpoints of both the magnitude and phase plots. One way to x the discrepancy is to recompute B and D using the transfer-functionerror minimization method. Figure 4 shows the frequency response of output 1 with respect to input 1 using the newly computed B and D. The transfer-function error is reduced from 128:89 to 65:184. There is clearly a tradeoff, i.e., the discrepancy between the test and reconstructed FRFs in Fig. 3 has been moved from the end to somewhere around 8 Hz in Fig. 4 .
Similar results (not shown) have been obtained for other inputoutput pairs. The frequency response of output 2 with respect to input 1 represents the case of a weak signal. The signal is weak because sensor 2 is orthogonal to input 1. The results show that the matching is better for the strong signal cases. 
Concluding Remarks
The main contribution of this paper is to unify several system realization algorithms.Other contributionsinclude the introductionof the informationmatrix in the frequencydomain and the development of the frequency-domainversionof these realizationalgorithms.The idea of data correlation leads to establishing the relationship among several system realization algorithms. The approach of using the information matrix provides a way to better understand and interpret these algorithms.Indeed, the informationmatrix is the common ground for computing system matrices. Some methods use the basis vectors of the column space of the information matrix to determine system matrices. Other methods use the basis vectors of the column null space of the information matrix to calculate system matrices. Both approaches should produce identical results in theory. However, identi cation results may be noticeably different in practice due to system uncertainties and measurement noises, as evidenced by the experimental examples given. For a pulse or free-decay response, the information matrix reduces to the shifted output data correlation matrix. It implies that the uni cation includes the classical realizationmethods using pulse responsedata. The mathematical uni cation presented should help users to interpretthe identi cation results obtained from different methods.
