The impact of temporal aspects of noise data on model development and intra-urban variability on environmental noise levels are often ignored in the development of models used to predict its spatiotemporal variation within a city. Using a Land Use Regression approach, this study develops a framework which uses routine noise monitors to model the prevailing ambient noise, and to develop a noise variability map showing the variation within a city caused by land-use setting. The impact of data resolution on model development and the impact of meteorological variables on the noise level which are often ignored were also assessed. Six models were developed based on monthly, daily and hourly resolutions of both the noise and predictor data. Cross validation highlighted that only the hourly resolution model having 59% explanatory power of the observed data (adjusted R 2 ) and a potential of explaining at least 0.47% variation of any independent dataset (cross validation R 2 ), was a suitable candidate among all the developed models for explaining intraurban variability of noise. In the hourly model, regions with roads of high traffic volumes, with higher concentrations of heavy goods vehicles, and being close to activity centres were found to have more impact on the prevailing ambient noise. Road lengths were found to be the most influential predictors and identified as having an impact on the ambient noise monitors.
Introduction
Environmental noise has traditionally been dismissed as an inevitable fact of life and has not been targeted and controlled to the same extent as other health risks [1] . A growing body of research linking noise to adverse health effects coupled with proactive legislation, primarily in the EU, is now driving change in this area. What was once referred to as a 'forgotten pollutant' is now recognised as an environmental and public health issue which needs to be addressed in modern society [1] . Exposure to noise is one of the most frequent reasons for complaints among people living in large cities [2] . According to Global Health Observatory data [3] the urban population accounted for 54% of total world population in 2014, an increase from 34% since 1960. Furthermore, the urban population is expected to grow by 1.84% per year between 2015 and 2020. This increase in urban population could in turn lead to exposure to increased noise levels due to larger volumes of people, traffic and industry. Exposure to excessive noise levels may lead to harmful health impacts such as hypertension, ischaemic heart disease and may even impair the cognitive development in children [1, [4] [5] [6] [7] [8] [9] .
The EU Directive 2002/49/EC, 2002 (END) requires EU Member States to develop strategic noise maps for all major cities, roads, railway and airports to avoid, prevent or reduce, on a prioritized basis, the harmful effects, due to exposure to environmental noise. A noise map is a graphical representation of noise and is the first step in the noise management process. Noise prediction modelling within urban and suburban areas provides an important decision-making tool for urban town planners. Noise prediction models are used to identify priorities for noise management and town planning initiatives. They are also used for epidemiological studies when large-scale realtime data is unavailable [10] . The first two phases of European noise mapping were completed in 2007 and 2012 respectively. According to the second phase, cities with more than 100,000 inhabitants were required to be mapped while the thresholds for major roads and major railways were 3 million and 30,000 vehicle passages respectively. In Ireland, Dublin City Council developed a noise map for Ireland's capital city. Results from the second phase of mapping estimated that approximately 385,000 people were exposed to road traffic noise levels in excess of 60 dB(A) L den within the agglomeration of Dublin [11] .
While the END mapping initiative has yielded certain real benefits, some doubt as to the accuracy of these maps and associated results remain [12] . As opposed to absolute accuracy in results, some argue that the real benefits of noise mapping are realised when viewed as a guidance tool for generating more effective noise policies, and not a prediction of total noise levels at every dwelling [13] . Thus, noise maps should be used as a strategic tool to control and manage environmental noise, coupled with robust recommendations for action [12] .
In some cases, noise maps are complemented by noise measurements taken on-site. One prominent example includes the SADMAM system in Madrid, Spain that produces fast and cheap measured noise maps that combine both long-term and short-term measure noise levels with a propagation model [14] . Today, a network of noise monitors can be deployed to assess the prevailing ambient noise across an entire city and results can be analysed to produce a noise variability map. This variability map should yield an indication of the noise variation within a city caused by the urban geometry or a landuse setting. In other words, such noise maps will provide an indication of the "prevailing ambient noise" which can be defined as the noise level in an area that is caused by the microenvironment of the area, regardless of the direct impact of the specific local source such as traffic. The intra-urban variability of the prevailing ambient noise has not yet been a much focus of the literature.
Modelling of overall noise in an area or traffic-related noise have been the prime focus of previous modelling approaches in the literature [15, 16] . The LandUse Regression (LUR) based noise maps have the potential to be an important tool for noise mapping [17] . THe LUR methodology combines monitored data at a number of locations in a regression model using predictor variables to explain the monitored data in relation to the predictor variables that are the characteristics of landuse around monitors. The characteristics of the landuse were measured consistently for all monitors providing same buffer or catchment sizes, usually in a shape of a circle having a consistent distance from the monitors. The model was initially developed for mapping of spatial variation of air pollution using annual data [18] and later extended to temporal variation using higher resolution of data [19, 20] . Only a few studies [17, [21] [22] [23] applied LUR based noise models, however the temporal variation in data and inclusion of meteorological variables were not assessed to date in the model development. The study was designed to conduct both noise mapping and closing the gaps in the literature.
Literature Review

LUR as a tool for Modelling
Various forms of noise models were available in the literature, such as noise source modelling and sound propagation algorithms [15] , Artificial Neural Networks [24] , regression models to explain the variation in the measured data or previously mapped noise data [25, 26] , etc. Researchers from China were pioneer in applying LUR to model urban noise mapping and predict the effects of future planning decisions on noise levels [17] . Dekoninck et al. [27] applied a noise based microscopic LUR model to predict instantaneous exposure to air pollution. Initially LUR based models have been used extensively to relate air pollution concentration to a variety of factors or predictors. The data were usually obtained through Geographic Information Systems [28] . Typical predictor variables applied to the LUR based models include demographic and land use factors [29] and meteorological conditions such as wind speed, wind direction and temperature [19, 30] . The base form of an LUR model is shown in Eq. (1) which is an additive form of the Multiple Linear Regression (MLR) model. The values of the predictor variables in the model are usually obtained using same buffer size typically from the geographical maps. In addition, absence/ presence of a variable, dummy variables, physical distance from the nearest source of the modelled variable to the monitors, and any form of variables applicable in a conventional statistical regression model is usually valid for LUR models. LUR is an empirical model and a buffer size depends on the context that is usually selected through trial and error method in the light of literature review. Using the same buffer size around all monitors while obtaining values for a predictor variable, enables an indication of a predictors effect on modelled data in relation to the area of influence to be captured. Error term (ϵ) is the unexplained relation-ship between the noise/pollution indicator and the predictor variables, while the coefficient of a predictor variable represents an ability to explain the modelled variable by that predictor variable in relation to the other predictors present in the model. Intercept in the model is a constant and usually represents an invariant background condition of a modelled variable [28] for an ideal LUR model. The primary benefit of LUR modelling is the empirical structure of the regression mapping, its relatively simple inputs and low cost [17] . Another key benefit of LUR modelling is its ability to visualise results on a mapping interface. The first LUR model for environmental noise was developed by [17] 
Here, Y = Noise indicator (modelled vairbale); A 0 = Intercept, An = Coefficient of the predictor variables; Xn = Predictor variables, such as Landuse/traffic/ meteorological variables, and ϵ =Error.
Goudreau et al. [23] developed an LUR model to explain the spatial variation of noise levels for both summer and winter in Montreal for an area covering approximately 500 km 2 . The noise data collected was for a two-week period at 87 stations in the summer and at 62 sites in the winter, at a two-minute time resolution. The noise variable modelled was L Aeq24hr , the daily average. In more recent research, Aguilera et al. [22] The application of LUR models to noise exposure has not been as widely explored as it was for the air pollution studies [17, 22] assessed a linear LUR model and nonlinear variation of the model for noise assessment. Ragettli et al. [21] developed linear LUR models based on noise data from seven weeks in two years from 204 sites. Aguilera et al. [22] assessed the impact of variation of the different GIS and local datasets on model performance. However, the continuous monitoring data for a longer period with temporal variation has not yet been assessed for model development. An assessment on the temporal resolution of data influencing model development was found useful for air pollution models [20] .
Predictors and factors affecting noise level
A number of noise variables were modelled in different studies which were the factors effecting noise level in an area. In LUR based models, traffic and vegetation predictors [21] , six landuse area types (three industrial types, commercial, residential and green-space) and road lengths of three road types: urban road, highway and railway [17] , 17 variables related to vegetation cover, roads, airport, industrial, commercial and residential land use zones [23] , transport related variables traffic load, truck flow, distance from roads [22] were assessed and modelled. However, a limitation may be noted on the omission of meteorological variables in the noise based LUR model development which will have an impact on noise levels [31] . To obtain the landuse data from GIS, various sizes of buffer zones according to the site characteristics were found relevant to the noise level in these studies. For instances, Goudreau et al. [23] applied buffer sizes of 50 m, 100 m, 150 m, 500 m and 750 m to capture the values of the variables around the monitors. The main source of environmental noise in urban areas is road traffic, and most noise prediction non-LUR models have been developed based on factors such as estimates of traffic volumes, vehicle types, the mean vehicle speed and the distance from the traffic lanes [1] . Ryu et al. [26] analysed indicators related to the urban form with road traffic noise, and found space and floor use, traffic related variables and industrial area are highly correlated. Zuo et al. [32] collected two rounds of repeated measurements in a city and found that traffic related noise variability was predominantly spatial in nature, rather than temporal, and factors affecting noise were related to traffic and industrial areas. Critical reviews of the various noise models available worldwide have been discussed [15, 16, 33] , and as highlighted, the impact of intra-urban variability on noise levels due to the local characteristics such as density of housing, road network, population, and commercial area, are often ignored in the development of a strategic noise map. This intra-urban variability contributes to overall ambient noise levels in an area, along with the local dominating sources (e.g. road traffic, rail traffic, industry, etc.) which can be captured by LUR based mod- [25] recently analysed road traffic noise sources using a regression analysis and found traffic and landuse are predominantly related, however no seasonal effect and meteorological variables except temperature were found to correlate with noise data. A repeated measurement of three times in a year may be too small to capture the temporal variation and impact of meteorological variables. In addition, averaging of the values of noise indicators often looses its temporal variability. Geraghty and O'Mahony [34] noted a large degree of statistically significant difference in between temporal scales for a noise indicator in Dublin using the same dataset of this study. In order to model the temporal variability and its impact on spatial variation, the resolution of noise indicators are needed to be kept at different temporal levels and modelled with (1) the explanatory variables at the same temporal level of noise indicator and (2) the explanatory variables of different higher resolutions than that of the noise indicator (however, the landuse variables may be static in both of the cases). This way the paper presents an application of prevailing ambient noise monitoring data to develop noise maps explaining its spatial variation in Dublin city.
Methodology
Study Area
The administrative area of 115 km 2 Table 1 in supporting information. The monitors were located within 4 m to 60 m from the nearest local road. Figure 1 shows major land uses near to the monitoring stations. Further details about the monitoring stations can be found in the DCC reports [31, 35] . The location of monitors has a large influence on LUR models. Hoek et al. [28] noted that the location of the monitor should be selected according to the purpose of the study, i.e. if the purpose of the study is to assess exposure of the people at residential, school or work address, monitoring should take place near the façade of the homes rather than at the kerbside. Thus, the models that were developed from monitoring data by DCC provided a good indication of the prevailing ambient noise.
Dons et al. [20] assessed different resolution of both air pollution data and predictor variables influencing model development. In the present study, a LUR model for noise assessment has been deployed and an evaluation of the different resolution of data available for development of a noise indicator was also assessed. Similar to Dons et al. [20] , this study was designed to develop various forms of the noise model at different resolutions to select the best model capable of explaining the noise variation in the study area.
Noise Data
These prevailing ambient noise level datasets of DCC were collected for a 1-year period in 2014 except, for the Mellows Park and Ballyfermot Road monitors. Mellows Park was commissioned in July for four months and the Ballyfermot Road monitor had data available for five months (Supplementary Table 1 ). Both the A and C weighted average level of noise data for 5 minutes samples were available. The 5 minutes samples for L Aeq data were converted logarithmically to hourly noise values and L night (23:00 -07:00); L day (07:00 to 19:00) and L evening (19:00 -23:00) were derived according to European Commission Directive 2002/49/EC [36] for all the days in 2014. The noise indicator L den (sound level for day, evening and night) was calculated daily using equation 2. Finally, L den for each month, for all the 13 monitoring stations, were calculated in order to minimise the temporal variation. L den at daily and monthly resolution and L Aeq at hourly resolution are presented in the supporting information ( Supplementary Figures 1, 2 and 3) . The data sets in the present study are temporally rich in comparison to the LUR based noise modelling mentioned earlier [17, [21] [22] [23] 37] . However, the number of the monitoring stations in relation to the area coverage is comparable to Xie et al. [17] or a LUR model for emission [38] .
Predictor variables
In the model development process, key predictor variables for environmental noise were investigated, including landuse, traffic and meteorological variables. Predictor variables representing different factors for the area surrounding the monitors were collected from various sources in GIS format. Different buffer zones (Circles of 30 m, 50 m, 80 m, 100 m, 300 m, 500 m and 1000 m radius) were established around each monitor following the conventional approach of LUR modelling, and values for predictor variables were determined using ArcGIS software: ArcMap 10.1 [39] . Road length data and the Annual Average Daily Traffic (AADT) data, divided into 24 hour format for a typical day, were obtained from the Traffic Noise & Air Quality Unit of DCC in GIS format. The National Transport model (NTpM) for Ireland developed by the Irish National Road Authority (NRA) was used to define heavy duty vehicle routes and its proportion in those routes. Variations of traffic between days of the week were estimated based on a daily factor [40] , however, correlation with noise variable was found poor and thus omitted from analysis. Land use GIS data sets were obtained from the European central database system [41] and OpenStreetMap [42] . Nearly 800 activity centres (non-residential buildings) were separated from the residential point source data using the sorting and reclassification process in ArcMap software. DCC reported that weather was also shown to have a major influence on sound measurements [31] . Very high winds and heavy rain led to high sound levels for a number of periods throughout the year. As such, Dublin meteorological data (rainfall, wind speed, etc.) were combined from both Phoenix Park and Dublin Airport stations operated by Met Éireann, in order to control for the effect of these meteorological variables on noise levels. It has to be noted that best practice in noise assessments would recommend to exclude from the analysis any noise data collected for wind speeds above 5 m/s for standard wind shields and for rainfall events (BS4142:2014 and ISO1996:2007). Three dummy variables seasons, days of a week and hours of a week were also considered to model the temporal effect on the outcome which may not explained by the resolution of the available predictors, e.g. variation of data at daily level may be lost if data is aggregated at the monthly level. A very large list of predictors for many buffer sizes were also considered, however, only variables that were considered for final models were presented in Supplementary Table 2 and 3.
Overview of Experiment Design
The primary aim of this research is to assess the spatial variation of the average noise level (L den ) in Dublin city using the available noise monitoring data and to investigate the impact of the temporal aspect of the data on the spatial variation of L den . L den is usually used as a measure of ambient noise or an indicator for overall annoy- hours for a typical day ance in an area, however, in this study we consider L den as the prevailing ambient noise at the location of the measuring monitors. Conventionally, L den is measured on an annual basis. In order to model the temporal variability, the resolution of L den , was kept on daily and monthly levels. Thus, a series of LUR models (Table 1) were developed for a number of timeframes (Hourly, Daily & Monthly) for L den . The series of the models were developed following a sequence where a best performed model was developed using the lowest resolution of the noise data (i.e. monthly). For this, data resolution of the predictors were kept close as much as possible to the noise data. Models were developed in order to capture temporal impact of the data and thus models were developed from monthly to hourly. The selected variables at the monthly stage were applied to the next level of the disaggregated data (i.e. daily) to develop another model. The next model developed was the best model at the daily resolution of the data. The same approach was applied at the hourly level where three models were developed using best selected variables at hourly level and using variables from best models from best daily and monthly models respectively. At hourly level, L den cannot be developed and thus, L Aeq data was modelled and averaging of model output data was carried out logarithmically to calculate L den . The models were termed as monthly M, daily D and hourly H model for the best models. While variables from Monthly M and Daily D models were applied in daily and then hourly resolution of data, models were termed as Dm, Hm and H d . From these series of models, best-performed models at each time frame was chosen based on their model fitting statistics to proceed further for validation and comparing their mapping ability of the intra-urban variation. For the selection of a final model, validation statistics from both K-fold and leaveone-out cross-validation (LOOCV) were compared against statistics from the sample data. In addition, a map developed from the final model was compared against maps from other best-performed models using the normalized root-mean-square error (NRMSE) technique. [17] . However, models were developed at three resolutions following data resolution impact study by Dons et al. [20] . The resolution of the noise data were monthly, daily and hourly as highlighted in the experimental design section. The predictors for each model were selected in relation to the different resolution of the noise data (Table 1) . To develop the LUR models, the forward selection procedure was applied where predictor variables with the highest simple correlation with the modelled noise variable were included step-by-step [43] . A number of predictors were found co-related with the noise level for different resolution of the data (Supplementary Table 4 ). However, due to multicollinearity, only a selected number of predictors were included in the models (Table 2) . At the end of each step, the variable influential factor (VIF) was checked to ensure no multicollinearity existed, and only statistically significant variables were retained in the models. The data were checked before the development of the model using scatter plots to ensure that there were no missing or unexpected values in the analysis. Normality tests for all the models were conducted to test the level of unbiased and homoscedastic relationship between residual and fitted values. In addition, the Cook's distance, which is a measure to check for outliers and influential variables, was also used in model evaluation [44, 45] . Spatial autocorrelation using Moran's I statistic was checked both for average noise levels [20] in sample data at the three temporal resolutions and residuals of all best models [20, [44] [45] [46] .
Model validation
The development and validation of the standard LUR models were performed using R statistical software [47, 48] . The model validation was carried out using the LOOCV technique and K-fold cross validation. In LOOCV method one monitor was left out of model development and the model developed was then used to predict the noise variation at the remaining monitor [49] . For n monitors, this process was repeated n times such that each monitor was excluded in turn from model development and was subsequently used to compare the model predictions with measured values. In each stage partially developed models were checked for stability of the coefficients. In the K-fold cross validation, one portion of data were left out from the analysis and validated against that data sub-set. This process was repeated for 10 times and model performance statistics were derived based on the average of the repeated analysis.
A comparison of model predictions and measured values was carried out using model performance statistics such as the coefficient of determination (R 2 ) and the RMSE. One model from each data resolution category has been chosen as a final model.
Mapping of L den
The best models can provide prediction at a given point in the study area if values are available for the required pre- "sample size; *insignificant, wrong directional effect of the coefficient; **insignificant dictor variables. In order to map the prediction of noise data, the final three models were applied on an equally spaced 47,000 points in the Dublin area. The values of the selected predictors were captured using the same approach applied in model development process. The models provide an estimation of noise indicators: L den for daily and monthly level and L Aeq for hourly level. Unlike prediction for daily L den and monthly L den models that provide one value for a point, hourly L Aeq model provides prediction for 24 hours which are required to added logarithmically to estimate L den value for one point. Thus, the hourly L Aeq model was applied on the selected points and converted to L den using MatLab software. Mapping was carried out using ArcMap software that was applied for data acquisition. Two NRMSE maps were produced normalizing the root-mean-square deviations to facilitate the comparison between two models using the Eq. (3). All the best models can be compared against each other; however, the bestperformed model from validation results was compared against other models.
Where, y = average of y (1,n) & y (2,n) ; y (1,n) and y (1,n) refer to the prediction of noise levels by model 1 and model 2 respectively in location n; n is the total sample number.
Results
LUR models
All the developed models were checked for normality test using Q-Q plot of the residuals against a theoretical normal distribution of the same number of observations. The result shows there are slight variation from normality (Supplementary Figure 4 ), however such deviation is not a concern for a large number of datasets [50] . In addition, Cook's distance showed few residuals have a larger distance than the overall residuals, which were regarded as influential variables (Supplementary Figure 4) . However, the values of the variables that produced distantly located residuals were accepted in the models, as those values found within their normal ranges. The statistics for Moran's I showed no evidence of a significant spatial autocorrelation for noise levels in the samples and model residuals (See supplementary Table 5 ). The models produced using the LUR techniques are shown in Table 3 . The monthly model M produced an R 2 of 53%. While the daily Model H yielded a slightly better R 2 of 57%. The hourly model H had the highest explanatory power of 59%. It was also noticeable that when the variables from the monthly model M were calibrated with daily resolution of the data (i.e. data that was used for developing model D), the explanatory power of the newly calibrated model -Dm -weakened. This was also the case when the optimum variables from monthly and daily models were calibrated using hourly dataset. Besides, these calibrated models (Dm, Hm, and H d ) also lost statistical significance of some variables and had counterintuitive directions sign of variable in the model. Dummy variables for the seasons and weeks were found to be correlated with L den , however, were replaced by other highly correlated variables in monthly M and daily D models. The aggregation of the data at monthly and daily level had some temporal variation which can be observed while dummy variables were assessed with the data, however, highly correlated variables that finally entered into the models in Table 2 were also able to explain that level of variation with some more additional variation in the data and thus, the dummy variables were excluded from the model development. 
Model validation results
The results of model cross-validation using the LOOCV and K-fold cross validation techniques are shown together with the performance of the models in predicting the measured data involved in their original development in Table 4 . Results show that K-fold cross validation produced similar R 2 as model fitting adjusted R 2 . The RMSE value was similar for monthly M and daily D models. However, while comparing the standard deviation (SD) of the data against RMSE value, the hourly model could explain more variation than that of the noise data applied in developing daily and monthly models. RMSE value of 4.5 is an estimator of the standard deviation from the hourly H model results, and a lower value than that of the standard deviation of the noise data (6.09) applied in developing model, showed a indication of better prediction performance of the model. The result of RMSE was compared against values in the literature in the discussion section in the light of the improvement in the explanation of the variation of data by comparing the SD of the mean against RMSE values. Figures 2 and 3 show the results of mapping process as typical graphical outputs for the predictions of the monthly and daily model respectively. The Monthly M and Daily D models were applied in the equally spaced 47,000 points in the Dublin area to produce the L den Maps. The predicted Figure 4 . The monthly model M produced graphical output in figure 2 that showed that the noisy areas are located in the centre of the city/map where non-residential areas and a higher number of heavy duty routes are located. In comparison to the Figure 3 produced using daily D model, the noisy area in the centre is markedly noticeable. The addition of road length, and ratio of the heavy-duty routes in the total road length indicates that the monthly models might provide an over estimation. Hourly H model in Figure 4 , on the other hand, produced apparently evenly spaced noise levels than other two maps using similar variables in addition to traffic volume data and including temporal effect by dummy variables. The Figure 4 also showed the average L den in the FSMs for a comparison with the model's prediction.
Mapping of L den
In addition, two NRMSE maps were produced in Figure 5 showing variance in the predictions of hourly model H against Monthly M and daily D models. The major difference can be noticeable for the area where minimum level of traffic related data were present. The minimum level for hourly H model started from 50 dB(A) whereas, other two models produced minimum level as 55dB(A). The second difference is that the variation in the prediction by Monthly M produced clustered differences while compared with the Hourly H model. Map 5a shows an increase in clustering compared to that of the map 5b.
Discussion
The LUR models that were developed for noise indicators showed a good spatial variability across Dublin city. Using the LUR approach, the predictor variables of hourly model H explained the variation in the observed dataset (as the adjusted R 2 was 59%), whereas the Daily D and Monthly M models showed slightly poorer performance in model fitting statistic. In previous studies, Ragettli et al. [21] reported adjusted R 2 of 0.68, 0.59, and 0.69 for L Aeq(24hour) , L night , and L den , respectively. Goudreau et al. [23] found an R 2 of 64% and 40% for summer and winter models using a similar approach. For three cities, Aguilera et al. [22] found model fitting R 2 of 0.66-0.87 for "GIS-only" models and [17] used LOOCV cross validation and compared result in different areas: urban sprawl area, urban central and urban Downtown. For the best models, Aguilera et al. [22] reported RMSE 2.5-3.76 while SD of the mean of the noise data were around 5.7 to 9.8. Goudreau et al. [23] reported RMSE 3.3 and 4.5 where SD of the mean were 5.1 and 5.4 respectively. Unlike Aguilera et al. [22] who applied very location specific predictor variables, this study provided SD and RMSE statistics (6.09 and 4.5 for the best hourly H model that is similar to Goudreau et al. [23] . It was revealed that the LOOCV & K-fold R 2 were better for the hourly H model, however, LOOCV R 2 were poorer for monthly M and daily D model. This was because, for some monitors, predicted values of the partially developed models were markedly different than that of the original values which affected the LOOCV R 2 . On the other hand, data from all the monitoring stations remained in the partially developed model as K-fold randomly selected data from the dataset. However, predictive performance for all the partially developed hourly H models was acceptable and yielded a better R 2 value (47%) in cross validation.
For this, the hourly H model has been considered as the best model developed under this study. This model also provided a better explanation of the variation of the data as the RMSE is higher than the standard deviation of the data. Another observation is that the models (Dm, H d & Hm) developed with the variables from monthly, M, and daily, D, model with high resolution of data did not perform well and this recalibration resulted in loss of statistical significance of the predictors. Certain predictor variables were found to have a counter-intuitive direction of the expected effect (i.e. proportion vs. inversely proportional). These findings were similar to the Dons et al. [20] who observed these effects while conducting an air pollution study using the LUR methodology.
Temporal variation represented by hours, days and seasons were found very influential for the hourly model, H. This finding is different from that of the of Wang et al. [25] . The dataset in this study may be the reason, which was temporally rich to capture the variation of the noise level. In addition, meteorological variables, which were not found correlated by [25] were also found, correlated in this study (e.g. wind and rain). This can be a result of both of the data and climatic condition. Zuo et al. [32] noted that noise variability was predominately spatial in nature than temporal, however, the modelling with hourly data shows that inclusion of the temporal effect in the model development can improve the accuracy of the noise prediction. The results are similar to the findings of Geraghty and O'Mahony [34] who reported a caution regarding the development of long term noise indicators (i.e. those usually applied in developing LUR) by avoiding the temporal variation of the data. This study thus reported that averaging out of temporal variation of noise data for spatial modelling may remove important information which can be used to enhance spatial LUR models if included.
Spatial variables that were applied in the study were static in nature and impacted differently on the noise level in the developed model such as the activity centres with in 1000 m buffer was found to have an impact of ambient noise level. However, road lengths (within 0-30 m and 0-80 m) were found as the most influential predictors in the models. This indicates the areas with high noise levels are located near roads. In Figures 2 to 4 , areas with high noise levels are located along the roads as similar to a deterministic model developed by DCC [35] . The DCC model was developed for the year of 2012 and inputs covered only traffic variables whereas the hourly, H, model reported here included season effect, meteorological variables and activity centre in addition to traffic variables. The best performing models at three levels of temporal resolution had different variables included, and the intra-urban variability or spatial pattern of L den is varying over space for three models. However, the magnitude of L den derived from the hourly model might have most spatial variation as can be seen from Figure 4 . The cross validation R 2 revealed that the hourly model explained most variation in the data and the reason may be observed from the areas located far from landuse variables in Figure 5 . Person correlation values against L den or L Aeq according to the buffer sizes for the variable that were mentioned in Table 2 . 
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