Abstract. We present a fast, simple location recognition and image localization method that leverages feature correspondence and geometry estimated from large Internet photo collections. Such recovered structure contains a significant amount of useful information about images and image features that is not available when considering images in isolation. For instance, we can predict which views will be the most common, which feature points in a scene are most reliable, and which features in the scene tend to co-occur in the same image. Based on this information, we devise an adaptive, prioritized algorithm for matching a representative set of SIFT features covering a large scene to a query image for efficient localization. Our approach is based on considering features in the scene database, and matching them to query image features, as opposed to more conventional methods that match image features to visual words or database features. We find this approach results in improved performance, due to the richer knowledge of characteristics of the database features compared to query image features. We present experiments on two large city-scale photo collections, showing that our algorithm compares favorably to image retrieval-style approaches to location recognition.
Introduction
In the past few years, the massive collections of imagery on the Internet have inspired a wave of work on location recognition-the problem of determining where a photo was taken by comparing it to a database of images of previously seen locations. Part of the recent excitement in this area is due to the vast number of images now at our disposal: imagine building a world-scale location recognition engine from all of the geotagged images from online photo collections, such as Flickr and street view databases from Google and Microsoft. Much of this recent work has posed the problem as that of image retrieval [1] [2] [3] [4] : given a query image to be recognized, find a set of similar images from a database using image descriptors or visual features (possibly with a geometric verification step), often building on bag-of-words techniques [5] [6] [7] [8] [9] . In many such approaches, the database images are largely treated as independent collections of features, and any structure between the images is ignored. In this paper we consider exploiting this potentially rich structure for use in location recognition.
For instance, recent work has shown that it is possible to automatically estimate correspondence information and reconstruct 3D geometry from large, unordered collections of Internet images of landmarks and cities [10, 3, 11] . Starting with such structure, rather than a collection of raw images, as a representation for location recognition and localization is promising for several reasons. First, the point cloud is a compact "summary" of the scene-it typically contains orders of magnitude fewer points than there are features in an image set, in part because each 3D point represents a cluster of related features, but also because many features extracted by algorithms like SIFT are noisy and not useful for matching. Second, for each reconstructed scene point we know the set of views in which a corresponding image feature was detected, and the size of this set is related to the "stability" of that point, i.e., how reliably it can be detected in an image, as well as how visible that scene feature is (e.g., a point on a tower might be more visible than other features, see Figure 1 ). We can also determine how correlated two points are-i.e., how often they are detected in the same images. Finally, when using Internet photo collections to build our database, the number of times a given scene point is viewed is also related to the "popularity" of nearby viewpoints-some parts of a scene may be photographed much more often than others [12] .
In this paper, we explore how these aspects of reconstructed photo collections can be used to improve location recognition. In particular, we use scene features (corresponding to reconstructed 3D points), rather than images, as matching primitives, revisiting nearest-neighbor feature matching for this task. While there is a history of matching individual features for recognition and localization [13] [14] [15] , we advocate reversing the usual process of matching. Typically, image features are matched to a database of features. Instead, we match database features to image features, motivated by the richer information available about scene features relative to query image features. Towards this end, we propose a new, prioritized feature matching algorithm that matches a subset of scene features to features in the query image, ordered by our estimate of how likely a scene feature is to be matched given our prior knowledge about the feature database, as well as which scene features have been successfully matched so far. This prioritized approach allows "common" views to be localized quickly, sometimes with just a few hundred nearest neighbor queries, even for large 3D models. In our experiments this approach also successfully localizes a higher proportion of images than approaches based on image retrieval. In addition, we show that compressing the model by keeping only a subset of representative points is beneficial in terms of both speed and accuracy. We demonstrate results on large Internet databases of city images.
Given the feature correspondences found using our algorithm, we estimate the exact pose of the camera. While this final step relies on an explicit 3D reconstruction, many of the ideas we present-e.g., finding stable features and prioritizing scene features for matching-only require knowledge of feature correspondences across the image database, and not 3D geometry per se. However, because we ultimately produce a camera pose, and because the global geometry imposes additional consistency constraints on the correspondences, we represent our scene with explicit geometry, and refer to our scene features as "points" and the collection of scene features as a "point cloud."
Related Work
Our work is most closely related to that of Irschara et al. [4] , which also uses SfM point clouds as the basis of a location recognition system. Our work differs from theirs in several key ways, however. First, while they use a point cloud to summarize a location, their recognition algorithm is still based on an initial image retrieval step using vocabulary trees. In their case, they generate a minimal set of "synthetic" images that covers the point cloud, and, given a new query image, use a vocabulary tree to retrieve similar images in this covering. In one sense, our approach is the dual of [4] : instead of selecting a set of images that cover the 3D points, we select a minimal set of 3D points that cover the images, and use these points themselves as the matching primitives. Second, while [4] uses images taken by a single person, we use city-scale image databases taken from the Internet. Such Internet databases differ from more structured datasets in that have much wider variation in appearance, and also reflect the inherent "popularity" of given views. Our approach is sensitive to and exploits both of these properties.
Our work is also related to the city-scale location recognition work of Schindler et al. [1] , who use stability of visual words, as well as their distinctiveness, as cues for building a recognition database. As with [4] , Schindler et al.use image retrieval as a basis for location recognition, and use a database of images taken a regular samples throughout a city.
Like [4] , [1] , and [15] , part of our approach involves reducing the amount of data used to represent locations, a theme which has been explored by other researchers as well. For instance, Ni et al. [16] use epitomes [17] as compact representations of locations created from videos of different scenes. Li et al. [3] use clustering to derive "iconic" images from large Internet photo collections, then localize query images by retrieving similar iconic images using bag-of-words or GIST descriptors [18] . Similarly, [19] builds a landmark recognition engine by selecting iconic images using a graph-based algorithm.
Finally, a number of researchers have applied more traditional recognition and machine learning techniques the problem of location recognition [2, 20, 21] . Others have made use of information from image sequences; while this is a common approach in the SLAM (Simultaneous Localization and Mapping) community, human travel priors have also been used to georegister personal photo collections [22] .
Building a Compact Model
Given a large collection of images of a specific area of interest (e.g., "Rome") downloaded from the Internet, we first reconstruct one or more 3D models using image matching and structure from motion (SfM) techniques. Our reconstruction system is based on the work of Agarwal et al. [23] ; we use a vocabulary tree to propose an initial set of matching image pairs, do detailed SIFT feature matching to find feature correspondences between images, then use SfM to reconstruct 3D geometry. Because Internet photos taken in cities tend to have high density near landmarks or other popular places, and low density elsewhere, a set of city photos often breaks up into several connected components (and a large number of "singleton" images that are not matched This feature, the face of a clock tower, is intuitively a highly visible one, and was successfully matched in 370 images (over 5% of the total database).
to any other photo-we remove these from consideration, as well as other very small connected components). For instance, the Rome dataset described in Section 5 consists of 69 large components. An example 3D reconstruction is shown in Figure 2 . Each reconstruction consists of a set of recovered camera locations, as well as a set of reconstructed 3D points, denoted P . For each point p ∈ P , we know the set of images in which p was successfully detected and matched during the feature matching process (and deemed to be a geometrically consistent detection during SfM). We also have a 128-byte SIFT descriptor for each detection (we will assign the mean descriptor to p). Given a new query image from the same scene, our goal is to find correspondences between these scene features and the query image, then determine the camera pose.
One property of Internet photo collections (and current SfM methods) is that there is a large variability in the number of times each scene feature is matched between images. While many scene points are matched in only two images, others might be successfully matched in hundreds. Consequently, not all scene features are equally useful when matching with a new query image. This suggests a first step of "compressing" the set of scene features by keeping only a subset of informative points, thus reducing the computational cost of matching and suppressing potential sources of confusion.
A naïve way to compress the model is to rank the scene features by "visibility" (by which we mean the number of images in which that point has been successfully detected and matched) and select a set from the top of this list. However, points selected in such way can (and usually do) have very uneven spatial distribution, with popular areas having a large number of points, and other areas having few or none.
Instead, we would like to choose a set of points that are both prominent and that cover the whole model. To this end, we pose the selection of points as a set covering problem, where the images in the model are the elements to be covered and each point is regarded as a set containing the images in which it is visible. In other words, we seek the smallest subset of P , such that each image is covered by at least one point in the subset. Given such a subset, we might expect that a query image drawn from the same distribution of views as the database images would-roughly speaking-match at least one point in the model. However, because feature matching is a noisy process, and because robust pose estimation requires more than one a single match, we instead require that the subset covers each image at least K times (e.g., where K = 100).
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Although computing the minimum set K-cover is NP-hard, a good approximation can be found using a greedy algorithm that always selects the point which covers the largest number of not-yet-fully covered images. Note that this is different from the covering problem in [4] , which aims to cover the points instead of the images. Our covering criterion is also related to the informative features used in Schindler et al. [1] , though our method is different; we choose features based on explicit correspondences from feature matching and SfM, and do not use a direct measure of feature distinctiveness.
For our problem, given our initial point set P , we compute two different K-covers: one for K = 5 but limited to 2,000 points (via early stopping of the greedy algorithm), denoted P s , and one for K = 100 (without an explicit limit on the number of points), denoted P c . Intuitively, P s forms an extremely compact "seed" description of the entire model that can be quickly swept through to find promising areas in which to focus the search for further feature matches, while P c is a more exhaustive representation that can be used for more accurate localization. We describe how our matching algorithm uses these sets in the next section.
In our experiments, the reduction of points from model compression is significant. For the Dubrovnik set, the point set was reduced from over 2 million in the full model to under 80,000 in the compressed model P c . Figure 1 shows the features corresponding to reconstructed 3D points in the full and the compressed Dubrovnik models that are visible in one particular image. The point clouds corresponding to the full and compressed models are shown in Figure 2 .
Registration and Localization
The ultimate goal of our system is to produce an accurate pose estimate of a query image, given a relevant image database. To register a query image to the 3D model using pose estimation, we need to first find a set of correspondences between scene features in the (compressed) model and image features in the query image. While many recent approaches initially pose this as an image retrieval problem, we reconsider an approach based purely on directly finding correspondences using nearest-neighbor feature matching. In our case, we represent each point in our model with the mean of the corresponding image feature descriptors. While the mean may not necessarily be representative of clusters of SIFT features that are large or multi-modal, it is a commonly used approach for creating compact representations (e.g. in k-means clustering) and we have found this simple approach to work well in practice (though better cluster representations is an interesting area for future work).
Given a set of SIFT descriptors in a query image (in what follows we refer to these as "features," for simplicity) and a set of SIFT descriptors representing the points in our model (we will refer to these descriptors as "points"), we consider two basic matching strategies:
-Feature-to-point matching, or F2P, where one takes each feature (in the query image), and finds the best matching point (in the database) and -Point-to-feature matching, or P2F, where one conversely matches points in the model to features in the query image.
At first glance, F2P matching seems like the natural choice, since we usually think of matching a query to a database-not vice versa-and even the compressed model is usually much larger than the set of features in a single image. However, P2F matching has the desirable property that we have a significant amount of information about how informative each database point is, and which database points are likely to appear together, while we do not necessarily have much prior information about the features in an image (other than low-level confidence measures provided by the feature detector). In fact, counter to intuition, we show that P2F matching can be made to find matches more quickly than F2P-especially for popular images-by choosing an intelligent priority ordering of the points in the database, such that we often only need to consider a relatively small subset of the model points before sufficient matches are found. We evaluate the empirical performance of F2P and P2F matching in Section 5.
For both matching strategies, we find potential matches using the approximate nearest neighbor search [24] . As in prior work, we found that the priority search algorithm worked well in pratice. We used a fixed search limit of 250 points per query; increasing the search limit did not lead to significantly better results in our experiments.
We use a modified version of the ratio test that is common in nearest neighbor matching to classify a match as true or false. For P2F matching, we use the usual ratio test: a match between a point p from the model and feature f from the query image is considered a true match if
is the distance between the corresponding SIFT descriptors, f is the second nearest neighbor of p among features in the query image, and λ is the threshold ratio (0.7 in our implementation). For F2P matching, we found that the analogous ratio test does not perform as well. We speculate that this might be because the number of points in the compressed model is larger (and hence denser) than the typical image feature set, and this increased density in SIFT space has an effect on the ratio test. Instead, given a feature f and its approximate nearest neighbor p in the model, we compute the second nearest neighbor f to p in the image, and threshold on the ratio dist(f,p) dist(f ,p) (note that this ratio could be ≥ 1). We found this test to perform better for F2P matching.
For P2F matching, we could find correspondences by applying the above procedure to every point in the compressed model. However, this would be very costly. We can do much better by prioritizing certain queries over others, as we describe next.
Prioritized Point-to-feature (P2F) Matching
As noted earlier, each point in the reconstructed 3D model is associated with the set of images in which it is successfully detected and matched ("visible"). Topologically, the model can be regarded as a bipartite graph (which we call the visibility graph) where each point and each image is a vertex, and where the edges encode the visibility relation. Based on this relation, we develop a matching algorithm guided by three heuristics:
1. Points with higher degree in the visibility graph should generally be considered before points with lower degree, since a highly visible point is intuitively more likely to be visible in a query image. Our matching algorithm thus maintains a priority for each point, initially equal to its degree in the visibility graph. 2. If two points are often visible in the same set of images, and one of them has been matched to some feature in the query image, then the other should be more likely to find a match as well. 3. The algorithm should be able to quickly "explore" the model before "exploiting" the first two heuristics, so as to avoid being trapped in some part that is irrelevant to the query image. To this end, a set of highly visible seed points (corresponding to P s in Section 3) are selected as a preprocess; these seed points are the basis for an initial exploratory round of matching (before moving on to the more exhaustive P c model). We limit the size of P s to 2,000 points, which is somewhat arbitrary but represents a balance between exploration and exploitation.
Our P2F matching algorithm matches model points to query features in priority order (using a priority queue), always choosing the point with the highest priority as the next candidate for matching. The priorities of all points are initially set to be proportional to their degrees in the visibility graph, i.e. d i = j V ij . The priorities of the "seed" points are further increased by a sufficiently large constant, so that all seed points rank above the rest. Whenever the algorithm finds a match to a point p that passes the ratio test, it increases the priority of related points, i.e., points seen in the same images as p. Thus, if the algorithm finds a true match, it can quickly home in on the correct part of the model and find additional true matches. If a true match is found early on (especially likely with a popular image), the image can be localized with a relatively small number of comparisons.
The matching algorithm terminates (successfully) once it has found a sufficient number of matches (given by a parameter N ), or (unsuccessfully) when it has tried to match more than 500N points. On success, the matches are passed onto the pose estimation routine. The abort criterion is based on our empirically observed "background" match rate of roughly 1/500, i.e., in expectation every one out 500 points will succeed the ratio test and be matched to some feature purely by chance (see also Section 5). Hence when 500N points have been tried, the rate of finding matches so far is 
, abort end while no higher than the background rate and hence a strong indication that the number of outlier matches will be very large and hence the image will most likely not be recognized by the model. The algorithm also depends on a second parameter ω, which is the trade-off between the static (first) heuristic and dynamic (second) heuristic. A higher value of ω makes the priority of a point depend more on how well nearby points (in the visibility graph) have been matched, and less on its inherent visibility (i.e. its degree); a zero value for ω, on the other hand, would disable dynamic priorities altogether. We set ω = 10, which heavily favors the dynamic priorities.
Our full algorithm for prioritized point-to-feature matching is given in Algorithm 1. We use a value N = 100, which appears to be sufficient for subsequent localization. In the case that the output M contains duplicates, i.e., multiple points are matched to the same feature, only the closest match (in terms of the distance between their SIFT descriptors) is kept.
Although the update of priorities that corresponds to the two nested inner loops of Algorithm 1 may seem to be a significant extra computational cost, these updates only occur when a match is found. The overhead is further reduced by updating the priorities only at fixed intervals, i.e., after every certain number of iterations (100 in our implementation). This also allows the algorithm to be conveniently parallelized or ported to a GPU, though we have not yet implemented these enhancements.
Feature-to-point (F2P) Matching
For feature-to-point (F2P) matching, it is not clear if any ordering of image features is better than another. Therefore all features in the query image are considered for matching. In our experiments, we find that not considering all features always decreases the registration performance of F2P matching in our experiments.
Camera Pose Estimation
If the matching algorithm terminates successfully, then the set of matches M links 2D features in the query image directly to 3D points in the model. These matches are fed into our pose estimation routine. We use the 6-point DLT approach to solve for the projection matrix of the query camera, followed by a local bundle adjustment to refine the pose.
Experiments
We evaluated the performance of our method on three different image collections. Two of the models, Dubrovnik and Rome, were built from Internet photos retrieved from Flickr; the third, Vienna, was built from photos taken by a single calibrated camera (the same dataset used in [4] ). Figure 2 shows part of the reconstructed 3D model for Dubrovnik. For each dataset, the number of registered images was in the thousands, and the number of 3D points in the full model in the millions; statistics are shown in Table 1 . In order to obtain relevant test images (i.e. images that can be registered) for Dubrovnik and Rome, we first built initial models using all available images. A random subset of the images that were accepted by the 3D reconstruction process was then removed from these initial models and withheld as test images. This was done by removing their contribution to the SIFT descriptors of any points they see, as well as deleting any points that are no longer visible in at least two images. The resulting model no longer has any information about the test images, while we can still use the initial camera poses as "ground truth." For Dubrovnik and Rome, we also included the relevant test images of the other data set as negative examples. In all our experiments no irrelevant images were falsely registered. For Vienna, the set of test images are the same Internet photos as used in [4] (these images were not used in building the model). In all cases, the test images are downsampled to a maximum of 1600 pixels in both width and height. The Vienna data set is different from Dubrovnik and Rome in that it is taken by the same camera over a short period of time, and is much more controlled, uniformly sampled, and homogeneous in appearance. Thus, it does not necessarily generalize as well to diverse query images, such as the Internet photos used in the test set (e.g, the stability of a point in the model may not necessarily be a good predictor of its stability in an arbitrary query image). Indeed, we found that using a model compressed with K = 100 for this collection was not adequate, likely because a covering for each image in the model may not also cover a wide variety of images with different appearance. Hence we used a larger covering (K = 1000) for this data set. Other than this, all parameters of the our algorithm are the same throughout the experiments.
As an extra validation step, we also created a second model for Vienna in the same way as we did for Dubrovnik and Rome, first building an initial model including all images, then removing the test images. We found that the model created in this way performed no better than the one built without ever involving the test images. This suggests that our evaluation methodology for Dubrovnik and Rome does not favorably bias the the results.
For each dataset, we evaluated the performance of localization and pose estimation using a number of algorithms. These include our proposed method and several of its variants, as well as a vocabulary tree-based image retrieval approach [6] . For each experiment, we accept a pose estimate as successful if at least twelve inliers to a recovered pose are found (we also discuss localization accuracy below). As in [4] , we did not find false positives at this inlier rate (though some cameras had high localization error due to poor conditioning). The results of our experiments are shown in Table 2 -4. For matching strategies, "F2P" and "P2F" denote feature-to-point and point-to-feature, respectively, as described in Section 4. In "Combined", we use P2F first and, if pose estimation fails, rerun with F2P. The other three variants are simply stripped-down versions of P2F (Algorithm 1), with no seed points ("seedless"), with no dynamic prioritization ("static"), or with neither ("basic"). These are included to show how much performance is gained through each enhancement. For Dubrovnik and Rome, the results for the vocabulary tree approach are obtained using our own implementation, using a tree of depth five and branching factor ten (i.e., with 100,000 leaf nodes). For each query image, we retrieve the top 10 images from the vocabulary tree, then perform detailed SIFT matching between the query and candidate image (similar to [4] , but using actual images). We tested two variants, one in which all image features are used, and one using only features which correspond to points in the 3D model. When sufficient matches are found, we estimate the pose of the query camera given these matches.
All times for our implementation are based on running a single-threaded process on a 2.8GHz Xeon processor. For P2F matching, we show the average number of nearestneighbor queries as well as running time for both images that are registered and those that fail to register. For F2P, however, these numbers are essentially the same for both cases since we exhaustively match image features to the model.
The results in the tables show that our point matching approach achieves significantly higher registration rates (without false positives) than the state of the art in 3D location recognition [4] , as well as the vocabulary tree variants we tried. Among various matching strategies, the P2F approach (Algorithm 1) performs significantly better than its F2P counterpart. In some cases the results can be further improved by combining both together, at the expense of extra computation time. Although one might think the P2F would be slower than F2P (since there are generally more 3D points in the model than features per image), this turns not to be the case. The experiments show that utilizing the extra information associated with the points makes P2F both faster and more accurate than F2P. The P2F variants that lack either dynamic priorities or seeding points, or both, perform much worse than the full algorithm, which illustrates the importance of these enhancements. Moreover, the compressed models generally perform at least as well as, if not better than, the full models, while being on average an order of a magnitude smaller in size. Hence they are able to save storage space and computation time without sacrificing accuracy. For the vocabulary tree approach, the two variants we tested are comparable, though using all image features gave somewhat better performance than using just the features corresponding to 3D points in our tests. One further property of the P2F method is that when it recognizes an image (i.e. is able to register it), it does so very quickly-much more quickly than in the case when the image is not recognized-since if a true match is found among the seed points, the algorithm generally only needs to consider a small subset of points. This resembles the ability of humans to quickly recognize a familiar place, while deciding that a place is unknown can take longer. Note that even in the case where the image is not recognized, our methods is still comparable in speed to the vocabulary tree based approach in terms of equivalent CPU time, although vocabulary tree methods can be made much faster by utilizing the GPU; [4] reports that a GPU implementation sped up their algorithm by a factor of 15-20. Our point matching approach is also amenable to GPU techniques.
Localization Accuracy
To evaluate localization accuracy we geo-registered the initial model for Dubrovnik so that each image receives a camera location in real-world coordinates, which we treat as noisy ground truth. The estimated camera location of each registered image is then compared with this ground truth, and the localization error is simply the distance between the two locations. For our results, this error had a mean of 18.3m, a median of 9.3m, and quartiles of 7.5m and 13.4m. While 87 percent of the images have errors below the mean, a small number were rather far off (up to around 400m in the worst case). This is most likely due to errors in estimated focal lengths (most likely for both the test image and the model itself), to which location estimates are very sensitive.
Summary and Discussions
We have demonstrated a prioritized feature matching algorithm for location recognition that leverages the significant amount of information that can be estimated about scene features using image matching and SfM techniques on large, heterogeneous photo collections. In contrast to prior work, we use points, rather than images, as a matching primitive, based on the idea that even a small number of point matches can convey very useful information about location.
Our system is also able to utilize other cues as well. While we primarily consider the visibility of a point when evaluating its relevance, another important cue is its distinctiveness, i.e., how well it can predict a single location (a feature on a stop sign, for instance, would not be distinctive). While we did not observe problems due to repetitive features spread around a city model, one future direction would be to incorporate distinctiveness into our model (as in [15] and [1] ).
Our system is designed for Internet photo collections. While these collections are useful as predictors of the distribution of query photos, they typically do not cover entire cities. Hence many possible viewpoints may not be recognized. It will be interesting to augment such collections with more uniformly sampled photos, such as those on Google Street View or Microsoft Bing Maps.
Finally, while we found that our system works well on city-scale models built from Internet photos, one question is how well it scales to the entire world. Are there features in the world that are stable and distinctive enough to predict a single location unambiguously? How many seed points do we need to ensure good coverage, at least of the popular areas around the globe? Answering such questions will reveal interesting information about the regularity (or lack thereof) of our world.
