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Abstract
Several types of stochastic equations are important in thermodynamics, chem-
istry, evolutionary biology, population dynamics and quantitative social science.
For systems with pair interactions four different types of equations are derived,
starting from a master equation for the state space: First, general mean value and
(co)variance equations. Second, Boltzmann-like equations. Third, a master equa-
tion for the configuration space allowing transition rates which depend on the occu-
pation numbers of the states. Fourth, a Fokker-Planck equation and a “Boltz-
mann-Fokker-Planck equation”. The interrelations of these equations and the
conditions for their validity are worked out clearly. A procedure for a selfconsis-
tent solution of the nonlinear equations is proposed. Generalizations to interactions
between an arbitrary number of systems are discussed.
1 Introduction
Stochastic equations have shown to be a useful tool in all fields of science, where fluc-
tuations are involved. Many applications can e.g. be found in chemical kinetics [1], laser
theory [2] and biological systems [3], but they also become increasingly important in
quantitative social science [4, 5, 6, 7, 8, 9, 10, 11]. Without stochastic models certain
phenomena like phase transitions could not be correctly understood [12, 13, 14].
Most often, problems involving fluctuations are handled by master equations, Fokker-
Planck equations or Boltzmann equations. There are essentially three ways of arriving
at these equations:
• A system is influenced by external fluctuations: In this case, a stochastic differential
equation (or Langevin equation) would be set up, which can be transformed to a
Fokker-Planck equation [15, 16].
• A system consists of a huge number of subsystems: If the entire system behaves
conservative, it would be described classically by a Liouville equation or quantum
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mechanically by a von Neumann equation. Both equations can be contracted to
a (generalized) master equation [17, 18, 19, 20, 21, 22, 23, 24, 25] (which becomes
an ordinary master equation in the Markovian limit [35]) or to a Boltzmann
equation [26, 27, 28, 29, 30, 31, 32, 33, 34]. The master equation and theBoltzmann
equation contain a few relevant (macroscopic) variables only, and handle the huge
remaining number of irrelevant variables as internal fluctuations.
• The state of a system changes to one of several others with a certain probability which
depends on the actual state (Markov property): This kind of situation would be
modelled by a Chapman-Kolmogorov equation, which can be transformed to a
master equation [36].
In the following sections the interrelations of master, Fokker-Planck and Boltzmann
equations shall be discussed (similar considerations can be made for generalized master
equations [37], generalized Fokker-Planck equations [37] and generalized Boltzmann
equations [33]): Starting from the master equation for the state space (sect. 2), the Boltz-
mann equation results in the case of a factorization of the pair distribution function (sect.
2.2), whereas the Fokker-Planck equation follows by a second order Taylor expan-
sion (sect. 3). In addition, a “Boltzmann-Fokker-Planck equation” is derived (sect.
3.1), which can be either obtained from the Fokker-Planck equation by a factorization
of the pair distribution function or from the Boltzmann equation by a second order Tay-
lor expansion. The nonlinear dependence of this equation on the probability distribution
calls for a selfconsistent method of solution (sect. 3.2).
Having formulated a master equation for the state space, the same can be done for the
configuration space (occupation numbers’ space) (sect. 2.4). The mean value equation of
the configurational master equation is equivalent to the Boltzmann equation, if simul-
taneous interactions of more than two systems are neglected (sect. 2.4). The Boltzmann
equation is applicable only during a certain time interval in which the (co)variances are
small (sect. 2.4). However, the mean value equation can be corrected by methods, which
are also suitable for calculating the effects of higher order interactions (sect. 2.5).
2 The master equation
Ensembles of statistically behaving systems can often be described by a master equation
[36, 38, 39]
d
dt
P ( ~X, t) =
∫
dlX ′
[
w( ~X, ~X ′; t)P ( ~X ′, t)− w( ~X ′, ~X; t)P ( ~X, t)
]
(1)
with
0 ≤ P ( ~X, t) and
∫
dlX P ( ~X, t) = 1 . (2)
P ( ~X, t) is the probability of the ensemble to be at time t in a state ~X = (x1, . . . , xl), if
a transition from state ~X to ~X ′ occurs with probability w( ~X ′, ~X ; t) per time unit. The
entire state
~X = (~x1; . . . ; ~xα; . . . ; ~xN )
= (x11, . . . , x1n; . . . ; xα1, . . . , xαn; . . . ; xN1, . . . , xNn)
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is combined of the states ~xα = (xα1, . . . , xαi, . . . , xαn) of the ensemble’s N individual
systems (l = n ·N).
A typical example for the application of (1) is a chemical reaction [1, 39, 40, 41, 42, 43,
44, 45]
B + C ⇀↽ BC , (3)
where ~xα could, for example, indicate, if atom α is bound or free. We would have a discrete
state space with n = 1 then, and the integrals in (1), (2) could be replaced by sums:
d
dt
P ( ~X, t) =
∑
~X′
[
w( ~X, ~X ′; t)P ( ~X ′, t)− w( ~X ′, ~X; t)P ( ~X, t)
]
,
∑
~X
P ( ~X, t) = 1 .
Methods for solving master equations are discussed in [46, 47, 48, 23, 49, 50, 51, 52, 53,
39, 54, 55].
2.1 Mean value equations (Macroscopic equations)
Usually, one is mainly interested in the time evolution of the mean value
〈f〉 :=
∫
dlX f( ~X, t)P ( ~X, t)
of f( ~X, t) = xαi. This is given by [39]
d〈xαi〉
dt
=
∫
dlX xαi
dP ( ~X, t)
dt
=
∫
dlX
∫
dlX ′
[
xαiw( ~X, ~X
′; t)P ( ~X ′, t)− xαiw( ~X
′, ~X ; t)P ( ~X, t)
]
=
∫
dlX
∫
dlX ′ (x′αi − xαi)w(
~X ′, ~X ; t)P ( ~X, t)
=
∫
dlX mαi( ~X, t)P ( ~X, t)
= 〈mαi( ~X, t)〉 (4)
with the first jump moments [39]
mαi( ~X, t) :=
∫
dlX ′∆x′αiw(
~X ′, ~X; t) (∆x′αi := x
′
αi − xαi) . (5)
In the derivation of (4) we have exchanged the order of ~X and ~X ′.
If the probability distribution P ( ~X, t) has only small (co)variances, we find in first order
Taylor approximation the relation [39]
d〈xαi〉
dt
≈
〈
mαi(〈 ~X〉, t) +
∑
βj
(xβj − 〈xβj〉)
∂mαi(〈 ~X〉, t)
∂〈xβj〉
〉
= mαi(〈 ~X〉, t) . (6)
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In many cases, the initial state ~X0 at a time t0 is known by measurement or preparation,
i.e. the initial distribution is
P ( ~X, t0) = δ( ~X − ~X0)
with the Dirac delta function δ(.). As a consequence, the (co)variances
σαiβj :=
〈
(xαi − 〈xαi〉)(xβj − 〈xβj〉)
〉
= 〈xαixβj〉 − 〈xαi〉〈xβj〉
vanish at time t0 and remain small during a certain time interval. Proceeding as above,
the equations
dσαiβj
dt
= 〈mαiβj( ~X, t)〉+
〈
(xαi − 〈xαi〉)mβj( ~X, t)
〉
+
〈
(xβj − 〈xβj〉)mαi( ~X, t)
〉
(7)
for the temporal development of the (co)variances are found [39], where
mαiβj( ~X, t) :=
∫
dlX ′∆x′αi∆x
′
βjw(
~X ′, ~X ; t) (8)
are the second jump moments. The (co)variance equations (7) have, in first order Taylor
approximation〈
(xαi − 〈xαi〉)f( ~X, t)
〉
≈
〈
(xαi − 〈xαi〉)f(〈 ~X〉, t) + (xαi − 〈xαi〉)
∑
γ,k
(xγk − 〈xγk〉)
∂f(〈 ~X〉, t)
∂〈xγk〉
〉
=
∑
γ,k
σαiγk
∂f(〈 ~X〉, t)
∂〈xγk〉
,
the form [39]
dσαiβj
dt
≈ mαiβj(〈 ~X〉, t) +
∑
γ,k
σαiγk ∂mβj(〈 ~X〉, t)
∂〈xγk〉
+ σβjγk
∂mαi(〈 ~X〉, t)
∂〈xγk〉
 . (9)
(Since equations (4) and (7) are no closed equations, they can only be approximately
solved.)
2.2 Boltzmann-like equations
The probability distribution P ( ~X, t) rather than the mean value equations should be
calculated, if the (co)variances are not negligible. Since the number N of systems is usually
tremendous, (1) can be solved neither exactly nor by computer simulations. In order to
find a suitable simplification of (1), let us introduce the vectors
~Xα := (~0; . . . ;~0; ~xα;~0; . . . ;~0) ,
~Xα1...αk :=
k∑
i=1
~Xαi ,
4
and let us decompose the transition rates
w(~Y ; ~X; t) =
N∑
k=1
∑
α1<...<αk
wα1...αk
(
~Y α1...αk ; ~Xα1...αk ; t
)
=
N∑
k=1
1
k!
∑
α1,...,αk
wα1...αk
(
~Y α1...αk ; ~Xα1...αk ; t
)
(10)
into terms
wα1...αk
(
~Y α1...αk ; ~Xα1...αk ; t
)
which describe the interactions between exactly k systems. Consequently, we have to set
wα1...αk ≡ 0, if two indices αi, αj agree.
For most of the chemical reactions and many other cases the terms with k ≤ 2 are the
only important ones, because simultaneous interactions between three or more systems
are rare. Therefore, the terms with k > 2 shall be neglected in the following, but a
generalization to an arbitrary number of simultaneously interacting systems is possible
(see sect. 2.5) [27, 28, 56, 57, 58]. The master equation (1) has then the form
dP ( ~X, t)
dt
=
∑
β
∫
dlY
[
wβ( ~X
β; ~Y β; t)P (~Y , t)− wβ(~Y
β; ~Xβ; t)P ( ~X, t)
]
+
1
2
∑
β,γ
∫
dlY
[
wβγ( ~X
βγ; ~Y βγ ; t)P (~Y , t)− wβγ(~Y
βγ ; ~Xβγ, t)P ( ~X, t)
]
. (11)
Let us use ∫
dnxβ Pα1...β...αk (~xα1 ; . . . ; ~xβ; . . . ; ~xαk ; t) = Pα1...αk (~xα1 ; . . . ; ~xαk ; t) (12)
with
P
1...N
(~x1; . . . ; ~xN ; t) ≡ P (~x1; . . . ; ~xN ; t) ,
and assume the factorization
Pαβ(~xα; ~xβ; t) ≈ Pα(~xα, t)Pβ(~xβ , t) (13)
of the pair distribution Pαβ(~xα; ~xβ; t). Integration of (11) over all variables ~xβ with β 6= α
leads to [59, 32]
d
dt
Pα(~xα, t) =
∫
dnyα
[
wα(~xα, ~yα; t)Pα(~yα, t)− wα(~yα, ~xα; t)Pα(~xα, t)
]
+
∫
dnyα
∑
β
∫
dnyβ
∫
dnxβ wαβ(~xα, ~xβ; ~yα, ~yβ; t)Pβ(~yβ, t)
Pα(~yα, t)
−
∑
β
∫
dnyβ
∫
dnxβ wαβ(~yα, ~yβ; ~xα, ~xβ; t)Pβ(~xβ , t)
Pα(~xα, t)
 (14)
with ∫
dnxα Pα(~xα, t) = 1 , (15)
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where the conventions
wα(~yα, ~xα; t) ≡ wα(~Y
α; ~Xα; t) ,
wαβ(~yα, ~yβ; ~xα, ~xβ; t) ≡ wαβ(~Y
αβ ; ~Xαβ; t)
have been used. The second and third terms of (14) are similar to those of the Boltz-
mann equation [59, 60, 39]. wα(~yα, ~xα; t) describes transitions of system α from state ~xα
to state ~yα occuring spontaneously or being induced by external influences.
wαβ(~yα, ~yβ; ~xα, ~xβ ; t) represents interactions between two systems α and β changing their
states from ~xα resp. ~xβ to ~yα resp. ~yβ. More clearly arranged, (14) can be written in the
form
d
dt
Pα(~x, t) =
∫
dnx′
[
wα(~x, ~x′; t)Pα(~x
′, t)− wα(~x′, ~x; t)Pα(~x, t)
]
(16)
with the effective transition rates
wα(~x′, ~x; t) := wα(~x
′, ~x; t) +
∑
β
∫
dny′
∫
dny wαβ(~x
′, ~y′; ~x, ~y; t)Pβ(~y, t) . (17)
The factorization (13) is valid, if each two systems α and β are statistically independent.
This is approximately the case in the limit of weak interactions (wαβ ≈ 0) or, if correlations
between systems α and β due to pair interactions are soon destroyed, e.g. by external
influences (see also (33)). Equation (13) is called the assumption of molecular chaos [61].
Without this assumption, equation (14) would contain the unknown pair distribution
Pαβ(~xα, ~xβ , t). However, there are methods of calculating corrections, if the factorization
(13) is not valid [27, 62] (see sect. 2.5).
2.3 Types of interaction
Normally, the huge number N of systems α can be divided into A types (resp. sets)
a which can be characterized by a special kind of interaction. In example (3), one type
would consist of molecules B and a second type of molecules C. Let Na denote the number
of systems α ∈ a (i.e. of type a). This implies
A∑
a=1
Na = N .
If we assume systems α ∈ a of the same type a to be indistinguishable, we have
Pα ≡ Pa if α ∈ a ,
wα ≡ w˜a if α ∈ a ,
wαβ ≡
{
w˜ab if α 6= β, α ∈ a, β ∈ b
0 if α = β ,
where w˜.. are individual transition rates. We may now introduce the abbreviations
wa := w˜a ,
wab :=
{
Nb · w˜ab if b 6= a
(Na − 1) · w˜ab if b = a .
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Then, from (16), (17), (15) we get
d
dt
Pa(~x, t) =
∫
dnx′
[
wa(~x, ~x′; t)Pa(~x
′, t)− wa(~x′, ~x; t)Pa(~x, t)
]
(18)
with the effective transition rates
wa(~x′, ~x; t) := wa(~x
′, ~x; t) +
∑
b
∫
dny′
∫
dny wab(~x
′, ~y′; ~x, ~y; t)Pb(~y, t) (19)
and ∫
dnxPa(~x, t) = 1 .
In equations (18), (19) the number of variables has been drastically reduced (if A ≪ N
resp. Na ≫ 1). As a consequence, (18), (19) are tractable with analytical or computer
methods. Especially, for A = 1, w1 ≡ 0,∫
d6x′
∫
d6y′w11(~x
′, ~y′; ~x, ~y) =
∫
d6x′
∫
d6y′w11(~x, ~y; ~x
′, ~y′)
and
~x := (~r, ~v) ,
we obtain the ordinary Boltzmann equation for gases [63, 60], where ~r denotes the place
and ~v the velocity of a particle. A recursive method for solving this special case has been
given by Chapman [64, 65] and Enskog [66].
2.4 The configuration and its temporal development
In many cases, we are not interested in the states ~xα of the single systems α, but in the
number na~x of systems of type a being in state ~x (e.g. the number of molecules of type
B being bound). Let us assume that there is only a finite number S of possible states
~x ∈ {~x1, . . . , ~xS} (although analogous considerations can be made for a continuum of
states ~x). Then, the vector
~n := (n1~x1, . . . , n
1
~xS
; . . . ;nA~x1 , . . . , n
A
~xS
) = (~n1; . . . ;~nA)
of occupation numbers na~x shall be called the configuration of the ensemble of systems.
The configuration space consists of all vectors ~n obeying the relations
∑
~x
na~x ≡
S∑
s=1
na~xs = Na .
If we neglect pair interactions for a moment (i.e. if we only take terms of order k = 1,
wab ≡ 0), we can assume the individual systems to be statistically independent from each
other. The probability distribution of the configurations ~n will then be
P (~n, t) =
A∏
a=1
P a(~na, t) (20)
7
with the multinomial distribution [67]
P a(~na, t) ≡ P a(na~x1, . . . , n
a
~xS
; t) =
Na!
na~x1 ! · . . . · n
a
~xS
!
Pa(~x1, t)
na
~x1 · . . . · Pa(~xS, t)
na
~xS . (21)
By differentiation of (20), (21) and use of (18), we obtain for the temporal change of
P (~n, t) the master equation
d
dt
P (~n, t) =
∑
~n′
[
w(~n, ~n′; t)P (~n′, t)− w(~n′, ~n; t)P (~n, t)
]
(22)
with
0 ≤ P (~n, t) ,
∑
~n
P (~n, t) = 1
and
w(~n′, ~n; t) =
{
na~xw˜a(~y, ~x; t) if ~n
′ = ~na~y~x
0 else ,
(23)
~na~y~x := (n
1
~x1
, . . . , n1~xS ; . . . ;n
a
~x1
, . . . , (na~y + 1), . . . , (n
a
~x − 1), . . . , n
a
~xS
; . . . ;nA~x1, . . . , n
A
~xS
) .
According to this, the configurational transition rate na~xw˜a(~y, ~x; t) = n
a
~xwa(~y, ~x; t) is pro-
portional to the number na~x of systems which can change the state ~x and proportional to
the individual transition rate w˜a(~y, ~x; t).
The equations for the mean values
〈f〉 :=
∑
~n
f(~n, t)P (~n, t)
of f(~n, t) = na~x can be obtained from (4) and the first jump moments
ma~x(~n, t) =
∑
~n′
(∆~n′)a~xw(~n
′, ~n; t)
=
∑
~y,~y′,b
(∆~nb~y~y′)
a
~xw(~n
b
~y~y′ , ~n; t)
=
∑
~y
[
na~ywa(~x, ~y; t)− n
a
~xwa(~y, ~x; t)
]
. (24)
(Here, (~n)a~x denotes the component n
a
~x of ~n.) After substitution of ~y by ~x
′, the mean value
equations of (22), (23) have the explicit form
d
dt
〈na~x〉 = 〈m
a
~x(~n, t)〉 =
∑
~x′
[
wa(~x, ~x
′; t)〈na~x′〉 − wa(~x
′, ~x; t)〈na~x〉
]
. (25)
Therefore, the equations governing the temporal change of the expected fractions 〈na~x〉/Na
agree with (18), and we have:
〈na~x〉
Na
= Pa(~x, t) . (26)
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Pair interactions
In order to take pair interactions into account, we apply the method of section 2.2. The
master equation (22) then reads
d
dt
P (~n, t) =
∑
a,~x,a′,~x′
[
w(~n;~na
′
~x′
a
~x; t)P (~n
a′
~x′
a
~x, t)− w(~n
a′
~x′
a
~x;~n; t)P (~n, t)
]
+
1
2
∑
a,~x,a′,~x′
∑
b,~y,b′,~y′
[
w(~n;~na
′
~x′
b′
~y′
a
~x
b
~y; t)P (~n
a′
~x′
b′
~y′
a
~x
b
~y, t)
−w(~na
′
~x′
b′
~y′
a
~x
b
~y;~n; t)P (~n, t)
]
(27)
with
~na
′
~x′
a
~x := (. . . , (n
a′
~x′ + 1), . . . , (n
a
~x − 1), . . .) ,
~na
′
~x′
b′
~y′
a
~x
b
~y := (. . . , (n
a′
~x′ + 1), . . . , (n
a
~x − 1), . . . , (n
b′
~y′ + 1), . . . , (n
b
~y − 1), . . .) .
Usually, the transition rates will depend on the changing occupation numbers only, which
results in
d
dt
P (~n, t) =
∑
a,~x,a′,~x′
[
wa~x
a′
~x′(n
a
~x − 1, n
a′
~x′ + 1; t)P (~n
a′
~x′
a
~x, t)− w
a′
~x′
a
~x(n
a′
~x′ , n
a
~x; t)P (~n, t)
]
+
1
2
∑
a,~x,a′,~x′
∑
b,~y,b′,~y′
[
wa~x
b
~y
a′
~x′
b′
~y′(n
a
~x − 1, n
b
~y − 1;n
a′
~x′ + 1, n
b′
~y′ + 1; t)P (~n
a′
~x′
b′
~y′
a
~x
b
~y, t)
−wa
′
~x′
b′
~y′
a
~x
b
~y(n
a′
~x′, n
b′
~y′ ;n
a
~x, n
b
~y; t)P (~n, t)
]
analogous to (11). Let us in the following consider the special case
wa
′
~x′
a
~x(n
a′
~x′, n
a
~x; t) := n
a
~xw˜a(~x
′, ~x; t)δaa′
= na~xwa(~x
′, ~x; t)δaa′ ,
wa
′
~x′
b′
~y′
a
~x
b
~y(n
a′
~x′, n
b′
~y′ ;n
a
~x, n
b
~y; t) := n
a
~xn
b
~yw˜ab(~x
′, ~y′; ~x, ~y; t)δaa′δbb′
Na≫1
≈ na~x
nb~y
Nb
wab(~x
′, ~y′; ~x, ~y; t)δaa′δbb′ ,
that means
w(~n′, ~n; t) =

na~xw˜a(~x
′, ~x; t) if ~n′ = ~na~x′
a
~x
na~xn
b
~yw˜ab(~x
′, ~y′; ~x, ~y; t) if ~n′ = ~na~x′
b
~y′
a
~x
b
~y
0 else
(28)
(where δaa′ denotes the Kronecker function). The configurational transition rates are
proportional to the individual transition rates w˜a resp. w˜ab and proportional to the num-
bers na~x of systems which can change the state ~x resp. to the numbers n
a
~xn
b
~y of possible pair
interactions between states ~x and ~y. Therefore, if ~n′ = ~na~x′
a
~y′
a
~x
a
~x, n
a
~xn
a
~xw˜aa(~x
′, ~y′; ~x, ~x; t) has
to be replaced by na~x(n
a
~x − 1)w˜aa(~x
′, ~y′; ~x, ~x; t) in order to exclude self-interactions again.
However, (28) is approximately valid, if na~x ≫ 1 for all configurations ~n, where P (~n, t) can-
not be neglected. For simplicity, the validity of this assumption will be also presupposed
in the following sections.
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Mean value equations (Macroscopic equations)
Noticing
wβα(~y
′, ~x′; ~y, ~x; t) = wαβ(~x
′, ~y′; ~x, ~y; t)
(since the transition rates are independent from the arbitrary numeration of the systems),
the first jump moments can be calculated analogously to equation (24). They are found
to be
ma~x(~n, t) =
∑
~x′
[na~x′w
a(~x, ~x′; t)− na~xw
a(~x′, ~x; t)] (29)
with
wa(~x′, ~x; t) := wa(~x
′, ~x; t) +
∑
b
∑
~y′
∑
~y
wab(~x
′, ~y′; ~x, ~y; t)
nb~y
Nb
(30)
(if Na ≫ 1). Therefore, the approximate mean value equations (see (6)) are
d
dt
〈na~x〉 ≈ m
a
~x(〈~n〉, t) =
∑
~x′
[
ŵa(~x, ~x′; t)〈na~x′〉 − ŵ
a(~x′, ~x; t)〈na~x〉
]
(31)
with the mean transition rates
ŵa(~x′, ~x; t) := wa(~x
′, ~x; t) +
∑
b
∑
~y′
∑
~y
wab(~x
′, ~y′; ~x, ~y; t)
〈nb~y〉
Nb
. (32)
Again, equations (31), (32) for the expected fractions 〈na~x〉/Na agree with equations (18),
(19) for the probabilities Pa(~x, t) if making the identification (26). However, the approxi-
mate equations (31), (32) are only valid under the condition
〈na~xn
b
~y〉 ≈ 〈n
a
~x〉〈n
b
~y〉 ,
which obviously corresponds to the factorization assumption (13). This condition is ful-
filled if the absolute values of the (co)variances
σa~x
b
~x′ = 〈n
a
~xn
b
~x′〉 − 〈n
a
~x〉〈n
b
~x′〉
are small, i.e., if ∣∣∣σa~xb~x′∣∣∣≪ 〈na~x〉〈nb~x′〉 . (33)
(This is often the case in the thermodynamic limes N −→∞). According to (9), approx-
imate equations for the temporal development of the (co)variances are
dσa~x
b
~x′
dt
≈ ma~x
b
~x′(〈~n〉, t) +
∑
c,~y
(
σa~x
c
~y
∂mb~x′(〈~n〉, t)
∂〈nc~y〉
+ σb~x′
c
~y
∂ma~x(〈~n〉, t)
∂〈nc~y〉
)
(34)
with the second jump moments
ma~x
b
~x′(~n, t) =
∑
~n′
(∆~n′)a~x(∆~n
′)b~x′w(~n
′, ~n; t)
=
∑
~y,~y′,c
(∆~nc~y
c
~y′)
a
~x(∆~n
c
~y
c
~y′)
b
~x′w(~n
c
~y
c
~y′ , ~n; t)
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+
1
2
∑
~y,~y′,c
∑
~z,~z′,d
(∆~nc~y′
d
~z′
c
~y
d
~z)
a
~x(∆~n
c
~y′
d
~z′
c
~y
d
~z)
b
~x′w(~n
c
~y′
d
~z′
c
~y
d
~z ;~n; t)
= δab
(
δ~x~x′
∑
~y
[
na~yw
a(~x, ~y; t) + na~xw
a(~y, ~x; t)
]
−
[
na~x′w
a(~x, ~x′; t) + na~xw
a(~x′, ~x; t)
])
+
∑
~y′
∑
~y
[
na~y
nb~y′
Nb
wab(~x, ~x
′; ~y, ~y′; t) + na~x
nb~x′
Nb
wab(~y, ~y
′; ~x, ~x′; t)
]
−
∑
~y′
∑
~y
[
na~x
nb~y′
Nb
wab(~y, ~x
′; ~x, ~y′; t) + na~y
nb~x′
Nb
wab(~x, ~y
′; ~y, ~x′; t)
]
. (35)
The approximate mean value equations (31), (29), (30) and the approximate (co)variance
equations (34), (35) can be generalized to the case of transition rates
w(~n′, ~n; t) =

na~xw˜a(~x
′, na~x′, ~x, n
a
~x; t) if ~n
′ = ~na~x′
a
~x
na~xn
b
~yw˜ab(~x
′, na~x′, ~y
′, nb~y′ ; ~x, n
a
~x, ~y, n
b
~y; t) if ~n
′ = ~na~x′
b
~y′
a
~x
b
~y
0 else.
(36)
This generalization is necessary, if the individual transition rates w˜a, w˜ab are themselves
functions of the occupation numbers. Such cases appear e.g. in quantitative social science,
where the decisions or the behavior of individuals may depend on the socioconfiguration
~n [6, 8, 54, 55, 68, 69]. Equations (27) resp. (31), (29), (30) and (34), (35) can also be
used for mean field approaches in physics, e.g the Ising model [70, 71].
2.5 Corrections and higher order interactions
In section 2.4 the exact mean value equations
d〈na~x〉
dt
= 〈ma~x(~n, t)〉 (37)
are, according to equations (29), (30) for ma~x, dependent on 〈n
a
~xn
b
~y〉. However, the exact
equation
d〈na~xn
b
~x′〉
dt
= 〈ma~x
b
~x′(~n, t)〉+ 〈n
a
~xm
b
~x′(~n, t)〉+ 〈n
b
~x′m
a
~x(~n, t)〉
governing the temporal development of 〈na~xn
b
~x′〉 depends on 〈n
a
~xn
b
~x′n
c
~x′′〉, because of equa-
tion (35). So, we are confronted with the problem of having no closed set of equations.
Let us consider the general case of up to k interactions. In the master equation (22) we
have then to take the transition rates
w(~n′, ~n; t) =

na1~x1w˜
a′
1
a1 (~x
′
1, ~x1; t) if ~n
′ = ~n
a′
1
~x′
1
a1
~x1
na1~x1n
a2
~x2
w˜
a′
1
a1
a′
2
a2(~x
′
1, ~x
′
2; ~x1, ~x2; t) if ~n
′ = ~n
a′
1
~x′
1
a′
2
~x′
2
a1
~x1
a2
~x2
...
...
na1~x1 · . . . · n
ak
~xk
w˜
a′
1
a1
...
...
a′
k
ak(~x
′
1, . . . , ~x
′
k; ~x1, . . . , ~xk; t) if ~n
′ = ~n
a′
1
~x′
1
...
...
a′
k
~x′
k
a1
~x1
...
...
ak
~xk
0 else
(38)
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with
~n
a′
1
~x′
1
...
...
a′
k
~x′
k
a1
~x1
...
...
ak
~xk
:= (. . . , (n
a′
1
~x′
1
+ 1), . . . , (na1~x1 − 1), . . . , (n
a′
k
~x′
k
+ 1), . . . , (nak~xk − 1), . . .) .
The temporal development of the lth moments 〈na1~x1 · . . . ·n
al
~xl
〉 is governed by the equations
d
dt
〈na1~x1 · . . . · n
al
~xl
〉 =
∑
~n
∑
~n′
[
(~n′)a1~x1 · . . . · (~n
′)al~xl − n
a1
~x1
· . . . · nal~xl
]
w(~n′, ~n; t)P (~n, t)
=
∑
~n
∑
~n′
[(
(∆~n′)a1~x1 + n
a1
~x1
)
· . . . ·
(
(∆~n′)al~xl + n
al
~xl
)
−na1~x1 · . . . · n
al
~xl
]
w(~n′, ~n; t)P (~n, t)
=
l∑
m=1
∑
Mm
〈
m
ai1
~xi1
...
...
aim
~xim
· n
aim+1
~xim+1
· . . . · n
ail
~xil
〉
=
l∑
m=1
1
m!(l −m)!
∑
(i1,...,il)∈σ(l)
〈
m
ai1
~xi1
...
...
aim
~xim
· n
aim+1
~xim+1
· . . . · n
ail
~xil
〉
. (39)
Here,
m
ai1
~xi1
...
...
aim
~xim
(~n, t) :=
∑
~n′
(∆~n′)
ai1
~xi1
· . . . · (∆~n′)
aim
~xim
w(~n′, ~n; t)
are the mth jump moments, and σ(l) is the set of all l! permutations of the indices
(1, . . . , l).
∑
Mm
means the summation over all subsets {i1, . . . , im} of {1, . . . , l} ≡ {i1, . . . , il}
consisting of m elements. Notice, that the solutions for the moments should, in the case of
time independent transition rates w(~n′, ~n), converge to certain values in the limit t −→∞,
since P (~n, t) approaches an unique equilibrium distribution [15].
Because of (38), the mth jump moments are polynomials of order k of the occupation
numbers n
ain
~xin
. Therefore, the equations (39) for the lth moments depend on the 1st up to
the (l − 1 + k)th moments. As a consequence, the exact moment equations (39) represent
a closed system of equations only for k = 1 (exclusion of multiple interactions). For
interactions of up to k > 1 systems we have to take a suitable approximation of (39) or,
in other words, of
na1~x1 · . . . · n
an
~xn
=
[(
na1~x1 − 〈n
a1
~x1
〉
)
+ 〈na1~x1〉
]
· . . . ·
[(
nan~xn − 〈n
an
~xn
〉
)
+ 〈nan~xn〉
]
(40)
=
n∑
m=0
∑
Mm
(
n
ai1
~xi1
− 〈n
ai1
~xi1
〉
)
· . . . ·
(
n
aim
~xim
− 〈n
aim
~xim
〉
)〈
n
aim+1
~xim+1
〉
· . . . ·
〈
n
ail
~xil
〉
. (41)
(41) is the exact Taylor expansion of (40). If we are interested in the 1st up to the jth
moments (1 ≤ l ≤ j, j ≥ 1), we have essentially two possibilities of getting approximate
moment equations:
(a) Replacing all jump moments m
ai1
~xi1
...
...
aim
~xim
by first order Taylor approximations:
m
ai1
~xi1
...
...
aim
~xim
(~n, t) ≈ m
ai1
~xi1
...
...
aim
~xim
(〈~n〉, t) +
∑
a,~x
(na~x − 〈n
a
~x〉)
∂
∂〈na~x〉
m
ai1
~xi1
...
...
aim
~xim
(〈~n〉, t) .
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Then, the equations for the lth moments depend on the 1st up to the lth moments
only, but each equation is an approximation. This method has been used in sections
2.1 and 2.4. According to (41), it corresponds to the assumption∣∣∣〈(nai1~xi1 − 〈nai1~xi1 〉) · . . . · (naim~xim − 〈naim~xim 〉)〉∣∣∣≪ 〈nai1~xi1〉 · . . . · 〈naim~xim〉 for 1 < m ≤ k ,
which can be checked by considering the 1st up to the kth moments (i.e. j
!
≥ k).
(b) Replacing
(
m
ai1
~xi1
...
...
aim
~xim
·n
aim+1
~xim+1
· . . . ·n
ail
~xil
)
by jth order Taylor approximations. Then,
the equations for the 1st up to the (j − k + 1)th moments are exact (see (41)),
but the equation for an lth moment depends on the 1st up to the (l − 1 + k)th
moments, some of which may be determined by approximate equations. Method (b)
corresponds to the assumption∣∣∣〈(nai1~xi1 − 〈nai1~xi1〉) · . . . · (naim~xim − 〈naim~xim 〉)〉∣∣∣≪ 〈nai1~xi1〉 · . . . ·〈naim~xim〉 for j < m ≤ l−1+k
(42)
with 1 ≤ l ≤ j. For large m (42) is normally fulfilled: If the (co)variances are small
in the sense of ∣∣∣σa~xb~x′∣∣∣ < 〈na~x〉〈nb~x′〉 (43)
(which is often true in the thermodynamic limes N −→ ∞), the absolute value of nai1~xi1
〈n
ai1
~xi1
〉
− 1
 · . . . · ( naim~xim
〈n
aim
~xim
〉
− 1
)
is usually small where P (~n, t) is large [15]. Note, that (43) has to be checked only
for the variances σa~x
a
~x, since the Cauchy-Schwarz inequality implies∣∣∣σa~xb~x′∣∣∣ ≤ √σa~xa~xσb~x′b~x′ .
As higher order approximation, method (b) will usually yield better results than (a) if
j ≥ 2. For k = 2 (i.e. pair interactions) and j = 2 it would e.g. result in corrected mean
value equations (37), (29), (30) containing terms of the form 〈na~xn
b
~x′〉. That means, the
temporal development of the macroscopic quantities 〈na~x〉 depend on the fluctuations (resp.
the variances σa~x
b
~x′ = 〈n
a
~xn
b
~x′〉 − 〈n
a
~x〉〈n
b
~x′〉)! The corrected (co)variance equations resulting
from method (b) would be
dσa~x
b
~x′
dt
≈ ma~x
b
~x′(〈~n〉, t)+
1
2
∑
c,~y
∑
d,~y′
σc~y
d
~y′
∂2ma~x
b
~x′(〈~n〉, t)
∂〈nc~y〉∂〈n
d
~y′〉
+
∑
c,~y
(
σa~x
c
~y
∂mb~x′(〈~n〉, t)
∂〈nc~y〉
+ σb~x′
c
~y
∂ma~x(〈~n〉, t)
∂〈nc~y〉
)
,
using
〈na1~x1n
a2
~x2
na3~x3〉 ≈ 〈n
a1
~x1
〉〈na2~x2〉〈n
a3
~x3
〉+ σa1~x1
a2
~x2
〈na3~x3〉+ σ
a1
~x1
a3
~x3
〈na2~x2〉+ σ
a2
~x2
a3
~x3
〈na1~x1〉
and (35).
Methods (a) and (b) are also applicable in the case of configuration dependent individual
transition rates (see (36)).
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3 The Fokker-Planck equation
The master equation (1) can (by substitution of ~Z := −∆ ~X ′ ≡ ~X − ~X ′ in the first term
and of ~Z := +∆ ~X ′ in the second term) be written in the form
d
dt
P ( ~X, t) =
∫
dlZ
[
w( ~X, ~X − ~Z; t)P ( ~X − ~Z, t)− w( ~X + ~Z, ~X; t)P ( ~X, t)
]
≡
∫
dlZ
[
w[ ~X − ~Z; ~Z; t]P ( ~X − ~Z, t)− w[ ~X; ~Z; t]P ( ~X, t)
]
(44)
with
w[ ~X; ~Z; t] := w( ~X + ~Z, ~X ; t) (~Z ≡ ∆ ~X ′) .
According to Kramers [72] and Moyal [73], equation (44) may be transformed into the
Fokker-Planck equation [15]
d
dt
P ( ~X, t) = −
∑
α,i
∂
∂xαi
[
mαi( ~X, t)P ( ~X, t)
]
+
1
2
∑
α,i
∑
β,j
∂
∂xαi
∂
∂xβj
[
mαiβj( ~X, t)P ( ~X, t)
]
(45)
by a second order Taylor approximation. This approximation will be the better the
smaller the (co)variances σαiβj are (see the van Kampen system size expansion [74, 39, 15]
for a more systematic derivation). However, the Fokker-Planck equation implies the
same mean value and (co)variance equations as the master equation [54], and is compatible
with
0 ≤ P ( ~X, t) ,
∫
dlX P ( ~X, t) = 1
(see the Pawula theorem [37]). Interpreting equation (45),mαi (see (5)) have the meaning
of drift coefficients and mαiβj (see (8)) the meaning of diffusion coefficients [37, 39].
The Fokker-Planck equation corresponding to the master equation (22), (28) is
d
dt
P (~n, t) = −
∑
a,~x
∂
∂na~x
[
ma~x(~n, t)P (~n, t)
]
+
1
2
∑
a,~x
∑
b,~x′
∂
∂na~x
∂
∂nb~x′
[
ma~x
b
~x′(~n, t)P (~n, t)
]
. (46)
(Equation (46) should be transformed to variables ua~x := n
a
~x/Na. These variables can be
approximately handled as continuous ones; see [54].)
A reason for using the Fokker-Planck equation instead of the master equation is the
variety of methods existing for its solution [37, 75, 15, 76, 77, 78, 79, 80], since it is a partial
differential equation. Especially, the Fokker-Planck equation has some analogies to the
Schro¨dinger equation [37, 75].
3.1 The “Boltzmann-Fokker-Planck equation”
We shall now proceed with equation (45) as in section 2.2. Let us decompose the transition
rates as in equation (10) and neglect interactions of k > 2 systems, again. We find
mαi( ~X, t) = m
α
αi(
~Xα, t) +
∑
β
mαβαi ( ~X
αβ, t) ,
mαiβj( ~X, t) = δαβ
[
mααiαj(
~Xα, t) +
∑
γ
mαγαiαj( ~X
αγ , t)
]
+mαβαiβj(
~Xαβ , t)
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with
mγαi( ~X
γ, t) :=
∫
dlZ zαiwγ[ ~X
γ; ~Zγ; t] ,
mγδαi( ~X
γδ, t) :=
∫
dlZ zαiwγδ[ ~X
γδ; ~Zγδ; t] ,
mγαiβj(
~Xγ, t) :=
∫
dlZ zαizβjwγ[ ~X
γ; ~Zγ; t] ,
mγδαiβj(
~Xγδ, t) :=
∫
dlZ zαizβjwγδ[ ~X
γδ; ~Zγδ; t] .
By integration over all variables ~xβ with β 6= α (see (12)) and assumption of the factor-
ization (13), one obtains
d
dt
Pα(~xα, t) = −
∑
i
∂
∂xαi
[
Mαi(~xα, t)Pα(~xα, t)
]
+
1
2
∑
i,j
∂
∂xαi
∂
∂xαj
[
Mαij(~xα, t)Pα(~xα, t)
]
with
Mαi(~xα, t) := m
α
αi(~xα, t) +
∑
β
∫
dnxβ m
αβ
αi (~xα, ~xβ, t)Pβ(~xβ, t) ,
Mαij(~xα, t) := m
α
αiαj(~xα, t) +
∑
β
∫
dnxβ
[
mαβαiαj(~xα, ~xβ, t) +m
αβ
αiβj(~xα, ~xβ, t)
]
Pβ(~xβ , t)
and ∫
dnxα Pα(~xα, t) = 1 .
Here, the conventions
mα..(~xα, t) ≡ m
α
..(
~Xα, t) ,
mαβ.. (~xα, ~xβ, t) ≡ m
αβ
.. (
~Xαβ , t)
have been used.
Distinguishing A types a of interaction only (see section 2.3), we have
Pα ≡ Pa if α ∈ a ,
mα.. ≡ m˜
a
.. if α ∈ a ,
mαβ.. ≡
{
m˜ab.. if α 6= β, α ∈ a, β ∈ b
0 if α = β .
Therefore, we arrive at
d
dt
Pa(~x, t) = −
∑
i
∂
∂xi
[
Mai(~x, t)Pa(~x, t)
]
+
1
2
∑
i,j
∂
∂xi
∂
∂xj
[
Maij(~x, t)Pa(~x, t)
]
(47)
with the effective drift coefficients
Mai(~x, t) := m
a
ai(~x, t) +
∑
b
∫
dny mabai(~x, ~y, t)Pb(~y, t) (48)
=
∫
dnx′∆x′iw
a(~x′, ~x; t) ,
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the effective diffusion coefficients
Maij(~x, t) := m
a
aiaj(~x, t) +
∑
b
∫
dny
[
mabaiaj(~x, ~y, t) +m
ab
aibj(~x, ~y, t)
]
Pb(~y, t) (49)
=
∫
dnx′∆x′i∆x
′
jw
a(~x′, ~x; t)
+
∑
b
∫
dnx′
∫
dny′
∫
dny∆x′i∆y
′
jwab(~x
′, ~y′; ~x, ~y; t)Pb(~y, t)
and
ma.. := m˜
a
.. ,
mab.. :=
{
Nb · m˜
ab
.. if b 6= a
(Na − 1) · m˜
ab
.. if b = a .
The result (47), (48), (49) could have also be obtained by a second order Taylor expan-
sion of the Boltzmann-like equations (18), (19) (compare to [81, 82, 83]). Therefore, the
author suggests to term equations (47), (48), (49) the “Boltzmann-Fokker-Planck
equation”.
3.2 Selfconsistent solution
Equation (47) is difficult to solve, since it is nonlinear in Pa(~x, t) due to (48), (49). However,
the stationary solution P sta (~x) of (47) to (49) can, with time independent jump moments
ma..(~x), m
ab
.. (~x), be obtained by recursive solution of the linear differential equations
0 = −
∑
i
∂
∂xi
[
Mkai(~x)P
k+1
a (~x)
]
+
1
2
∑
i,j
∂
∂xi
∂
∂xj
[
Mkaij(~x)P
k+1
a (~x)
]
. (50)
Here, we have used the definitions
Mkai(~x) := m
a
ai(~x) +
∑
b
∫
dny mabai(~x, ~y)P
k
b (~y) ,
Mkaij(~x) := m
a
aiaj(~x) +
∑
b
∫
dny
[
mabaiaj(~x, ~y) +m
ab
aibj(~x, ~y)
]
P kb (~y) . (51)
Starting with suitable distributions P 0a (~x), e.g. the solutions of (47) with neglected inter-
action terms (mab.. (~x, ~y) ≡ 0), we have
P sta (~x) = lim
k→∞
P ka (~x) ,
if the sequence of functions P ka (~x) converges. The procedure given by equations (50),
(51) is completely analogous to Hartree’s method for calculating selfconsistent fields
in quantum mechanics [84, 85]. In a slightly generalized form, it can also be used to get
dynamic solutions Pa(~x, t). A recursive solution of Boltzmann-like equations (18), (19)
or mean value equations (31), (32) is obtained in a similar way.
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4 Summary and fields of application
Starting from a master equation for the state space, several equations for statistically be-
having systems with pair interactions have been derived. For the case of small (co)variances,
approximate mean value and (co)variance equations have been found. However, if the
(co)variances are not negligible, Boltzmann-like equations are more appropriate. A dras-
tical reduction of the tremendous number of variables is obtained, if the systems can be
divided into a few types of interaction. Generalizations to interactions between an arbi-
trary number of systems have also been discussed.
Important applications of these equations are not only known from thermodynamics [39,
59, 61] and chemistry [39, 1, 40, 41, 42, 43, 44, 45], but also from mathematical population
dynamics [54, 86, 87, 88] and from the biology of evolution [89, 90]. For example, the
equation
d
dt
P (x, t) =
∑
x′
[
w(x, x′)P (x′, t)− w(x′, x)P (x, t)
]
+
[
f(x)−
∑
y
f(y)P (y, t)
]
P (x, t)
(52a)
(52b)
describes mutations by the left-hand side of (52a), and a selection due to pair interactions
by term (52b) [89, 90]. It results from equations (18), (19) with n = 1, A = 1, w1(x
′, x) ≡
w(x′, x) and
w11(x
′, y′; x, y; t) := max
(
f(x)− f(y), 0
)
δxx′δxy′ +max
(
f(y)− f(x), 0
)
δyx′δyy′ .
f(x) can be interpreted as the fitness of a species or strategy x and
∑
y f(y)P (y, t) = 〈f〉
as the average fitness.
In addition, a master equation has been introduced allowing transition rates which depend
on the occupation numbers of the states. This equation has important applications in
quantitative social science [6, 54, 55, 68, 69], e.g. opinion formation [54, 8].
Finally, a Fokker-Planck equation and a “Boltzmann-Fokker-Planck equation”
for pair interactions have been derived, since they will often be easier solvable or inter-
pretable [9] than the corresponding master equation resp. Boltzmann-like equation.
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