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Knowledge-based potentials for protein folding: what can we
learn from known protein structures?
Adam Godzik
Empirical potentials capture the essence of regularites
seen in protein structures and can be used in simulations
and predictions of protein structure or function.
Derivations of such potentials require comparisons to be
made between experimentally derived protein structures
and theoretically constructed reference states.
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Even a casual analysis of several experimentally deter-
mined protein structures shows obvious regularities in the
interactions between amino acids. The tendency of
hydrophobic residues to be buried in the interior of the
protein, the pairing of oppositely charged side chains, and
the nesting of aromatic rings, all tell us that interactions
within proteins are not random. The efforts of crystallo-
graphers and NMR refinement groups have resulted in
thousands of protein structures, which can be easily
studied for such regularities. But can this knowledge be
used to predict structures of new proteins or answer many
other interesting questions we have?
Proteins fold to their native structure, which is at the global
minimum of their free energy surface [1]. If we could build
a model of a protein and develop a formula for its total
energy, we could search for a global free energy minimum
using the computational tools of statistical mechanics. But
to link the model with the biological reality, we need to
have realistic parameters for our energy formula.
This is where we return to the regularities seen in protein
structures. We would like to capture the essence of these
regularities by numerical parameters describing inter-
actions between amino-acid pairs. Because they are not
derived from first principles, but instead obtained from
studying known protein structures, we refer to such
parameters as knowledge-based or empirical.
It is important to mention that until recently methods uti-
lizing empirical energy parameter sets, despite their popu-
larity, could not claim much success. Furthermore, such
claims, when made, could seldom withstand impartial
assessment. But recent years have seen a development of
new methods, such as threading [2], which have had a con-
siderable success in recognizing groups of sequentially
unrelated but structurally similar proteins, even under
strict assessment rules. Substantial progress in other fields,
such as folding simulations [3] and build-up structure pre-
dictions [4] all increase the interest in knowledge-based
energy functions. This review provides an entry point into
the literature on the important and interesting subject of
derivation of empirical parameter sets, without touching
on the relative merits of different sets.
There have been many derivations of empirical inter-
action parameter sets, starting in 1976 [5] and still continu-
ing today. So many, that even listing them would extend
the size of this review over its desired format. Several
detailed reviews were published recently [6,7] and a
compilation of existing parameter sets is available [8]. 
The derivation methods for these parameter sets differ in
many respects, some of them trivial, some serious. The set
of proteins used for parameter derivation was different in
every case and interaction definitions varied, from those
concerned only with Ca–Ca distances to those relating to
all heavy atoms in van der Waals contact. But there are
also more fundamental differences and these are the real
subject of this review.
From statistical physics, we know that energy difference
between two states (∆E) and the ratio of their occupancies
(N1:N2) are related [9]:
DE=–kT ln (N1) (1)N2
in which T is the absolute temperature and k is the Boltz-
mann’s constant. As we are interested in an interaction
energy between two amino acid side chains, it would seem
natural to define N1 as the number of interactions
between these two residues types in a group of real protein
structures, a number which is readily available from simple
database analysis. But this number must be compared with
the number of interactions in some other system, N2, to
obtain the energy difference between them.
What should this other system be? This crucial question
must be answered before any parameters can be calcu-
lated. For guidance, let’s return to the very beginning of
this review and again tackle the questions of regularities
observed in protein structures. What is meant by this
phrase? Usually, it means that some arrangement happens
more often that expected, even if these expectations were
based on intuition, rather then well defined theory. So
there is some ‘expected’ number of interactions between
given side chains and when a larger number is observed
we talk about seeing a regularity. This ‘expected’ number
can therefore be used as a the value for N2. Various
authors refer to a system having only the expected
number of interactions as a ‘random’ system; this defines
hypothetical structures with no specific interactions
between amino acids. 
Now the procedure to obtain empirical interaction energy
set is complete; that is, there is an equation, for which all
of the variables appear to be well understood. For all
amino acid pairs, the number of interactions in some
group of protein structures must be counted, N2 calcu-
lated and equation (1) applied. The results correspond to
the required set of energy parameters. A similar strategy
can be used to estimate other parameters, such as burial
preferences or three body cooperative interactions.
Unfortunately, experiment doesn’t provide us with an
example of a ‘random’ system. There are deep problems
and difficult choices hidden in the actual definition of a
‘random’ state. This is the point at which most derivations
differ, and as we shall see, it is difficult to come up with
the ‘correct’ decision. 
What we do mean by a protein system with ‘random’
interactions? Is it an open extended state, which most
people think of when using the term unfolded state
(Fig. 1a)? Or perhaps it is a collapsed state, but one with
no phase separation of hydrophilic and hydrophobic
residue (Fig. 1b)? Both of these choices for a reference
state would result in a parameter set in which transfer
energy (from the solvent to the protein interior) would
contribute to an interaction energy. Yet another choice for
a random state is a compact state with a phase separation,
but without specific interactions between amino acids
(Fig. 1c). With this choice, no transfer energy would be
present in an interaction energy. Each of these choices
was made in at least one derivation and there are probably
particular applications of empirical parameter sets for
which specific choices are appropriate. For instance, for
folding simulations, which must bring the system from an
extended state to a native one (Fig. 1d), the first reference
state seems to be the best. The second choice seems
appropriate for threading calculations, in which a choice
must be made between several already compact conforma-
tions. So differences between parameters sets and differ-
ent protocols for their derivations may be necessary in
order to find solutions to different questions that we may
want to pursue.
So, perhaps instead of trying to understand the fine details
of each derivation, it may be worth trying a simple-minded
approach, that is, a comparison of various parameter sets
(Fig. 2). Correlation coefficients between parameters sets
quantitate the similarities between each set. Such co-
efficients were calculated in a recent publication [7], with
a result that existing parameter sets can be divided into
two groups: large correlations exist between members of a
group and almost no correlation between sets from differ-
ent groups. A typical example from the first group is the
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Figure 1
The reference states used in various
derivations of empirical interaction energy
parameter sets. These states can be better
understood using a ‘thought’ experiment. In a
real protein all interactions between amino
acids are always present, but at the beginning
of the ‘thought’ experiment they are ‘switched
off’. (a) Amino acids are now neutral to each
other and the protein remains in an unfolded
state. Different contributions to the interaction
energy between amino acids are then
‘switched on’, one by one. Different ‘folding
stages’ would form, each representing a
system in which some parts of the energy are
absent. (b) Compact conformation without
phase separation between hydrophobic and
hydrophilic residues, obtained after ‘switching
on’ a generic attraction between amino acid
side chains. (c) Compact conformation with
phase separation between hydrophobic and
hydrophilic residues, but without specific
interactions between side chains, obtained
after ‘switching on’ the burial energy. 
(d) Native folded structure, obtained after
‘switching on’ all the remaining parts of
energy. These stages may or may not have
anything to do with actual folding pathways.
The important point is that each of the states
(a)–(c) can be referred to as being ‘random’,
and each was actually used in at least one
derivation. It is possible to think about many
other ‘random’ states, corresponding to the
presence or absence of various other
contributions to the total interaction energy.
(a) (b)
(c) (d) 
widely used Miyazawa–Jernigan potentials [10]. The
second group could be represented by a set derived for
threading calculations by Godzik et al. [11]. (The correla-
tion coefficient between these sets is 0.09.) It is interesting
to note that occasionally parameter sets derived by using
apparently very different approaches can be very similar,
sometimes despite the authors’ intentions. For instance,
only one parameter set was derived without the reference
to the equation (1). Instead, it was constructed to opti-
mally differentiate native structures from a group of mis-
folded structures [12]. Despite being derived without any
reference to statistics of residue interactions, the resulting
parameter set (Crippen-Maiorov) is closely related to para-
meters from the first group, with a correlation coefficient
of 0.75 between this and Miazawa-Jernigan set. The
choice of the same reference state in both derivations was
sufficient to make the parameter sets very similar, despite
fundamental differences in derivation protocols.
The analysis shows that the parameter sets from the first
group include a sizable contribution from the transfer
energy. As a result, there is an apparent attraction between
hydrophobic residues that are pushed together into the
protein interior. This contribution is absent in sets from
the second group and as a result interactions between
hydrophobic residues are almost neutral. The presence 
of this contribution is dependent on the assumptions
concerning the random system that were used to calculate
the N2 in equation (1).
There are many other unanswered questions lingering over
the theoretical foundations for the derivations of know-
ledge-based interaction parameters. To address them we
would have to plunge much more deeply into the details of
these derivations. Fortunately, several are discussed in
recent reviews. Are there any higher order correlations,
such as three- [11] or four-body [13] cooperative interac-
tions, present in proteins? Is there an experimentally mea-
surable quantity corresponding to a single ∆E as defined
by equation (1) [6]? Why are parameters derived using
equation (1), which should be used to calculate free
energy, used to calculate energy in many applications?
Such substitutions are incorrect and can lead to serious
errors in simulations [A Godzik, unpublished results].
The task, which seemed so simple, of deriving interaction
parameter sets from statistics of interactions in known
protein structures and using them in simulations to repro-
duce the observed regularities, turned out to be quite
complicated. To obtain parameters we have to compare
experimentally determined protein structures to other
states that are experimentally inaccessible. So we have to
construct them theoretically, and all assumptions, deriva-
tion intricacies and technical nuances of their construc-
tion, are carried on to the final results. We could study,
compare and analyze parameter sets, as we would do with
experimental results, but there is another way. With the
increasing amount of experimental data available, it is not
difficult to design unbiased tests that would rate various
parameters sets on the basis of the quality and accuracy of
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Figure 2
Differences and similarities between parameter sets. (a) Comparison of
the parameter sets of Miyazawa-Jernigan (MJ) [10] and Godzik-Kolinski-
Skolnick (GKS) [11]. Following the protocol described in [7], the MJ
parameter set is decomposed into contributions that can be related to
exchanging the reference states used for parameter derivation. (b) An
illustration that one of the resulting parts is quite similar to the GKS
parameter set with the correlation coefficient of 0.7. The differences
probably reflect the different interaction definition and different
databases used in derivations. (c) Another contribution is closely
related to the experimentally derived transfer energy [14] between
solvent and protein interior, with a correlation coefficient of 0.96.
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their predictions and simulations. It is encouraging to see
that many methods using statistical potentials are passing
such tests rather well [2].
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