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Abstract
Katherine Louise Brown “Using the qubus for quantum computing”, Ph.D. thesis, University of
Leeds, April 2011.
In this thesis I explore using the qubus for quantum computing. The qubus is an architecture of
quantum computing, where a continuous variable ancilla is used to generate operations between
matter qubits. I concentrate on using the qubus for two purposes - quantum simulation, and
generating cluster states.
Quantum simulation is the idea of using a quantum computer to simulate a quantum system.
I focus on conducting a simulation of the BCS Hamiltonian. I demonstrate how to perform
the necessary two qubit operations in a controlled fashion using the qubus. In particular I
demonstrate an O(N3) saving over an implementation on an NMR computer, and a factor of
2 saving over a naı¨ve technique. I also discuss how to perform the quantum Fourier transform
on the qubus quantum computer. I show that it is possible to perform the quantum Fourier
transform using just, 24⌊N/2⌋ + 7N − 6, this is an O(N) saving over a naı¨ve method.
In the second part of the thesis, I move on, and consider generating cluster states using the
qubus. A cluster state, is a universal resource for one-way or measurement-based computation.
In one-way computation, the pre-generated, entangled resource is used to perform calculations,
which only require local corrections and measurement. I demonstrate that the qubus can generate
cluster states deterministically, and in a relatively short time. I discuss several techniques of
cluster state generation, one of which is optimal, given the physical architecture we are using.
This can generate an n × m cluster in only 3nm − 2n − 2m + 4 operations. The alternative
techniques look at generating a cluster using layers or columns, allowing it to be built dynamically,
while the cluster is used to perform calculations. I then move on, and discuss problems with
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Quantum computing has the potential to revolutionise computation as we know it. Algorithms
for quantum computing exist which give an exponential improvement over classical computa-
tion. The most famous example is Shor’s algorithm [1], which can find the prime factors of
a large number in a time that scales polynomially with the number of bits in the system. The
best available classical algorithm, requires a time which scales exponentially with the size of
the system. However implementing quantum algorithms, and building quantum computers are
difficult problems. Numerous architectures have been proposed for quantum computing, and as
yet one has not won out, as a dominant architecture. In this thesis I will concentrate on using the
qubus for quantum computing, because of the advantages it presents for generating interactions
between distant qubits.
The qubus is a form of ancilla-based quantum computing, where one system is used to
generate interactions within another. The main advantage of ancilla based quantum computing
is that it allows us to generate interactions between distant qubits without the need for a large
number of swap gates. It also allows qubits to be placed far enough apart to get individual
addressability, something which can be problematic otherwise. The qubus is also a form of
hybrid quantum computing, where two different forms of quantum system are used within the
computing process. In this case a continuous variable field is used to generate interactions
between matter qubits [2, 3]. This system has significant advantages as we do not need to be
able to generate then detect single photons, in order to generate entanglement. It is possible to
make significant savings in the number of operations required for performing an operation by
rearranging the order in which they appear. This allows us to generate multiple-instances of two
body entanglement between sets of qubits in a single set of operations.
In my thesis, I will consider using the qubus for two specific purposes - quantum simulation,
and generating cluster states. In both cases, we show how to get significant savings in the total
number of operations required by rearranging the order in which we perform them. In both cases
1
2 CHAPTER 1. INTRODUCTION
we demonstrate at least a factor of 2 improvement over a naı¨ve method, with both the improved
and naı¨ve case being efficient. These significant improvements demonstrate the advantages of
the qubus quantum computer. As part of our work on simulation we show how to perform some
standard building blocks of quantum computing. This includes the quantum Fourier transform,
and making operations controlled on an ancilla qubit. This shows that our work is applicable to
a far larger range of cases than just the two we covered.
1.1 Quantum simulation
We chose to look at quantum simulation, because it is one example of where we can obtain an
exponential speed up by using a quantum system, compared to a classical system. Quantum
simulation was first proposed by Feynman in 1982 [4], since simulating an arbitrary quantum
system on a classical computer is a hard problem. Feynamn’s argument centred on the fact that
even storing a quantum state, required resources which scale exponentially with the size of the
system. His argument was developed by Lloyd [5], who demonstrated that it was possible to
perform the necessary time evolutions in an efficient fashion. The difficulties with simulating an
arbitrary quantum system on a classical computer demonstrate one of the reasons why quantum
simulation is so interesting. One of the largest completely general simulations of a quantum
system, on a classical computer, looked at simulating only 36 qubits [6]. Even this required a
significant amount of computational power. To perform even slightly larger simulations would
be beyond the capabilities of today’s computers. We can therefore see that the break even point
for quantum simulation, the point where quantum algorithms give advantages over their classical
counterparts, is going to be significantly lower than for other quantum algorithms. At the same
time, quantum simulation has the potential to explore interesting physical systems. Algorithms
have already been proposed exploring things such as ground states of molecules [7], details about
bond formation [8], and eigenvalues and eigenvectors [9] of many-body quantum Hamiltonians;
for a recent review, see Brown et al. [10].
Our work on quantum simulation concentrates on one particular Hamiltonian, the BCS
Hamiltonian. This is a description of superconductivity that was first proposed by Bardeen,
Cooper and Schrieffer in 1957 [11]. We consider this model for two primary reasons. The
first, is that a large amount of previous work has looked at simulating this system on a quantum
computer [12–17]. The second, is that it is in itself an interesting problem. For large scale
systems, the BCS ansatz holds true, while for small scale systems a complete classical simulation
is possible. This leaves a problem with medium sized system where it is uncertain whether the
BCS ansatz will hold, and where it is not possible to conduct a full classical simulation. An
example of such a system is small metallic grains, these systems typically consist of a few
hundred relevant states. A quantum computation of these systems would reveal new information,
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and would confirm whether the BCS ansatz does hold in these scenarios.
1.2 Cluster state computation
The circuit model is not the only model of quantum computing. One of the alternative but directly
equivalent models is measurement-based computation [18]. In this case, a large highly entangled
resource is created, then measurements and local corrections are performed on this resource to
drive the calculation. This removes many of the difficulties for performing calculations. However
generating the initial resource is not trivial. The most commonly used resource is a cluster state,
which is a lattice graph of qubits with C-Phase gates between nearest neighbours. Cluster
states are universal for quantum computing, and save having to design a specific generation
procedure for the specific graph state required to implement a particular calculation. Pushing
the entanglement generation off-line in this fashion is not trivial, and turns out to be expensive
in terms of the total entanglement required. Therefore, the obvious question is - why do it?
There are several reasons. The first is that it is possible to generate a cluster state efficiently
while using a heralded entangling gate with a low success probability [19]. This is a significant
advantage, because while it is possible to turn probabilistic gates into deterministic gates through
repeat applications, this is resource intensive [20]. Therefore, this probabilistic growth is more
efficient. The second reason is that generating all the entanglement first pushes the most difficult
stages of the calculation off-line. Therefore, any necessary corrections to our system can be
done before we begin the calculations. We are also considering using only a single entangling
gate, without requiring a large number of local unitaries to turn it into the necessary form of
entanglement. This has the potential to simplify the necessary algorithms considerably, and
hopefully make implementation more feasible. It also considerably simplifies the range of
entanglement required, since to perform any quantum operation we only need nearest-neighbour
entanglement. When we consider cases such as quantum simulation, we often need to entangle
a qubit to both near-by and distant qubits. It is not always possible to rearrange our qubit
system in such a way that all the entanglement is physically local. Once again this should
make cluster state computation easier to perform. Finally, there are small improvements in the
computational efficiency of measurement-based quantum computation compared to the circuit
model. In particular a measurement-based computer is equivalent to the circuit model with the
addition of the highly theoretical fan-out (copy) gate [21]. This reduces the circuit-depth of
certain operations [22] although it does not give any changes in complexity class.
We can see therefore, that the cluster state offers numerous potential advantages. In this work,
we do not consider how to use a cluster state, and instead simply focus on cluster state generation.
While it is possible to generate a cluster state in a probabilistic fashion, this is expensive and
can lead to problems with routing, therefore it is worth considering a deterministic technique
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for generating cluster states. The qubus seems a suitable system to use for this, because it can
be used to generate deterministic C-Phase gates. It also fits well with other developments on
deterministically generating cluster states, in the fact that it is an ancilla system. In our work we
look at several techniques for generating cluster states, including one which is optimal given the
system we are using. One significant issue with cluster states is decoherence. If too much of the
cluster is generated in one go, then it is likely to decohere before operations are performed on it.
This suggests that it is best to create the cluster state in a dynamical fashion, where operations
are performed on the early parts of the cluster, while the later parts are being generated. We
therefore, introduce a technique for generating the cluster in a dynamic fashion that generates
the rows of the cluster very quickly. This should minimise problems with decoherence.
1.3 Composition of thesis
In chapter 2 we introduce the qubus architecture of quantum computing. We outline previous
work conducted on this architecture, including basic entangling gates, and saving operations by
reordering our bus interactions. This chapter provides a basis for the other work in the thesis.
For completeness, we also show how to use the qubus quantum computer to generate local
unitaries. This is something which has not been looked at previously, due to the assumption
that each qubit would have individual addressability. We also briefly discuss some experiments,
which have shown the possibilities of entangling a continuous variable with a qubit, and thus
demonstrate that a qubus scheme is feasible.
Chapter 3 introduces the idea of using a quantum computer for simulating quantum systems.
We explore the foundational results for the three processes of quantum simulation, state initial-
isation, time evolution, and data extraction, and demonstrate that all three can be performed
efficiently in certain cases. In this chapter we also introduce the BCS Hamiltonian and discuss
in full the algorithm presented by Wu et al. [12] for simulating this on a quantum computer.
Chapters 4, 5, 6 and 7 contain our work on simulating the BCS Hamiltonian on the qubus
quantum computer. We begin in chapter 4 by concentrating on how to perform the necessary two
qubit unitaries. In particular we show how to perform these on a qubus quantum computer while
achieving up to O(N) saving over a naı¨ve technique. Even in the worst cases, we demonstrate
a factor of 2 improvement. This shows the significant advantages of our qubus for generating
long range interactions. However, the data extraction procedure we use - the phase estimation
algorithm [23], requires that our operations are implemented in a controlled fashion. We explore
how to do this in chapter 5, where we introduce some techniques for making our operations
controlled. These techniques are adaptations of standard techniques to make a single qubit local
unitary controlled [24]. In chapter 6 we discuss extracting data from our system. In particular,
we show how to perform the quantum Fourier transform (QFT) in only O(N) operations. We
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find that the dominant term in performing the QFT is the need for swap gates, and that even
with these we only require 24⌊N/2⌋ + 7N − 6 operations. Finally, in chapter 7 we put the
results from the previous chapters together to work out the total number of operations required
to simulate the BCS Hamiltonian. We find that for a precision given by δ, only Tqubus ≈
0.1π
δ (122N
2 + 1683N − 956) operations are required. Therefore, we see that we require fewer
operations than for a simulation on an NMR quantum computer provided N ≥ 6 in the nearest
neighbour case, and N ≥ 7 in the general case.
We then move on and look at cluster state computation. Chapter 8 introduces the concept of
cluster state computation. The main focus is on previous work that has looked at creating cluster
states. We briefly outline some previous techniques for generating cluster states, including work
that has been conducted on the qubus by Louis et al. [25]. In new work, we adapt this scheme to
make it optimal when we consider connecting only chains of qubits. Chapters 9, and 10 contain
our new work on cluster state computation. In chapter 9 we introduce a technique where we
build our cluster layer by layer. We begin considering each layer individually, then look at ways
we can save operations by keeping our bus attached to the qubit system between layers. In this
chapter we also derive a lower bound on the number of operations required, and show that our
layered generation technique can not meet this bound, even in the ideal case. In particular, we
note that the minimum number of operations required given our layered technique, appears to
be 3nm − 2n − 32m + 3. As a result in chapter 10 we go on to consider other techniques for
generating cluster states. This work includes using a spiral path, which we demonstrates meets
our lower bound of 3nm− 2n− 2m+4 operations. We also consider how to make our cluster
state generation more resistant to errors, and introduce techniques for creating our cluster using
multiple buses.
Finally we conclude in chapter 11, which contains a summary of the results we have obtained
in our previous chapters, and some suggestions for further work. For completeness we have an
appendix at the end of our work which contains further information for our chapters on cluster
state generation.
Chapter 2
The qubus quantum computer
2.1 Introduction
In this chapter we will introduce the qubus quantum computer, which will be the main focus
of work in this thesis. The qubus is a form of hybrid quantum computer, where a continuous
variable field is used to generate interactions in a main processing unit made of qubits [2, 3].
Hybrid quantum computers use two (or more) different types of quantum system to perform
calculations. In the majority of cases, hybrid quantum computers are a form of ancilla based
quantum computing, where one system is used to generate interactions between the units of the
second. The qubus fits into this category of ancilla systems.
Ancilla based schemes are useful for quantum computation, because they remove the need
for qubits to interact directly to generate entanglement. They have two principal advantages. The
first is that they allow interactions to be generated between distant qubits without the need for
swap gates: the second, is that they remove the difficulties that come from needing to have both
individual addressability, and the ability to directly generate entanglement. While qubits need
to be placed close together to allow direct entanglement to be generated, distance is required to
obtain individual addressability. We therefore find that, there is a trade off between these two
requirements, for example in optical lattices containing neutral atoms it is often difficult to get
individual addressability [26] although entangling and global operations are possible. In other
systems, such as photons, the reverse is true, and generating entanglement can require a large
amount of additional resources.
In this chapter we introduce techniques for performing two qubit gates using the qubus
quantum computer. In section 2.2 we will look at schemes which focus on using controlled
rotations to generate the necessary operations. We start by introducing a parity gate which is
near-deterministic with repeats, or with the availability of a photon-number resolving detector.
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Next, we briefly introduce a deterministic sequence of operations for producing a maximally
entangling C-Phase or CNOT gate. We do not discuss this gate in detail, rather we simply
observe that such a gate is not error free, even in the ideal case. As a result, in section 2.3 we
introduce several techniques for producing gates using controlled displacement operators. Once
again, we begin by discussing the parity gate, before moving on and showing some deterministic
schemes for performing the C-Phase and CNOT gates. We also show a method for generating
our controlled displacements from controlled rotations and deterministic displacement operations.
Finally in section 2.4 we briefly introduce some of the experimental schemes which might be
used to make a physical qubus architecture.
2.2 Using controlled rotations
The earliest gates developed for the qubus quantum computer used a combination of controlled
rotations, and deterministic displacement operations to generate entanglement [2, 27, 28]. In
most cases these gates were probabilistic, or inherently imperfect. However, in certain cases the
addition of a photon number resolving detector could make these gates deterministic. Unfortu-
nately, a photon number resolving detector is still a physically unrealistic requirement, although
this may change in the next few years. In this section we will outline some of these gates, as an
introduction to the operation of the qubus. In reality, the gates outlined in the next section are
more promising. However these early gates show the development of the qubus as an architecture,
and concentrate on more physically realisable interactions.




where the bus mode interaction is taking the effective form of a cross-Kerr non-linearity. Here
we have a† and a representing the creation and annihilation operators, σz as the Pauli Z operation
on a qubit, and χ as the strength of the non-linearity. Such an operation produces a rotation on
the phase space of the bus of the form ±φ, where φ = χt with the sign dependent upon the
state of the qubit.
If we also incorporate a deterministic displacement operator of D(−κ), where D takes the
form D(κ) = exp(κa†− κ∗a), it is possible to use this to generate a two qubit parity gate. The
circuit shown in figure 2.1 transforms an initial state given by
|Ψi〉 = 1
2
(|00〉+ |01〉 + |10〉 + |11〉) |κ〉 (2.2)




Figure 2.1: This figure shows a parity gate built of controlled rotations (show as circular gates),
and uncontrolled displacements (shown as rectangular gates). If the measurement
is a photon number resolving detector then this gate always returns a Bell state
to the final state,
|Ψf 〉 = 1
2
(
|00〉|κ(e2iφ − 1)〉 + (|01〉 + |10〉)|0〉 + |11〉|κ(e−2iφ − 1)〉
)
(2.3)




(|01〉 + |10〉) (2.4)




(in|00〉 + (−i)n|11〉) . (2.5)
Provided this photon resolving measurement is available, both cases result in a Bell State. We
choose a value for κ that minimises the error, so that we can near deterministically distinguish
the two states. While this photon number resolving detector can give us a deterministic result,
it is physically unrealistic. We therefore consider the result of a measurement on the position
quadrature of the bus. Performing this measurement projects the state in equation 2.3 into the
result shown in equation (2.4) a total of 50% of the time. This results in an entangled state.
However, the other 50% of the time, since n is unknown, the result of the measurement is a state
with no entanglement. Spiller et al. [2] describe a third approach for generating the necessary
gate which involves repeating measurements, and Hadamard operations in order to reduce the
component of the state which is in the unentangled state shown in equation (2.5). This would
allow us to create a near deterministic Bell state. Spiller et al. [2] also present an alternative
gate, which allows a near deterministic Bell state to be generated at the cost of extra operations.
However, in either case, without the photon number resolving measurement it is impossible to
create a theoretically ideal parity gate.
While we have a circuit that allows us to create a Bell state, we also want to consider how
to perform a standard two qubit gate. Bell state generation is not commonly used to generate




Figure 2.2: This figure shows how to perform a two-qubit gate using controlled rotation oper-
ations (shown as circular gates) and displacement operators (shown as rectangular
gates).
quantum gates in the circuit model. We therefore want to consider how to make a universal
maximally entangling gate such as a C-Phase, or CNOT gate. A suitable circuit is shown in
figure 2.2. The details of this gate are outlined in the paper by Spiller et al. [2]. We do not
discuss this gate here, but simply note that it is imperfect due to the nature of the controlled
rotations.
Unfortunately, while we can produce a deterministic two qubit gate, it is imperfect. Even
with ideal operations there will be an error in the resultant gate, and although it should be
theoretically possible to correct for this using error correction protocols, it would be beneficial
to consider a gate that is perfect in the ideal case. We explore how to do this in the next
section where we consider using conditional displacement operators as the main component of
our gates.
2.3 Using controlled displacements
One of the most significant advantages of the qubus quantum computer is the ability to generate
useful entangling gates, both perfectly, and deterministically in the ideal case. We will con-
centrate on how to generate two entangling gates deterministically - the C-Phase gate and the
CNOT gate [2, 3]. Both of these gates are maximally entangling, and therefore when combined
with general local unitaries, are universal for quantum computation [29]. We will consider two
schemes for generating our gates, one which requires controlled displacements and measurement,
and one which requires only controlled displacements.
An important aspect of both these schemes is being able to perform a controlled displacement
operator on our bus. This controlled displacement operator is performed based on the state of
the qubit with which the bus is entangling. Spiller et al. [2] show how to do this using an
interaction Hamiltonian of the form
Hint = ~χσzX(θ) (2.6)
where χ is the strength of the coupling between the field and the qubit, σz is the Pauli Z operator
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acting on the qubit, and X(θ) is a field quadrature operator of the form (a†eiθ+ae−iθ). We take
a† and a to be the field creation and annihilation operators. Implementing such a Hamiltonian for
time t results in a displacement operation on the bus of the form D(σzβ) where β = χte
i(θ−π2 ).
The displacement operator D takes the form D(σzβ) = exp(σzβa
† − σzβ∗a). We use θ to
represent the quadrature of the bus which the qubit of interest is coupling to. If a qubit couples
to the momentum quadrature then we require that θ = π/2, and hence β = χt. While if we
couple a qubit to the position quadrature we require θ = 0, and hence β = iχt. The net result
of this is that we can perform displacements on our bus in two orthogonal directions.
We now consider what happens when we combine multiple displacement operators. To
do this we use the Baker, Campbell, Hausdorff (BCH) formula to combine non-commuting
exponentials [30–32]. In particular we note that to third order the BCH formula is given by













We consider combining two displacements of the form D(σ1α1) = exp(σ1α1a
† − σ1α∗1a), and
D(σ2α2) = exp(σ2α2a
† − σ2α∗2a), where σ is an unspecified Pauli operator on an unspecified
qubit, and α1 and α2 are complex constants. As σ is a Pauli operator, it is its own Hermitian
transpose. We substitute these operations into equation (2.7), taking A = (σ1α1a
†−σ1α∗1a) and
B = (σ2α2a




† − (σ1α∗1 + σ2α∗2)a
)
= D(σ1α1 + σ2α2) (2.8)
















(−α1α2a†a† + α∗1α2a†a+ α1α∗2aa† − α∗1α∗2aa) /2
)
. (2.9)















Therefore our third order term exp([(A−B), [A,B]]/12) = 0 when σ1 and σ2 commute. Since









D(σ1α1 + σ2α2) . (2.11)
This expression gives us a phase factor which is the imaginary part of α1α2σ1σ2. Since χ and
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t are both real numbers, β is real when we connect a qubit to the momentum quadrature of the
bus, and imaginary when we connect a qubit to the position quadrate of the bus. This means
that a phase factor is generated when we connect two qubits to opposing quadratures of the bus,
but that no phase factor is generated when we connect two qubits to the same quadrature of the
bus. It is this phase factor which we use to entangle our qubits.
In the case where σ1 and σ2 do not commute this relation is not valid, and the result is a
complicated expression containing creation and annihilation operators. It is therefore important
that we consider only commuting Pauli operators in each sequence of operations. Since the three
Pauli operators do not commute, we are limited to performing only one of the three, (although
we can perform it multiple times), on each qubit before we disentangle the bus completely from
our system.
For simplicity in explanation, we will now consider a slight change in notation. We will give






We thus use a displacement operator of the form D(iβσ) when we connect to the position
quadrature, and D(βσ) when we connect to the momentum quadrature. This is mathematically
equivalent, it simply makes the result of a sequence of displacements easier to visualise.




Figure 2.3: This figure shows a parity gate made entirely from controlled displacement op-
erators. The rectangular boxes correspond to displacement operators on the mo-
mentum quadrature of the bus.
For completeness, we will demonstrate that it is possible to use our controlled displacement
operations to create a parity gate, in a similar fashion to what we can do using controlled




(|00〉 + |01〉 + |10〉 + |11〉)|κ〉 (2.12)
to the state
|Φf 〉 = 1
2
(|00〉|2β〉 + |01〉|0〉 + |10〉|0〉 + |11〉| − 2β〉) (2.13)
Similarly to the gate illustrated in section 2.2 provided we can perform a photon number resolving
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(|01〉 + |10〉) (2.14)




(|00〉+ (−i)n|11〉) . (2.15)
As before Spiller et al. [2] show that by repeat applications of the gate, along with measurement,
it is possible to turn this gate into a near deterministic version of the parity gate.




Figure 2.4: This circuit shows how we can create a gate on our qubus, to make this gate maxim-
ally entangling we require 2β1β2 = π/4. The operations shown are displacement
gates on the bus performed dependent on the state of the control qubits. Shaded
boxes represent operations on the position quadrature of the bus, and unshaded
boxes represent operations on the momentum quadrature of the bus.
The first gate we will consider is a maximally entangling gate between two qubits created
without using measurement [2, 3]. This gate can be performed using four displacement operators,
and is illustrated in figure 2.4. We will work through the results of the gates and demonstrate
that they give a maximally entangling operation, which could be used for a CNOT or C-Phase
gate.
U = D(β1σz1)D(−iβ2σz2)D(−β1σz1)D(iβ2σz2)
= exp(iβ1β2σz1σz2)D(β1σz1 − iβ2σz2)D(−β1σz1)D(iβ2σz2)
= exp(2iβ1β2σz1σz2)D(−iβ2σz2)D(iβ2σz2) = exp(2iβ1β2σz1σz2) .
(2.16)
The result of our sequence of displacements is an operator on two qubits, with no net oper-
ations on the bus. Therefore the bus starts and ends in the same state. At the end of our
sequence of operations the bus is completely disentangled from the system. The resultant gate,
exp(iβ1β2σz1σz2) is maximally entangling when 2β1β2 = π/4. We can see this by considering
the result of the gate on the input state
|Ψi〉 = α1|00〉 + α2|01〉 + α3|10〉 + α4|11〉 . (2.17)
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The net result is














we now apply a local unitary Cz to each qubit, where
Cz = exp(iπ/8)(1 − iσz)/
√
2 (2.19)
this results in the state
Cz1Cz2|Ψf 〉 = α1|00〉 + α2|01〉+ α3|10〉 − α4|11〉 . (2.20)
We can therefore see that our unitary U is directly equivalent to a maximally entangling gate,




Figure 2.5: A diagrams showing how to perform the CNOT gate using 4 interactions with the
bus, and 4 local unitaries. Cx and Cz are defined in equations (2.21) and (2.19)
respectively. Shaded boxes represent an operation acting on the position quad-
rature of the bus, while unshaded boxes represent operations on the momentum
quadrature.
Since both the C-Phase and the CNOT can be used for universal quantum computing when
combined with local unitaries, we can easily see that they should be equivalent under local
transformations. The CNOT gate is a particular useful gate in our work on the quantum Fourier
transform, and in making gates controlled. We will therefore demonstrate here how to perform
it using our qubus entangling operation. Spiller et al. [2] show that this involves using local
operations to change the bus displacement to be based on a qubit in the form σx, rather than
σz . The local operations that provide this change are given by exp(iπσy/4) and exp(−iπσy/4).
They are performed either side of our sequence of operations, as illustrated in figure 2.5. The
circuit shown will flip qubit 1 if qubit 2 is in the state |1〉. By performing our basis change on
qubit 2 instead of qubit 1, we could generate the operation where we flip qubit 2 when qubit 1
is in |1〉. We note that our qubit which has the Pauli Y operator acting on it, requires a local
correction of the form
Cx = exp(iπ/8)(1 − iσx)/
√
2 . (2.21)
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This is directly equivalent to our previous correction but performed in the X basis instead of the
Z basis.
We can perform a CNOT that flips the target qubit when the control qubit is in |0〉, by
changing the form of our local correction on the target qubit to
Cx0 = exp(−3iπ/8)(1 + iσx)/
√
2 (2.22)
Therefore, both forms of our CNOT are equally easy to perform on the qubus, and each gate
requires only two operations more than the standard C-Phase gate.
Figure 2.6: This diagram shows the movement of the bus through phase space for generating
a maximally entangling gate without measurement.
It is worth considering here, what is happening in phase space to generate our maximally
entangling gate. This allows us to easily visualise why we do not need measurement in this
case. We illustrate the path the bus takes through phase space in figure 2.6. Dependent upon
the state of the qubits it takes one of the four possible paths, ending up back in the central
initial position. We can therefore easily see that the bus is disentangled from the qubits at the
end of a sequence of operations, since it ends at the same point independent of the state of
the qubits. Spiller et al. [2] note that it is the area traced out in the path through phase space
that determines the phase acquired. Each path traces out the same total area, but in a different
position within the phase space. As a result each path acquires a different phase, which all have
the same magnitude. This is an elegant representation of our gate.
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Figure 2.7: A figure showing how to create a deterministic gate between two qubits using
displacement operators on the bus and measurement. The operations shown are
displacement gates on the bus performed dependent on the state of the control
qubits. Shaded boxes represent operations on the position quadrature of the bus,
and unshaded boxes represent operations on the momentum quadrature of the bus.
Above we have discussed how to create a deterministic maximally entangling gate, without
the need for measurement. We will now discuss how we can use a similar method but incorporate
a measurement to reduce the total number of operations required. An example circuit is shown
in figure 2.7. Our net operator is given by
U = D(−β1σz1)D(iβ2σz2) = exp(iβz1βz2σz1σz2)D(−β1σz1 + iβ2σz2) . (2.23)
If we consider our qubus and qubit system to be in the initial state
|Ψi〉 = |Ψq〉|κ〉 (2.24)
where |Ψq〉 is the state of the qubits, and |κ〉 the state of the continuous variable field, the net
result of U is
U |Ψi〉 = exp(iβz1βz2σz1σz2)|Ψq〉|κ− β1σz1 + iβ2σz2〉 . (2.25)
Therefore, we can see that the bus is still entangled to the qubits.
To disentangle the bus from the qubits, we perform a photon number resolving measurement
on the bus. The result of this measurement would not allow us to find any information about
the state, since the net result of our displacement operations gives the same number state in
all four cases. We can see this by looking at figure 2.8, where the resultant states are all
on the same circle which represents a photon number resolving measurement. This scheme of
generation allows us to disentangle the bus from the system without the need for extra operations.
However, while choosing a suitable measurement is relatively simple in this case, it becomes
more complicated when we consider combining operations. Measurements are also difficult
to perform accurately, particularly when considering photon number resolving measurements,
something which is still an experimental challenge. For most of our work on the qubus we will
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Figure 2.8: This figure shows the movement of the bus through phase space if we perform
only the operations in figure 2.7. We see that the resultant states are all on the
circle shown in red, which represents states with the same result for a photon
number resolving measurement.
consider the deterministic measurement-free scheme. However in some of our work in section
4.4 we will also consider a scheme that uses measurement.
2.3.4 Using controlled rotations to generate controlled displacements
Since the controlled rotation operations are created using a standard Jaynes-Cummings interac-
tion, these are often easier to perform than our controlled displacement operation. Van Loock
et al. [3] demonstrated that it was possible to use these controlled rotations, combined with
uncontrolled displacements to deterministically generate a controlled displacement. A suitable
Bus
Qubit
Figure 2.9: This figure shows how to build a controlled displacement operator from uncon-
trolled displacement (shown as rectangular gates), and controlled rotation opera-
tions (shown as circular gates).
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circuit is shown in figure 2.9. This circuit consists of the operations
U = D(κ cosφ)e−iφσza
†aD(−2κ)eiφσza†aD(κ cosφ) . (2.26)
Van Loock et al. [3] introduce the identity
e−iφσza
†aD(−2κ)eiφσza†a = D(−2κe−iφσz ) (2.27)
Therefore we can see that figure 2.9 gives a controlled displacement given by
U = D(2iκ sin φσz) . (2.28)
This gives an alternative technique which might be more physically feasible for performing our
controlled displacements, particularly in a system based on quantum optics.
2.3.5 Combining several operations
A significant advantage of our qubus system is that we can change the order in which we interact
qubits with the bus to reduce the total number of operations required. This allows us to generate
large amounts of bipartite entanglement in relatively few operations. The qubus allows us to
entangle several qubits to one quadrature without generating any entanglement between them.
We can therefore entangle two sets of qubits in 2N operations, where N is the number of qubits
in both sets. In fact we find that generating large amounts of entanglement using our qubus is
relatively simple, with the challenge being how to restrict this entanglement so that it is useful.
The concept of saving operations by interacting multiple qubits with one quadrature of the
bus was first discussed by Louis et al. [25], who showed how to get optimal improvements for
star graphs and for chains of qubits. We will outline the two schemes which they present here.
While the star graph scheme is not applicable to later work, the results on chains of qubits
are useful both in their original context of generating cluster state, and for simulating the BCS
Hamiltonian.
Louis et al. [25] note that it is possible to generate a star shaped graph using a sequence of

















π/8. We will consider the fundamental unit of our interactions to be the con-
trolled displacement operator, and so when counting operations a single controlled displacement
will be considered to be a single operation. Experimentally, it may be possible that we choose
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to implement this controlled displacement through controlled rotations, as discussed in section
2.3.4. However in this work, we will assume that we can implement the controlled displacement
directly. It would be relatively trivial to convert our results to take into consideration the number
of rotation operations required. By looking at equation (2.29) we can see that 2N operations
will be required to make a star graph of N qubits. This star graph consists of N − 1 interaction
gates between our qubits. If we were to use a naı¨ve method to generate this graph, using 4
operations per gate of entanglement, a total of 4(N − 1) operations would be required. We
therefore see that we get roughly a factor of 2 saving for generating star shaped graphs.
One of the important things to note, is that if we were considering generating a scheme such
as a cluster state, we would want to limit how many other qubits, a single qubit is entangled to.
The scheme presented above generates a large number of extra links, and results in a too highly
entangled system for many practical purposes. Louis et al. [25] discuss how to use this system
to generate a chain of interactions. In particular, they consider an interaction sequence given by









where once again β =
√
π/8. Similar to the above scheme, this requires only 2N operations
compared to the 4(N − 1) required for a direct naı¨ve implementation. Therefore we get a factor
of 2 improvement when generating a chain of qubits. If we consider a grid-like structure, such
as the square lattice graph often used for a cluster state, it is easy to see that only 4N operations
will be needed to generate all the necessary interactions using horizontal and vertical chains.
Such a scheme would therefore be useful for cluster state generation. The details of this, and
further developments of the work are discussed in section 8.2.3 and chapters 9 and 10.
We make one addition to the work of Louis et al. [25] here, and note that it is possible to
remove the (−1)n in equation 2.30 by changing the sign of operations. In particular we consider









so that our sequence results in a positive interaction between the qubits. When we consider
adaptations of the Louis scheme in chapters 4 and 9, it is this scheme that we will refer to. It
is possible to get similar savings when performing a sequence of CNOT gates, provided we
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are considering a sequence of operations with multiple target qubits, and a single control qubit.
In cases where we need to switch the target and control qubit, then no reductions would be
possible.
Figure 2.10: This figure shows the path through phase space traced out by equation (2.32). A
photon number resolving measurement will distinguish the states aligned with the
red circle, from those aligned with the blue circle, and therefore is not suitable
in this case.
Finally, it is worth considering what happens to our measurement-based scheme described
in section 2.3.3. In this scheme we reduced the number of operations required by replacing our
disentangling operations with a measurement. We noted that a photon-resolving measurement
would not allow us to distinguish the states, so we could measure the bus while generating
entanglement between the qubits. We now consider a more complicated arrangement, such as a
3 qubit version of equation (2.31) which incorporates measurement. We consider a sequence of
displacement operators given by
D(−iβσz2)D(−iβσz3)D(−βσz1) (2.32)
where we measure after the final operation. From figure 2.10 we see that in this case a photon
number resolving measurement would be able to distinguish some of our states, therefore this
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form of measurement is no longer suitable. In particular we note that we have two sets of
states which would give a different result for a photon number measurement. We can clearly
see that a measurement of either the position or momentum quadrature of the bus would also
allow us to distinguish some of the states, therefore this would not be suitable. As we perform
more operations on our bus, choosing a suitable measurement to disentangle the bus from our
qubits without revealing any information and thus destroying the entanglement becomes more
difficult. One possibility would be to form a budget measurement, which revealed whether we
had no photons, or some photons. However, this might be error prone in the case of large
photon number. In section 4.4 we discuss measurement-based schemes for reducing the number
of operations required. In some cases where only two operations are left on the bus before
we disentangle, it would be possible to use a photon number resolving measurement. However,
in many cases a budget measurement would be required. In either case, the need for perfect
measurement means that our measurement-based schemes are highly theoretical.
The savings we obtain by rearranging operations, such as in the Louis case, occur when we
consider a net operation which contains multiple repeats of an interaction on a particular qubit.
The degree of saving available depends upon the number of repeated terms, and how often these
terms are repeated. While it is technically possible to get these savings in a measurement-based
scheme, the addition of extra operations removes some of the symmetry from our system, and
choosing a suitable measurement becomes a lot more difficult. Therefore, for any practical
implementation, a measurement-free scheme would be the best solution.
2.3.6 Performing local unitaries using the ancilla
Bus
Qubit 
Figure 2.11: This figure shows how to use the qubus to generate an arbitrary rotation of
a qubit around the Z-axis of the Bloch sphere. We do not need to be able to
perform local unitaries on our qubit, but we do need to be able to perform general
displacements on the qubus.
So far, all of our work has concentrated on using the qubus to generate entanglement between
two qubits. However for universality we also need to be able to perform single qubit operations.
Previously we assumed that our qubits could be chosen such that they have individual address-
ability, however we will now discuss what happens if this is not the case, and we need to use
2.3. USING CONTROLLED DISPLACEMENTS 21
our qubus to generate the required local unitaries. We can perform any local unitary of the form
exp(i2β1β2σz) using the circuit given in figure 2.11.
If we wanted to convert this gate into a local unitary based on the Pauli X, or Pauli Y
operations then we would need to use local unitaries on either side of our operation set. To
convert from Pauli Z to Pauli Y these local unitaries would be given by
UL1 = exp(iπσx/4) (2.33)
UL2 = exp(−iπσx/4) (2.34)
While to convert from the Pauli Z to the Pauli X, the same unitaries would be used except
with the σx replaced by a σy . We therefore see a significant problem, in order to get a local
unitary that is a component of a Pauli operator, other than the Pauli Z, we need to be able to
perform local unitaries. This implies that to perform a general local unitary, we need to be able
to perform general local unitaries - an unwelcome tautology. However, a standard result [33]




Rz(θ) = exp(−iθσz/2) (2.36)
Ry(θ) = exp(−iθσy/2) (2.37)
and α, γ, δ and ǫ are real constants. Therefore, provided we can perform the local unitaries in
equations (2.33) and (2.34) we can perform any local unitary on our qubits.
A disadvantage of this technique is that our local unitaries are expensive, with each operation
requiring 12 bus operations, 4 for each rotation. We would also need 2 local operations, bringing
the total number of operations required up to 14. The global phase factor does not affect the
result of the final measurement, we therefore do not discuss how to implement it here. It should
however be possible to add it in through global operations if necessary. To implement our local
unitary, we consider performing a sequence of operations such as
Rz(γ) = D(β1)D(iβ2σz)D(−β1)D(−iβ2σz3) (2.38)
Ry(δ) = exp(iπσx/4)D(β3)D(iβ4σz)D(−β3)D(−iβ4σz) exp(−iπσx/4) (2.39)
Rz(ǫ) = D(β5)D(iβ6σz)D(−β5)D(−iβ6σz) (2.40)
where β1β2 = γ/2, β3β4 = δ/2 and β5β6 = ǫ/2.
In order to be able to perform local operations using our qubus quantum computer as
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a mediating system, we need to be able to perform direct local operations. This seems to
make our qubus superfluous for this purpose. However, we note that only one local unitary
UL1 = exp(iπσx/4) and its Hermitian transpose are required to generate any local unitary,
provided we can perform general displacements on the bus. In the physical systems which
we would use to create the qubus, it is hoped we could perform these local unitaries directly.
However if this is not possible we can see that with limited additional resources, we can create
these by using our bus.
2.4 Experimental schemes for implementing the qubus
We now want to look at what physical systems it might be feasible to use, to create our qubus
quantum computer. Spiller at al. [2] suggest using either a super-conducting, or ion trap system
for the qubits as these should allow the necessary interactions. Van Loock et al. [3] propose using
an optical system for the bus, and a matter system for the qubits. Controlled rotation operations
are used to build up controlled displacement operations. This is something we discussed in
section 2.3.4. The advantage of this is that the controlled rotations can be built from the readily
available Jaynes-Cummings type interactions, which should be possible to implement in any
quantum optical system. This suggests that it should be experimentally possible to use a light
field as our bus.
Quantum dots are a hopeful new architecture for quantum computing, and are another ar-
chitecture where it is potentially possible to implement a qubus style scheme. Yamamoto et
al. [34] show a potential scheme for implementation, where the quantum dots are in a 2D lat-
tice, which is embedded in a micro-cavity. An optical pulse, slightly de-tuned from a single
quantum dots excitation energy is used to generate entanglement by shining on two qubits at
once. The disadvantage of this gate is the two qubits have to be next to each other. They also
consider making a gate using a single operation, so this is very different from our qubus scheme,
since we could not rearrange the operations to get savings in the resources required, as we do
throughout this work. Although Yamamoto et al. [34] propose other bus based schemes, these
are reliant on measurement, and do not allow the majority of the schemes we have suggested to
be implemented. This is because the bus consists of a single mode, rather than the two modes
of the qubus, so we are limited to the gates discussed in section 2.2.
A similar scheme to the one proposed by Yamamoto et al. but using flux qubits and a
resonator was proposed by Rodrigues et al. [35]. Once again this scheme uses measurement
to generate probabilistic entanglement. Huo et al. [36] have shown a method for entanglement
which can be turned on and off using a bus that is a super-conducting transmission line resonator.
Unfortunately they still seem to be limited to a single bus mode, so can not perform the general
gates which are available on the qubus. While these schemes are still limited in what they can
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perform compared to our theoretical qubus, they are still useful examples of possible ways of
coupling continuous variable fields with matter qubits. Experimentally such schemes are still
in their early days. However Sillanpa¨a¨ et al. [37] show how to couple two phase qubits to a
resonant cavity, and Majer et al. [38] experimentally couple two qubits using a mediating bus of
microwave photons. This work has been developed further to demonstrate quantum algorithms
[39], and three qubit entangled states [40].
Manufacturing a qubus quantum computer, which can perform the necessary controlled gates
to produce our deterministic C-Phase and CNOT gates, is an experimental challenge that is still
being worked on. This discussion is far from a comprehensive review on the subject however
we demonstrate that there are numerous schemes in existence that show coupling qubits to
a continuous variable field is experimentally feasible. As an experimentally realisable qubus
quantum computer is still a long way off, we will concentrate on an architecture independent
implementation. This can show us efficient methods of generating the required operations.
However to carry out a full error analysis, a model architecture is required. It would be possible
to develop this work by providing a full summary of a practical architecture, including an error
model, then investigating the best way to perform gates given this.
2.5 Conclusions
In this section we have introduced the qubus quantum computer, and showed how to use it to
perform gates that will be useful for quantum computing. In section 2.2 we introduced some of
the first proposed gates, which are possible to perform on the qubus system [2]. This included a
probabilistic technique for creating a parity gate, and a deterministic but imperfect technique for
creating a standard maximally entangling gate, such as the C-Phase. Although it was possible
to adapt the parity gate to make it perfect and deterministic, it is not a particularly useful gate
for the quantum circuit model, while the C-Phase gate was error-prone even in the ideal case.
Therefore, we considered an alternative technique for creating gates that involved using controlled
displacements.
In section 2.3 we introduced the idea of controlled displacement operations, and showed that
they could be used to generate a probabilistic parity gate, in a similar fashion to our controlled
rotation operations [2]. After this we introduced two deterministic and perfect in the ideal
case ways to create a standard C-Phase gate. One of these techniques was measurement-free,
while the second involved measurement. We also discussed a way proposed by Van Loock et
al. [3] to make our controlled displacement operations from controlled rotations. In section
2.3.5, we explored the techniques used by Louis et al. [25] to reduce the number of operations
required. While this was trivial in our measurement-free case, in the measurement-based case
it became difficult to choose a suitable measurement of the bus which would not erase some of
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the entanglement. This suggests that the measurement-free case is the more physically feasible
of the two. We also briefly introduced a technique for creating local operations using our qubus.
Throughout this work we have assumed that we can directly perform an arbitrary rotation on a
qubit. However if this was not possible, then it would be useful to use our entangling operations
to generate the necessary local unitaries. This is similar to the work by Anders et al. [41] where
a single operation with an ancilla qubit is used to create both entanglement, and single qubit
unitaries.
Finally in section 2.4 we briefly discuss some of the physical systems which could possibly
be used to build a qubus quantum computer. While these systems are still in the very early
stages of development, we see that it is possible to couple two qubits to a single field within
super-conducting flux qubits. The main disadvantage is that none of the current experiments use
the two quadratures of the field in the way we do, therefore they can only generate entanglement
in a probabilistic fashion. At the same time, these results do suggest that it should be feasible to
use a continuous variable as a mediating bus, therefore the qubus should be physically possible.
While a large amount of the theory for creating gates for the qubus has been ironed out, and
in the ideal case, a gate can be created in a error-free deterministic fashion, the experimental
work still has a long way to go to catch up. Until a particular experimental system is chosen it
will be difficult to create a complete error model for the qubus system. Our work on the qubus
could be developed further by choosing this realistic error model, and seeing how it affects the
results from later chapters. However, for now we will conclude that the qubus architecture of




In this chapter we will introduce the idea of using a quantum computer to simulate a quantum
system. Simulating a quantum system on a classical computer requires resources which grow
exponentially with the size of the system being simulated. One of the largest completely general
simulations of a quantum system that has been carried out on a classical computer consisted of
only 36 qubits [6]. It is possible to simulate larger quantum systems if we take into account the
symmetries within the system, however we are still often limited to simulating quantum systems
of hundreds of qubits. This suggests that an alternative technique is needed. In 1982 Feynman
proposed using one quantum system to simulate another [4]. This would allow the state of the
system to be stored efficiently within the computer. However even this simple requirement, is
not possible in the classical case. While Feynman’s work paved the way for quantum simulation,
it did not show that implementing the necessary operations on our quantum computer would
be efficient. Lloyd built upon this work, and demonstrated that it should also be possible to
implement the necessary time evolution efficiently in a large number of physical cases [5].
This early work on quantum computing has attracted a large amount of interest from numer-
ous sources, for a recent review see [10]. The field is of particular interest because the break
even point, where quantum computers outperform classical computers, is far lower for quantum
simulation than for other algorithms such as Shor’s algorithm [1]. This suggests quantum simu-
lation will be one of the earliest practical uses for a quantum computer. Obviously, one difficulty
with quantum simulation is that we are considering a problem where the answer can not be veri-
fied efficiently. Therefore we need to consider data extraction procedures which give the correct
answer with high probability. Suitable data extraction procedures exist, however this suggests
that error correction might be even more important for simulation than for other algorithms.
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In order to conduct a complete simulation, three separate processes are required. The first
is creating a suitable initial state. This is discussed in section 3.2, and is QMA-complete in the
general case. QMA stands for quantum Merlin Arthur, and represents a problem which requires
exponential resources to solve on a quantum computer, but whose solution can be verified in a
polynomial time with high success probability. The ‘complete’ refers to the fact that any other
QMA problem can be mapped onto this one, therefore solving it efficiently would mean that
any QMA problem could be solved efficiently on a quantum computer. This shows very clearly
that arbitrary state generation is a difficult problem. At the same time, in section 3.2 we do
show some techniques which can be used for creating useful physical states, and discuss some
of the limits on what can be created. Creating a suitable initial state is possibly the most difficult
aspect of quantum simulation due to the limitations of state preparation techniques. However,
by choosing other aspects of the algorithm carefully, it should be possible to get around this
difficulty.
In section 3.3 we introduce some time evolution procedures that can be used to conduct the
necessary simulation. Despite being the most important, this is perhaps the simplest of our three
phases. In this section we discuss in detail Lloyd’s method [5] of implementing the necessary
time evolution, and also describe some alternative methods including direct Hamiltonian simu-
lation and the pseudo-spectral method. The results of this section show that implementing the
time evolution of a physical Hamiltonian is efficient in a large proportion of cases.
The final stage of a quantum simulation is data extraction. We discuss this in section 3.4
where we discuss the workings of two data extraction procedures - the phase estimation algorithm
[23], and a technique for extracting correlation functions [42]. As a result we show that it is
possible to extract useful data from our system in an efficient fashion. Although once again, we
encounter problems when trying to increase the precision of our result.
In section 4.6 we explore some of the difficulties with quantum simulation, that do not occur
in classical simulation. In particular, we note that this state, and the data extraction processes
often require an exponential increase in time to get an exponential increase in precision. While
this scaling is still linear, this is exponentially worse than in a classical digital computer where
a linear increase in time is required to get an exponential increase in precision. We also briefly
discuss the fact that quantum simulation requires a lower error scaling than classical computation.
This is one of the most significant, and often under-explored disadvantages of quantum computing,
and could significantly impact on other algorithms, as well as quantum simulation.
Finally, in section 3.6 and 3.7 we consider a simulation of a particular system - the BCS
Hamiltonian. We discuss previous results which have been obtained from an NMR simulation
[12–17] before discussing how to adapt this technique to be suitable for a more general architec-
ture. In section 3.7 we see how the techniques we discussed in earlier sections come together
to form a complete simulation of a Hamiltonian. We then conclude in section 3.8.
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3.2 Initialisation
Unlike a lot of quantum algorithms, in quantum simulation the initial state is an unknown state
which we are trying to characterise. In fact in many cases the purpose of the simulation is to
work out data which would have already been found if we had easy access to the initial state.
For example, when considering the simulation of the BCS Hamiltonian to extract the energy
gap, Wu et al. [12] prepare the system in an initial state which consists of a superposition of
the ground and first excited state of the Hamiltonian. If we knew what this state was, then we
would not need to run the simulation as the necessary data would already be at hand. Creating
a general unknown state, or even just an unknown ground state, is QMA-complete in the most
general case. This provides us with the undesirable fact that preparing our state is a non-trivial
problem. Indeed even if our state is known it is not always possible to prepare it efficiently.
Luckily this is not as problematic as it first sounds. It is likely that we will want to limit our
simulations to Hamiltonians which describe physically realistic systems, and this limits the level
of generality necessary. Also, while state preparation is QMA-complete in the general case, there
are a large selection of states which it is possible to create efficiently using several techniques.
Since state preparation is a field of its own, we will only discuss the very basic results here.
However even these demonstrate that there are many cases where a suitable state can be prepared
for simulation.
3.2.1 Adiabatic evolution
One of the most commonly desired (unknown) starting states is the ground state of a Hamiltonian,
or an approximation thereof. Once the ground state has been prepared it is possible to use this to
find information about the eigenvalues and eigenvectors of said state [9], and other information
about the low lying spectrum such as the energy gap [12]. Unfortunately such a task is QMA-
complete to find in the general case, however it is often possible to prepare such a state using
an adiabatic evolution [43].
In an adiabatic evolution, a well known and easy to find ground state of a Hamiltonian H1
is prepared, a slow evolution procedure is then applied to switch from H1 to H2. This evolution
can be represented by the equation
Had = (1− s/S)H1 + (s/S)H2 , (3.1)
We consider starting our evolution in the ground state ofH1. The adiabatic evolution Hamiltonian
is applied repeatedly from s = 0 to s = S, and the overall result is the ground state of H2. If
the evolution procedure is applied suitably slowly, then the system remains in the ground state
throughout, and the result is the ground state of H2. However, if the evolution is applied too
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fast, the system becomes excited, and the resultant state contains components of the first, and
sometimes other, excited states. The efficiency of the preparation depends upon how slowly
the sequence needs to be implemented to ensure that the system remains in a ground state.
In particular, we note that provided the energy gap does not become exponentially small, an
adiabatic evolution can be implemented in polynomial time [44]. This suggests that it should
be possible to use this state generation technique in a large proportion of cases where we want
a ground state.
While this is a hopeful result, a lot of quantum simulation focuses on the simulation of
phase-transitions, therefore it seems likely that exponentially small energy gaps might present
a problem. This is an issue which has been explored by Dziarmaga and Rams [45] who show
how to avoid a disruption to the adiabatic evolution in many interesting cases where there is
an inhomogeneous phase transition. An inhomogeneous phase transition is one where the order
parameter varies across the system. Hence the phase change occurs at different times in different
parts of the system. Dziarmaga and Rams [45] show that provided the boundary between the
two phases of the system moves slower than the local transitions within the relevant regions it
is possible to perform the adiabatic evolution in polynomial time for a finite-sized system.
An interesting result from this work which is worth mentioning, is that it is possible to com-
bine the state initialisation and phase estimation algorithm when it comes to finding eigenvalues
and eigenvectors, see [46]. This could be used to find data about how the initial input conditions
effect the ground state energy, and thus cycle through various models to find one which fits
physical parameters. It should be possible to adapt such a technique to be relevant to our BCS
Hamiltonian simulation in chapter 6. We could use this to characterise how the strength of the
coupling between modes within the BCS Hamiltonian affects the energy gap.
3.2.2 Other methods of state preparation
While my work on the BCS Hamiltonian has concentrated on using an adiabatic method of
state preparation, this is not the only technique for generating a quantum state that has been
suggested. Indeed in many cases it is possible to simply prepare the desired state using direct
state preparation. How useful this will be for quantum simulation will depend upon how many
algorithms propose starting with a known initial state. However, in the simplest case we can
see how it can be used with the adiabatic evolution above, since the ground state of H1 would
almost certainly be prepared directly.
Soklakov and Schack [47, 48] provide a method for efficiently generating a state, provided that
the description of that state is suitably efficient. This has been optimised by Plesch and Brukner
who work on reducing the number of CNOT gates required [49]. Unsurprisingly direct state
preparation is QMA-complete in the general case, however Poulin and Wocjan [50] demonstrate
3.2. INITIALISATION 29
how to reduce errors and get quadratic speed ups when preparing ground states. Once again we
see that we can generate some of the desired states but we are strictly limited in what can be
generated efficiently.
Finally, it is worth noting the amount of research which is going into preparing thermal
equilibrium states. It would be useful to prepare these as an initial state to study temperature
dependent properties of matter. However, once again we encounter the problem that these are
unlikely to be efficient to prepare in the general case. Despite this issue a lot of research has
looked at what it is possible to prepare, and how efficiently. One obvious technique is that of
preparing the quantum state at the correct temperature by using a thermal bath. The thermal bath
is a surrounding system used to keep the state being prepared at the correct temperature. Terhal
and DiVincenzo [51] consider such a system and show that it is possible using a relatively small
bath system. However they do not give bounds of the specific running time, and suggest that
such a technique will not be efficient in the general case. Poulin and Wocjan [50] provide upper
bounds on the running time of such thermalisation algorithms, and confirm that these might
not be applicable in the general case. An alternative technique for preparing thermal states is
using the quantum Metropolis algorithm [52] which uses samples from the energy eigenstates to
produce a suitable thermal initial state. This should be efficient even when there are degenerate
subspaces.
3.2.3 Conclusions
Generating a suitable initial state can be one of the most difficult parts of quantum simulation.
For many problems, once the initial state has been prepared most of the computational difficulties
have already been solved. Despite these problems, and the fact that preparing a ground state
is QMA-complete in the general case, it should be possible to do this using adiabatic evolution
provided the energy gap is not exponentially small. Recent results also suggest that it will be
possible to get around problems with adiabatic evolution, in cases where there is an inhomogen-
eous phase-transition. This suggests that provided we are particular about which Hamiltonians
interest us, there is a reasonable set for which we can obtain results about the ground state, and
even the low lying spectrum.
Alternative techniques for state preparation include direct preparation, and preparing thermal
states using thermalization or the quantum Metropolis algorithm. This suggests that our initial
state is not simply limited to ground state preparation, and that a selection of other states could
be prepared.
While quantum state preparation remains a challenging problem, the set of states required
as an initial state for our quantum computer should be a simplified sub-set of these problems.
Algorithms which require the preparation of a generic initial state are in danger of pushing
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the hard part of the problem to the initialisation, rather than removing the exponential scaling.
Therefore, while the need for an initial state does provide a significant restriction on what it is
possible to simulate, it should still be possible to conduct many useful quantum simulations.
3.3 Time evolution techniques
While Feynman [4] discussed the possibility of using a quantum computer for simulating quantum
systems, most of his reasoning was based on storing the state, since the memory required to do
this grew exponentially with the size of the system on a classical computer, but scaled efficiently
on a quantum computer. However, in order to conduct a simulation it is also important to be
able to implement the desired unitaries in an efficient fashion. Lloyd [5] was the first person to
flesh out Feynman’s ideas, and look at the practicality of implementing the time evolution. This
technique of splitting the Hamiltonian into a sum of l-local Hamiltonians has attracted a lot of
interest. In particular, it is the technique that has been used for simulating the BCS Hamiltonian
[12–17] in work that is discussed in more detail in section 3.7. We will also briefly discuss
two other techniques for simulation. Firstly, in section 3.3.2 we will discuss direct Hamiltonian
simulation where a known Hamiltonian of the system is used to form the desired Hamiltonian.
Secondly in section 3.3.3 we will look at the spectral method which involves applying diagonal
operators in two bases, and using a Fourier transform to switch between them. This technique is
of particular interest since in section 6.2 we show how to get speed ups in the quantum Fourier
transform by using a qubus computer.
3.3.1 Lloyd’s method
Lloyd shows that by turning on and off a sequence of Hamiltonians, it should be possible to
simulate any quantum system [5]. By decomposing the unitary operator into a sequence of
standard quantum gates, Vartiainen et al [53] provide a method for doing this within the gate
model of quantum computing. However, to specify an arbitrary unitary operator requires an
exponential number of parameters, and therefore would require an exponential amount of time
to simulate, in both the quantum and classical case. Therefore, an arbitrary quantum simulation
is not necessarily efficient using Lloyd’s technique.
Luckily, physically realisable quantum systems are only a limited subset of the general case.
In particular any system that is consistent with special and general relativity evolves according
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where each of the ℓ local Hamiltonians Hj act on a limited space containing at most k of the
total of N variables. By ‘local’ we only mean that k remains fixed as N increases, we do not
require that the k variables are physically local.
In the same way that classical simulation of the time evolution of dynamical systems is often
performed, the total simulation time t is divided up into k small discrete steps. Each step is
approximated using a Trotter-Suzuki [54, 55] formula,




2/2k + higher order terms. (3.3)
The higher order term, of order p is bounded by k||Ht/k||psup/p!, where ||A||sup is the supremum,
or maximum expectation value, of the operator A over the states of interest. The total error is
less than ||k(eiHt/k−1−iHt/k)||sup if just the first term in equation (3.3) is used to approximate
eiHt. By taking k to be sufficiently large the error can be made as small as required. For a given
error ǫ, from the second term in equation (3.3) we have ǫ ∝ t2/k. A first order Trotter-Suzuki
simulation thus requires k ∝ t2/ǫ.
Now we can check that the simulation is efficient in the number of operations required.
Simulating eiHjt/k requires m2j operations where mj ≤ m is the dimension of the variables
involved in Hj . In equation (3.3), each local operator Hj is simulated k times. Therefore, the
total number of operations required for simulating eiHt is bounded by kℓm2, where m is the
largest mj . Using k ∝ t2/ǫ, the number of operations is proportional to t2ℓm2/ǫ. The only
dependence on N is in ℓ, and we already determined that ℓ is polynomial in N , so the number
of operations is indeed efficient by the criterion of polynomial scaling in the problem size.
Lloyd’s straightforward, but very general, method laid the groundwork for subsequent quantum
simulation development, by providing conditions under which it will be possible in theory to
carry out efficient quantum simulation, and describing an explicit method for doing this.
3.3.2 Direct Hamiltonian simulation
A major difficult with the method proposed by Lloyd [5] is the error due to the Trotter approxim-
ation, and the fact that an exponential increase in precision requires an exponential increase in
the time required to implement the simulation. One way around this would be a direct simulation
where we use local unitaries, and the natural Hamiltonian of the system we are considering to
generate the Hamiltonian of interest. For more complex systems we can combine this direct
simulation with the approach of Lloyd to create the desired Hamiltonian.
The technique of using a known Hamiltonian to directly simulate another Hamiltonian, is
well know experimentally from NMR computing, where a fixed Hamiltonian is used to generate
the necessary operations. This mapping of one Hamiltonian to another has been proved universal
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for quantum computing by Dodd et al. [56, 57]. In particular this work shows the universality
of 2-body entangling Hamiltonians acting on N qubits for simulating other 2-body entangling
Hamiltonians acting on N qubits, when combined with local unitaries. While this work is
significant in the field of quantum simulation, particularly because many physical systems can
be described by two body interactions, this still has strong overlaps with the gate model and the
focus of the papers is on universal computation rather than direct simulation. However, the same
group has expanded this research to look at qubit entangling Hamiltonians which couple more
than 2 bodies [58], qudit entangling Hamiltonians acting on 2-body [59], and qudit entangling
Hamiltonians acting on multi-body systems [60]. This work showed the universality of all multi-
body qudit entangling Hamiltonians for simulating a system of the same size, with the exception
of a qubit entangling Hamiltonian acting on an odd number of systems [60]. This exception did
not prove too detrimental, as with correct mapping it was possible to use an N-qubit entangling
Hamiltonians acting on an odd number of systems to simulate an N − 1 qubit Hamiltonian.
Apart from the one exception, this work proved the universality of Hamiltonians for quantum
simulation, however it is far removed from experimental implementations as it does not describe
how to determine a control sequence, let alone implement one. Unfortunately, this highlights one
of the practical difficulties of Hamiltonian simulation, and Wocjan et al. [61–63] have shown that
the optimal control sequence is hard to obtain in a general case. This is obviously detrimental
when considering a general simulation, however it is worth noting that one of the reasons we
are interested in these direct simulations is because we have an architecture that is described by
a natural Hamiltonian, and we want to simulate a Hamiltonian close to this.
By moving away from the idea of a universal quantum simulator, and hence a universal
quantum computer we can begin to obtain interesting simulation results, which do not make any
claims about the universality of the resources being used. While still theoretical, these results
have a more experimental leaning looking at the practicalities of potentially feasible physical
architectures for simulation of very specific Hamiltonians. In particular, work on ion traps and
optical lattices has looked at the possibility of simulating models such as the Bose-Hubbard
models [64–66], and the Ising and Heisenberg interactions [67–70], while work on NMR has
concentrated on behaviours within a spin chain acting according to the Heisenberg interaction
[71–74]. The more advanced nature of research on NMR quantum computers has shown how to
use this system to simulate many body systems such as superconductivity [12, 13, 75], however
these more advanced simulations require the Trotter procedure discussed by Lloyd [5] and
therefore are not a full direct simulation.
In summary, the necessary control sequence for turning one general entangling Hamiltonian
into another is hard to compute in the general case. However, when we begin to consider turning
one simple physical Hamiltonian into another this becomes more realistic. Therefore, there are
numerous papers which explore how to use a physical Hamiltonian of a particular architecture to
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simulate similar Hamiltonians. This suggests that the earliest quantum simulations will be using
a physical system to simulate the behaviour of the same, or very similar physical system, in a
different regime. While this is a limited result, it would be important in showing the feasibility
of using a quantum computer for simulation purposes.
3.3.3 The pseudo-spectral method
A common classical simulation method is the pseudo-spectral method, this involves using the
fast Fourier transform to switch between the position and momentum representation of a desired
interaction, allowing the necessary interaction to be built up by applying diagonal operators in
the correct representation. Despite the fact that the fast Fourier transform requires a significant
computational cost, this technique has proved popular due to the speed and accuracy of the
simulation. The quantum pseduo-spectral method uses the same concept, taking advantage
of the exponential speed up of the quantum Fourier transform compared to the fast Fourier
transform. In particular, particles moving in external potentials often have Hamiltonians with
terms that are diagonal in the position basis, and terms that are diagonal in the momentum basis.
Evaluating these terms in their diagonal bases allows us to significantly simplify the computation.
Wiesner [76] and Zalka [77, 78] gave the first detailed descriptions of this approach for particles
moving in one spatial dimension, and showed that it can easily be generalized to a many particle
Schro¨dinger equation in three dimensions.
Benenti and Strini [79] describe this technique in considerable detail, and also provide a
quantitative analysis of the number of operations required for small simulations. They estimate
that for present day capabilities of six to ten qubits, the number of operations required for
a useful simulation is in the tens of thousands, which is many more than can currently be
performed coherently. Nonetheless, the efficiency savings over the Lloyd method will make this
the preferred option whenever the terms in the Hamiltonian can be diagonalised separately.
We mention this technique here briefly as it would be an ideal simulation to consider on
our qubus quantum computer, since we show a significant speed up in performing the quantum
Fourier transform compared to a naı¨ve case, see chapter 6. The qubus also allows us to perform
the basic diagonal gates such as the C-Phase gate, which should make it possible to implement
the necessary diagonal operations. It is worth noting, that this technique would also be applicable
to a large range of classical systems which are difficult to simulate in the classical case such as
the Navier-Stoke’s equation.
3.3.4 Conclusions
The possibilities of using a quantum computer for quantum simulation was first considered
thoroughly by Lloyd [5] who demonstrated that it was possible to perform the necessary unitaries
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efficiently provided the desired Hamiltonian could be expressed as a sum of l-local Hamiltonians,
where l does not increase with the size of the system. The major disadvantage of the Lloyd
proposal is the need to recombine the individual Hamiltonians using the Trotter approximation.
This leads to a poor scaling of precision, where an exponential increase in operations is required
for an exponential increase in precision. This is discussed in more detail in section 3.5. One
possible away around this problem is to use a direct simulation where the Hamiltonian of the
physical system being used to build the computer is combined with local unitaries to implement
the necessary Hamiltonian. In the cases where the mapping between the two Hamiltonians is
relatively simple this technique works well, however in the majority of cases we still require the
Trotter approximation.
There are numerous alternative techniques for implementing our time evolution using a
quantum computer. We have discussed the pseudo-spectral method which involves applying
diagonal operators in the position and momentum basis, and using a quantum Fourier transform
to switch between the two. This gives us an exponential speed up over the equivalent classical
simulation and can be useful in many cases, particularly because it should be faster than Lloyd’s
method. Work expanding Lloyd’s method has looked at how to simulate noise on a quantum
system, in particular how to use the noise of your quantum simulator to simulate noise on the
system being simulated [5, 80]. Alternative techniques such as lattice gas automata [81–84] and
simulations of quantum chaos [85–88] have been described in previous work, but are beyond
the scope of this work.
3.4 Data extraction
When we talk about performing a simulation of a quantum system on a classical computer we
are normally considering a strong simulation [89, 90]. This means that the whole probability
distribution can be extracted using a single run of the computer. This is obviously not the same
when we conduct our simulation on a quantum computer, where the amount of data we can get
from a single run is restricted to a single measurement outcome. To make a fair comparison
between a quantum simulation and a classical simulation, we should compare our quantum
results with the results of a weak simulation conducted on our classical system. However weak
classical simulations are still in the early days of research. Therefore we can not yet make a full
comparison.
While we are extremely limited in what it should be possible to extract using a single run
of our quantum computer, algorithms exist which result in the output of our computer being
an interesting state with a high probability. In the best cases our computer should give the
correct output with a single run of the computer. One of the best known extraction algorithms,
which finds uses in other quantum algorithms such as Shor’s factoring algorithm [1], is phase
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estimation. The phase estimation algorithm which is discussed in section 3.4.1, allows us to
find eigenvalues, and details about the low lying spectrum of a Hamiltonian. In section 3.4.2
we introduce a technique for extracting correlation functions, this method defines the desired
function as U and can be used for any correlation function which can be computed efficiently,
and which is between operators that can be described as the sum of unitary operators.
3.4.1 The phase estimation algorithm
Figure 3.1: This circuit shows how to perform the phase estimation algorithm to find the
eigenvalue of unitary U , where |u〉 is an eigenvector of U . We note that the
register containing |u〉 remains in the same state, while our ancilla register gives
us the necessary phase.
The phase estimation algorithm is one of the standard methods of data extraction for ei-
genvalues and eigenvectors [9], as well as in Shor’s algorithm [1], and quantum computing in
general. For simplicity we begin by discussing in detail a technique to use the phase-estimation
procedure to extract the eigenvalue exp(iΦ) of an eigenstate |u〉, of the unitary U . The circuit
required to do this is illustrated in figure 3.1. Our system of qubits consists of two registers. The
first contains N qubits and will be used to store the eigenvector of U , while the second consists
of k ‘readout’ qubits which will contain our estimation of the phase Φ, once the calculation
is complete. By performing multiple instances of U on our register qubits dependent upon
a readout qubit, we are encoding information about the time evolution of U into this readout
system. Once this information has been stored in our readout system, we can simply perform a
quantum Fourier transform on these qubits to extract the necessary phase.
To illustrate the workings of the phase estimation algorithm, we will consider our first register
to be in a single eigenstate of U , therefore the implementation of U will leave the state of the
register unchanged. The readout qubits are prepared in the state |+〉. Implementing CU2j , a
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controlled form of U2
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Tracing out the register containing the eigenstate leaves us with our k readout qubits in the state∑2k−1
y=0 e
iΦy|y〉. Applying the inverse quantum Fourier transform encodes the phase into the
register of readout qubits. We can see this since the action of the quantum Fourier transform





e2πiab/N |b〉 . (3.6)
Assuming that our register starts in an exact eigenstate, the final result of the phase estimation
procedure is |Φ˜〉|u〉, where |Φ˜〉 is a k qubit approximation of |Φ〉. If the first register starts in
an approximation of the eigenstate, then the phase estimation algorithm results in the second
register being transformed into |Φ〉 with a probability that increases with the accuracy of the
eigenstate and with k [33].
It is possible to extract data from our phase estimation algorithm efficiently. If our register
of N qubits is initially in a single exact eigenstate, then the phase estimation algorithm encodes
the phase into our ancilla qubits with certainty. Therefore only one measurement in the com-
putational basis is required to extract the necessary data. By determining whether every single
qubit is in |0〉 or |1〉 a integer, R, between 0 and 2k − 1 can be extracted. We then find that
Φ = 2Rπ/2k , and the eigenvalue is exp(iΦ). If our register of N qubits is initially in a super-
position of numerous eigenstates, then the phase estimation algorithm will give each eigenvalue
with a probability that depends on the fraction of the corresponding eigenstate in our initial
superposition [33]. One thing to note is that, as the number of qubits in our readout register
increases the probability of ending up in the eigenvalue that makes the largest contribution to our
eigenstate also increases. As a result of this, for a larger number of readout qubits we need to
further relax the adiabatic condition in our initialisation procedure. Even with a large number of
qubits, it is easy to see that it should be possible to extract both the eigenvalues for our ground
and first excited state using only a few runs of the quantum computer, therefore we could find
the energy gap of such a system.
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3.4.2 Correlation functions
Figure 3.2: This figure shows a circuit that is suitable for calculating a correlation function U
between systems A and B.
Another commonly used data extraction technique is the one proposed by Somma et al. [42]
for finding correlation functions. These correlation functions take the form
CAB(t) = 〈U †AUB〉 (3.7)
where A and B are expressible as a sum of unitary operators, and U is described by the form
of correlation function being considered. In a standard case, where U describes a dynamical
correlation function then it is the time evolution of the system. If we want to consider spatial
correlation functions then we take U = e−ipx where p and x are operators in the spatial domain.
Figure 3.3: This figure shows a technique for calculating a simple correlation function of the
form 〈C†D〉 where C† and D are unitary operators.
Somma et al. [42] show two data extraction procedures, one which only uses a single qubit,
and one which requires multiple qubits. We will briefly outline the process that Somma et
al. [42] describe for a one ancilla data extraction procedure, this assumes that A and B are
single unitary operators. This process is illustrated in figure 3.2. To extract a simple correlation
function of the form 〈C†D〉 a circuit such as the one in figure 3.3 is required. The ancilla
system is prepared in the state |+〉, and the main system in the initial state |Ψ0〉. We then apply
our unitary operators in a controlled fashion. In particular we apply D conditionally based on
the ancilla qubit being in the state |1〉, and C based on the ancilla qubit being in the state |0〉.
By measuring the expectation value of the ancilla qubit in the |0〉, |1〉 basis we can find the
necessary correlation function. Even for the multi-qubit data extraction procedure, only a single
qubit needs to be measured to obtain the required function [42].
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We now want to use this circuit to extract our more complex correlation function from
equation (3.7), we therefore take C† = U †A and D = UB. To a calculate our correlation
function, we apply the two operators C = A†U and D = UB. We are now applying the
operator U conditional on the ancilla being in state |0〉, then on the ancilla being in state |1〉,
this is equivalent to just one single application of the operator U . Therefore, we see the result
is the circuit in figure 3.2.
Somma et al. [42] provide a technique for adapting this to find correlation functions when
A and B are sums of unitary operators. The disadvantage of this technique is the need to find
the expectation value of the resultant ancilla system. However, even in the multi-qubit case it is
only necessary to find the expectation value of a single ancilla qubit so this process should be
efficient.
3.4.3 Conclusions
We have introduced two methods of data extraction, which allow useful information to be extrac-
ted efficiently from a quantum computer. The first technique we outlined, the phase estimation
algorithm, is one of the most commonly used data extraction techniques in quantum computing.
It is useful for a wide variety of purposes including finding eigenvalues, and energy gaps. It is
this technique we consider as part of our work on quantum simulation. The second technique
allows us to find information about the correlation functions between two operators, this is par-
ticularly interesting because even for a multi-qubit system, we only have to extract data from
a single qubit. While phase estimation only requires one run of the computer in an ideal case,
information about correlation functions will require multiple runs.
To increase the accuracy of the phase estimation technique we add an extra readout qubit,
this gives us an exponential increase in precision, at the cost of an exponential increase in time
resources. We can increase the accuracy of the correlation function technique by increasing the
number of runs of the computer. In this case we find a linear increase in time resources will give
us a linear increase in precision. Either way, we find this is exponentially worse than a classical
computer, where a linear increase in resources is required to give an exponential increase in
precision. This is one of the fundamental problems with quantum computing, and is discussed
in more detail in section 3.5.
While we have only looked at two methods of data extraction, we have demonstrated that it
is possible to use our quantum computer to obtain useful results efficiently. Obviously quantum
state tomography is also a relevant technique for data extraction [91] and other direct character-
isation techniques can be considered [92] although these are not always efficient. Either way, we
see that it is possible to use our quantum computer to conduct a simulation, then extract useful
data.
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3.5 The limits of quantum simulation
Unfortunately, while efficient, Lloyd’s method [5] highlights two of the most significant problems
with quantum computing. The first is the poor scaling of precision with time, and the second
is the scaling of errors. Both of these problems give results which are exponentially worse than
a classical computer, but which are similar to classical analogue quantum computing, this has
led to some work looking at using a quantum analogue computer [93] since they have a similar
error scaling.
We will begin by considering performing our quantum simulation in an error-free ideal case.
If we consider using Lloyd’s method, we note that the accuracy of our result will be limited by
the use of the Trotter-Suzuki approximation. While it would be possible to increase the accuracy,
by increasing k or using higher order approximations, in either case we find that an exponential
increase in time is required to get an exponential increase in precision. This is exponentially
worse than when we use a digital computer, where a linear increase in time is required for an
exponential increase in precision. While it might be possible to get around this using our direct
simulation techniques, we actually find similar problems with data extraction.
In section 3.4 we introduced two data extraction protocols, the phase estimation algorithm,
and another which gave correlation functions. In both cases we found that an exponential
increase in operations was required to give an exponential increase in precision. In the case
of the phase estimation algorithm, each additional readout qubit doubled the resources required,
but also doubled the necessary precision. When we consider the procedure to extract correlation
functions, then multiple runs of the computer are required to increase the precision, with a linear
increase in the number of runs giving a linear increase in precision. In some cases it might
be possible to parallelize operations, so our spatial, rather than temporal resources increase,
however we are still seeing a performance exponentially worse than a classical computer.
When we begin to consider errors, then we see the other problem with quantum simulation.
In particular Lloyd noted that to keep the total error below ǫ then each operation must have
an error less than ǫ/(kℓm2). From our definition of ℓ we know that, ℓ = poly(N), therefore
our maximum error scales inversely with a polynomial of N . However, in classical digital
computation to keep the error below ǫ the resources required scale as log2(1/ǫ). If we contrast
this to quantum computing, where the resources required scale as t2ℓm2/ǫ, we can see our
quantum computer requires a small error scaling per operation to get the same overall error.
The consequences of this were first discussed by Brown et al [13], who point out that
all the work on error correction for quantum computation assumes a logarithmic scaling of
errors with the size of the computation, and they experimentally verify that the errors do indeed
scale inversely for an NMR implementation of quantum simulation. To correct these errors
thus requires exponentially more operations for quantum simulation than for a typical (binary
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encoded) quantum computation of similar size and precision. This is potentially a major issue,
once quantum simulations reach large enough sizes to solve useful problems. The time efficiency
of the computation for any quantum simulation method will be worsened due to the error
correction overheads. This problem is mitigated somewhat because we may not actually need
such high precision for quantum simulation as we do for calculations involving integers, for
example. However, Clark et al [94] conducted a resource analysis for a quantum simulation to
find the ground state energy of the transverse Ising model performed on a circuit model quantum
computer. They found that, even with modest precision, error correction requirements result in
unfeasibly long simulations for systems that would be possible to simulate if error correction
was not necessary. One of the major sources of inefficiency is the use of Trotterization, which
limits the accuracy both through the approximation, and through the large number of steps τ
requiring many control operations, each with its associated imperfections.
On the other hand, this analysis does not include potential savings that can be made when
implementing the Lloyd method, such as by using parallel processing to compute simultan-
eously the terms that commute. Nonetheless, the unfavorable scaling of the error correction
requirements with system size in quantum simulation remains an under-appreciated issue for all
implementation methods.
3.6 About the BCS Hamiltonian
Now that we have introduced the idea of quantum simulation, we will explore in detail one
particular quantum simulation, which we will work on later. By concentrating on a single
Hamiltonian we get to see the inner workings of an algorithm, and also see adaptation that work
on different forms of quantum computer.
In the next two sections, we will concentrate on simulating the BCS Hamiltonian. This
Hamiltonian has attracted some interest in the quantum simulation community, with a lot of
work focusing on simulating this Hamiltonian on an NMR computer [12–17]. For now we will
introduce previous work done on the BCS Hamiltonian on an NMR computer, we will also
consider how we can adapt this work to be suitable for implementation on other architectures of
quantum computing. We concentrate on this Hamiltonian because of the large amount of work
that has been previously done on it. We also consider it because it is a model of superconductivity,
this is a subject which is still poorly understood, so a simulation of the BCS Hamiltonian should
help with this. It should also be possible to map the BCS Hamiltonian onto other interesting
physical systems.
Later in chapters 4, 6, 5, and 7, we will look at simulating the BCS Hamiltonian on a qubus
computer, showing we get significant savings in the efficiency compared to the NMR computer.
As part of this work we demonstrate how to use the qubus to do several important primitives
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such as phase estimation, and the quantum Fourier transform, generating long range interactions,
and making operations controlled on an ancilla qubit.
The BCS Hamiltonian is a model of superconductivity proposed by Bardeen, Cooper and
Schrieffer in 1957 [11]. The basis of the theory is the idea that electrons within a Debye
energy of the Fermi Surface form bound pairs within a metal. These bound pairs of electrons
behave in some respects as bosons, with pairing occurring between electron states with opposite
momentum and spin to form a spin singlet state. In general this requires a many body description.
To formulate the Hamiltonian, it is necessary to introduce a limit on the number of electrons
through the chemical potential, µ, which constrains the average number of particles to be N¯ . If
we assume that the electrons can be considered to be a Landau Fermi liquid, then the creation
operator can be treated as the creator of quasiparticles rather than electrons. These quasiparticles
can be considered to be an electron and a polarization-correlation cloud which is responsible for
the motion of all the remaining electrons. This requires effective mass instead of the mass of
an electron. Finally, to form the Hamiltonian, we restrict the wavefunction to the region which
contributes to superconductivity, the attractive part that leads to formation of pairs with opposite





















are the number operators, N is an effective state number that represents the number of modes
to be simulated, V +ml is the interaction potential, and ǫm is the on-site energy of a pair in mode
m. Pairs of fermions have quantum numbers m and −m where pairs have equal energies but
opposite momentum and spin, m = (p, ↑) and −m = (−p, ↓). The conditions on m and l
ensure energy conservation.
We are going to concentrate on extracting the energy gap from the BCS Hamiltonian. This
quantity is interesting because it is a non-perturbative function, this means that the Hamiltonian
needs to be exactly diagonalised to obtain an accurate value for the energy gap. The non-
pertubative nature of the Hamiltonian also means that to get an accurate value for the energy gap,
it is important to consider information from all interactions near the Fermi surface including long
range interactions [95]. To get a solution for the energy gap Bardeen et al. [11] took V +ml = −V
for states near the Fermi surface, and 0 elsewhere. This approximation works for most metallic
superconductors, but there are some cases where it is inaccurate. In these cases it would be
useful to perform a simulation with a generalised V +ml. While there have been attempts to do
this classically, many classical approximation methods either do not take into account these long
range interactions, or require them to obey very specific rules [96–98]. Those which apply to the
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general case, such as the Richardson solution [99], can only be solved numerically in a limited
number of cases. Very recent results obtained by Ho et al. [100] obtain the energy gap of the
BCS Hamiltonian without the need for the BCS approximation. However these results are not
as accurate for eigenvectors in the weak interaction regime. This means that in order to get an
accurate result direct diagonalisation is often still necessary. However, it is resource intensive
on a classical computer to diagonalise the exact Hamiltonians for more than a few tens of qubits.
Therefore it is still difficult to characterise systems for cases where V +ml can not be held constant.
Previous work on an NMR quantum computer [12] has shown that it is possible to conduct a
simulation of the BCS Hamiltonian efficiently, then to use this simulation to extract information
about the energy gap. While Wu et al. [12] concentrate on a nearest neighbour case, they
also demonstrate a case with general V +ml. We adapt this algorithm to be suitable for a qubus
quantum computer, in particular this involves using the phase estimation algorithm for data
extraction, rather than simply measuring in the computational basis. This significantly reduces
the number of runs of the computer required when comparing a qubus system to an NMR
system, even when the ensemble nature of NMR which allows the probability of a qubit being
in a particular state to be extracted with a single run is taken into account.
This work on simulating the BCS Hamiltonian should be particularly applicable to small
metallic grains, since it has yet to be confirmed that the BCS ansatz holds for these system.
However the number of states within the Debye frequency cut off from the Fermi energy is in
the region of one hundred [12, 95]. This suggests that it is a reasonable size system to simulate
on an early quantum computer. The fact that results inaccessible to a classical computer are
available for small systems, is one of the major benefits of quantum simulation, which should
make it practical to implement before many of the more complex algorithms.
In the next section we introduce previous work looking at simulating the BCS Hamiltonian on
a quantum computer. As part of this we outline the algorithm used, and discuss what adaptions
need to be made to make this algorithm relevant to a qubus quantum computer
3.7 Previous quantum simulations of the BCS Hamiltonian
Previous work on simulating the BCS Hamiltonian on a quantum computer has concentrated
on using an NMR computer. The two most significant pieces of work in this area have looked
at finding the energy gap between the ground and first excited state of the Hamiltonian, and
were conducted by Wu et al. [12] and Brown et al. [13]. Wu et al. [12] outline an algorithm
for simulating the BCS Hamiltonian on an NMR quantum computer, and then extracting the
low lying spectrum from this simulation. Brown et al. [13] build upon this work by analysing
the errors due to the Trotter approximation, and the Fourier transform, as well as performing
a simulation of the BCS Hamiltonian on a small NMR quantum computer and comparing the
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results with theory.
In order to find the energy gap of the BCS Hamiltonian, the computer is prepared in a
superpositon of the ground and first excited state of the Hamiltonian. This is done using a quasi-
adiabatic evolution from the ground state of simpler Hamiltonian. Wu et al. [12] then apply the
time evolution procedure to this superposition of states, and thus generate a phase difference
between the ground and first excited state. The advantages of the NMR quantum computer then
come into their own, since by measuring a single spin the ensemble average can be extracted
[13] from the system. For almost any other architecture of quantum computing, a large number
of runs of the quantum computer would be required to extract the same data, and an alternative
data extraction procedure that does not require the determination of probabilities is needed. This
is a standard problem and a solution which works in this case is the phase estimation algorithm
[23].
The first stage of simulating the BCS Hamiltonian on a quantum computer involves mapping
the BCS Hamiltonian onto the qubit Hamiltonian. This mapping is worked out by Wu et al [12]











(σxmσxl + rσymσyl) (3.9)
where σxk/ σyk are the Pauli X/Y on the k
th qubit, and r is a parameter determined by the
mapping. Since V −ml = 0 we take V
+
ml = Vml, and εm = ǫm + V
+
mm. We note that, we can








and the other containing the two qubit terms





(σxmσxl + rσymσyl) . (3.11)
In this section we will outline the details of simulating the BCS Hamiltonian on an NMR
quantum computer. We will then discuss the phase-estimation algorithm, and how to use this
as an alternative to extract data from our system.
3.7.1 State initialisation
Extracting the energy gap of the BCS Hamiltonian, relies on first preparing our system in
a superposition of the ground and first excited state of this Hamiltonian. This uses a quasi-
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adiabatic evolution from H0 to HBCS , this technique of initialisation is discussed in section
3.2.1. Wu et al. [12] choose a suitable ground state for H0, with n qubits in the state |1〉 and
N −n qubits in the state |0〉. The ground state, and hence the energy gap vary depending upon
n. The adiabatic evolution is implemented with the result
|Ψ(0)〉0 = |gn〉+ θ|en〉 (3.12)
where |gn〉 is the ground state, and |en〉 is the first excited state given n and θ ≪ 1.
Wu et al. [12] now consider performing an additional rotation, so that this initial state also
includes contributions from states with n± 1. This is done because the energy gap is dependent
upon n, and Wu et al. are interested in probing states with different n. Brown et al. [13] do not
consider this stage in their implementation, concentrating instead on finding the energy gap for
a specific value of n. The resultant initial state after this rotation is given by
|Ψ(0)〉 = e−iφσy,α |Ψ(0)〉0 ≈ |gn,n±1〉+ θ′|en,n±1〉 (3.13)
where φ≪ 1, θ′ ≪ 1 and α is the index of the single measured qubit.
For simplicity, we will consider contributions from only a single value of n in our description
of the algorithm. This will allow us to reproduce the results of Brown et al. [13]. An alternative
method of preparing the initial state was proposed by Wang et al. [17]. This removes the
requirement for the quasi-adiabatic evolution. Wang et al. show how to calculate an estimate
of the low lying spectrum by estimating the lowest and highest eigenvalues. In our simulation,
we will continue to use the adiabatic evolution as this does not require us to worry about the
classical resources being used.
3.7.2 Performing the BCS Hamiltonian on the initial state
Now that we have an initial state we need to perform the BCS Hamiltonian, so that we develop
a phase difference between the ground and first excited state. This involves implementing the
BCS Hamiltonian on the initial state for various time intervals. Here we briefly outline how
we go about implementing HBCS . In section 3.7.3 we explain how to use the phase difference
between the two states to find the energy gap.











(σxmσxl + rσymσyl) . (3.14)
For implementing UBCS = exp(it0HBCS) we consider implementing three separate unitaries,
































The unitaries in equation (3.15) are non-commuting, therefore they need to be recombined
using the Trotter-Suzuki approximation. When we are increasing the contribution of HBCS
to prepare the ground state in section 3.7.1, we use the first order approximation. For the
main implementation of the BCS Hamiltonian Brown et al. [13] use the second order Trotter
approximation which is given by
UBCS ≈ [U0(t0/2k)Uxx(t0/2k)Uyy(t0/k)Uxx(t0/2k)U0(t0/2k)]k (3.16)
where t0 is the total time of the simulation and k is the number of time intervals. This reduces the
error to O(t30/k
2), as opposed to O(t20/k) in the first order case. For both levels of approximation,
we see the problem discussed by Brown et al. [13] and discussed in detail in section 3.5 that
an exponential increase in the number of gates is required to get an exponential increase in
precision.
To implement the BCS Hamiltonian on an NMR computer, recoupling is used [12]. The










where ωl is the on-site energy and J is the coupling between qubits. By allowing the free evol-
ution of this Hamiltonian, and supplementing this with pulses that flip the qubits as appropriate
it is possible to build the desired interaction. Wu et al. [12] give an un-optimised technique for
implementing the nearest-neighbour BCS Hamiltonian. They find that for each time step in the
Trotter approximation (28N4 − 47N3 − 4N2 + 32N)/3 operations are required.
It should be possible to get a significant reduction in the number of operations needed for
numerous other architectures of quantum computing, as these will allow us to generate the
Hamiltonian of interest rather than being restricted to a single Hamiltonian.
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3.7.3 Data extraction using an NMR computer
Implementing the BCS Hamiltonian causes the ground and first excited state to evolve at different
rates. We find that













Therefore the net result is a phase difference, which varies with time. By extracting data about
the state of a qubit at various time intervals, it is possible to work out the period of the phase



























(t2 − t1) . (3.21)
Therefore by finding the period (t2 − t1) we are able to find the energy gap.
On an NMR quantum computer, the easiest way to find the period and therefore the energy
gap, is to perform the BCS Hamiltonian for various time intervals then measure a single spin to
extract the ensemble average [13]. The result of this is a quantity which oscillates with a period
2∆, where 2∆ is the energy gap. A classical Fourier transform is performed on this data, and
the result is a graph of frequency with a peak at 0 and another at 2∆ [12].
3.7.4 The phase estimation algorithm
The method of data extraction discussed in section 3.7.3 is not applicable to architectures other
than NMR, because numerous runs of any other quantum computer would be required to extract
the ensemble average. In most cases this will not be efficient with the number of qubits in the
system. As an alternative Brown et al. [13] propose using the phase-estimation algorithm, a
form of data extraction which was previous discussed in section 3.4.1.
We want to consider using the phase estimation algorithm to extract the phase difference
between two eigenvectors, so that we can determine the energy gap. In this case, the workings
of the phase estimation algorithm can be seen as being essentially equivalent to the technique in
section 3.7.3. In summary, information about the time evolution of the system is encoded into
our readout qubits, then a quantum Fourier transform is used to extract the data.
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We begin our algorithm by using the initialisation procedure in section 3.7.1 to prepare our
first register in an superposition of the ground and first excited state of the BCS Hamiltonian.
Our readout qubits start in the state |0〉, and are then prepared in |+〉 using Hadamard operations.
We now use the phase estimation algorithm pictured in figure 3.1, to encode our eigenvalues
into the register of readout qubits. This is done by implementing our unitary form of the
BCS Hamiltonian in a controlled fashion dependent upon the state of the readout qubits. By
performing U2
k−1
where k is the number of the readout qubit. During this process we are
encoding data about the time evolution of the BCS Hamiltonian for various time steps into our
readout qubits. We then perform the inverse quantum Fourier transform on our readout qubits.
This encodes the phase into these qubits in a readable format, and is equivalent to the technique
in section 3.7.3, except for the fact that in this case we have additional data. Instead of getting
two peaks, one at 0 and one at 2∆ we have two peaks, one at each eigenvalue. Once these have
been found it is trivial to find the energy gap.
3.7.5 Conclusions
In conclusion, we have introduced the BCS Hamiltonian and adapted the techniques discussed by
Wu et al. [12], to find an algorithm for simulating it on a general quantum computer. We note that
the adiabatic state preparation process remains the same for all forms of quantum computing,
while the time evolution and data extraction stages are different for NMR. In particular, the
ensemble nature of NMR means we can extract the ensemble average with a single run of
the computer. For any other architecture of quantum computing, a number of runs that scales
exponentially with the size of the system would be required. As a result we switch from the
data extraction procedure suggested by Wu et al. [12], to the phase estimation algorithm. This
switch has been previously suggested by Brown et al. [13].
In this section, we have outlined how to perform all three stages of our quantum simulation
efficiently. However, we note that the phase-estimation algorithm requires us to perform our
unitaries in a controlled fashion. We do not discuss how to do this here, but do in chapter 5.
In conclusion, in this section we describe how to combine the techniques given in the previous
sections to implement a useful simulation, and extract some interesting data (the energy gap).
3.8 Conclusions
In this chapter we introduced the idea of using a quantum computer to simulate a quantum
system. In the first three sections, we concentrated on the three main process involved with
quantum simulation, demonstrating that it was possible to perform them all efficiently on a
quantum computer in certain specific cases. Possibly the hardest part of simulation is generating
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a suitable initial state, this is QMA-complete in the general case. In section 3.2 we briefly
outlined a few techniques that can be used to create some useful initial state, this includes
certain ground states, and some thermal states. While it is unlikely that we will be able to create
a general state efficiently, the techniques provided should allow us to create useful states for
starting a simulation.
The second process in quantum simulation is the time evolution of the system, we discussed
this in detail in section 3.3. We introduced three methods of implementing the time evolution,
the first was Lloyd’s method [5], which involved splitting our Hamiltonian using the Trotter
approximation, the second was a direct simulation, while the third was the pseudo-spectral
method. We found that Lloyd’s method resulted in significant problems with precision, we
discussed this in section 3.5. In this section we noted that in general an exponential increase
in time was required, to get an exponential increase in precision. A similar problem can be
seen in section 3.4, where we looked at data extraction procedures. In this section we described
two techniques for data extraction, and showed that in both cases an exponential increase in
operations was required for an exponential increase in precision. While precision scales linearly
with time, standard classical simulations have results where the precision scales logarithmically
with time. Therefore our quantum case is exponentially worse than our classical case. This poor
scaling of precision is partly due to the need to use the Trotter approximation, and partly due
to data extraction procedures.
Finally we have outlined procedures for simulating the BCS Hamiltonian on a quantum com-
puter. In section 3.6 we introduced the BCS Hamiltonian, and explain some of the motivations
for simulating it, while in section 3.7 we discussed in detail the algorithm for this one simulation.
This puts our previous work in a practical context.
In conclusion, using a quantum computer to simulate a quantum system will be one of
the first practical uses of quantum computing. Unfortunately, we find that there are significant
problems with the scaling of precision in this context. Particularly we note that introducing
error correcting protocols significantly increases the resources required to conduct a simulation.
However this is also true of other quantum algorithms. By describing a simulation of the BCS
Hamiltonian, we show that the three stages of simulation can be combined to extract useful data
in an efficient fashion from our quantum computer.
Chapter 4
Two qubit operations with the qubus
4.1 Introduction
In the next four chapters we will look at simulating the BCS Hamiltonian on the qubus quantum
computer. The bulk of our work is split into three chapters to discuss the three main results
we have obtained while researching this subject. The fourth chapter pulls together the results
of the other three, to give results for a complete simulation of the BCS Hamiltonian. Our three
chapters can be broadly divided into a chapter exploring the initialisation procedure, a chapter
exploring the time evolution procedure, and a chapter discussing data extraction. However, these
subjects have significant overlaps therefore the divide is not quite that elegant.
In this first chapter we will discuss how to produce our two qubit unitaries on a qubus
quantum computer. In particular, we show how to get significant reductions in the number of
operations required, compared to implementing these two qubit unitaries in a naı¨ve case. We
show that it is possible to lower bound the number of operations required, and in our results we
demonstrate that we come close to meeting these lower bounds, being only a constant factor out.
Once we have performed these operations we can use them as part of the adiabatic initialisation
process discussed in section 4.5. Therefore we conclude this chapter by working out the number
of operations required to make our desired initial state.
Unfortunately, to perform our simulation we need to implement these unitaries in a controlled
fashion. This leads to the second chapter of work on this subject, chapter 5. Here, we look
at how to make an N-qubit unitary controlled on an ancilla qubit. This process of performing
our operations in a controlled fashion is the main technique we use for evolving our state with
respect to time. We do not provide a summary of the total number of operations required in this
chapter, leaving that for the next chapter where we introduce our phase-esimation algorithm.
In chapter 6 we look at using the qubus quantum computer to implement the phase estimation
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algorithm. We begin by taking our results from chapter 5, and using this to work out the number
of operations required to perform our controlled unitaries, dependent upon the number of ancilla
qubits which are used. The second part of this chapter looks at performing the quantum Fourier
transform using our qubus system, and compares the number of operations required to a naı¨ve
method.
Finally in chapter 7 we put the results from the previous three chapters together, to work out
the total number of operations required to perform a simulation of the BCS Hamiltonian on the
qubus quantum computer. We compare this to results that were obtained on an NMR quantum
computer and show that our qubus quantum computer performs better in the majority of cases.
4.2 Converting our 2-qubit unitaries
We can not directly implement the terms Uxx and Uyy on our qubus quantum computer, however











It is possible to transform Uzz to Uxx and Uyy using local unitaries. These transformation








































We therefore consider how to implement our Uzz on the qubus quantum computer, to generate
the necessary entanglement.
4.3 Placing a minimum bound on the number of operations needed
We begin by placing a lower bound on the number of operations required to generate the sum in
equation (4.1). We take into account the number of local unitaries required later in the chapter.
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4.3.1 Long range interactions with arbitrary Vml
We start by considering the case where Vml can be set arbitrarily between qubits, this is the
most general case, and therefore the most difficult to simulate classically. We would expect this
system to be efficient to simulate on a quantum computer since it is a sum of 2 qubit terms.
It is therefore one of the Hamiltonians that Lloyd proved possible to simulate efficiently on a
quantum computer in 1996 [5]. At the same time it is useful to work out a specific algorithm
for this case. Wu et al. [12] demonstrate that the general case can be computed efficiently on a
quantum computer, however they do not explicitly calculate the number of operations required
in their paper.
We are going to consider placing a lower bound on the number of operations required, given
a measurement-free ancilla system. This does not include the NMR computer used in previous
work on simulating the BCS Hamiltonian [12, 13]. However it should be applicable to a large
range of physical systems, we will concentrate in particular on the qubus system, as this is the
architecture we are familiar with. In fact it should be possible to generalise these results to be
applicable to a wide range of ancilla systems. One property of this type of system is that our
operations occur in pairs. Each pair consists of one entangling and one disentangling operation.
These pairs of operations can each generate at most one of the values of Vml in equation (4.1).
The simplest lower bound can therefore be given by 2× number of Vml.
The number of Vml in equation (4.1) can be worked out by taking into account that m < l
and m = 1, 2, . . . , N − 1. When we have m = 1, we find that l can take N − 1 possible
values, i.e. l = 2, 3, . . . , N ; similarly when m = 2, there are N − 2 possible values for l,
i.e. l = 3, 4, . . . , N . This pattern continues until m = N − 1 where we have only one possible







N(N − 1) = 1
2
(N2 −N) . (4.4)
As we have previously established, each of these Vml will require one pair of operations to
create, therefore an absolute minimum on the number of operations required is given by N2−N .
It would be highly surprising if we could meet this bound, since in generating the bound we have
completely ignored the need to use both quadratures of the bus in order to create entanglement
between the qubits.
4.3.2 Short range interactions with arbitrary Vml
If we reduce the number of qubits which interact with each other, we also reduce the number of
Vml. One scenario considered by Wu et al. [12] is where Uzz describes only nearest neighbour
interactions. In this example l = m + 1, where m = 1, 2, . . . , N − 1 and l = 2, 3, . . . , N
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respectively. For every assigned value of m there is only one possible value for l, therefore,
there are N −1 possible values of Vml. In total we can therefore easily lower bound the number
of operations required for our measurement free ancilla scheme to be 2N − 2.
This result can be extended to interactions of range p, where p = 1 is the nearest-neighbour
case. We provide a very simple lower bound for this scenario by setting our value for m such
that m = 1, 2, . . . , N − 1. Then due to the fixed range nature of the interaction l takes values
from m+1 to p+1. This gives us a lower bound of p(N−1) = pN−p. However, we can make
this more precise by remembering l ≤ N . From this we can see that when m = N − p+ 1 we
no longer have p possible qubit values for l. The number of possible values for l now decreases
from p to 1 in intervals of 1. We can therefore calculate our lower bound on the number of Vml
Nbv = (N − p)p+
p∑
1





From this we see that we require at least Np− (p2+ p)/2 pairs of operations. Therefore we get
a lower bound of 2Np − p2 − p operations.
4.3.3 Long range interactions with constant Vml
The above result applies to the case where we can set each value of Vml completely independently,
however this is not the only interesting case. To compare to classical simulation, we want
to consider the easiest, and most common case, where we set Vml to be constant. When
we were considering the number of Vml above, we were actually considering how the qubits
interacted with each other, finding the total number of terms in equation (4.1). However, the
case of Vml = −V has the same number of terms as for a completely general Vml. Yet as we
will demonstrate, this can be implemented using fewer operations. Similarly, in this case, we
have only one value for Vml, yet it is obviously impossible to perform using just 2 operations.
Therefore while the number of values of Vml will definitely provide us with a lower bound, we
want to derive a more realistic bound, one which we have a chance of saturating.
As we established in chapter 2, to generate entanglement on our qubus system we need
to entangle one set of qubits with the position quadrature of the bus, and the second set with
the momentum quadrature. This will generate entanglement between the two sets of qubits.
We will now derive a crude lower bound on the number of operations required by considering
which qubits have to connect to each quadrature of the bus. Due to the symmetries in the
bus, provided we sandwich the operations, it does not matter which quadrature of the bus is
used first. We will consider a simple picture where the term σzm from equation (4.1) always
refers to qubits connecting to the position quadrature, and σzl refers to qubits connecting to
the momentum quadrature of the bus. This means that N − 1 qubits need to entangle with the
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position quadrature of the bus, and N−1 qubits need to entangle with the momentum quadrature
of the bus. Each entangling operation will require a disentangling operation. We can therefore
see that the total number of operations required, Nmb is given by
Nmb = 4× (N − 1) = 4N − 4 . (4.6)
4.3.4 Other cases of interest and conclusions
The above technique is limited to cases where we are considering long range interactions as
part of our BCS Hamiltonian. A bound on the number of operations required for fixed range
interactions with Vml = −V , or any other more complex dependency remains an open problem.
However since we know that this bound lies between 4N − 4 and 2N operations, we can see
that we will not get significant savings.
We have now derived two techniques for lower bounding the number of operations required.
The first involves counting the number of different Vml in equation (4.1), and the second involves
considering which qubits need to entangle to each quadrature of the bus. Since these are both
accurate, in each case we will take the highest value for the lower bound. This is a valid
assumption to make since if we require at least N2−N then we require more than 4N − 4, and,
as yet, we have not proved that we can saturate either of these lower bounds.
To complete our discussion, we need to consider cases where Vml is not set completely
arbitrarily, but at the same time is not as limited as Vml = −V . In particular we note that if the
values of Vml are highly dependent upon each other, then we require far fewer operations than
the standard bound of N2−N . Therefore our above statement of lower bounds applies to an all
or nothing case in terms of generality. However, there are far too many possible dependencies
to cover ever single case in this section.
We will therefore content ourselves with noting that when we can characterise our Vml so
that they can be generated when each qubit only connects to each quadrature of the bus once,
the same lower bound as for Vml = −V is valid. We have defined our displacement operators so
that we are able to ‘set’ the values for Vml by changing the strength of the interaction with the
bus. If we connect each qubit with each quadrature of the bus only once, then we can express
our Vml as Km×Kl where the Ks represent real numbers. In the case of our completely general
interactions Km for a fixed m takes several different values, as we do not limit how often we
connect a qubit to the bus. However, if we limit each qubit to connect with each quadrature
of the bus only once, then we find Km remains fixed for a given value of m. This gives us
two sets of constants to form our Vml, with each set containing N − 1 terms. Using these sets
of constants it is possible to create some interesting patterns for Vml for example interactions
which decay exponentially as the distance between modes increases. An example for the 3 qubit
case is Km=1 = 1, Km=2 = 2, Km=3 = 4, Kl=2 = 1, Kl=3 = 1/2, and Kl=4 = 1/4. These
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values give V12 = 1, V13 = 0.5, V14 = 0.25, V23 = 1, V24 = 0.5 and V34 = 1.
In this section we have established lower bounds on the number of operations required to
implement Uzz in equation (4.1) for 3 specific situations. The first is the case where each Vml
is set independently and we have long range interactions in our Hamiltonian; we then restrict
the range of our Hamiltonian but keep Vml general and derive lower bounds for this scenario.
Finally we consider a case where Vml is held constant, or where we have a strong dependancy
between our values of Vml, such that they can be calculated from a set of constants attached to
our qubits. This section leaves many open problems; in particular we do not consider fixed range
interactions with a constant Vml nor do we consider other dependencies between the values of
Vml. We have, however, covered the most significant scenarios; including the most general case.
In the next section we demonstrate that we can get extremely close to meeting all the lower
bounds provided, requiring at most 2 additional operations. Since this includes the most general
case, we can therefore demonstrate a maximum number of operations required to implement any
Uzz.
4.4 Implementing Uzz on our qubus quantum computer
In section 4.3 we placed a lower bound on the number of operations required to perform equation
(4.1) in three cases; a fully generalised case, the case of limited range interactions, and a case
where Vml can be expressed as a set of fixed constants Km and Kl. We now want to consider
a physical implementation of equation (4.1) on our qubus quantum computer.
We will start by considering a naı¨ve implementation where we generate each term in our sum
using a separate bus, or a bus which completely disconnects from our qubits between operations.
In this case each term from Uzz is implemented using four operations. As we established
in section 4.3, the number of terms in equation (4.1) is given by (N2 − N)/2 in the most
general case. This represents every qubit interacting with every other qubit. As we require four
operations per term, the total number of operations required will be given by 2(N2−N). Since
we are generating each term in the sum separately, each value of Vml can be set arbitrarily, so
this result is for a completely general case. We can therefore conclude that we will never require
greater than 2(N2 −N) operations when generating Uzz on the qubus in our measurement-free
case. However, the number of operations required is significantly larger than our lower bounds,
and since we know it is possible to achieve significant savings over a naı¨ve method using the
qubus, we will now consider improved methods that allow us to get closer to the lower bounds.
We can also consider a naı¨ve method of implementing Uzz if we use measurement to clear
the bus, rather than disentangling the qubits. This fits well with the qubus scheme, since we
can create our terms from Uzz with the entangling operations, and use the measurement simply
to disentangle the qubus from the qubits, ignoring the result of the measurement. To get such a
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scheme to work we would simply need to double one of our values of β in each set of operations.
In this case, we would require only three operations (including measurement) for each term in
the sum. We would therefore need 3(N2 −N)/2 operations.
4.4.1 Long range interactions with arbitrary Vml
We will start by considering the most general case, where every qubit interacts with every other
qubit, with an interaction strength governed by a set of Vml which can be set arbitrarily. As we
want to set our Vml completely independently of each other, we are limited in how efficiently
we can perform our operations.
Each term in Uzz consists of an interaction between two qubits, qubit m and qubit l. If we
connect qubit m to the momentum quadrature of the bus, we can then connect all the possible
options for qubit l to the position quadrature of the bus. This generates the set of interactions
between qubits m and m+1, . . . , l, and requires only (N +1−m) operations to perform. The
strength of the interaction, Vml can be set arbitrarily between pairs by choosing the β in the
displacement operators, D(−iβσzl). To interact all qubits numbered > m with qubit m we need
to use a sequence of displacement operators given by
D(iβNσz,N )D(iβN−1σz,N−1) . . . D(iβm+2σz,m+2)D(iβm+1σz,m+1)D(βmσz,m) . (4.7)
This expression leaves the bus highly entangled with the qubit system. The simplest way to
continue would be to perform these operations in reverse, and hence disconnect our bus entirely
from the system. To interact qubit m with all qubits numbered > m, then disconnect the bus,
we need a set of displacement operators given by
D(−iβNσz,N)D(−iβN−1σz,N−1) . . . D(−iβm+2σz,m+2)D(−iβm+1σz,m+1)D(−βmσz,m)
D(iβNσz,N)D(iβN−1σz,N−1) . . . D(iβm+2σz,m+2)D(iβm+1σz,m+1)D(βmσz,m) .
(4.8)
It is worth noting that if we had an ancilla that required measurement, and no local corrections,
we could roughly halve the number of operations we require since we would need only one
additional operation instead of an additional (N + 1−m).
In the case of our measurement-free ancilla we clearly need 2(N + 1 −m) operations, for
each qubit m we connect to the momentum quadrature of the bus. It is clear from equation (4.1)
that m can take N − 1 possible values ranging from 1 to N − 1. We can therefore express the




(N + 1−m) = 2(N + 1)(N − 1)−N(N − 1) = N2 +N − 2 . (4.9)





Figure 4.1: A circuit to generate pairs of Pauli Z operations between three qubits. The opera-
tions shown are displacement gates on the bus performed dependent on the state of
the control qubits. Shaded boxes represent operations on the position quadrature
of the bus, and unshaded boxes represent operations on the momentum quadrature
of the bus.
Figure 4.1 shows a qubus circuit to generate the necessary operations between three qubits. We
write our displacement operators as D(−iβn,lσzl), where βn,l is the value of β when qubit l
connects to the bus for the nth time. We will use this notation every time we are considering a
set of operations where each qubit connects to the bus more than once.
If we used measurement then we would need to measure N − 1 times, once for each cycle
where we clear the bus. The total number of operations required would therefore be given by
1
2(N
2 + 3N − 4).
This technique gives us a significant saving in the number of operations required over the
naı¨ve method, however, our lower bound is N2 −N operations, so for large N we are still 2N
operations above this bound. This suggests that it might be possible to get further savings on
the number of operations required. The most obvious way to do this is to leave some qubits
connected to the bus at the end of each step. However, it is important that we do not leave too






Figure 4.2: A circuit showing a way to implement our Uzz while getting further reductions.
In this case we leave one qubit connected to the bus at the end of each cycle.
The operations shown are displacement gates on the bus performed dependent on
the state of the control qubits. Shaded boxes represent operations on the position
quadrature of the bus and unshaded boxes represent operations on the momentum
quadrature of the bus.
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We will therefore consider the simplest possible scenario, leaving one qubit connected to the
bus at the end of each cycle. Our scheme of implementation now has a sense of direction. While
in our previous example, we could start with any value of m, generating the sets of operations in
any order we chose, it now makes sense to start generating our operations from m = 1, working
up to m = N − 1.
The first step of our implementation involves connecting qubit 1 to the momentum quadrature
of the bus, then the other N−1 qubits to the position quadrature of the bus. We then disentangle
qubit 1 from the bus, before disentangling qubits N − 1 through to 3. This involves a sequence
of displacement operators given by
D(−iβNσz,(N))D(−iβN−1σz,(N−1)) . . . D(−iβ3σz,3)D(−β1σz1)
D(iβNσz,(N))D(iβN−1σz,(N−1)) . . . D(iβ3σz,3)D(iβ2σz,2)D(β1σz1)
(4.10)
This is very similar to our previous scheme, the only difference being that we allow qubit 2
to remain on the bus. We can now entangle qubits 3 through to N − 1 with the momentum
quadrature, remembering that qubit 2 is still entangled with the position quadrature. This
sequence, therefore, generates all the necessary interactions between qubit 2 and higher numbered
qubits. We continue this process, removing all the qubits but qubit m + 1 from the bus, then
entangling qubits m+ 2 . . . N to the opposite quadrature of the bus to qubit m+ 1. The final
step of this process involves removing all the remaining qubits from the bus, so that our bus
completely disentangles from the system.
Each set of operations will now require one pair of operations less than before. This means
each set will now require 2(N −m) operations to perform, we will also need an additional two
operations for the first set, since in this case there will not be a qubit that has been held on





(N −m) + 2 = 2N(N − 1)−N(N − 1) + 2 = N2 −N + 2 . (4.11)
This is only two operations away from our lower bound.
We now need to prove that this technique allows us to set Vml arbitrarily. To do this we
consider how our various values of β depend upon each other, and demonstrate that it is possible
to chose values for our β such that we have the ability to set any Vml. If we are given an arbitrary
value for β1,1, we can choose our βl,1 where l = 2, 3, . . . N as appropriate, such that we have
any V1, l that we wish; this fixes our value for β1,2. We now remove all the qubits from the
bus except qubit 2. Therefore β1,2 is the only constant that is reused in the next step. While
for the first stage V1,l = β1,1 × β1,l in the second stage V2,l = β1,2 × β2,l, however since we
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have complete control of β2,l we can generate any V2,l. The same logic applies for every value
of m up to m = N − 1. In this case we have complete control over how we set βN,N and
this constant is never reused. Therefore we have demonstrated that a scheme which leaves one
qubit entangled to the bus at the end of each step, allows us to set Vml arbitrarily given physical
constraints.
Unlike our previous scheme, it would be hard to map this onto a scheme where our ancilla
required measurement. The additional savings we obtain over the N2+N − 2 shown above are
entirely due to our ability to leave qubits on the bus. In fact we only save N − 1 operations
through measurement, requiring a total of N2 − 1 operations.
We have shown that it is possible to simulate the general case of the BCS Hamiltonian in
N2−N +2 operations. This is roughly a factor of 2 improvement over a naiv¨e implementation.
Even in the simplest case with no approximations, the qubus allows us to achieve significant
improvements over a basic method. Interestingly, we do not quite saturate the lower bound,
requiring one additional pair of operations. There is no obvious way around these additional
operations, and they occur because we have one more value of β than the number required to
set our Vml arbitrarily.
Our results also show almost a factor of 3 improvement over the naı¨ve scheme if we use meas-
urement to disconnect our qubits from the bus, rather than disconnecting the qubits individually.
In this case, the first scheme proposed, gives the most significant improvements requiring only
1
2(N
2 + 3N − 4) operations. It seems unlikely that we could obtain any significant reductions
from this.
4.4.2 Short range interactions with arbitrary Vml
We now want to consider generating Uzz in the case of short range interactions. For simplicity
we will assume that our values of Vml still remain arbitrary. We begin by considering nearest-
neighbour interactions, before we move on and consider interactions of range p.
In section 4.3 we lower bounded the number of operations needed to perform the nearest
neighbour case by considering the number of independent Vml required. This gave us a lower
bound of 2N − 2 operations. We can easily see that this bound is impossible to meet by noting
that we have N qubits which need to entangle to the bus, and that each qubit needs to interact
with the bus twice. Therefore it would be impossible to generate the necessary Uzz using fewer
than 2N operations. Luckily the technique previously published by Louis et al. [25], which we
worked through independently, is suitable for this case, and allows us to generate Uzz in the
nearest-neighbour case. A circuit that allows us to generate nearest-neighbour interactions is
shown in figure 4.3.






Figure 4.3: A circuit that generates Uzz in the case of nearest-neighbour interactions. The
operations shown are displacement gates on the bus performed dependent on the
state of the control qubits. Shaded boxes represent operations on the position
quadrature of the bus, and unshaded boxes represent operations on the momentum
quadrature of the bus.











We begin by connecting qubit 1 to the momentum quadrature of the bus, then qubit 2 to the
position quadrature. This generates the necessary entanglement between these two qubits. We
now disconnect qubit 1, and instead attach qubit 3 to the momentum quadrature, generating
entanglement between it and qubit 2. It is possible to continue this process. In each stage we
start with qubit m connected to one quadrature of the bus, and qubit m + 1 to the other. We
remove qubit m from the bus, then entangle qubit m + 2 to the same quadrature. Finally we
remove qubit N − 1 and qubit N from the bus, leaving the bus completely disentangled from
our qubit system. The set of displacement operators for this, is given by
D(βNσz,N )D(−iβN−1σz,N−1)D(−βNσz,N)D(−βN−2σz,N−1)D(iβN−1σz,N−2) . . . (4.13)
Interestingly, it would only be possible to save a single operation if we were to introduce
measurement. Our measurement free scheme for ancilla computation requires us to leave qubits
on the bus until the end point. Therefore the only saving we can gain through measurement is to
replace the two operations required to empty the bus with a single measurement. If we consider
performing each pair individually using measurement, then we would require three operations
per pair; two to entangle the qubits to the bus and one to remove them. This would result in
3N − 3 operations. In the nearest neighbour case, measurement does not provide an advantage.
Our measurement-free scheme for nearest neighbour interactions, and our results for long
range from section 4.4.1 are both specific examples of a system of p-range interactions. To
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obtain general results we consider a similar scheme, using N − 1 cycles, where we leave one
qubit connected to the bus at the end of each cycle. For the first step, p + 1 qubits need to
interact with the bus twice, this represents qubit 1 and the p qubits connected to it. The next set
of steps need p qubits to interact with the bus twice, since we assume the first qubit in each step
is already connected to the bus. We require 2p qubits operation on the bus for every single step
except for the very first one and the p final steps. We therefore need to perform 2p operations a
total of N − p− 1 times. Finally for the last set of steps there are no longer p qubits left in the
chain connected to our active qubit, this means the number of bus operations required reduces
from 2(p− 1) to 0 in intervals of 2. Therefore the total number of operations required is given
by
Nmb(p) = 2(p + 1) + 2p(N − p− 1) + 2
p∑
k=1
(p− k) = 2pN − p2 − p+ 2 . (4.14)
This is two operations above our lower bound, as previously mentioned this is likely to be due
to the need to generate entanglement.
For completeness it is worth considering how measurement affects this result. We can
consider two scenarios, the first is using the above technique then using measurement to clear
the bus. This is inefficient and would only save us at most p operations. The other option is to
have N − 1 cycles where we connect all the qubits of interest to the bus, then use measurement
to clear the bus. This would require a total of pN +2N − 12p2− 12p− 2 operations, and agrees
with our results for the nearest neighbour case, and the case of general long range Vml. From
inspection, we can see that for large N , a measurement-free implementation is more efficient
than a measurement-based scheme for the nearest-neighbour case. However in the case of long
range general interactions the reverse is true. We therefore want to find the cross over point,
where using measurements makes our results more efficient. If we assume N is large then this
occurs when
pN − 2N = 0→ p = 2 . (4.15)
We see that in the majority of cases measurement reduces the total number of operations
required. However, even without using measurement, we can achieve significant reductions on
the number of operations needed to implement limited range interactions compared to a naı¨ve
case.
4.4.3 Interactions where Vml can be written as Km ×Kl
If we consider our Vml to be made of constants Km × Kl, where there is a single value of
Km/Kl for every m/l, then we do not need as many operations as in the cases described above.
We will now consider a highly entangled scheme, where a large number of qubits are connected
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Figure 4.4: This figures shows a circuit which generates all the necessary values of Uzz , when
our Vml are governed by strict rules that restrict how many constants are required.
The operations shown are displacement gates on the bus performed, dependent on
the state of the control qubits. Shaded boxes represent operations on the position
quadrature of the bus, and unshaded boxes represent operations on the momentum
quadrature of the bus.
We start by connecting qubits 2 through to N to the momentum quadrature of the bus,
before entangling qubit 1 to the position quadrature of the bus. This requires N operations,
and entangles qubit 1 with all the other qubits. We now consider a routine where in every step
we remove a qubit from the momentum quadrature of the bus and connect it to the position
quadrature. We start this process with qubit 2 and continue until qubit N − 1. In this case,
flipping the quadrature of the bus a qubit is entangled to generates the necessary interactions
between that qubit and the qubits numbered higher than it. This process requires 2(N − 2)
operations (since we do not need to flip the first or final qubit). At the end of this cycle we
end up with 1 qubit on the momentum quadrature of the bus and N − 1 qubits connected to the
position quadrature. In our measurement-free scheme, we then use N operations to clear the
bus. In our measurement-based scheme we use one operation to clear the bus. The sequence of
displacement operators required for the measurement-free scheme is given by
D(−iKm=1σz1)D(−iKm=2σz2) . . . D(−iKm=N−1σz,N−1)D(−Kl=Nσz,N)
D(iKm=N−1σz,N−1)D(−Kl=N−1σz,N−1)D(iKm=N−2σz,N−2)D(−Kl=N−2σz,N−2)
. . . D(iKm=2σz2)D(−Kl=2σz,2)D(iKm=1σz1)D(Kl=2σz2) . . . D(Kl=N−1σz,N−1)
(4.16)
Figure 4.4 shows a circuit to implement a scheme such as the one described above for a 4 qubit
case.
For the measurement-free scheme a total of 4N − 4 operations are required. In the measure-
ment based scheme 3N − 3 operations are needed. Therefore, once again using measurement
provides a significant saving. The measurement-free scheme meets the lower bound we derived
in section 4.3.






Figure 4.5: A circuit to generate all the necessary values of Uzz in the case of limited range
interactions, in this case when p = 2. Our Vml are governed by strict rules that
restrict how many constants are required. The operations shown are displacement
gates on the bus performed dependent on the state of the control qubits. Shaded
boxes represent operations on the position quadrature of the bus, and unshaded
boxes represent operations on the momentum quadrature of the bus.
If we have limited range interactions, it is also possible to perform all the necessary operations
using just 4N−4 operations in the measurement-free case and 3N−2 in the case of measurement.
The extra operation is used to disentangle a single qubit and cancel our unwanted terms. We use
a similar procedure to the one above, moving qubits from one quadrature of the bus to another.
However extra operations are added between the move. These create some unwanted interaction,
but provided all the operations are performed in the correct order these additional interactions





A circuit illustrating these displacement operators is shown in figure 4.5.
As before, we can check when this gives advantages over our other techniques for limited
range interactions. In both the measurement-free and measurement-based case we find that this
technique gives savings when p ≥ 2. It seems unlikely that further savings would be possible,
because for p > 1 we have N − 1 qubits which need to interact with each quadrature of the bus.
In the measurement-free scheme this bounds us at 4N − 4 operations. A crude bound for the
measurement based scheme can be found by considering the fact that we need to entangle N −1
qubits to the momentum quadrature of the bus, N − 2 qubits need to switch quadrature, 1 qubit
needs to connect to the position quadrature, but not to the momentum quadrature and we need
1 measurement. This gives us 3N − 3 as our bound. We therefore find we are close to meeting
the bound in the measurement based case, and meet this bound when we do not have limited
range interactions.
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4.5 Preparing our qubus in the desired initial state
To prepare our initial state we follow a similar procedure to Wu et al. [12] which was outlined
in section 3.7.1. We consider our qubus to begin in the state where all the qubits are in state
|0〉. To initialise our system into a state with n qubits in state |1〉 we simply perform a Pauli
X operation on the appropriate qubits. These flips are chosen such that we end up in a ground
state of U0.
We now want to perform a slow evolution on this ground state so that we end up in the
ground state of the BCS Hamiltonian. To do this we use the adiabatic procedure in section
3.2.1. This involves performing a direct implementation of the BCS Hamiltonian for small time
intervals. Following the work of Wu et al. [12], we will use the first order Trotter approximation
to recombine the terms, this gives
UBCS ≈ [exp(−iH0t/S) exp(−iHxxt/S) exp(−iHyyt/S)]S . (4.18)
In order to work out the total number of operations required for our initialisation procedure, we
need to consider the total number of operations required per time interval, and the total number
of time intervals.
We start by reducing the number of operations per time interval, by simplifying our adiabatic
procedure from
Had(s) = (1− s/S)(H0) + (s/S)(H0 +Hxx +Hyy) (4.19)
to
Had(s) = H0 + (s/S)(Hxx +Hyy) . (4.20)
This is identical but no longer requires us to implement U0 twice for each time step. An
advantage of our qubus scheme is that U0 is trivial to implement since we just perform a single
local unitary on each qubit. Therefore U0 requires N operations to implement.
In section 4.4 we established the number of operations, Nmb, required to implement Uzz
in three different scenarios. Also in section 4.2 showed that it was possible to convert Uzz to
Uxx or Uyy using just two local unitaries on each qubit. We can therefore see that our two
qubit terms can be implemented using 2(Nmb+2N) operations. Therefore the total number of
operations required for each time step of the initialisation procedure, I(N), is
I(N) = 2Nmb+ 5N . (4.21)
The total number of time steps for the initialisation procedure is S, where the adiabatic
condition requires that S ≫ π/(tad∆). In the case of the BCS Hamiltonian the short time
approximation is valid when τ ≪ 1/d where d is the level spacing, and τ the length of a single
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time interval. This gives S ≫ πd/∆. Brown et al [13] include another factor which represents
the precision of the desired energy gap, and is given by δ. This results in the term S = πd/δ∆.
Taking d/∆ = 0.1 from Wu et al [12] we get S = 0.1π/δ. If we assume δ = 1/100 as given
by Brown et al. [13], the total number of time steps required is given by S = 10π. The total









We can now substitute in values for Nmb that we found in section 4.4. This will allow us to
work out the total number of operations required for the initialisation procedure dependent upon
which technique we use to generate our 2 qubit interactions.





N + 2) . (4.23)






N − p2 − p+ 2
)
. (4.24)
Finally in the case where our Vml can be expressed as a set of constants Km×Kl where there is
only one value of K for each value of m and l, we find that our initialisation procedure would








4.6 Conclusions and comments on errors
We have looked at performing Uzz from equation 4.1 with long, and limited range interactions
with completely general Vml, and where Vml = Km ×Kl. In these cases we have considered
using measurement to clear the bus, and a standard measurement-free scheme. We find that in
all cases except the nearest-neighbour case measurement provides us with savings in the total
number of operations required.
Our results are summarised in table 4.1. Some interesting results worth noting are that, in
the measurement-based case we require 3N − 3 for long range interaction, but 3N − 2 for short
range interactions. The short range interactions require an extra operation since we need to
create, then destroy, unwanted interactions. The extra operation ensures that all unwanted terms
are removed. This is not important in the long range case where these unwanted interactions are
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Lower bound Total number of operations required:
w/o measurement w/o measurement with measurement
General Vml N
2 +N N2 +N − 2 12 (N2 + 3N − 4)
Limited range interaction 2pN − p2 − p 2pN − p2 − p+ 2 pN + 2N − 12p2 − 12p− 2
Nearest neighbour 2N − 2 2N 3N − 4
Long Vml = Km ×Kl 4N − 4 4N − 4 3N − 3
Short Vml = Km ×Kl 4N − 4 3N − 2
Table 4.1: This table shows the number of operations required to implement our two qubit
unitaries in the measurement-based, and the measurement-free cases. It also shows
a lower bound for the measurement-free case.
not created. We also find that in the measurement-free case we do not meet the lower bounds
on the number of operations required in the majority of cases. This is not surprising since
when we consider the case of nearest-neighbour interactions our lower bound is 2N − 2, which
is not enough interactions to connect then remove every qubit from the bus. The additional 2
operations bring us to a total of 2N operations, which is enough to interact each qubit with the
bus, then remove it exactly once. In section 4.5 we used these results to find the total number
of operations required for the initialisation procedure of our algorithm. We demonstrated that
this can be performed using only 10π repetitions of our result.
It would be possible to expand this work by considering savings for other specific sets of
Vml. However as we have demonstrated the general case only requires N
2 +N − 2 operations,
and no case can be done with less than 4N − 4 operations; therefore there is only a limited
capacity for savings. An important development for this work would be to look at how to make
these results fault tolerant. In particular we note that all our measurement-free techniques above
keep qubits entangled to the bus throughout the entire sequence of operations. This means that
a single error would propagate throughout the system. While it would be possible to disconnect
the bus from the qubits completely with only 2 additional operations in the case of completely
general Vml, in the case where Vml = Km×Kl this could require significantly more operations.
The redundancy in operations appears to be what allows fault tolerance.
Bill Munro provided an error model that took into account de-phasing due to an error on
the bus, and de-phasing due to the time required to generate operations. The de-phasing on the
bus is due to photon loss from the bus during operations, while the de-phasing due to the time




(1− exp[−Nbγτ − 4Cηβ2]) (4.26)
where Nb is the number of bus operations, γ is the de-phasing for one qubit, C is the number
of gates constructed with one use of the bus, η is the loss parameter for the bus, and β = χt
66 CHAPTER 4. TWO QUBIT OPERATIONS WITH THE QUBUS
as defined previously. We now compare three cases. The first is our scheme for when Vml =
Km×Kl. The second is our scheme for generating general Vml while completely disentangling
the bus between each set of operations. The third is the naı¨ve case.
In the first scheme the number of gates generated before disentangling the qubus is given by
C = (N2 − N)/2. This provides all the necessary gates for our Uzz. To generate these gates
requires a number of bus operations given by Nb = 4N − 4. We compare this to the scheme we
outlined in section 4.4.1 where we disconnect our bus between every cycle of qubits. The total
number of bus operations needed to create our Uzz in this case is given by Nb = N
2 +N − 2.
The number of gates constructed with one use of the bus varies between N − 1 and 2. We
therefore take C = 12(N + 1). We find that our first scenario gives less de-phasing provided
ηβ . γτ/2. We can also compare our scheme where Vml = Km × Kl to a naı¨ve one where
we generate each gate individually, in this case C = 1 and Nb = 2(N
2 − N). Our improved
technique gives less de-phasing provided ηβ . γτ .
If we now take, γτ = 5 × 10−4, η = 10−4 and have an error threshold of Pd = 10−2 then
we can work out how many gates each technique can create. We find that the naı¨ve technique,
and the technique where we disconnect the bus between steps, can create gates between 5 qubits,
which is the equivalent of 10 gates. In the case of Vml = Km×Kl we can create gates between
8 qubits, which is equivalent of 28 gates. The technique where we disconnect our bus between
steps also gives a minimal improvement over the naı¨ve method, with the difference being between
5.9 and 5.0 qubits.
A more comprehensive analysis of errors will allow us to work out which technique is
beneficial in a practical setting, and would allow us to adapt these techniques for experimental
implementation. However for the correct experimental parameters we can see that our reduced
scheme gives less de-phasing than our naı¨ve method, since the reduction in decoherence due to
the shorter time required to conduct our simulation, is more significant than error accumulation
on the bus.
Chapter 5





Figure 5.1: A standard technique for converting a two-qubit controlled unitary to a three-qubit
controlled unitary. In this case W 2 = U where U is the unitary we want to make
doubly controlled.
To use our operations as part of the phase estimation algorithm we need to make them
controlled on an ancilla qubit. This is a different ancilla system to the mediating ancilla we use
for our bus, and we will refer to the qubit(s) in this system as control qubit(s). A standard gate
for making a local unitary, U , controlled on one qubit, doubly controlled is shown in figure 5.1.
This circuit takes a unitary U = W 2 which acts on qubit 2 dependent upon qubit 1 and makes
it unitary acting on qubit 2 dependent upon qubit 1 and qubit 0. We first note that the standard
decomposition given to make a controlled unitary doubly controlled [24] shown in figure 5.1,
does not work in the cases we are interested in. For simplicity we will consider the unitary we











The standard decomposition works in any case where our 2-qubit unitary is in the form of a
controlled 1-qubit unitary. Although our Uzz is equivalent under local unitaries to a matrix of
67
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this form, it is not itself in this form. While it would be possible to transform our sequence to be
a set of unitaries on qubit l controlled on qubit m, once we had made this sequence controlled on
qubit 0 it would be impossible to change the operations on qubit m and l back to their original
form when qubit 0 was in |1〉 and the identity when qubit 0 was in |0〉.
We would therefore need to implement this sequence directly, however it is easy to see that
this would not work. The sequence involves performing our 2-qubit unitary between qubits 0 and
2, however does not involve performing the Hermitian conjugate of the unitary between qubits 0
and 2. This leaves some unwanted operations on qubit 0, and therefore is not the correct control
procedure to make our 2-qubit unitary controlled.
In fact it is impossible to turn a generic N -qubit unitary given by an oracle into a controlled
unitary [101]. It is worth noting that this result is unsurprising since the sequences for making
even a local unitary controlled, relies on being able to perform W and W † where normally
U = W 2. While it is obviously possible to split our Uzz sequence into CNOT gates and
local unitaries, this is likely to lose a large proportion of the savings which we have obtained
in previous sections. It also means we have to reconsider what operations we perform on the
qubus, and therefore move to a less ‘natural’ implementation of our local unitaries. We therefore
want to consider a more general method of making our operations controlled, something that
can act on a large proportion of the terms in Uzz , without control gates between every term.
While Barenco et al. [24] provide numerous techniques for making unitaries controlled, these
mainly focus on single qubit unitaries. We will therefore outline some simple techniques to
implement the N -qubit controlled unitaries of interest. While we provide no arguments for the
optimality of these techniques, our most efficient technique requires just over double the number
of operations needed to perform our unitary without control. These techniques can therefore be
seen to be suitably efficient.
In section 5.1 we will discuss two methods to turn a unitary of the form in equation (5.1)
into a controlled unitary, CUzz, of the same form. We will then show how to implement these
on the qubus. The first method requires considerably fewer operations to perform on the qubus,
and in particular requires fewer CNOT gates. However it relies on our ability to split our Uzz
into several terms. The second method we present requires only CNOT gates, and the ability to
perform W andW † whereW 4 = Uzz , at the cost of a significant increase in the number of gates
required. If we make the unrealistic assumption that all the terms in Uzz can be implemented
independently as an oracle, then the second method requires a factor of N more gates than
the first. In fact for the qubus scheme we find the second method requires only a factor of 2
additional gates. Our second method therefore presents no significant advantages in this case,
but we include it for completeness.
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In particular we prove that the method we presented in section 5.1 is equally valid for these
cases. We therefore show that making our operations controlled on an ancilla qubit does not
present a significant disadvantage in our algorithm, and that it should be feasible to use the
phase estimation algorithm.
For completeness in section 5.3 we consider how to make our short range interactions
controlled on an ancilla qubit, and work out the number of operations required to do this on
our qubus. In section 5.4 we present a technique to make certain single qubit local unitaries
controlled without the requirement to perform W †, and show in which cases we can use this for
our larger Uzz. Finally in section 5.5 we show how many operations are required to make our












5.1 Making Uzz controlled on an ancilla qubit
For simplicity, when considering our controlled unitary we can consider the four quadrants of
our matrix separately. We will label the qubits in our local unitary as being qubits 1 through
to N and our control qubit as being qubit 0. Quadrant 1 represents operations which occur
when the control qubit is in the state |0〉. We want this to remain as identity. Quadrants 2
and 3 represent the control qubit undergoing a change in state from |0〉 to |1〉 or vice versa, we
therefore want every term in these two quadrants to be 0. Finally, quadrant 4 represents our
control qubit being in state |1〉, and is where our local unitary will be implemented, and we
want this to be Uzz.




 - qubit N
Figure 5.2: A circuit to turn an N +1− k qubit unitary into a controlled unitary. Our unitary
is in the form of pairs of Pauli Z gates, where one always acts on qubit k
5.1.1 Method one
We consider splitting our Uzz into several terms wherem is fixed and l > m. We then make each
of these terms controlled independently. Since all the terms commute, we can simply perform
our CUzz by multiplying them together.
Figure 5.2 shows the architecture independent circuit necessary to turn Ukl into a controlled
unitary, where k represents a fixed value of m. This sequence is identical to the sequence
needed to make a 1-qubit local unitary on qubit k controlled on qubit 0 [24]. However it is
worth showing that it will work in our case.
We can easily see that in the first quadrant we perform W †W , which is the identity since
W is a unitary matrix. The CNOT gate, W and W † are all 0 in the second and third quadrant,
therefore these are zero in our resultant matrix. We therefore want to consider what happens in
the fourth quadrant on its own.




Q1 0 0 . . . 0
0 Q2 0 . . . 0
0 0 Q3 . . . 0
...
...
... . . .
...




where Q are complex numbers. In this case W represents the operation to be performed in the
first and fourth quadrant of our matrix, the N qubit unitary. We will consider this matrix to be
arranged such that qubit k is the lead qubit. If we consider only the fourth quadrant, then the
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Q∗p+1Q1 0 . . . 0 0 . . . 0








0 0 . . . Q∗2pQp 0 . . . 0








0 0 . . . 0 0 . . . 0




In this case the Q are described by equation (5.1) where k is a fixed value of m. This means
for a ≤ p we can easily see that Qa = Q∗p+a therefore σx,kW †σx,kW = W 2. For p < a ≤ 2p,
then Qa = Q
∗
2p−a so once again σx,kW
†σx,kW = W
2.
We can see that in each quadrant of our matrix the circuit in figure 5.2 performs the desired
result. This provides an easy way to make our Uzz operation controlled. In fact it is unsurprising
that this technique works when we consider the case of the single qubit unitary. Barenco et
al. [24], show that the technique we have outlined above is a valid way to make a single qubit
unitary controlled, provided it can be written in the form
W =
(
eiα cos θ/2 sin θ/2
− sin θ/2 e−iα cos θ/2
)
. (5.7)







where eiα acts on qubits k + 1 through to N when qubit k is |0〉 and e−iα acts on qubits k + 1
through to N when qubit k is in |1〉.
We now consider how many operations we need to implement Uzz in equation (5.1) in a
controlled fashion on our qubus architecture. In section 2.3.2 we established that it was possible
to perform a CNOT gate using 8 operations. Meanwhile in section 4.4.1 we provided a technique
that generates all the necessary operations in Uzz between qubit m and qubits m + 1 through
to N . In order to be able to implement our control sequence, we will consider the series of
operations where the bus is completely disentangled from the qubits during each stage. We
found that each state of implementation required 2(N + 1 −m) operations. We now want to
perform an equivalent sequence of operations twice, once for W and once for W †. While we
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will need to adjust the parameters we use so that our new parameters Pml =
√
Vml. This should
be trivial as our circuit allows us to set this set of constants arbitrarily. In each cycle we will
also need to perform 2 CNOT gates, requiring a total of 16 operations. We can therefore express




(N + 5−m) = 2(N2 + 9N − 10) (5.9)
Equation 5.9 shows we require just over double the number of operations needed to perform our
Uzz with no control. This suggests that the number of operations needed to make our unitaries





Figure 5.3: A circuit to make a unitary of the form Uzz controlled on an ancilla qubit. This
circuit is for a Uzz acting on 4 qubits but it can be scaled up efficiently. We take
Uzz = W
4.
In section 4.4.3 we showed a technique for generating Uzz in some specific cases while
getting a saving of O(N). This suggests that it might be beneficial to perform our entire unitary
in one go, rather than splitting it into sequences which we perform with a specific lead qubit.
We therefore consider an alternative sequence, such as the one shown in figure 5.3. It is worth
noting that in the case of this sequence Uzz = W
4. As before, it is trivial to see that this
sequence works in the first, second and third quadrant of our matrix. We therefore only need to
consider what is happening in the fourth quadrant.
In the fourth quadrant our CNOT gates behave as Pauli X gates on the desired qubit. This
allows us to express what is happening in a simpler fashion. Our operations can be split into
sets of a group of Pauli X gates, W and W †. Each of these sets of operations generate the terms
in Uzz which contain the qubit not being acted upon by the Pauli X gates. For instance the
first set illustrated in green in figure 5.3, and given by σx4σx3σx2W
†σx4σx3σx2W generates the
interactions between qubit 1 and all other qubits. Any terms that do not involve qubit 1 become
zero. Our second set of gates shown in red does the same with qubit 2. Our third set shown
in blue gives the required gates for qubit 3. Our fourth set in purple performs terms on qubit 4.
As a result we end up with W 4 = Uzz. Once again it should be trivial for us to adjust the Vml
in W such that W 4 = Uzz and we obtain the desired interaction strength between our qubits.
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To prove that our gate sequence does indeed give the correct results, we will look at what
happens when we take W of the form shown in equation (5.5). We will consider qubit k to be
in the position of qubit 1, where qubit k is the qubit not being acted upon by a Pauli X. This
is just swap operations away from our general case but allows us to illustrate that our sequence
works relatively easily. After the application of a single set of gates from figure 5.3 we end up
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For simplicity we have chosen to use the notation σx,2−N to represent a Pauli X operation on
qubits 2 through to N . Up to a = p we end up with pairs of operations of the form Q∗aQp+1−a
and for 2p ≥ a > p the pairs take the form Q∗aQ3p+1−a. Either way, we can see that the first
term in our pair was originally in a position where all the qubits except k has been flipped. Any
terms in Uzz that involve our lead qubit, (the one not being flipped), give W
2 = F , while all
other terms give W 2 = 1. Each term in our Uzz will go through this process twice, once for
each qubit within the entanglement. Once we have left each qubit un-flipped once our sequence
therefore performs the desired operations and we generate Uzz . While figure 5.3 features four
qubits, this sequence is valid for any number of qubits with W 4 = Uzz. Even though we are
performing W and W †, N times each, the resultant operation is W 4 = Uzz . This is due to the
fact that in a large proportion of cases, performing our W and W † just gives the identity. It is
worth emphasising that we do not have the scaling WN = Uzz , which would require our Pml
to become exponentially small.
We now want to consider what the minimum number of operations needed to implement
a circuit such as the one shown in figure 5.3 on a qubus architecture. In section 4.4.3 we
established that it was possible to perform our Uzz using just 4N − 4 operations. While our W
and W † require different values of Vml, it should be possible in perform them using the same
total number of operations. We need to perform each of these terms N times, therefore this needs
a total of 8N2 − 8N operations to perform. However, we also need a large number of CNOT
gates. Our circuit has 2N sequences of CNOT gates, each consisting of N−1 CNOT operations.
A set of N − 1 CNOT operations all controlled on the same qubit can be generated using 2N
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bus operations, and 3N − 2 local unitaries. The CNOT gates therefore require 10N2 − 4N
operations in total. Our circuit will require 18N2 − 12N to perform. This is almost a factor of
9 increase over our previous method.
If we do not limit our values of Vml, then each time we perform W or W
† we would require
N2−N +2 operations. In this case we would require 2N3+8N2 operations to implement our




Figure 5.4: A reduced circuit to make a unitary of the form Uzz controlled on an ancilla qubit.
This circuit is for a Uzz acting on 4 qubits but it can be scaled up efficiently.
The large number of repeated operations in figure 5.3 suggests that it should be possible to
perform an equivalent circuit more efficiently. We therefore consider the circuit given in figure
5.4 if we use 4N − 4 operations to perform W . This circuit relies on the fact that σxσx is
identity, and is directly equivalent to our previous circuit. Once again we can calculate how
many operations are required to implement this circuit in the minimum case. For simplicity
we will assume that WN can be implemented in the same number of operations as W , since
we are considering only commuting operations and we have not yet fixed our values of Vml.
This circuit will therefore require 4N2 + 23N − 21 operations, still considerably more than the
technique in section 5.1.1.
5.2 Making Uxx and Uyy controlled on an ancilla qubit
We now want to see if we can use the same transformation sequence to make our Uxx and Uyy
controlled. To turn our Uzz into Uxx or Uyy we need to apply local unitaries on either side of
the N -qubit gate. We therefore want to argue that our previous control sequence is still valid.
We can still consider taking a W of the form of a sum of pairs of Pauli Z operations. We
then use transforms to modify this to a form of pairs of Pauli X or Pauli Y operations. In section
5.1 we established two control sequences that would work in these cases. It is easy to see that
by simply applying a transform before our gate sequence, and the Hermitian conjugate of our
transform at the end of the gate sequence, such as in figure 5.5 then we will obtain our Uxx
and Uyy . In this case we consider using T = exp(iπσx/4) to obtain Uyy and T = exp(iπσy/4)
to obtain Uxx, where the Pauli operators act on every single qubit in our unitary excluding the
control qubit.
We can therefore see that we can easily perform Uxx and Uyy with just 2N gate above the





Figure 5.5: A circuit to turn an N + 1 − k qubit unitary into a controlled unitary where
our unitary is in the form of pairs of Pauli X or Pauli Y gates, and where one
operation in the pair always acts on qubit k. We set T = exp(−iπσy/4) to
generate a sequence of Pauli X operations and T = exp(−iπσx/4) to generate a
sequence of Pauli Y operations.
number required to implement Uzz. This means we can implement each Uxx and Uyy using
2(N2+10N − 10) operations. If we consider a method such as the one in 5.1.2 then we would
require a minimum of 4N2 + 23N − 21 operations to implement our Uxx and Uyy . If we were
considering an alternative architecture where we could only generate operations in the form of
pairs of Pauli X or Pauli Y operations, then we would need to use transforms to turn these
operations into Pauli Z operations, perform our control sequence then transform back.
We now want to consider a naı¨ve qubus method where we performed each C-Phase gate
individually, and made it controlled independently. This technique requires 24 operations to
make each controlled gate. These operations can be split into 8 to perform the gate twice and
16 to perform two CNOTs. We find that, in total our Uzz would need 12N
2 − 12N operations,
therefore our Uxx and Uyy would need 12N
2 − 10N operations.
We have shown a technique that allows us to make our Uxx and Uyy controlled. This requires
a little over double the number of operations required to implement Uxx and Uyy in the general
case without any control. Unfortunately our technique can not be adapted so that we get the
O(N) savings possible in our specific case in section 4.4.3. However we can still use these
savings in the initialisation stage and we get significant savings over a naı¨ve qubus method. We
therefore see that the need for control in the phase estimation algorithm is not detrimental to us
determining results.
5.3 Performing limited range interactions
In section 4.4.2 we showed that it was possible to implement a Hamiltonian with only short
range interactions in fewer operations. In particular we considered interactions of range p. We
now want to apply these results to making our operations controlled. We consider using the
same control procedure as in section 5.1.1. The only difference is that, since our cut off is earlier,
fewer operations will be required in total.
Since we are disconnecting the bus at the end of each lead qubit we need to perform N − p
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cycles of 4(p + 5) operations. Each cycle consists of 2(p + 1) operations to perform W , and
2(p+1) operations to perform W †, and 8 operations per CNOT gate. We also want to consider
the shorter cycles where we have fewer than p qubits left to connect to the bus. These will
require a total of 2p2 + 18p − 20 operations including CNOT gates. Therefore to make a N
qubit controlled unitary of the form Uzz would require 4Np− 2p2− 2p+20N − 20 operations.
This is a significant increase on the number required to implement our unitary without control.
In the nearest neighbour case this is 24N − 24 operations, almost 12 times what we required
just to generate Uzz.
We find that it is proportionally more costly to make our limited range interactions controlled
because our technique in section 5.1.1 relies on splitting our interactions to those performed on a
single qubit. While we could use the technique shown in section 5.1.2 this would not present any
advantage as we need to perform our Uzz sequence N + 1 times as well as a large sequence of
CNOT gates. This means that for our nearest neighbour case we would require 2N2+25N −17
operations. While we find that limited range interactions are proportionally more costly to make
controlled, it is still cheaper in terms of the total number of operations required to make these
controlled, than a Uzz with long range interactions. The savings we found in section 4.4.2 are
therefore still relevant once we take into account our control procedure.





Figure 5.6: This circuit show an alternative control procedure to make a unitary in the form
of equation 5.13 controlled on an ancilla qubit. The CNOT gates illustrated flips
the target qubit if the control is in |0〉.














then we can use the simple sequence shown in figure 5.6 to make W 2 controlled on an ancilla
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qubit. This technique will work independently of how many qubits the operations act upon,
provided we can express it this form. In particular if Q and Q† act on qubits 1 to N , then
provided we can arrange our matrix so that Q acts on qubits 2 to N when qubit 1 is in |0〉 and
that Q† acts to qubits 2 to N when qubit 1 is in |1〉, this control sequence will work. This is a
multi-qubit generalisation of the technique discussed by DiVincenzo in his proof that two qubit
gates are universal for quantum computing [102].
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We perform the gate sequence in figure 5.6 on this unitary. It is obvious that in our fourth
quadrant we are performing WW therefore end up with W 2. Our second and third quadrants
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This is the identity. We can therefore see that this control sequence turns our unitary W into a
controlled unitary given by W 2.
This technique has the significant advantage that we do not need to be able to perform W †,
and it therefore comes close to a technique for making a unitary controlled if it is given by an
oracle. It requires the same number of operations as our technique mentioned in section 5.1.1,
however we can not adapt it to work in the same way as our second method outlined in section
5.1.2. This means that it is still very limited in the operations it can perform, and it does not
function as a general oracle technique, even for operations which are pairs of Pauli operators.
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5.5 Making our local unitaries controlled
We also need to make our one-qubit local unitaries in U0 controlled. This is easy to do using
the technique given by Barenco et al [24] and illustrated for a multi-qubit case in figure 5.2. In
this case for each unitary we need to perform two CNOT gates, W and W † where W 2 = U0.
We now want to consider the total number of operations required by the qubus to implement our





Figure 5.7: This circuit makes a series of single qubit local unitaries controlled. While W
and W † are shown to be acting on all the system qubits we assume their actions
are local on each qubit.
The main cost of our implementation is going to be the cost of performing 2N CNOT gates.
A naı¨ve method of implementation would require 8 operations per CNOT gate, 4 which involve
an interaction with the bus, and 4 of which are local unitaries. This means we would need
16N operations to implement our CNOT gates. However as all our operations act on individual
qubits we can change the sequence of operations so that we perform our CNOT gates in two
sets, each one consisting of N gates all acting on different qubits. This results in a circuit such
as the one illustrated in figure 5.7. We are now considering performing a large run of CNOT
gates in a row. If we consider entangling our bus to our control qubit, then our system qubits,
before disentangling our control qubit, we can perform the operations with the qubus in 2N +2
operations per set of CNOT gates. This means that we can reduce the number of operations
required for all our CNOT gates to 10N +6. Our total sequence would therefore need 12N +6
operations.
As we are considering only single qubit unitaries we can reduce this even further by using
classical computing to work out net local unitaries that give us a combination of W †, and the
local unitaries needed to make our CNOT gates. This could save a further N operations meaning
that we would need only 10N + 6 operations.
While making our terms in U0 controlled on an ancilla qubit presents no significant difficulties
and uses basic circuits, it is still expensive requiring 12 times the number of operations needed
to implement our single-qubit unitaries without control.
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5.6 Conclusions
In this chapter we have explored how to make our N qubit unitary operations controlled upon
an ancilla. While we present a technique for doing this that allows us to use all the savings
we found in section 4.4 we find that this is costly as it relies on performing our local unitary
N + 1 times. We therefore consider an alternative technique where we split our operations
into those performed on a particular lead qubit as in section 4.4.1. This technique requires
roughly a factor of 2 increase in the operations required compared to performing them in an
uncontrolled fashion, needing 2(N2 + 10N − 10). We find that if we consider limited range
interactions, as the range of the interaction gets proportionally smaller, more gates are required
to make our sequence controlled. In the case of nearest neighbour interactions we need roughly
12 times the number of gates that we require for performing our uncontrolled unitary. Despite
this, limited range interactions still save us operations and we find that the total needed is given
by 4Np− 2p2 − 2p+ 22N − 20 where p is the range of the interaction.
In section 5.4 we provided an alternative control sequence that requires the same number of
gates as our previous one but does not require us to be able to perform W †. This comes close
to a technique to make a gate given by an oracle controlled but only works in a very limited
number of cases. Finally in section 5.5 we calculated the number of operations which would be
required to implement our U0 controlled on an ancilla qubit. This was a factor of 12 increase
over simply performing U0 and therefore relatively expensive.
This section demonstrates the feasibility of implementing our BCS Hamiltonian controlled on
an ancilla qubit, and therefore demonstrates the feasibility of implementing the phase-estimation
algorithm on our qubus architecture. In the next chapter we will consider how to get data out
of this, and the total number of operations required to get results from our algorithm.
Chapter 6
The phase estimation algorithm
Now that we have established how to make our operations controlled, we need to consider how
many operations it will take for us to perform the phase estimation algorithm. We will split this
into two sub-sections. The first, section 6.1 considers how many operations will be required to
implement our controlled unitaries. The second, section 6.2 considers the number of operations
required to implement the quantum Fourier transform.
6.1 Performing our controlled unitaries
The phase estimation algorithm is outlined in section 3.4.1. We will consider U to be an
implementation of the BCS Hamiltonian where we use one time interval from our Trotter ap-
proximation. Higher order implementations of U will require us to repeat the single time interval,
so for example, U2 will require two repeats of U , and thus double the number of operations. If
we could implement the unitary corresponding to our Hamiltonian exactly, it would be possible
to perform U2 with the same number of operations as U . However here we keep our time per
step small in order to prevent large errors within our implementation.
We continue the procedure of applying U multiple times to perform the necessary terms up
to Uk−1, which will require k − 1 implementations of our BCS Hamiltonian. We can now see
why we choose to use k to represent the number of ancilla qubits, since this loosely corresponds
to the total number of time intervals required by Wu et al. [12]. However, our phase estimation
algorithm will give us an estimate of Φ without regular sampling. Therefore the number of
control qubits, and hence the number of time intervals required makes a difference only to the
precision of the output.
We can use the adiabatic condition to bound the length of each time interval, τ . Wu et
al. [12] calculate that for the small time approximation to hold τ ≪ 1/d, where ǫl = ǫ0 + ld.
When we assume d/∆ = 0.1 this gives τ ≪ 10/∆. Multiplying by the desired precision
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δ = ∆/100 given by Brown et al. [13] gives τ = 10/100 = 0.1. This is a maximum bound
and it would be possible to use a smaller time interval than this to increase the accuracy of our
results.
We now want to consider how many operations will be required to implement our BCS
Hamiltonian in a controlled fashion, as part of the phase estimation procedure. The number of
operations for U can be found by putting our results from section 5 into our second order Trotter
approximation which for a single small time interval is given by
UBCS ≈ [U0(τ/2)Uxx(τ/2)Uyy(τ)Uxx(τ/2)U0(τ/2)] . (6.1)
In particular we note that in chapter 5 we found that Uyy and Uxx required 2(N
2 + 10N − 10)
operations to implement in a controlled fashion, while U0 required 12N + 6. Provided τ is
small, so that the Trotter approximation is sufficiently accurate, we require the same number of
operations to implement U0(τ/2) as U0(τ). The total number of operations, NBCS required per
implementation of UBCS is given by
NBCS = 6N
2 + 84N − 48 (6.2)
In the case of limited range interactions we find that,
NBCS = 12Np − 6p2 − 6p+ 90N − 48 . (6.3)
The number of times we implement UBCS depends on the number of control qubits we use.
If we consider our k control qubit system then we find that we need to repeat our unitary a
total of 2k − 1 times. For every additional ancilla we get an exponential increase in precision,
therefore an exponential increase in precision costs us an exponential number of gates. The
level of precision available can be expressed as a function of 2π such that the smallest phase
difference we can detect is given by 2π/2k . If we have an equivalent precision to Brown et
al. [13]. We want the smallest phase difference we can detect to be given by δ. This gives
us 2k = 2π/δ, taking δ = 1/100, we find k = 10. Therefore the total number of operations
required for our controlled unitaries is
Ncont = (2
10 − 1)(NBCS) = 6138N2 + 85932N − 49104 (6.4)
in the general case, and
Ncont = 12276Np − 6138p2 − 6138p + 9207N − 49104 (6.5)
in the limited range case. It is also worth considering how to express this in terms of precision.
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With k ancilla qubits we (2k−1) times the number of operations that we do with a single ancilla.




(6N2 + 84N − 48) . (6.6)




(12Np − 6p2 − 6p+ 90N − 48) . (6.7)
Now we have worked out the number of operations required to implement the controlled
sequence from the phase estimation algorithm, we want to go on and consider the inverse
quantum Fourier transform.
6.2 The quantum Fourier transform
An essential part of the phase-estimation algorithm is the inverse quantum Fourier transform
(QFT) [23]. We will outline here how to perform the quantum Fourier transform in the completely
general case. The QFT is of general interest in quantum computing since it is responsible for
the exponential speed up in a large proportion of quantum algorithm including Shor’s algorithm
[23]. We will also briefly mention how this changes if we measure immediately after performing
the QFT.
6.2.1 Implementing the quantum Fourier transform
Figure 6.1: A circuit diagram for the quantum fourier transform on N qubits, where Rk are
rotations on qubit k given in equation (6.8), and H is the Hadamard operation.
A circuit for the quantum Fourier transform (QFT) is shown in figure 6.1. This figure
excludes the necessary swap operations, which reverse the order of the register qubits. We will
show later that performing these operations is the dominant term in performing the quantum
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Fourier transform on a qubus quantum computer. These operations should therefore be avoided








The rotations Rk are performed conditionally based upon the state of another qubit. If the
rotations are being formed on qubit m then Rk is performed conditionally on qubit m+k−1. If
we consider only the two-qubit gates, then we can easily bound ourselves to 4N − 4 operations
to implement the QFT on an N qubit system. The QFT differs from our implementation of
Uzz for the BCS Hamiltonian, because we also need to consider local unitaries, in particular
Hadamard operations and corrections.
Due to the limitations of the qubus architecture, we are unable to create the desired local
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These local corrections commute with the operations in equation (6.10) and thus can be per-
formed at the end of a sequence of rotations. However they do not commute with the Hadamard
operations, so any set of local corrections need to be performed in the correct order compared
to this operation.
A circuit diagrams for implementing the QFT on a qubus quantum computer is shown in
figure 6.2, this was worked out jointly by me and Suvabrata De. From this figure it is easy to
see that our two qubit gate sequence is almost identical to the one in section 4.4.3, where we
flip qubits from one quadrature of the bus to the other. We note that when a qubit is the target






Figure 6.2: A diagram showing how to perform a 4 qubit Fourier Transform on the qubus
quantum computer. The boxes show displacements performed on the continuous
variable field controlled by the qubits or local operations. Shaded boxes represent
an operation acting on the position quadrature of the bus, while unshaded boxes
represent operations on the momentum quadrature.
qubit it is connected to the position quadrature of the bus, and when it is a controlled qubit it is
connected to the momentum quadrature of the bus. The key difference, is that when we remove
a qubit from the momentum quadrature of the bus, we apply local unitaries before connecting
it to the position quadrature. These local operations take the form of a set of corrections and a
Hadamard operation. As our local corrections are diagonal operations, it is possible to combine
them efficiently on a classical computer, then to perform a single correction for each set.
We can now work out the total number of operations required to perform the QFT (excluding
the swap operations) in the case of N qubits. The two qubit operations can be performed in
4N−4 interactions with the bus. We require N Hadamard operations, and two local corrections
on each qubit; one performed before the Hadamard, and one after. In actual fact, qubit 1 does
not require any corrections to be performed before the Hadamard, and qubit N does not require
any corrections after the Hadamard. Therefore a total of 7N − 6 operations are required in the
general case.
It is possible to perform an approximate version of the QFT by implementing only the
largest rotations [103]. However we can see that in the qubus case this will not give us any
significant reductions in the number of operations required, since each qubit (except qubit 1 and
N ) still acts as a target qubit and a control qubit for at least one interaction. Therefore we would
still need 4N − 4 two qubit operations and 2 local corrections on each qubit. An interesting
consequence of this, is that it would be impossible to use a nearest-neighbour only reduction like
the one in section 4.4.2 since this would not allow us to apply the Hadamards at the necessary
point. Therefore even the nearest-neighbour case would require 4N − 4 operations to generate
the necessary two qubit gates.
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Figure 6.3: A SWAP operation on 2 qubits, made up of 3 CNOT gates
6.2.2 The need for SWAP gates
We now want to consider how to perform the necessary SWAP gates. It is possible to decompose
a SWAP gate into a sequence of 3 CNOT gates [33] with a circuit like the one shown in figure
6.3. Each CNOT gate requires 8 operations to perform, 4 entangling operations and 8 local
corrections. This means each SWAP gate would require 24 operations in total to perform.
It would be impossible to reduce this further because the CNOT gate requires that we perform
exp(±iπσy/4) either side of the bus operations on the qubit where we require an interaction of
the form σx. When we perform our 3 CNOTs we switch which qubit has an interaction of the
form σx, therefore we need to disconnect the bus between each set of operations. As we want
to reverse the order of the qubits we require ⌊N/2⌋ SWAP gates. Therefore the total number of
operations required for the SWAP gates is 24⌊N/2⌋.
A full quantum Fourier transform therefore requires
Nmb operations for QFT = 24⌊N/2⌋ + 7N − 6 . (6.12)
This shows quite clearly that the SWAP gates are the dominant term within the QFT.
6.2.3 The quantum Fourier transform with measurement
It is possible to reduce the number of operations needed if we measure in the z-basis straight
after performing the QFT. This allows us to remove one set of corrections and also the SWAP
gates. Therefore if we consider measuring straight after performing the QFT, then the number
of operations required is reduced to
Nmb operations for QFT if then measure in z-basis = 6N − 5 . (6.13)
In fact, when we measure immediately after performing the quantum Fourier transform, we
do not need to use the complete QFT, and can instead use the semi-classical quantum Fourier
transform [104], or even perform the entire operation classically [105]. We have not outlined
either of these two methods here since neither require any 2-qubit gates, and so they are beyond
the scope of this work. It is worth noting, however, that both of these techniques could provide
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significant savings in the number of operations required for algorithms such as phase estimation.
We consider the case where we measure straight after performing the QFT in particular,
as it is the one will use as part of our phase estimation algorithm. To maintain notation we
have used N in the context of the QFT to represent the number of qubits our quantum Fourier
transform acted upon. In the case of simulating the BCS Hamiltonian, our QFT acts on our
control qubits and therefore the number of operations required is given by 6k − 4. In section
6.1 we established that for the desired level of precision we wanted to consider a system of 10
control qubits. Therefore we find that our Fourier transform sequence requires 56 operations. If
we were considering performing the phase estimation procedure and not measuring, then 184
operations would be required.
6.3 Conclusions
In this section we have established the number of operations required for both sections of
our phase estimation procedure. By considering the required precision we can work out the
required number of ancilla qubits, provided δ = 1/100. We found that a total of 6138N2 +
85932N − 49104 were required to implement the necessary set of controlled unitaries in the
general case, and Ncont = 12276Np−6138p2−6138p+92070N −49104 in the case of limited
range interactions. The quantum Fourier transform required significantly fewer resources, only
needing 56 operations. The total number of operations required for the data extraction procedure
is therefore given by 6138N2+685932N −49048 in the general case and 12276Np−6138p2−
6138p+92070N − 49048 in the case of limited range interactions. This is a significant number
of operations and shows that our need to perform the phase estimation algorithm is expensive
in terms of the number of operations required. For large N we still show a saving of O(N3)
over an NMR implementation. However we want to look in detail at how significant this saving
is by considering the more realistic small cases.
Chapter 7
A complete simulation of the BCS
Hamiltonian
7.1 Comparing to previous work
We now want to compare the number of operations required to implement the BCS Hamiltonian
on a qubus quantum computer to those required on an NMR quantum computer. One significant
advantage of the qubus quantum computer is the theoretical ability to scale up our simulation
to a larger number of qubits, since even if we ignore problems with decoherence time, it would
be impossible to run large simulations on an NMR quantum computer. We show that as well
as allowing us to run larger simulations, the qubus gives a saving in the number of operations
required provided N > 6.
To make our comparison accurate we will consider the nearest-neighbour case. In chapter 6
we found that the phase estimation algorithm required a total of 12276Np − 6138p2 − 6138p+
92070N − 49048 operations to extract the phase from a system with short range interactions.
Setting p = 1 we see that in the nearest neighbour case this equates to 104346N − 61326. We
also want to consider the initialisation procedure discussed in section 4.5, which prepares our
first register in the superposition of eigenstates. In the short range case, this required a total of
20π(2pN +5N/2− p2 − p+2), or 100πN operations in the nearest neighbour case. The total
number of operations required is therefore given by
Tqubus = 104660N − 61326 (7.1)
Wu et al. [12] claim to require significantly more than 3N4 operations, however this excludes
the initialisation procedure. Since they use the first order Trotter approximation throughout we
will use the same number of time steps for the initialisation procedure as the longest run of the
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computer. When using the precision bounds given by Brown et al. [13] this becomes
TNMR = 600N
4 (7.2)
If we compare the two results, then it is easy to see that our qubus system requires fewer
operations when N ≥ 6. However up to this point the NMR system is more efficient. In the
case of N = 10 our qubus system requires 985, 724 ≈ 1 × 106 operations, while the NMR
system requires 6×106 operations. Therefore we can already see a significant difference. Using
a similar number of operations on our qubus system, it would be possible to generate operations
for a BCS Hamiltonian of 56 qubits.
We also want to consider the case of full range interactions, in this case
Tqubus = 6201N
2 + 85932N − 49104 . (7.3)
Wu et al. [12] do not give the number of operations required in the general case but state that it
is O(N5). We will therefore make the approximation that we require a total of N5 operations
for each run meaning,
TNMR = 66N
5 . (7.4)
In this case we find that the qubus architecture gives us advantages over the NMR system provided
N > 7. This is an approximate result since we do not know the exact number required by the
NMR computer, so this could be out by a few qubits. If on the NMR quantum computer we
considered each run requiring 9N5 operations (equivalent to the 9N4 for the nearest neighbour
case), then our qubus system would give advantages for all N > 4. We find that in the
general case our qubus system requires 1.45× 106 operations to generate operations between 10
qubits. Using the number of operations required by the NMR system to create nearest-neighbour
operations between 10 qubits, we could create our long range interactions between 25 qubits.
We can also consider a more general comparison by not specifying precision, in the general
case the number of operations required will be given by
Tqubus ≈ 0.1π
δ
(122N2 + 1683N − 956) (7.5)
and in the limited range case it will be
Tqubus ≈ 0.1π
δ
(244Np − 122p2 − 122p + 1805N − 956) . (7.6)
As before, we can now compare our results to those found by Wu et al. [12]. We incorporate
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(204.9N − 120) . (7.8)
We can therefore see that provided N ≥ 5 our qubus system requires fewer operations than an
equivalent NMR simulation regardless of the level of precision required. We note that this result
seems to contradict our previous result. This is because we had to round up the number of
ancilla/control qubits thus increasing our number of operations. Using a factor for our precision
of 2π/δ rather than 2k gives values for 2k with non-integer k. This means we may require
more operations than the number given by our precision factor in certain cases. In the specific
example above, our qubus architecture gives a higher precision result than the NMR case, in
particular we notice we are considering δ = 0.0061, as opposed to δ = 0.01.
7.2 Conclusions
In this chapter we have discussed simulating the BCS Hamiltonian on the qubus quantum com-
puter, and we have compared our results to a simulation on an NMR system. In particular
we have provided speeds ups compared to a naı¨ve method for all three stages of our quantum
algorithm.
For the initialisation stage, we have demonstrated how to implement our 2-qubit unitaries,
Uxx and Uyy in a near optimal fashion getting up to O(N) saving over a naı¨ve method of
implementation. This allows us significant savings in the number of operations required to
prepare our fist register in a superposition of eigenstates of the BCS Hamiltonian.
The time evolution stage has been combined with the phase-estimation algorithm, and is
represented by the sequence of controlled unitaries within this algorithm. To implement the
time evolution, we considered how to make our unitaries Uxx and Uyy controlled upon an
ancilla qubit. We presented two possible methods of making our N-qubit unitaries controlled,
and a third method which could produce U = W 2 from W without the requirement to perform
W †. Our first method of making our unitaries controlled relied on being able to reduce our
operations into sets, where all the two-qubit operations in each set acted on a particular qubit
and on an unknown other qubit. Our second control method required more operations, but did
not need us to be able to split our unitaries into sets, only be able to perform W and W † where
U = W 4. While our control methods used some of the previous savings found for implementing
Uxx and Uyy , we found that a lot of savings were lost in the control procedure. Despite this, we
managed to obtain almost a factor of 5 saving over a naı¨ve method.
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Finally we looked at extracting data from our phase estimation algorithm using the quantum
Fourier transform. We showed a technique for implementing the QFT that only required
24⌊N/2⌋ + 7N − 6 an O(N) improvement over a naı¨ve method. This result is valid for any
input to the QFT and does not require measurement straight after implementation. The QFT is
widely used in a lot of quantum algorithms, including Shor’s algorithm [1]. The results we show
in this section, are therefore likely to be useful for a wide class of problems. This demonstrate
that the savings we show on the qubus are very general, and not just for limited scenarios.
Putting all our results together allowed us to compare our qubus system to an NMR system
and show that we need O(N3) fewer operations. We found that in the nearest-neighbour case
discussed by Wu et al. [12] the qubus system was more efficient in the number of operations
required provided N ≥ 6. To compare with the general case was more difficult as Wu et al. [12]
did not mention the number of operations needed, however we estimated that the qubus will
give improvements provided N ≥ 7. In particular we noted for the number of operations Wu et
al. [12] require to implement a 10 qubit nearest-neighbour system the qubus would allow us to
simulate a 56 qubit nearest-neighbour BCS Hamiltonian, or a 25 qubit BCS Hamiltonian with
long range interactions.
We can therefore see that the qubus system provides significant advantages over the NMR for
simulating the BCS Hamiltonian, requiring far fewer operations to implement any system larger
than around 6 qubits. The main disadvantage is the need for control qubit ancillas to use as part
of our data extraction procedure. The number of these control qubits required depends on the
precision and not the size of the system, therefore as N becomes large these additional qubits
become insignificant. In particular our qubus gives us significant advantages in generating the




Similar to classical computing, while the circuit model is one of the most commonly considered
forms of quantum computing, there are alternative models. In quantum computing, the three
most famous examples are continuous variable quantum computing (the quantum equivalent
of the analogue computer) [106], adiabatic quantum computing [107], and one-way quantum
computing [18]. Adiabatic and one-way quantum computation are of particular interest because
they have no classical counter part. We consider using adiabatic quantum computing as part of
our algorithm for simulating the BCS Hamiltonian in section 3.7.1. However in this chapter we
will concentrate on one-way or measurement-based quantum computation.
A one-way quantum computer consists of a particular graph state, where the nodes are qubits,
and the edges are entanglement between qubits, taking the form of either C-Phase or CNOT
gates. Operations are performed on the computer by measuring qubits, then performing local
corrections based on the results of these measurements. While it would be possible to design
a graph for the necessary calculation based on standard mappings between quantum gates and
a one-way computing ‘circuit’, often a cluster state is considered instead. A cluster state is a
square lattice graph with interactions between nearest-neighbour qubits, (although not diagonal
neighbours), which is universal for one-way computation. This means that once the cluster
state has been generated, no further entangling operations are required, and that any calculation
that can be performed on a universal quantum computer can be implemented using just local
operations and measurements.
In section 8.2.1 we consider the initial proposal by Raussendorf et al. [18] to create a cluster
using a single interaction which entangles all the qubits at once. Unsurprisingly our square
cluster state is not the only universal scheme for one-way quantum computation. A lot of work
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has been done looking at the quantity of entanglement required to make a universal resource for
one-way computation [108]. Most of this work is beyond the scope of this discussion, however
we briefly mention some of this work in section 8.2.1, in the context of one-shot and cooling
schemes to create a cluster state. While the square cluster state is not a ground state of a physical
system, it is hoped that some of these other universal resources will be.
While one-shot or cooling schemes for generating cluster states, are perhaps the simplest,
they are far from the most common. Due to the difficulties in implementing these schemes, other
work has looked at using optical cluster states, and generating the necessary C-Phase gates in a
probabilistic fashion. This work is discussed in section 8.2.2, and looks at two different areas;
building deterministic gates from probabilistic ones, and using probabilistic gate chains to grow
a cluster.
The one-way quantum computer is of particular interest, because it allows the generation of
entanglement to be pushed off-line, after which point only local corrections and measurements
are required. In particular, we note that the need for a large number of C-Phase gates is
something we can generate tidily on our qubus quantum computer. We consider previous work
on this subject in section 8.2.3. This section considers deterministic methods for building a
cluster state, then discusses the method proposed by Louis et al. [25] for building clusters using
the qubus. In original work, Clare Horsman bounds the number of operations required using
Louis’ method. We then show an alternative technique of generation, which meets this bound.
While we concentrate mainly on building the cluster state needed for one-way computation,
section 8.3 highlights some of the key results in how one-way computation can be used for
universal quantum computation. In particular, we summarise the most basic mapping of a two
qubit gate to a cluster to demonstrate the size of cluster needed to perform such operations. This
work also shows how relatively expensive cluster state computation is. Finally in section 8.4 we
contrast this by highlighting some of the advantages of using cluster states.
8.2 Previous results for cluster state generation
8.2.1 Constant shot and ground states schemes
In their initial paper on measurement-based quantum computation, Raussendorf and Briegel [18]
briefly describe a one shot scheme for generating a cluster state. They propose preparing a system
of qubits in the state, |+〉 = (|0〉 + |1〉)/√2, then applying the Ising interaction for a suitable
length of time to generate the necessary entanglement. A possible physical implementation for
this would be atoms stored in micro-traps or optical lattices.
However, while the one shot Ising scheme is elegant in terms of the small number of
operations needed, the Ising interaction is difficult to implement experimentally. As a result
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Borhani and Loss look at using the Heisenberg interaction [109]. While this scheme increased
the number of operations required, it also made the scheme more physically realistic. In particular,
by interacting pairs, they showed how to build a cluster using 2d operations, where d was the
dimension of the cluster. This meant that a square cluster could be built using only 4 time steps.
It is easiest to see how this scheme works in the 1D case, considering a chain of n qubits. In
this case the first set of operations entangle qubits 1 and 2, 3 and 4, 5 and 6 etc. The second set
of operations then entangle qubits 2 and 3, 4 and 5, 6 and 7 etc. Expanding into 2 dimensions,
the first two set of operations can be used to create m horizontal chains, while the second two
sets could combine these chains into a grid of width n. In fact, we can use our qubus scheme to
do something directly equivalent provided we have access to enough buses. The disadvantage
of this scheme is the need to perform several operations in parallel. However provided that this
is physical possible, it is likely to be the most efficient practical way to generate the necessary
entanglement, particularly since it addresses the issues of how to avoid creating unnecessary
entanglement when the interaction is switched on. Borhani and Loss propose using quantum
dots as a physical implementation. However their scheme would be valid in any system where
it was possible to create the Heisenberg interaction in a suitably controlled fashion.
Difficulties with practical implementation means that only a limited amount of work has
looked at schemes for generating clusters which require a constant number of operations. When
considering doing multiple operations at once, it is easy to lower bound the total number of
operations required. It is therefore, easy to see that if a qubit can only interact with one
other qubit in a single operation, the scheme presented by Borhani and Loss [109] is optimal.
In other cases we would require at least one operation so we could never improve upon the
scheme originally presented by Raussendorf and Briegel [18]. However, very few suggestions
exist on how to practically implement these schemes. This has led to work which looks at
cluster states as ground states of a physical system. Unfortunately this has been shown to be
impossible for a physical system consisting of two-body interactions [110, 111]. In his review
paper, Nielsen [110] uses a more liberal definition of cluster states than the one in this work,
using it to describe a graph used for one-way computation. However, despite this, work has
looked at what alternative entangled states are universal for one-way computation. While two-
body Hamiltonians are physically realistic, it is still potentially possible to create a cluster state
as a ground state of a system which is not naturally occurring but which can be manufactured
artificially [111].
Characterising the amount of entanglement in a system is a field of research in its own right.
Similarly, the large amount of work on defining what resources would be suitable for one-way
computation is worthy of a review article, and is beyond the scope of this work. Here we will
summarise only the most useful results for practical methods for creating a universal resource in
an efficient way. Recently, Wei et al. [108] showed that the ground state of AKLT (Aﬄeck-Lieb-
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Kennedy-Tasaki) model on 2D honeycomb lattice is a universal resource for measurement-based
quantum computation. An ALKT is the ground state of a Hamiltonian which has nearest-
neighbour two body interactions, shares all the symmetries of the lattice it is based on, and which
is rotational invariant in the spin space.This work is particularly useful because it demonstrates
what could be a simplified technique for generating the cluster. This result, was a culmination
of a lot of work, that was trying to find more physical states that were equivalent to a cluster
state [112–115].
8.2.2 Probabilistic schemes
While some of the schemes for generating cluster states have been one shot schemes, the majority
of work has concentrated on how to use the probabilistic gates from linear optics to generate
cluster states. The initial work in this area concentrated on how to turn a probabilistic gate
into a deterministic one, and was focused on optical quantum computing in general, not just
cluster state quantum computing. Knill, Laflamme and Milburn (KLM) [20] demonstrated the
feasibility of using a simple set of linear optical elements combined with measurement to do
universal quantum computing. In particular using teleportation they demonstrate how to turn a
probabilistic entangling gate into a “asymptotically unit” probability gate that could be used to
build a cluster. This work was built upon by numerous groups including Yoran et al. [116] who
demonstrate a scheme that can a create a gate with unit probability rather than asymptotically unit
probability, and Nielsen [117] who combines cluster state computation with the KLM scheme
[20] to get a significant reduction in the resources required.
The difficulty with a lot of these schemes is that they require a large number of resources
to create a single gate. In cluster state computation the entangled resources is created entirely
off-line, therefore it should be possible to use these probabilistic gates in their probabilistic form
to grow the cluster. The work in this area focuses on the idea of a heralded C-Phase operation
occurring between two qubits. With some probability this operation generates the required C-
Phase gate, and with some probability it is destructive, removing at least one C-Phase gate from
the current chain. This scheme was proposed by Browne et al. [118] and Duan et al. [19] in
2005, as it reduced the resources required, compared to a scheme where probabilistic gates were
combined to make a deterministic operation. Browne et al. [118] provide a basic scheme for
entangling photons into a cluster, while Duan et al. [19] prove that probabilistic generation does
indeed allow the cluster to grow. This work has been built upon by Gross et al. [119] who look
at different models for generating clusters from probabilistic gates to work out which is more
efficient. In particular they look at a greedy strategy where large chains are fused together, and a
modest strategy where small chains are fused together, and show that for small clusters a modest
strategy is almost optimal. They also place minimum bounds on the amount of resources that
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need to be consumed to generate the necessary gates.
The work by Browne et al. [118], and Gross et al. [119] inspired numerous other groups
to look at using probabilistic methods for growing cluster states from base elements [120–127].
Gilbert et al. [120] provide speed ups by growing graph-states equivalent to those needed to
build a cluster state, and thus simplify the operations needed. Building on the work of Gross et
al. [119], Kieling et al. [121] noted that for high success probability it made minimal difference
which strategy was used to generate large clusters. Rohde et al. [122] found that if the success
probability is small, strategies where you combine chains of equal length perform better than
strategies where the chains are different lengths. They also found that for large clusters the
generation technique was strategy independent provided you combined chains of equal length.
Other work looked at trying to simplify the system experimentally. In particular, Wilde et
al. [123] and Gong et al. [124] proposed techniques for building cluster states without the need
for photon-number detectors, therefore simplifying the procedure. Many of the above schemes
had problems due to error accumulation and the need for re-routing. Campbell et al. [125]
consider how certain monitored errors can be corrected for, thereby reducing the number of
events which need to be considered failures. Kieling et al. [126] demonstrate a technique to get
around the need for re-routing therefore avoiding the conditional dynamics which can make a
cluster difficult to create, and Matsuzaki et al. [127] consider a different technique of generation
which has a lower error accumulation than previous techniques.
Of particular interest is the work conducted by Louis et al. [25], which looked at generating
cluster states on the qubus using probabilistic, then deterministic gates. The work using determ-
inistic gates is summarised in section 8.2.3, however the probabilistic work is still interesting.
They showed that by using additional qubits in the bus scheme it was possible to increase the
success probability of an entangling gate. An increase from a two qubit entangling gate, to a
three qubit entangling gate increased the success probability from 1/2 to 3/4. Louis et al. [25]
also consider the fusing elements, and the best way to build up the cluster given the qubus
scheme. This allows them to demonstrate that their scheme can build a cluster state efficiently.
When combined, all this work shows that using probabilistic gates is a realistic strategy for
cluster state computation. However probabilistic schemes can still be resource intensive and
difficult to implement in practice. We therefore want to look for a technique for generating
cluster states where we have a deterministic entangling gate which does not require a large
number of operations to create. Ancilla-based quantum computation seems to offer a solution
to this problem.
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8.2.3 Deterministic schemes and previous qubus results
While most of the available results have concentrated on using a probabilistic gate, recent work
has noted that by using ancillas it becomes possible to generate gates deterministically. Lin et
al. [128] consider a specific deterministic entangler, and how to use this to grow cluster states.
In particular, given the limited nature of their entangler, they consider what operations can be
used to build up an entire cluster. A similar deterministic entangler has been proposed by Devitt
et al. [129], which can be used to generate stabiliser states. Ionicioiu et al. [130] build upon this
work, and demonstrate how to use a photonic model scheme to generate a cluster state, using an
atom in a cavity instead of a parity gate as the photonic module. Both of these schemes would
require routing to generate the entanglement. The process of routing might be difficult, however
this routing can be passive, and this should be easier to implement. Combined, these papers
demonstrate that by using an ancilla it is possible to generate deterministic gates without a large
overhead in the number of operations required. This would provide a significant improvement
in the feasibility of generating large cluster states. A similar scheme, which used polarising
beam splitters as a ‘module’ to generate entanglement was discussed by Zhang et al. [74]. This
is particularly interesting because it is one of few deterministic schemes which do not directly
require an ancilla. Unlike the previous schemes where an atom was used as the ancilla, and
photons as the qubit, Zhang et al. considered matter based qubits such as electrons or quantum
dots. This scheme required a large number of resources either in terms of the number of beam
splitters used, or the time required to pass qubits through the beam splitters individually.
One example of work using fixed qubits but a moving bus, was discussed by Zheng [131],
in the context of ion traps. This work also showed that, by using a 3 level system to create
our C-Phase gates between a quasi two level system, it was possible to perform deterministic
operations in an ideal case. However including realistic error values, pushed the fidelity of
the gates down to 0.65 or 0.85 dependent upon the exact scheme used. Previous work on
deterministic generation, highlights that with current technology, a compromise has to be made
to achieve a deterministic gate, whether this is by using an ancilla system, or by starting with a
system with more levels than those which will be used computationally.
An alternative to these methods was proposed by Wang et al. [132], who consider using a
standard scheme to generate a cluster in optical cavities, then to transfer this cluster to photonic
qubits. This is still an ancilla scheme but it uses the ancilla system in a dramatically different
way to the other schemes mentioned. It has significant advantages in that the cluster not currently
being used can remain in the atomic cluster. It is also an interesting contrast to the qubus scheme,
where a photonic field is used to generate gates in a matter system.
We concentrate our work on an ancilla scheme where the ancilla system is routed, rather than
using a module and routing our cluster state. This will allow us to use static qubits to generate
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our cluster. We will also consider a measurement-free scheme, where we use entangling then
disentangling operations. This is often costly in the number of operations required, however
measurement is often slow and relatively resource intensive. As in section 4.4 we can consider
a naı¨ve technique for generating our cluster state that involves implementing each C-Phase gate
individually, using four operations with the bus. We will consider a cluster containing N qubits,
with a width of n qubits, and a length of m qubits. It is easy to see from counting arguments
that in such a scheme there is a total of n(m − 1) + m(n − 1) C-Phase gates. In our naı¨ve
method we require four operations with the bus to generate each C-Phase gate; therefore we
require 8nm− 4(n +m) operations to generate our entire cluster.
Louis et al. [25] have previously looked at generating cluster states on the qubus using a
deterministic method. They demonstrated that by generating the cluster state in the form of
rows and columns, it is possible to get significant savings over a naı¨ve qubus method. Most
significantly, they demonstrate that it is possible to perform C-Phase gates between a line of n
qubits using just 2n bus operations. For our n ×m cluster, each qubit is part of one row and
one column; if we consider generating C-Phase gates between these rows and columns in lines
using the method proposed by Louis et al. [25] then a total of 4N bus operations is required.
In fact we can get a small improvement over this technique even if we limit ourselves to
generating only lines of C-Phase gates. We consider a path across our qubits to be a line of
C-Phase gates with turns were necessary. These turns do not require any additional operations
as the qubits in a path could be rearranged as a line without breaking any gates. Clare Horsman
argued that if we generate a path that visits all the qubits, then we can can generate C-Phase
gates between the qubit of interest, and, at most, two other qubits. However, all the qubits, except
the four corner qubits are connected by a C-Phase gate to either three or four other qubits. It
should be possible to generate our entire cluster using two paths of gates, one path which visits
every single qubit, and the second line which visits N −4 qubits. A lower bound on the number
of operations required for generating a cluster state using our single line of C-Phase gates can
therefore be given by 4N − 8.
By choosing the two paths carefully we demonstrated that it is possible to saturate this lower
bound. We illustrate this in figure 8.1, where the black dots represent qubits; the pink path in
figure 8.1(a) is a line of C-Phase gates of length N and the blue path in figure 8.1(b) is a line of
C-Phase gates of length N − 4. If two qubits are connected by either a pink or blue line, then
they are connected by a C-Phase gate. Figure 8.1(c) illustrates the fact that when combined, the
pink and blue paths do indeed create all the necessary C-Phase gates to generate a complete
cluster.
The method proposed by Louis et al. [25] is almost a factor of two improvement over the naı¨ve
method. With the difficulty in creating quantum gates and maintaining quantum coherence, this
represents a significant improvement. One major problem with the scheme proposed by Louis et
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(a) A path visiting all N qubits (b) A path visting (N − 4)
qubits
(c) A combination of the paths
Figure 8.1: The pink and blue paths are lines of C-Phase gates. From these diagrams we can
see the path in figure (a) combined with the path in figure (b) generate C-Phase
gates between all the qubits. The total combined length of these two paths is
2N − 4, and they require a total of 4N − 8 bus operations to create.
al. [25], and our extensions to the scheme, is that the cluster state is not generated dynamically.
In the naı¨ve scheme we can generate the top of the cluster first, and begin to perform operations
on this while we create the rest of the cluster. This is not possible in the scheme based on lines
of C-Phase gates and could therefore lead to a problem with the cluster undergoing decoherence
before we have the opportunity to use it.
8.3 Mapping a circuit to a cluster state
In this section we will briefly discuss results that show that it is possible to efficiently map
a quantum circuit to a cluster state. We will also discuss some basic results on characterising
entanglement within cluster states, which show they are fundamentally different from W and GHZ
states. This has led to work looking at the power of these states in the context of measurement-
based quantum computation.
Mapping a quantum circuit to a cluster state, so that it can be used to perform one-way
quantum computation, was an integral part of the proof that measurement-based quantum com-
putation was universal. Raussendorf and Briegel discuss this in their seminal paper on the work
[18]. This work is of interest to us because it allows us to clarify the size of the cluster required
to perform useful calculations. While the mappings provided by Raussendorf and Briegel are
not optimally efficient, we see that four qubits arranged in 2 rows, and 3 columns of our cluster
are required for a single CNOT gate. This gate relies on having information about the initial
state of the qubits between which you want to perform the CNOT. The necessary entanglement
structure for this gate is shown in figure 8.2(a). An arbitrary rotation requires a chain of 5
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(a) If the inputs are known (b) If the inputs are unknown but on adjacent qubits
Figure 8.2: The minimum amount of cluster required to build a CNOT gate
qubits. It would of course be possible to consider alternative ways to make this structure, but
this provides us with a reasonable limit. A 6-qubit cluster state was recently created by Lu et
al. [133] using a standard probabilistic fusion method with post selection. The potential uses of
this state, other than as a cluster state were explored by Paul et al. [134].
While this initial work into performing operations showed a suitable mapping which was
efficient, it only discussed the issues of universality and efficiency briefly. Along with Browne,
Raussendorf and Briegel extended their work in a later paper [135]. In this paper they introduce
a larger form of the CNOT gate which is more general, and can be used as part of a circuit. The
necessary cluster for this gate is shown in figure 8.2(b). They also demonstrate numerous circuits
for performing useful quantum algorithms such as the quantum Fourier transform, as well as
introducing building blocks such a CNOT gate between distant qubits. Combined, the two papers
show the feasibility of using cluster states for quantum computing. However the cluster state is
still resource intensive, particularly in terms of entanglement. Therefore work still needs to be
done on how to arrange the circuit so that it uses a small amount of the cluster as possible. An
example of such work looks at how to build a quantum adder on a cluster state while reducing
the temporal resources required [136]. As with circuit based quantum computing, finding the
most efficient way to perform a desired algorithm is incredibly important, since entanglement is
an expensive resource with a short shelf life.
The level of entanglement within a cluster state is actually incredibly important. Briegel
and Raussendorf [137] characterise the nature of the entanglement within a cluster state. They
note that while it has many similarities with a GHZ state, the entanglement is actually more
robust. While it is possible to destroy all the entanglement within a GHZ state with a single
measurement, the same is not true of the spin-chain (1D cluster state) or the cluster state. Indeed
while for N = 3 the GHZ state and spin-chain are equivalent, this is not true for larger states. It
has been demonstrated that too much entanglement is detrimental for cluster states and quantum
computing in general [138]. Meanwhile GHZ states are universal for classical measurement-
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based computation when combined with classical feed forward and quantum measurement [139].
Therefore we see that the strength and degree of entanglement makes a significant difference in
the power that can be achieved with the entangled resource.
8.4 The advantages of cluster states
One of the principal advantages of cluster states is that once the initial resource has been
generated we can reduce the number of time intervals required to perform our quantum gates.
Cluster states are particularly useful in this context because all Clifford group operations can be
performed in a single time step [135]. The Clifford group is a particularly useful set of operations
which include CNOT, σx, σy, σz and the Hadamard. They are a classically simulatable set,
however when accompanied by a single non-Clifford rotation, they are universal for quantum
computing [33]. Unfortunately, being able to perform all our gates in a single step is no longer
possible when the cluster is split into smaller sections to allow fault tolerance. However, in terms
of circuit depth, cluster state models have been shown to be equivalent to the standard quantum
circuit model with the addition of the fanout gate [21]. While the theoretical idea of adding the
fanout gate to the circuit model does not provide an increase in computational power, it has been
shown to reduce the circuit depth from logarithmic to constant, for circuits such as the Quantum
Fourier Transform [22]. This reduction in gate complexity, shows one of the most significant
advantages of measurement-based quantum computation. The ease of parallelising operations
on the cluster state compared to in the circuit model has led to work where the one-way model is
an intermediary calculation step that aids in parallelising operations in the circuit model [140].
Another significant advantage of measurement-based quantum computing, is that a lot of
work has been done on using certain forms of cluster states in a fault tolerant way. This represents
one of the principal fields of research currently being conducted on cluster states. Most fault
tolerant protocols concentrate on 3D clusters and involve performing topological codes [141].
These topological codes were initially proposed in the context of anyonic computing [142], and
have been adapted into more physical models [143]. Other work has begun looking at techniques
for making the resource fault tolerant from the ground up, taking into account both generation
of the fundamental resource and the implementation of operations [144]. In particular it is
important to have error correction models to detect faults within the cluster itself. Surface codes
are used to detect errors within the entanglement generated as part of our cluster, and allow that
to be corrected for. Briegel et al. [145] provide a useful review of cluster state computation,
which includes a large discussion on fault tolerance. However, we note that most work on fault
tolerance, and error correction assumes that any errors within the cluster are uncorrelated. In
section 10.5, we discuss both the impact this has on our work, and the possible developments
to avoid these issues.
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One of the most significant disadvantages of measurement-based computation is that it con-
sumes a large amount of entanglement to perform the necessary gates. Even a single qubit
rotation requires entanglement between 5 qubits, while a two qubit gate, such as a CNOT gate
requires entanglement between 15 qubits. The entangled gates being consumed are maximally
entangling gates, equivalent under local unitaries to CNOT gates. Therefore, to perform the
equivalent gates in the circuit model, in an ideal case, would require 1 entangling operation per
two qubit gate, and none for a typical one qubit rotation. In reality though, performing both
entangling and general single qubit unitaries can be a hard task. This has led to the proposal
of schemes where either entangling operations, local operations, or both are performed by an
ancilla system [41, 146–149]. Our qubus system is one of these architectures [2].
Finally it is worth mentioning that for measurement-based quantum computation, all the
entanglement is generated off-line. This might not actually seem like a significant advantage,
particularly since as we mentioned above, the cluster state uses more entanglement than an
equivalent circuit based scheme. However, it does allow us to use probabilistic methods to
generate our cluster, and therefore increases the feasibility of being able to generate such a
large resource. Another significant advantage is that the first layer of error correction can be
performed before we use our cluster to do calculations. This would allow us to discard a highly
error prone cluster, and thus ensure the accuracy of our results. A potential disadvantage of this
scheme is that it is possible that the cluster will undergo dephasing before we perform operations
on it, and thus cause errors. This highlights one of the principal problems with this form of
quantum computing. If we could store the entire cluster for large periods of time, then it would
be possible to perform all the Clifford group operations in a single time step, wherever they are
in our cluster. Obviously if we consider splitting our cluster into sections which are operated on
at a separate time then this would be impossible. We therefore see that we have to trade off the
speed so that we can perform operations in a fault tolerant way.
8.5 Conclusions
In this chapter we have introduced the idea of cluster state computation. We have outlined
several theoretical schemes to efficiently build cluster states. The most efficient of these build
the entire cluster in a constant number of operations, independent of the cluster size [18, 109].
We have also discussed work which shows that it is possible to build a large cluster with heralded
probabilistic generation. Building the necessary gates in a deterministic way is often impractical,
therefore many of the practical schemes proposed to do this require some form of compromise.
This is often either adding in an ancilla system, or building our cluster from 3 state systems,
then only using 2 of these states for operations on our cluster.
We introduced previous work done on the qubus for generating cluster states [25]. In this
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paper Louis et al. looked at using both probabilistic, and deterministic methods for generating
cluster states. We outlined their deterministic scheme, and showed some basic improvements,
reducing the number of operations required from 4nm to 4(nm− 2). In later chapters 9 and 10
we discuss alternative techniques for generating cluster states using the qubus.
In section 8.3 we briefly mentioned work on mapping a quantum circuit to a cluster state, and
how this had been adapted to reduce the total number of gates required. We also highlighted the
main advantages of cluster state computation in section 8.4. The two most significant advantages
are that cluster states are relatively easy to make fault tolerant, and that all the entanglement
is generated off-line. This however does come at a cost, and we show that a cluster state uses
more entanglement than the circuit model to perform the same operations.
Cluster states are a useful, and different architecture for quantum computing. The relative
simplicity in the entangling gates required, leads some people to think they are the future of
quantum computing, however others disagree due to the large amount of entanglement required.
Either way they are an interesting model of computation, that is likely to have a significant
impact on quantum computing.
Chapter 9
Generating cluster states layer by layer
9.1 Introduction
In section 8.2.3 we discussed some previous work on generating cluster states that used a line of
qubits to generate the cluster. We will now consider expanding this work to look at building our
cluster from layers larger than a single line. By using these layers we will keep the generation
of our cluster dynamic while speeding up the generation process.
In section 9.2 we discuss the limitations of the qubus system for generating cluster states.
In particular we consider the limits on the size of the largest layer of cluster we can create,
while interacting our bus only once with the relevant qubits. This allows us to explore possible
patterns for combining our layers, something we discuss in section 9.3. In this section we look
at reducing the total number of layers needed, so that we can decrease the total number of
operations required as part of our transitions. We show two methods to do this which minimise
the number of operations given the techniques we are considering.
In section 9.4 we lower bound the number of operations needed to build our cluster. We
compare this result with results from the previous sections, and therefore calculate how expensive
it is to generate the cluster in a layered fashion. By adapting our layered method so that we
stitch our layers together during creation, it is possible to save additional operations, and thus
to get closer to our lower bound. We discuss this in section 9.5. We conclude this chapter in
section 9.6.
9.2 The limitations of the bus
To begin placing a limit on the number of operations required to generate our cluster state, we
will consider what is the widest path of C-Phase gates our bus can generate is, if it is only
allowed to interact with each qubit once, and can not turn corners. We will call this path of
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(b) The largest section that can be
created interacting each qubit with
the bus once
Figure 9.1: The box of 9 qubits in figure (a) can not be created using just one pair of interac-
tions with the bus per qubit; however the section in subfigure (b) can. The green
lines represent C-Phase gates between the qubits
C-Phase gates with no turns, a layer. In order to generate entanglement between neighbouring
qubits, it is necessary that nearest neighbour qubits interact with opposite quadratures of the bus.
We will illustrate this by colouring our qubits pink and blue; where pink qubits always connect to
the momentum quadrature of the bus, and blue qubits always connect to the position quadrature









































Figure 9.2: A 9 qubit box can be split into four sections which need to be created separately.
The green lines represent C-Phase gates between the qubits.
The largest sealed shape we can create has width 2. We can prove this by considering a box
of 9 qubits as shown in figure 9.1(a). This box consists of four sections which are shown in
figure 9.2. For each section, the corner qubit has to interact with one qubit with which the corner
qubit of the adjacent section does not interact. For example in figure 9.2(a) qubit 1 interacts
with qubit 2 and 4, but not with 6 and 8, while in figure 9.2(b) qubit 3 interacts with qubit 2
and 6, but not qubit 4 and 8. This means that we can not create two corners at the same time,
since we need both to add qubits to the bus, and remove qubits from the bus between them. We
therefore consider, creating our sections sequentially. Since, one section always has a qubit in
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common with the next section, it makes sense to create them by rotating around our 9 qubit
box. However, this leads to a problem since our final section will be adjacent to our first section,
therefore they will have a qubit in common. This means to create an entirely sealed section like
the one shown in figure 9.1(a) we would need to interact one qubit with the bus twice. We are
therefore limited to the section shown in figure 9.1(b).
This suggests that it might be possible to create a section of the form shown in figure 9.3(a),
however this is not possible. At the end of generating the piece shown in figure 9.1(b) we have
left qubits 7 and 9 connected to the position quadrature of the bus, and qubit 8 connected to the
momentum quadrature. As a result we have a choice between creating the section with qubit
9 as a corner, or the section with qubit 7 as a corner. While it would be possible to create a
section such as the one shown in figure 9.3(b) this does not contain any more connections than
figure 9.3(c) so it is not beneficial.
We can extend this and look at how wide an unsealed section can become. It is easy to see
that the section can not be wider than 4 qubits, because if it was, it would require a sealed path of
greater than 2, something we just showed was impossible. We therefore want to demonstrate that
it is possible to perform the 4 qubit path. We will demonstrate this diagrammatically, as this is
easier to visualise than a list of displacement operators. For completeness a list of displacement
operators for each set of diagrams is provided in Appendix A.
9.2.1 About the diagrams in this chapter
It is worthwhile establishing some common notation for our diagrams, that will be used hence-
forth. To reduce the total number of diagrams we will consider displaying several operations in
each diagram shown. Each set of operations will consist of one sequence of operations where
qubits disconnect from the bus, and one sequence of operations where qubits entangle to the
bus. These operations often need to be performed in a specific order, our diagrams do not allow
this order to be reconstructed simply by inspection, however they do clearly illustrate that such
a sequence can be found. We will colour our qubits in diagrams where they are entangled to
a particular quadrature of the bus, pink qubits are connected to the momentum quadrature, and
blue qubits to the position quadrature. A qubit that is not entangled to either quadrature of the
bus will be represented in black.
We now need to consider how operations work together to make a gate; if we consider just




























This only gives us half of our desired interaction, exp(iπσz1σz2/4), and also results in a net
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(a) The ability to create figure (9.1(b)) means we won-
der if we can create a shape such as this.
(b) However the largest shape we can create it this one.
(c) Which does not have any significant advantages
over this section.
Figure 9.3: It is not possible to create a section as large as the one in figure (a). Both figure
(b) and (c) are possible. These both consist of the same number of C-Phase gates.
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displacement operation on the bus. We generate the second half of our interaction by removing




































Therefore in our diagrams we want to show this interaction being created in two parts. A single
line will represent the interaction exp(iπσzaσzb/8) between qubits a and b, with two lines being
required for a maximally entangling interaction. Since all our interactions commute these two
lines do not need to be generated by sequential operations. An orange line will represent the
fact that the interaction is being generated by displacement operators in the set illustrated on the
diagram. A dark blue line will represent an interaction that has been generated previously.
9.2.2 An open path of width four and unbounded length
In 9.4 we illustrate how to generate an open path of width 4. This figure is split into several
subfigures, each of which represent a set of displacement operators being performed on the bus.
It is possible to see that such a section can be generated by interacting each qubit with the bus a
single time, by observing that in figure 9.4 each qubit only connects to the bus once (represented
by the qubit being illustrated in pink or blue). A corresponding list of displacement operators
to this section is shown in Appendix A.1.
Since we can generate the open path of width 4 it is easy to see we can generate an open
path of width 3 or a closed path of width 2, as these are just the path of width 4 with certain
operations removed. We can now proceed, and see how many operations will be required to
generate our cluster in a layered fashion.
9.3 A simple method for combining layers
The simplest possible method for combining layers when generating our cluster involves removing
our bus entirely from the qubits between each layer. In section 9.5 we show that it is possible to
achieve further savings by keeping qubits active between the generation of two layers, however for
now using this crude technique of connecting our layers allows us to consider what technique
is most efficient for creating our large cluster. To compare our various techniques we will
consider only the ‘additional’ interactions required. These are the number of operations above
the minimum possible 2nm that are required if no qubit has to interact with the bus more than
once. We can find these by considering the overlap between layers.





















(a) Stage1 of the generation process, this is the
activation stage. We begin by entangling qubit
4 to the momentum quadrature of the bus, then






















(b) We now remove qubit 4 from the bus, before
connecting qubit 1 to the position quadrature, and





















(c) Qubit 1 is disconnected from the bus, and then






















(d) Qubit 3 is removed from the bus, then qubit 5
is attached to the momentum quadrature of the bus.
This unit is the first of a set of four repeated units






















(e) In the second of our repeating units qubit 6 is





















(f) We now remove qubits 2 and 5 from the mo-
mentum quadrature before entangling qubits 8 and
11 with the position quadrature of the bus.










































(h) We remove qubit 8 and entangle qubit 9 to
the position quadrature, to continue growing. We





















(i) We now want to consider how to disconnect





















(j) We remove qubits 14 and 17 from the bus, then





















(k) Qubit 19 is removed from the bus and all ne-





















(l) Finally we disconnect qubits 18 and 20 from
the bus.
Figure 9.4: This figure shows how to generate an open path of width 4, while only connecting
each qubit to the bus once. This can easily be seen by the fact each qubit only
becomes coloured once. A colour key for this table is discussed in section 9.2.1.
A list of the corresponding displacement operators is given in Appendix A.1.
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(a) A cluster made up of several layers of width 4
open at either end. The layers are shown in pink
and blue, and are stitched together using the green
‘thread’.
(b) A cluster made up of layers of width 4 inter-
spersed with layers of width 2. We can seal the
ends either by stitching them closed or by using
a layer of width 2 and increasing the size of the
cluster.
Figure 9.5: This figure shows two techniques to generate a cluster using a path of width 4.
Subfigure 9.5(a) involves stitching the qubits together using a ‘thread’ that is a path
of C-Phase gates between single qubits. The method in 9.5(b) involves alternating
between a path of width 4 and a path of width 2.
9.3.1 Using a path of width 4 for the largest layer
The first technique we consider is using a path of width 4 to create each layer, then stitching the
layers together using a string of qubits. This is illustrated in figure 9.5(a). To work out the total
number of operations required, we need to consider how many qubits interact with the bus more
than once. Every qubit on the join of two sections has to interact with the bus three times; once
as part of each layer, and once as part of the stitching. Each of these qubits therefore requires 4
operations with the bus, above the standard 2 required for all qubits. Since each layer has width
4, the number of qubits that are between two layers is given by n(m− 4)/3. An additional 4n
operations are required to seal the top and bottom of the cluster. We can therefore see that the
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An alternative method involves using a path of width 4 for every other layer, with sealed
boxes of width 2 providing the intermediate layers. This is illustrated in figure 9.5(b). In this
case we need to repeat two rows of qubits (requiring an additional 2n operations per row) every
(m − 4)/4 rows. We also need to close the top and bottom using an additional 4n operations.
Therefore in this case the total number of operations above our standard 2nm is given by
Ex4,2 = nm . (9.4)
To be exact, our two methods require m to take two different forms. The first assumes that
m takes the form 3r + 1 where r is an integer, while the second assumes m takes the form 4q
where q is an integer. To make a comparison between the two techniques, we therefore need to
assume that m is large, since in this case the difference in the height of the cluster generated in
our two techniques is a very small percentage of the total height. It is clear to see that if we
make this assumption then the second technique is the most efficient.
We now consider making a small adaption to this second technique. By having our cluster
start and finish with a layer of width 2, we can increase the width of our cluster by 2 for an
additional 4n operations. To illustrate how this changes the efficiency of the generation process,
we replace m with m′ where m′ = m + 2. The additional operations required to generate the
extra layer are incorporated into our 2nm′ therefore we only require
Ex′2,4 = nm
′ − 2n (9.5)
above our standard number. Using boxes instead of simply stitching the ends is slightly more
efficient.
9.3.2 Using a path of width 3 for the largest layer
An alternative technique involves using a path of width 3 for the largest layer, since this will
only require stitching on one end. The layer of width 3 consists of a sealed layer of width 2
with free edges as illustrated in figure 9.4. However, in this case the free edges are only on one
side of our layer of width 2. We will refer to these free edges as tails. If our entire cluster
is made of layers of width 3, we see that n(m − 3)/2 qubits interact with the bus as part of
two separate sections. Each qubit that is part of 2 sections will require 2 operations above the
standard number needed to make a cluster. An additional 2n operations are also required to seal
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the cluster, therefore a total of
Ex3 = nm− n (9.6)
extra operations are required to generate the entire cluster. Once again we want to consider what
happens if we use a layer of width 2 to close our cluster rather than just stitching it closed with
a line of qubits. In this case we need to consider replacing m with m′ = m+1. The additional
operations needed to add this additional line of qubits are entirely contained within the 2nm′
minimum for a cluster. Therefore, the additional operations above the standard minimum is
given by
Ex′3 = nm
′ − 2n . (9.7)
We can see that we have two equally efficient techniques for generating the cluster. The first
involves alternating between sealed layers of width 2, and open layers of width 4, while the
second involves using open layers of width 3 and a single sealed layer of width 2 at the start
or end of the cluster. One difference between these two techniques is the restrictions placed
on m. While the technique involving open layers of width 4 requires m = 4q, the technique
using open layers of width 3 requires m = 2w. In the next section we will established a lower
bound on the number of operations required to generate our cluster. Then in section 9.5, we
will make a full comparison between the two techniques by considering how many qubits can
be left connected to the bus at the end of generating each layer, therefore establishing how close
to our lower bound a layered method of generation allows us to reach.
9.4 A lower bound on the number of operations required
In our work on errors within the bus, Clare Horsman argues that we can consider a path of width
2 to be a fundamental unit of our cluster generation [150]. She derives a bound on the number
of operations required by considering a path of width 2 visiting every qubit in the cluster. This
generates (3nm− 4)/2 C-Phase gates. Whereas before we were considering layers, we are now
considering a path that allow turns. We concentrate on the path of width 2, as turns in this path
are free, while turns in larger paths can be costly. In the next section we will consider how we
would generate these paths by considering how we stitch layers together. For now we consider
this simplified path so that we can get a lower bound.
Our entire cluster consists of 2nm − n −m C-Phase gates. Therefore the path of width 2
leaves nm/2−n−m+2 gates to be created separately. In an ideal scenario, all of these gates
could be created using the tail of trailing qubits that can be added to our path of width 2, and
therefore only 2 additional operations will be required for each additional C-Phase gate. While
this could add extra turn costs, at present we do not want to prove that we can saturate our given
lower bound, so we will ignore these additional operations. We can therefore bound the number
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of operations required to build the entire cluster as
Clmin = 3nm− 2n− 2m+ 4 (9.8)
with the extra above the standard 2nm given by
Exmin = nm− 2n− 2m+ 4 . (9.9)
We can see that this is considerably fewer than the additional number of operations required in
the previous section. This presents a lower bound on the number of operations required in the
case of our width 2 path. Since we cannot create a wider sealed path without interacting qubits
with the bus several times, this seems a feasible lower bound. Using a less physical system than
the qubus it might be possible to create wider paths without interacting qubits twice. However
this would involve defining the behaviour of the system and constructing it artificially, which is
beyond the scope of this work.
9.5 Saving operations when connecting layers
We have established the total number of operations required to generate a cluster in a layered
fashion is given by
Cllayer = 3nm− 2n . (9.10)
In section 9.4 we placed a lower bound on the number of operations required which was given
by
Clmin = 3nm− 2n− 2m+ 4 . (9.11)
In both optimal cases discussed in section 9.3 we switched layers a total of (n − 2)/2 times.
Therefore to meet the minimum bound we would need to make a saving of 4 operations per
transition. In this section we show that making a saving of 2 operations is trivial, and can be
done for every transition. However, making a saving of 4 operations is less trivial, and can be
done at most every other layer. In this section we introduce the idea of a hanging edge, which
is a single tail connected to the bottom of one layer. This hanging edge assists in the creation
of a later layer, and as we show provides a significant advantage.
9.5.1 Saving two operations per transition
We can easily see why saving two operations is trivial if we consider how we go about generating
each layer. In figure 9.4 we see that we start generating our layer on one of the corner qubits.
It should always be possible to choose this corner to be the top left or right corner, therefore we
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should never have to deactivate the bottom corner qubit from the layer before. It is easy to see
that, it will always be possible to generate our cluster in
Cllayer = 3nm− 2n−m+ 2 (9.12)
operations. In the next few sections we will look at when it is possible to save 4 operations
in our transition, so that we can work out how close to the lower bound our connected layer
method allows us to reach.
9.5.2 Transferring between a layer of width 2 and a layer of width 3
(a) The end of the layer of
width 2.
(b) We continue the path of
width 2 around the corner.
(c) We can now create our layer
of width 3.
Figure 9.6: We connect a layer of width 2, to a layer of width 3. Two qubits which would
have to interact with the bus twice if we did not stitch our layers together, have to
interact with the bus only once in this case.
Figure 9.6 shows that it is possible to connect our layer of width 2, to a layer of width 3
while saving 4 operations compared to generating each layer separately. The key thing we note
from the figure is that connecting our two layers is equivalent to a path of width 2 with a turn,
and with tails on the top of the second layer. This makes it unsurprising that we can create this
join while saving 4 operations. The operations saved come from the bottom right hand corner
of our layer of width 2.
9.5.3 Transferring between two layers of width 3
In figure 9.7 we can see that if we have the hanging edge shown in black already created, then we
can make a saving of four operations when transferring between two layers of width 3. Without
this hanging edge, only two operations could be saved. We can see this by looking at figure
9.7(a), where we would need to remove and then reconnect the circled qubit from the bus so that
we could create the operation shown in black. The hanging edge provides us with a significant
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(a) The tail means we do not
have to deactivate the circled
qubit.
(b) Therefore 2 qubits remain
active in the transition.
(c) Thus we can save a total of
4 operations.
Figure 9.7: We connect a layer of width 3, to another layer of width 3, where the link in black
has already been created. This saves us 4 operations.
saving in operations since it removes the needs for the two boxed qubits to both connect to
separate qubits. Both of these boxed qubits connect to a qubit that the circled qubit does, as
well as their corner qubits. With the limitations of ordering this means we can not create the
extra links without disconnecting the circled qubit, or an alternative nearby qubit.
By considering the previous two diagrams we can see that it would not be possible to create
a hanging edge in either of these two cases, unless we used extra operations to disconnect then
reconnect a qubit. This is because in figure 9.6(b) and 9.7(c) the bottom corner of our layer of
width 3 is created without removing the starred qubit from the bus. If we wanted to add in a
hanging egde, we would at some point need to have this starred qubit disconnected from the
bus, but the bottom corner qubit connected to the bus. It is easy to see that this is impossible
without having one of the qubits in question (or a nearby qubit) interacting with the bus twice.
As we are unable to create this hanging edge in these cases, it is quite clear that we would also
be unable to create our path of width 4, since this is essentially our path of width 3 with an
additional set of tails.
9.5.4 Transferring between a layer of width 4 and a layer of width 2
We also want to consider the transitions when we have layers that alternate between being of
width 2 and width 4. Figure 9.8 demonstrates that it is possible to save 4 operations, if we are
transitioning from a layer of width 4 to a layer of width 2, provided that we have the hanging
edge shown in black already generated. As before it is impossible to save these 4 operations
if we do not have this hanging edge generated, since we would need to reactivate the circled
qubit. Once again we can see from this diagram that it would be impossible to generate an
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(a) A layer of width 4. (b) The tail delays activation of
circled qubit.
(c) We can now create the path
of width 2.
Figure 9.8: When connecting a path of width 4 to width 2, the previously created operation
shown in black means we can delay interacting the circled qubit with the bus. This
means it only needs to interact with the bus once, not twice.
additional hanging edge. This is because the boxed qubit, and the qubit in the bottom right hand
corner both need to connect to the same qubit, as well as separate qubits. As we do not want
to remove the boxed qubit from the bus, but have to connect it, either before or within the same
sequence of operations as the corner qubit, we would need to remove one of the nearby qubits
from the bus to create all the necessary operations. It would be difficult to change the order of
















Figure 9.9: This figure shows why it is impossible to connect a layer of width 2 to a layer
of width 4 with a saving of 4 operations, since at some point we would need to
disconnect and then reconnect qubit 8.
If we look at a transition between a layer of width 2, and a layer of width 4, then a pre-
created hanging edge will not provide any saving in the number of operations required. This is
because we need to create a section such as the one shown in figure 9.9. In this case our layer
of width 2 contains qubits 1-6 and is marked in black, to fit the diagram in the text better, the
layers run in the vertical direction. The first layer runs down the page, while the second layer
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runs up. When we create the second layer we are connecting from the previous layer, so we
have to start at the bottom left hand corner. This means it is impossible to connect qubit 12 to
qubit 15 without first disconnecting qubit 8.
9.5.5 Creating hanging edges
1 2 3 4
5 6 7 8
9 10 11 12
(a) A layer of width 2 with a tail.
1 2 3 4
5 6 7 8
9 10 11 12
(b) A layer of width 3 with a tail.
Figure 9.10: This figure shows a layer of width 2 with a tail, and a layer of width 3 with a
tail. These can be created easily if we assume the layer is the first layer of our
cluster.
Finally we want to prove that adding our hanging edges does not require any extra operations.
Above we showed several cases where it was not possible to create a hanging edge. We will now
consider the cases where this is possible. It is easy to see that if we consider building a layer of
width 2 from scratch, a hanging edge can be added with only two extra operations (those needed
to interact with the qubit to which the hanging edge is connected). We can see this in figure
9.10(a) where the hanging edge connects to qubit 5. Figure 9.10(b) shows a similar result for
when we are building our layer of width 3 from scratch. We find that adding the hanging edge is
possible, provided we want to add the hanging edge to the sealed side of our path of width 3. As
we can easily create a layer of width 4 without any reactivation, we can add this hanging edge
using just 2 extra interactions. In both these cases the two extra operations required are saved
in the next layer involving these qubits. These savings come from the fact that previously qubit
5 or 9 would have had to interact with the bus for a second time, but the hanging edge removes
this requirement. If we consider creating either of these layers from a previous layer, then the
hanging edges can be added, provided we keep only one qubit from the previous layer entangled
with the bus during our transition. In section 9.5.3 we demonstrated that it was impossible to
create these hanging edges if two qubits remained entangled to the bus between layers. If only
one qubit remains entangled to the bus, we are simply beginning our layer from the top right/left
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hand corner and the hanging edge can be added trivially.
(a) The layer of width 2 turns
the corner.
(b) We disconnect the circled
qubit.
(c) We then create the tail.
Figure 9.11: This figure shows that it is possible to generate a hanging edge when moving
between a layer of width 2 and width 4.
For completeness we show that we can generate a hanging edge when we are moving from a
layer of width 2, to a layer of width 4. We demonstrate that this is possible in figure 9.11 where
we see that by removing the circled qubit at the correct time, we can create the tail without
requiring more than 2 additional operations. As it would be impossible to create this layer
of width 4 without these additional reactivations, creating this hanging edge does not require
additional operations. While we demonstrate how to create a hanging edge when switching
between layers of width 2, and layers of width 4, this does not provide us with any advantages.
This is because the layer which would ‘use’ this tail would be a layer of width 2, and we have
previously shown that a pre-created hanging edge does not give us any benefits when transferring
from a layer of width 2 to a layer of width 4
9.6 Conclusions
In this chapter we looked a layered technique for building our cluster states. We first showed
that the largest layer we can create, while only attaching each qubit in the layer to the bus once,
is an open path of width 4. We then demonstrate two techniques to build our cluster using only
Cllayer = 3nm− 2n . (9.13)
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operations. These techniques used layers of width 2 and 4, or 2 and 3. Comparing this to our
lower bound of,
Clmin = 3nm− 2n− 2m+ 4 (9.14)
we saw that our layered method of generation required considerably more operations than the
lower bound. As a result we looked at what savings we can achieve by keeping our qubits
attached to the bus as we transitioned between layers. We found that even in the simplest case
we could save 2 operations per transition, and if we carefully considered the path we took, we
could increase our savings further. We present arguments to show when it is possible to save 4
operations in a transition, and when it is possible to save only 2. Our results are summarised in
table 9.1, which we can use to work out the total saving possible for our two layered techniques
of generation.
Size of layers Hanging edge available? Saving in transfer Generate hanging edge?
2→ 3 Yes and No 4 No
3→ 3 No 2 Yes
3→ 3 Yes 4 No
2→ 4 Yes and No 2 Yes
4→ 2 No 2 Yes
4→ 2 Yes 4 No
Table 9.1: This table shows the savings that can be obtained when generating the transition
between layers of the cluster. If we generate a hanging edge then it will be used
as part of the transition after next.
A key point is that a saving of 4 operations prevents us from generating a hanging edge, and
thus achieving a saving in the transition after next. Therefore our results are simplest for the
case where our cluster is made of layers of width 3. Here we will see a pattern of two transitions
where we save 4 operations, two transitions where we save 2 operations, two transitions where
we saving 4 operations etc. For a large cluster the number of transitions is given by (m− 2)/2,
therefore our total saving is given by 3(m− 2)/2. This gives
Cl3 = 3nm− 2n− 3
2
m+ 3 . (9.15)
We can see that this is (m− 2)/2 operations above our lower bound.
The savings we find in the case where we use our layers of width 4 are less significant. In
this case we save 2 operations for 3 out of every 4 transitions, only saving 4 operations for a
quarter of our transitions. The total saving is therefore given by 5(m− 2)/4, therefore
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This is 3(m−2)/4 operations above our lower bound - significantly more operations than needed
to create our cluster using layers of width 3.
Neither of the layered techniques we have discussed allow us to meet the lower bound. We
might naı¨vely ask what would happen if we used entirely layers of width 2, as these would allows
us to save 4 operations per transition. However other than for small cases this would significantly
increase the number of transitions required, and therefore increase the total number of operations
needed. We do not provide any proof that this method of generating our cluster layer by layer can
never meet the lower bound, however given the results above, it seems unlikely that a suitable
switching technique could be found. In the next chapter we look at some alternative techniques
for cluster state generation. These include a spiral technique, which allows us to meet the lower
bound in the number of operations required, and a column technique which reduces the time
taken to generate the cluster by creating some of the C-Phase gates in parallel. It is worth noting
however, that these layered results are useful as a dynamic method of generating cluster states
using a single bus.
Chapter 10
Further improvements in cluster state
generation
10.1 Introduction
In the previous chapter, we introduced the idea of using the qubus to produce a cluster state
in a layered fashion. However, there are numerous problems involved with this technique. In
particular we do not meet the lower bound on the number of operations required, and the time
taken to generate a single layer of our cluster is relatively long. In this chapter, we look at some
of these problems in detail and discuss potential solutions.
In section 10.2, we look at a technique for generating our cluster that meets the minimum
bound we found in the previous chapter. In this section, we show that right-angle turns in our
cluster always allow us to save the required 4 operations per corner. While this technique is
more efficient, it has significant practical disadvantages, as we lose the dynamic property that
we had previously. Therefore, this technique for generation is more a theoretical, rather than a
practical solution to our difficulties.
A potential solution to the the problem of the large amount of time required to generate a
single layer is discussed in section 10.3, where we consider splitting our cluster into columns
rather than rows. These columns are generated in parallel, thus a single layer of the cluster is
generated far faster. The disadvantage of such a technique is the need for a large number of
separate buses to generate each column of operations. Since all these buses would be operating
at the same time we would also need a highly controlled system.
Finally, in section 10.4 we consider some of the problems with fault tolerance in our cluster.
In particular, we trade off the probability of an error due to decoherence, with the probability
of an error on the bus to find the optimal size section to use to build our cluster. While this is
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a very limited discussion of the errors it gives an idea about some of the issues that we face by
using our qubus to generate cluster states.
10.2 A more efficient way to generate cluster states
In section 9.5, we found that while it was occasionally possible to leave 2 qubits active at the
end of each layer, we can often only leave one qubit active between layers. Our open path of
width 3 can be considered to be a closed path of width 2 with tails of trailing qubits. Therefore
we would hope to be able to leave 2 qubits active between ‘layers’ so that we never have to
break our closed path. In this section we will demonstrate that this is possible if we consider
using 90 degree turns between layers rather than 180 degree turns. This results in a spiral path
around our cluster rather than simply combining layers of the same length.
(a) A 90 degree turn (b) A 180 degree turn
Figure 10.1: This figure shows a 90 degree and a 180 turn in our path. The closed path of
width 2 is shown in blue while the trailing edges are shown in pink. In the 90
degree turn the trailing edges remain on the same side of the path, while in the
180 degree turn they flip sides.
.
A spiral path containing turns of only 90 degrees should meet the lower bound we derived
above. We can begin to see this if we look at what happens in the necessary turn as shown in
figure 10.1. For the 90 degree turn, we can clearly see our path of width 2 (illustrated in blue)
with the trailing edges shown in pink. If we imagine stretching out the turn, we can see that we
have an unbroken path of width 2, with the necessary trailing edges. However if we consider
our 180 degree turn, then stretching out the turn would mean that the trailing edges switched
sides on our path. This suggests that it might be feasible to create the spiral path without the
need for the additional operations that we needed in our layered generation technique. However,
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this does not provide a proof.
(a) We start by considering a
standard path along our cluster,
(b) but we activate the corner
qubit earlier than a straight path.
(c) When the corner is created we
do not need a tail.
(d) We can remove the corner
qubit,
(e) and continue our path as nor-
mal.
(f) One qubit needs to reactivated
but this was expected.
Figure 10.2: Here we show it is possible to create a 90 degree corner without having to break
our path of width 2. Only the circled qubit needs to interact with the bus twice.
This agrees with our counting arguments.
In appendix A.2 we show a list of the operations required to generate a 10 × 10 spiral.
Simply counting the number of displacement operators shows that only 264 operations are
required. However, this is not easy to see, diagrammatically illustrating the entire spiral would
take up a large amount of space and would be unnecessary since we are essentially considering
the repeat of a 90 degree turn. Therefore in figure 10.2 we show that a 90 degree turn can be
created while maintaining our path of width 2.
Given this we can do a simple calculation to work out the total number of operations required.
For simplicity we will consider our spiral path across the cluster to start by covering the shortest
length. We will choose this length to be n, while the longest length will be m. The path itself
needs 2nm operations to generate, so we need to consider how many tails are needed for the
activation. Figure 10.3 shows a 6× 10 cluster with the path, and tails marked. We can see the
first section of our path requires n− 2 tails, the second section requires m− 4, the third n− 4
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Figure 10.3: This figure has been rotated so that it fits on the page. We consider the cluster
to have length, n = 6, and width m = 12. The blue path represents the closed
path of width 2, while the pink lines represent the additional tails. We can see
that the number of tails required for each section of the path decreases by 2 at
every turn.
etc. We can use this pattern to work out the total number of tails, Ntail required for a n times











(m− 2a) . (10.1)
In the alternative case where n′ is the largest dimension (and also the first covered by our path),











(m′ − 2a) . (10.2)






nm− n−m+ 2 . (10.3)
We have shown that we can turn a corner in a path activating only one qubit twice (see figure
10.2), therefore we can create all the tails in figure 10.3 with only two operations per tail. This
means that we require nm− 2n− 2m+4 operations above the standard 2nm to create a cluster,
giving
Cls = 3nm− 2n− 2m+ 4 . (10.4)
We therefore see, that our spiral path meets the minimum bound in the number of operations
required to create a cluster.
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In this section, we showed that a spiral path meets the lower bound on the number of
operations required, which we derived in section 9.4. However there are practical problems
with the spiral path, in particular that we are no longer generating our cluster dynamically. This
means that we have to generate the entire cluster before we are able to perform operations on
it. Therefore, we can see that although this technique provides efficiency savings, our layered
technique would make a more realistically useable cluster. However, even with our layered
technique of generation we still have significant problems with the time taken to generate the
cluster, and fault tolerance. We discuss these two problems in more detail in sections 10.3 and
10.4. This allows us to consider a more practical technique for building clusters.
10.3 Generating our cluster state using columns
As Viv Kendon pointed out, one of the significant problems with the layered system is that if
n is large, a large amount of time is required to generate each layer [150]. We will therefore
experience a problem with decoherence before the layer is useable. A method to circumvent
this involves generating our cluster in columns rather than in layers. Here we will assume that
we have access to multiple buses, and that a separate bus is used to generate each column of
operations. By creating our columns of operations simultaneously it is possible to create the
entirety of each row in relatively few time steps.
There are many possible ways to divide up the columns, however we will make the sim-
plifying assumption that the best way to do this is to use the path of width 3 which we used
previously. This system presents numerous advantages over other techniques. First and foremost,
since every column segment is the same width we do not have to plan the optimal technique for
weaving together our segments in great detail. If we varied the width of the segments then we
would have to delay operations in our shorter segments to ensure that they are moving at the
same speed as our longer segments, since otherwise we would end up creating some of our line
far too early or interacting some qubits with two buses at once. We also have the advantage that
each bus only interacts with the qubits in its set once. The scheme therefore is relatively simple.
Finally in section 10.2, we argued that the path of width 3 (equivalent to a path of width 2 with
trailing edges) was likely to be optimally efficient for generating our cluster. This suggests that
such a split is also optimal.
We now want to derive the total time taken to generate a cluster of width m, given the
time taken to generate a suitable chunk of our cluster to perform gate operations. In section
8.3, we introduced the idea of performing operations on cluster states and showed that roughly
3 rows of the cluster need to be generated to perform a single two qubit gate. Figure 10.4 shows
our cluster being grown column by column. One thing we note is that to avoid a qubit being
connected to two buses at the same time we need to delay the start of every other column by
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(a) The initial 4 operations required to start the first
two columns.
(b) Only two operations are shown in this diagram.
(c) Only one operation shown, we now begin the
other columns.
(d) Again only one operation is shown.
(e) Two operations are illustrated. (f) A further two operations.
(g) Only a single operations is shown. (h) Three operations are shown in this diagram.
Figure 10.4: In this diagram we show how to grow the cluster using columns across the cluster.
There is a 6 operation delay between adjacent columns. For clarity every other
column uses orange to represent qubits connected to the position quadrature, and
purple for qubits connected to the momentum quadrature of the bus. The other
columns use the same notation as before.
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6 operations. For each subfigure we have used the caption to explain how many displacement
operators are shown, figure 10.4(c) shows the start of the second column after 6 operations. We
use the standard notation discussed in section 9.2.1 to represent the interactions of our qubits
with the bus. The exception is that every other column uses orange and purple, instead of pink
and blue to represent qubits which are entangled to the bus. Orange qubits are entangled to the
position quadrature, and purple qubits to the momentum quadrature. This saves confusion about
which qubits become entangled to which bus. A list of the displacement that correspond to this
growth are shown in appendix A.3.
Other than the first row, each row of operations requires 17 operations to create, and there is
a delay of 6 operations between each row with the second row starting after only 3 operations.
Therefore, to create m rows of our cluster requires a number of time steps given by
S = 6m+ 8 (10.5)
If we are considered generating 6 lines of our cluster we would need 44 time steps, compared to
the 16n− 6 required previously. We therefore see, that building our cluster state using columns
is more efficient provided n > 3.2.
If we have access to multiple buses then we can get further significant savings on the
number of operations required to generate a single row of our cluster. This allows us to generate
a useable section of the cluster far faster than before. While it would be equally possible to
do something equivalent by generating our layers in parallel, this would lead to problems since
a large proportion of the cluster would be ‘waiting’ for operations to be performed on it for
longer than the decoherence time of the qubits. It would also generate rows of the cluster less
efficiently. Using multiple buses to generate columns of our cluster increases the practicality of
using an ancilla system for generating a cluster. However we have not yet discussed one of the
primary difficulties in using an qubus to generate a cluster, since we have failed to look at how
errors accumulate on the bus, and how this affects what it is practical to perform. We consider
this in the next section.
10.4 Problems with fault tolerance in cluster state generation
Our techniques for generating a cluster state involve using a mediating ancilla system which
entangles with a large proportion of the cluster before it can be cleared. While we are not
considering entangling all the qubits in our cluster to the bus at the same time, we still have
to consider error propagation within this system. In particular, we note that if an error occurs
on the bus at any point, this error will be propagated to all interactions which occur after the
error. Therefore, a single bus error could be detrimental to a large proportion of our cluster.
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One solution to this would be to generate each of our C-Phase gates individually. However if
we are only considering using a single bus, this would require a considerably longer time to
generate our cluster. We, therefore, want to look at the trade off between the error propagation
on the bus and decoherence errors that occur due to the cluster waiting to be used.
b
Figure 10.5: To build our cluster state without excessive error accumulation we need to use
smaller sections than an entire layer. We therefore consider using bricks such as
the one shown above
We will begin by considering the simplifying assumption that we have access to only a single
bus system, and that this is the only way to generate entanglement between our qubits. In section
9.3 we looked at generating clusters by using layers to increase the efficiency of generating the
rows of our cluster. However, as suggested by Viv Kendon, and Clare Horsman, if we are going
to consider generating smaller sections of our cluster rather than an entire layer, we need to
begin looking at bricks. A single brick is shown in figure 10.5, and has width 3 and length b.
A single brick can be created by using 6b+ 4 operations with the bus.
To explore the optimal size for a brick, we once again call on the error model proposed by
Bill Munro in our paper on robust cluster state generation [150]. This was previously mentioned




(1− exp[−Nbγτ − 4Cηβ2]) (10.6)
where Nb is the number of bus operations, γ is the de-phasing for one qubit, C is the number
of gates constructed with one use of the bus, η is the loss parameter for the bus, and β = χt as
defined previously. We will consider the number of operations required to create only a single
brick. In the case where we create a single brick without ever disentangling the bus, we require




(1− exp[−(6b+ 4)γτ − 16bηβ2]) . (10.7)
In the case where only one C-Phase gate can be made at a time, the total number of bus
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(1− exp[−16bγτ − 4ηβ2]) . (10.8)
Comparing the two results, we find that the brick based scheme produces less de-phasing provided
ηβ2 . 5γτ/8. Bill Munro provides us with some typical values for the qubus scheme, in this
case γτ = 5 × 10−4 and η = 10−4. If we consider an error threshold of Pd = 10−2 we can
obtain values for b. We find that in the scheme where we generate our brick b = 5. While in
the scheme where we generate each C-Phase gate individually b = 2. Our brick method allows
us to create 20 C-Phase gates, while creating operations separately only allows us to create 8.
Therefore, we can see that the brick method can create more C-Phase gates with the same limit
in de-phasing.
For completeness, we want to consider how many additional operations are required to
generate our cluster state in a brick by brick fashion compared to generating it layer by layer.
An n ×m cluster contains nm/2b bricks, however fewer operations are required since we do
not need to consider adding the tails onto the edge bricks. This allows us to save 2(m + n)
operations in total. We therefore need a total number of operations given by
Clb = nm(6b+ 4)/2b − 2(m+ n) = (3 + 2/b)nm− 2(m+ n) . (10.9)
This is 2nm/b more than required for our optimal method, and (4nm/b−m− 6)/2, above our
layered method.
Generating a large section of our cluster fast, becomes easier with the more buses that are
available. For instance if we had 2n buses, it would be possible to generate six layers of our
cluster in only 24 time steps. This would quickly give us a large operational area, with very
few difficulties with error accumulation or decoherence. The problem with such a technique
would be the level of control required, since 2n separate buses would all have to interact with
the qubits at the same time. Therefore we need to trade off complexity of implementation with
the need to minimise errors. One possible solution to this is to use the column growth technique
we discussed in section 10.3 combined with splitting our columns into bricks. Once again we
could use bricks with b = 5. However, this time multiple bricks would be grown simultaneously.
This would allow us to generate the cluster fast using only (n− 1)/2 buses. If we were to use
these buses to create individual operations then we would require 16m+8(m− 1)/(n− 1)− 8
time steps to generate m rows. If we take 8(m− 1)/(n− 1) to be small then using the columns
is faster when m > 1.7
To compare our methods fully we will now consider generating a complete n ×m cluster
in 3 ways. The first is a brick method, the second builds each C-Phase gate individually in
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separate time steps, and the third uses (n− 1)/2 buses to build each C-Phase gate individually
but in parallel. We will replace N in our error model shown in equation (10.6) with S which is
the total number of time steps required. In the case where we use our bricks, we require m/b
sets of bricks, with m/b− 1 requiring 6(b − 2) + 20 operations and 1 requiring 6(b − 2) + 16
operations. Simplifying this means that S = m(6b + 8)/b time steps are required, 4b C-Phase




(1− exp[−(6m+ 8m/b)γτ − 16bηβ2]) . (10.10)
When we build each C-Phase gate individually and sequentially then 8nm − 4(n + m) time





(1− exp[−(8nm− 4n− 4m)γτ − 4ηβ2]) . (10.11)
Finally when we create our C-Phase gates individually but using (n− 1)/2 buses, 16m− 8 time




(1− exp[−(16m − 8)γτ − 4ηβ2]) . (10.12)
From inspection of equations (10.11) and (10.12), it is easy to see that our C-Phase gates being
created in parallel always give less de-phasing than gates being generated entirely sequentially.
We therefore want to compare our column generation with our sequential generation. For our
column technique to cause less de-phasing we require
(6m+ 8m/b)γτ + 16bηβ2 < (16m − 8)γτ + 4ηβ2 (10.13)
If we use our values from γτ and η from before, then we can say that
40m/b+ 2πb+ 80− 0.5π < 50m. (10.14)
Since m ≥ b ≥ 1 we can place bounds on when this inequality is met. If b = 1 then we find our
column generation technique gives less de-phasing when m > 8.5. If b = m then our column
generation technique gives less de-phasing when m > 2.7. Therefore provided that b > 2.7, the
column generation always gives less de-phasing than generating our C-Phase gates individually,
since the minimum value of m required to obtain improvements is less than b. We have therefore
shown that our column generation technique is the most error resistant method of generating our
cluster with (n− 1)/2 buses.
The results above considered the error across the whole cluster, something which may be
misleading as we would be using the cluster before it had been entirely generated. However we
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want to consider this result because considering only a single brick ignores the advantages of
the multiple buses.
In this section, we have explored methods to reduce error accumulation on our cluster. While
this does not make the process of building the cluster fault tolerant, it explores ways to make our
generation more robust. This is important for a practical scheme. We have shown that provided
ηβ2 . 5γτ/8, our layered method results in fewer errors per brick than by generating the entire
cluster using single C-Phase gates. By putting in suitable values for an experimental system, we
have also shown that our column technique has less de-phasing than using the multiple buses
to create single C-Phase gates. While our generation scheme needs to be worked on further in
order to provide complete fault tolerance, we have demonstrated that a layered and a column
technique of generating our cluster can be made robust.
10.5 Conclusions
In this chapter we introduced two alternative techniques for generating our cluster states. The
first technique consisted of using a spiral path of C-Phase gates to generate our cluster, because
right-angle turns provide more significant savings than the 180 degree turns. In particular, this
is because during right-angle turns we do not break our path of C-Phase gates, while during
180 degree turns we do. We demonstrate that by using the spiral path it is possible to reduce
the total number of operations required to
Cls = 3nm− 2n− 2m+ 4 . (10.15)
which is identical to our lower bound. This suggests that our spiral technique of generation is the
most efficient available. However this ignores several issues. In particular the spiral technique
of generation is not dynamic. This means the entire cluster has to be generated before we can
perform operations on it. Given this cost, it is often best to use the more expensive layered
technique, as in this case we could use the earlier parts of the cluster sooner.
Our second alternative technique of generation, looks at generating our cluster using columns,
rather than layers. While this does not provide any saving in the number of operations required,
it provides significant savings in the number of time steps required. Since the columns are being
generated in parallel it is possible to reduce the total number of times steps to
S = 6m+ 8 . (10.16)
In the case of large n provided m > 3.2, the column technique provides a saving in the number
of time steps required. The disadvantage of the column technique is that a relatively large
number of buses are required, and this requires a relatively high degree of control. However, in
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section 10.4 we show that our column technique is the fastest method of generating the cluster
given the number of buses available.
Finally in section 10.4 we discussed some of the problems with fault tolerance, that arise
from our technique of generating cluster states. A major difficulty with the technique we present
is error accumulation. A single error on the bus will propagate throughout any parts of the cluster
which interact with this bus after the error. Therefore we consider occasionally disconnecting
our bus entirely from the cluster, and either refreshing it, or using a new bus. This splits our
columns or layers into smaller sections, which we refer to as bricks. In section 10.4 we balance
the errors due to error accumulation on the bus, with errors due to decoherence that occur due to
the increased length of time our cluster takes to create if we generate each operation separately.
We find that provided ηβ2 . 5γτ/8, the scheme using bricks has less de-phasing than creating
each C-Phase gate separately. By using a given set of error values (γτ = 5× 10−4, η = 10−4
and Pd = 10
−2), we find that we can create 20 C-Phase gates by using a brick based scheme,
but only 8 by using a scheme where we create the operations individually.
If we compare our column based scheme to a scheme where we build our C-Phase gates
individually using multiple buses, then we find that if we use the same error values as before,
the column based schemes gives advantages provided m > 8.5 if b = 1, and m > 2.7 if b = m.
While this gives a range of values, we can easily see that provided b > 2.7 our columns technique
of generation is always advantageous, when it comes to error accumulation.
One problem with our results is that error correction procedures in cluster states, particularly
those associated with the topological code, are designed to deal with individual errors rather
than correlated errors. Any error on our bus has a high chance of causing a correlated error
which would then be difficult to correct for. This is not unique to our system, and would also
apply to the one shot and other reduced schemes for creating cluster states discussed in section
8.2.1. An extension to this work could look at possible ways to circumnavigate these difficulties,
either by reducing the correlated errors or by choosing plaquettes in such a way that a correlated
error on a particular area could be detected.
Our work on cluster states has discussed three main techniques of generation and looked
at error accumulation on all three. Other than problems with correlated errors, we have found
that provided we have access to multiple buses, a column technique of generation is both most
efficient, and leads to the smallest error accumulation. It would be possible to expand this work
by looking at ways to make our generation technique fault tolerant, and to use standard error
correction techniques to detect and correct errors within our bricks.
Chapter 11
Conclusions
In this thesis we looked at using the qubus quantum computer for two main purposes, quantum
simulation, and generating cluster states. The main focus of our work was on how to increase
the efficiency of both processes. We also bounded the number of operations required, and
demonstrated implementation techniques, that were within a constant number of operations to
this bound. The qubus quantum computer uses a continuous variable field to generate interactions
between the qubits. In particular, qubits that are entangled to position quadrature of the bus,
entangle to qubits which are entangled to the momentum quadrature of the bus. By attaching
multiple qubits to the bus at one time, we can reduce the number of times certain qubits have
to entangle with the bus in order to generate the necessary interactions between qubits. This
forms the basis of our work.
11.1 Simulating the BCS Hamiltonian
The first part of our work concentrates on quantum simulation. After introducing the basics of
quantum simulation, and the BCS Hamiltonian in chapter 3, we consider how to simulate the
BCS Hamiltonian on our qubus quantum computer. As with a standard quantum simulation, the
BCS Hamiltonian has to be split into several non-commuting unitaries, which are performed
individually, then recombined using the Trotter approximation [12]. The necessary two qubit











In chapter 4 we consider various techniques for using our qubus to implement this term. We
consider 3 specific scenarios. The first is the completely general case. Here we demonstrated
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that it is possible to implement the necessary terms in N2 − N + 2 operations. This is only
2 operations above our derived lower bound of N2 − N . The next scenario is the case of
limited range interactions. We now introduce a new variable p which represents the range of the
interactions being considered. We found that we could lower bound the number of operations
required as 2Np− p2 − p, and we found a technique that could generate these operations using
only 2Np − p2 − p + 2 operations. Therefore, once again we were two operations above our
lower bound. Finally we considered a case where the strength of interactions between the modes
of our BCS Hamiltonian are highly dependent upon each other. This would include the normal
model proposed by Bardeen et al. [11] where Vml is held constant, and would also include
interactions which decayed exponentially with the distance between modes. In this scenario, we
lower bounded the number of operations required as 4N−4, and showed how to meet this lower
bound.
We can compare these results to a naı¨ve qubus implementation, and with previous results
obtained on an NMR computer. In the case of a naı¨ve qubus implementation, we need 2(N2−N)
operations to implement the necessary two qubit unitary. We therefore see that in all cases we get
a factor of 2 improvement, and in specific cases this increases to O(N). To compare with results
for an NMR computer, we need to consider recombining all our local unitaries. In this case we
will consider using the first order Trotter approximation, as this is the level of accuracy used by
Wu et al. [12]. For the nearest neighbour case, we find the total number of operations required
for a single time interval is given by 9N , while Wu et al. require (28N4−47N3−4N2+32N)/3.
Therefore, we see O(N3) improvement over an NMR quantum computer. In the general case,
the Wu et al. require O(N5) operations while we need 2N2 + 3N + 4, so once again we see
an O(N3) improvement. A further improvement can be found if we consider a case where
the interactions between modes were highly dependent on each other, in which case we would
only need 13N − 8 operations, to achieve an O(N4) improvement over NMR. We can therefore,
easily see that the qubus quantum computer is far better than NMR for generating long range
interactions.
Unfortunately, to use the phase estimation algorithm, we need to implement these operations
in a controlled fashion dependent upon the state of an ancilla qubit. We show that this is
possible in chapter 5, where we adapt a procedure for making a one qubit unitary controlled,
in order to make our N qubit unitary controlled. We therefore show that, while making our
operations controlled is expensive, it can be done using only a factor of 2 increase in gates in
the general case. The techniques we develop are valid only for the general case, and the limited
range case. As the range of the interaction decreases, making the operations controlled becomes
relatively more expensive. In the nearest-neighbour case we need a factor of 12 increase. This is
because the necessary CNOT gates represent a larger proportion of our operations in the limited
range case, than in the general case. Although the same number of CNOT gates is required,
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the number of operations required to generate our interactions decreases, as the range of the
interaction decreases. While we show a method of making the operations controlled, in the case
of highly dependent connections between modes, this is more expensive than the general case,
so is not useful. From this chapter we can conclusively see that it is possible to make our N
qubit operations controlled, without requiring too many additional operations. In particular, we
demonstrate that we can still use some of the methods shown in the previous chapter to reduce
the number of operations required, and to make our operations controlled. Therefore, the savings
made in generating long range interactions can be computationally useful.
In chapter 6 we considered the phase-estimation algorithm, and demonstrated how we would
perform this on a qubus quantum. This work concentrated on performing the quantum Fourier
transform (QFT). We demonstrated that it was possible to perform the QFT on a qubus quantum
computer efficiently. In particular we showed how to reduce the number of operations required
from 3N2−3N+24⌊N/2⌋ in the naı¨ve case, to 24⌊N/2⌋+7N −6. This is O(N) improvement.
We also found that the most expensive stage of our QFT in the adapted case is the swap gates.
If we considered a scenario where we measured straight after the QFT then the total number
of operations required would be 6N − 5. We therefore, show significant improvements when
implementing the QFT on the qubus quantum computer.
Finally, in chapter 7 we take the results from our previous chapters to work out the total
number of operations required to conduct a quantum simulation. Given the bounds on precision
previously considered by Wu et al. [12], and Brown et al. [13], we find that the total number of





(204.9N − 120) . (11.2)





Therefore, we can see once again that our qubus system gives an O(N3) improvement over NMR.
Provided we take N ≥ 6, our qubus quantum computer requires fewer operations. Making a
comparison in the general case is more difficult, as Wu et al. [12] do not give the exact number
of operations required. However we see an O(N3) improvement, with the qubus system almost
certainly being more efficient provided N ≥ 7. The qubus quantum computer should also
require significantly fewer runs than the NMR computer. We can therefore see that, the qubus
quantum computer has significant advantages over NMR for quantum simulation. The fact that
the advantages are present for some of the fundamental primitives of quantum computing, suggest
that these savings should also be applicable to other systems.
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11.2 Generating cluster states
We also considered using the qubus quantum computer for a second purpose, that of generating
cluster states. After introducing some previous work conducted on cluster state generation in
chapter 8, we moved on to consider how to use our qubus system to build a cluster state.
Previous work had shown how to do this using just 4nm operations. This was already a factor
of 2 saving, over a naı¨ve method, which required 8nm−4(n+m). In chapter 9 we considered a
layered technique for generating our cluster, which allowed us to reduce the number of operations
required to
Cl3 = 3nm− 2n− 3
2
m+ 3 . (11.4)
The savings came from using our bus quadratures carefully, to ensure that we created as large
sections as possible in one go. We chose to consider a layered technique, because this allowed
us to generate the cluster in a dynamic fashion. In this chapter, we also defined a lower bound
on the number of operations required, this was given by
Clmin = 3nm− 2n− 2m+ 4 . (11.5)
We can therefore see that our layered technique does not meet this lower bound.
In chapter 10 we considered some alternative techniques for creating cluster states. The first
of these was a spiral technique, which involved generating our cluster state using a path like
structure, with only 90 degree turns in the path. We demonstrated that it was possible to meet
the lower bound in the number of operations required to generate a cluster, using such a system.
While this was optimal, it did not generate the cluster in an easily workable order. Both the
spiral, and the layered technique of generation were fairly slow. We therefore considered using
columns to generate our cluster. This required N/2 − 1 buses but generated the cluster in a
number of time steps given by
S = 6m+ 8 . (11.6)
Building our cluster state from columns, was more efficient than by layers provided m > 3.2.
This seems to give us an optimal way to build cluster states, since we can create it in a determ-
inistic fashion, very quickly. However, it ignores issues with errors.
The final section of work in chapter 10 looked at how errors on the bus trade off with
decoherence errors. In particular, we looked at splitting our layers, or columns into smaller
building bricks, at the cost of extra operations. We found the brick method of building, always
gave less de-phasing provided, ηβ2 . 5γτ/8. With some given error parameters (η = 10−4 and
γτ = 5× 10−4), provided by Bill Munro, we showed that for an error of less than Pd = 10−2,
our brick scheme could generate 20 C-Phase gates, while generating operations separately could
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only generate 8. We also showed that given these values, our column based brick generation
technique gives less de-phasing than generating operations individually. This applies even if we
consider making our entire cluster before we start performing operations. One difficulty with
this work, is that our qubus technique will lead to correlated errors. This is something that
current error correcting protocols do not take into account.
11.3 Further work
One of the major limits of this work, is that we are not considering the physical system which we
can use to implement the qubus. This means that there is a limit to the accuracy of characterising
the errors. It would be useful to build upon this work by considering a physical architecture,
such as super-conducting qubits, and using this to build a more realistic error model. This would
pave the way for finding a physical implementation of the algorithms presented. We hope to
look at reducing the dimensions of the ancilla, from our current continuous variable, to a finite
system. In particular, we want to find the smallest finite system, that would allow us to generate
similar results. This would allow us to explore the usefulness of the continuous nature of the
qubus.
We hope to build on the work on cluster states by considering whether it would be possible
to adapt current error-correction techniques, to be more suitable for this purpose. In particular,
in the brick based scheme, while we are dealing with correlated errors, we do know the bounds
of where these errors could be. It should therefore be possible to implement several stages of
error correction, such that we detect which bricks have errors in them, and how far through the
brick these errors have propagated.
A final development on this work, would be to look at other algorithms in which it would be
possible to achieve savings in the number of operations required using the qubus. As we have
demonstrated phase-estimation, and the quantum Fourier transform, it should be possible to use
our results as part of Shor’s algorithm [1]. It would also be useful to consider using the qubus
to perform other primitives of quantum computing.
Appendix A
Displacement operators needed to
build a cluster state
A.1 An open path of width four and unbounded length
The displacement operators listed below correspond to generating an open path of width 4 and
length 5. These operations can be extended so that the length of the path is unbounded. This is
discussed in more detail in section 9.2.2. In particular these displacement operators correspond
to figure 9.4.
D(βσz4) D(−iβσz3) D(−βσz4) D(−iβσz1) D(−βσz2) D(iβσz1) D(−βσz7)
D(iβσz3) D(−βσz5) D(iβσz6) D(βσz2) D(βσz5) D(iβσz8) D(iβσz11)
D(βσz7) D(−iβσz8) D(iβσz9) D(βσz10) D(−iβσz9) D(−iβσz6) D(βσz12)
D(βσz15) D(−iβσz11) D(−βσz12) D(βσz13) D(−iβσz14) D(−βσz10) D(−βσz13)
D(−iβσz16) D(−iβσz19) D(−βσz15) D(iβσz16) D(−iβσz17) D(−βσz18) D(iβσz14)
D(iβσz17) D(−βσz20) D(iβσz19) D(βσz18) D(βσz20)
A.2 Generating a cluster using a spiral path
We consider generating a 10 × 10 cluster, using a path of width two with hanging edges. This
can be built using the list of operations below. Only 264 operations are required in total. The
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qubits in the cluster are numbered first along, then down the cluster.
D(βσz11) D(−iβσz1) D(−iβσz21) D(−βσz12) D(−βσz11) D(iβσz21) D(−βσz2)
D(iβσz1) D(−βσz22) D(−βσz13) D(iβσz12) D(βσz22) D(iβσz3) D(βσz2)
D(iβσz23) D(iβσz14) D(βσz13) D(−βσz23) D(βσz4) D(−βσz3) D(βσz24)
D(βσz15) D(−iβσz14) D(−βσz24) D(−iβσ5) D(−βσz4) D(−iβσz25) D(−iβσz16)
D(−βσz15) D(iβσz25) D(−βσz6) D(iβσz5) D(−βσz26) D(−βσz17) D(iβσz16)
D(βσz26) D(iβσz7) D(βσz6) D(iβσz27) D(iβσz18) D(βσz17) D(−iβσz27)
D(βσz8) D(−iβσz7) D(βσz28) D(βσz19) D(−iβσz18) D(−βσz28) D(βσz10)
D(−iβz9) D(−βσz8) D(−iβσz20) D(−βσz10) D(−βσz29) D(−βσz19) D(−iβσz9)
D(−βσz30) D(iβσz20) D(−βσz28) D(−βσz39) D(iβσz29) D(βσz28) D(iβσz40)
D(βσz36) D(iβσz38) D(iβσz49) D(βσz39) D(−iβσz38) D(βσz50) D(−iβσz40)
D(βσz48) D(βσz59) D(−iβσz49) D(−βσz48) D(−iβσz60) D(−βσz50) D(−iβσz58)
D(−iβσz69) D(−βσz59) D(iβσz58) D(−βσz70) D(iβσz60) D(−βσz68) D(−βσz79)
D(iβσz69) D(βσz68) D(iβσz80) D(βσz70) D(iβσz78) D(iβσz89) D(βσz79)
D(−iβσz78) D(iβσz100) D(βσz90) D(−iβσz80) D(βσz99) D(−iβσz100) D(βσz88)
D(−iβσz89) D(−βσz90) D(−iβσz98) D(−βσz99) D(−iβσz78) D(−iβσz87) D(−βσz88)
D(iβσz78) D(−βσz97) D(iβσz98) D(−βσz77) D(−βσz86) D(iβσz87) D(βσz77)
D(iβσz96) D(βσz97) D(iβσz76) D(iβσz85) D(βσz86) D(−iβσz76) D(βσz95)
D(−iβσz96) D(βσz75) D(βσz84) D(−iβσz85) D(−βσz75) D(−iβσz94) D(−βσz95)
D(−iβσz74) D(−iβσz83) D(−βσz84) D(iβσz74) D(−βσz93) D(iβσz94) D(−βσz73)
D(−βσz82) D(iβσz83) D(βσz73) D(−βσz91) D(iβσz92) D(βσz93) D(iβσz81)
D(βσz91) D(iβσz72) D(βσz82) D(−iβσz92) D(βσz71) D(−iβσz81) D(βσz73)
D(βσz62) D(−iβσz72) D(−βσz73) D(−iβσz61) D(−βσz71) D(βσz63) D(−iβσz52)
D(−βσz62) D(iβσz63) D(−βσz51) D(iβσz61) D(−βσz53) D(−βσz42) D(iβσz52)
D(βσz53) D(iβσz41) D(βσz51) D(iβσz43) D(iβσz32) D(βσz42) D(−iβσz43)
D(iβσz21) D(βσz31) D(−iβσz41) D(βσz22) D(−iβσz21) D(βσz33) D(−iβσz32)
D(−βσz31) D(−iβσz23) D(−βσz22) D(−iβσz43) D(−iβσz34) D(−βσz33) D(iβσz43)
D(−βσz24) D(−iβσz23) D(−βσz44) D(−βσz35) D(iβσz34) D(βσz44) D(iβσz25)
D(βσz24) D(iβσz45) D(iβσz36) D(βσz35) D(−iβσz45) D(βσz26) D(−iβσz25)
D(βσz46) D(βσz37) D(−iβσz36) D(−βσz46) D(βσz28) D(−iβσz27) D(−βσz26)
D(−iβσz38) D(−βσz28) D(−iβσz47) D(−βσz37) D(iβσz27) D(−βσz48) D(iβσz38)
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D(−βσz46) D(−βσz57) D(iβσz47) D(βσz46) D(iβσz58) D(βσz48) D(iβσz56)
D(iβσz67) D(βσz57) D(−iβσz56) D(iβσz78) D(βσz68) D(−iβσz58) D(βσz77)
D(−iβσz78) D(βσz66) D(−iβσz67) D(−βσz68) D(−iβσz76) D(−βσz77) D(−iβσz56)
D(−iβσz65) D(−βσz66) D(iβσz56) D(−βσz75) D(iβσz76) D(−βσz55) D(−βσz64)
D(iβσz65) D(βσz55) D(−βσz73) D(iβσz74) D(βσz75) D(iβσz63) D(βσz73)
D(iβσz54) D(βσz64) D(−iβσz74) D(iβσz43) D(βσz53) D(−iβσz63) D(βσz44)
D(−iβσz43) D(βσz55) D(−iβσz54) D(−βσz53) D(βσz46) D(−iβσz45) D(−βσz44)
D(−iβσz56) D(−βσz55) D(−βσz46) D(iβσz45) D(iβσz56)
A.3 Growing a cluster in columns
1 3 5 7 9
19 21 23 25 27
37 39 41 43 45
Figure A.1: A figure showing the necessary columns for growing a cluster.
The displacement operations listed below correspond to generating a 9×6 cluster in columns.
The benefits of this technique are discussed in section 10.3. The pink and orange operations
represent the columns created first. In these columns a bold qubit is the first bus interaction
with a particular row. The blue and purple operations represent the delayed columns. The blank
space at the beginning of the line is the six operation delay. In this case bold operations are
removing the bus completely from a row. The qubits are numbered, first along the cluster, then
down as shown in figure A.1. From inspection of these operations we can see the data that goes
into creating equation (10.5).
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D(βσz2) D(−iβσz1) D(−iβσz3) D(−iβσz11) D(−βσz2) D(iβσz3) D(−βσz10)
D(iβσz1) D(−βσz12) D(−βσz20) D(iβσz11) D(βσz12) D(iβσz19) D(βσz10)
D(iβσz21) D(iβσz29) D(βσz20) D(−iβσz21) D(βσz28) D(−iβσz19) D(βσz30)
D(βσz38) D(−iβσz29) D(−βσz30) D(−iβσz37) D(−βσz28) D(−iβσz39) D(−iβσz47)
D(−βσz38) D(iβσz39) D(−βσz46) D(iβσz37) D(−βσz48) D(iβσz47) D(βσz46)
D(βσz48)
D(βσz4)
D(−iβσz3) D(−iβσz5) D(−iβσz13) D(−βσz4) D(iβσz5) D(−βσz12) D(iβσz3)
D(−βσz14) D(−βσz22) D(iβσz13) D(iβσz14) D(iβσz21) D(βσz12) D(iβσz23)
D(iβσz31) D(βσz22) D(−iβσz23) D(βσz30) D(−iβσz21) D(βσz32) D(βσz40)
D(−iβσz31) D(−βσz32) D(−iβσz39) D(−βσz30) D(−iβσz41) D(−iβσz49) D(−βσz40)
D(iβσz41) D(−βσz48) D(iβσz39) D(−βσz50) D(iβσz49) D(βσz48) D(βσz50)
D(βσz6) D(−iβσz5) D(−iβσz7) D(−iβσz15) D(−βσz6) D(iβσz7) D(−βσz4)
D(iβσz5) D(−βσz16) D(−βσz24) D(iβσz15) D(βσz16) D(iβσz23) D(βσz14)
D(iβσz25) D(iβσz33) D(βσz24) D(−iβσz25) D(βσz32) D(−iβσz23) D(βσz34)
D(βσz42) D(−iβσz33) D(−βσz34) D(−iβσz41) D(−βσz32) D(−iβσz43) D(−iβσz51)
D(−βσz42) D(iβσz43) D(−βσz50) D(iβσz41) D(−βσz52) D(iβσz51) D(βσz50)
D(βσz52)
D(βσz8)
D(−iβσz7) D(−iβσz9) D(−iβσz17) D(−βσz8) D(iβσz9) D(−βσz16) D(iβσz7)
D(−βσz18) D(−βσz26) D(iβσz17) D(βσz18) D(iβσz25) D(βσz16) D(iβσz27)
D(iβσz35) D(βσz26) D(−iβσz27) D(βσz34) D(−iβσz25) D(βσz36) D(βσz44)
D(−iβσz35) D(−βσz36) D(−iβσz43) D(−βσz34) D(−iβσz45) D(−iβσz53) D(−βσz44)
D(iβσz45) D(−βσz52) D(iβσz43) D(−βσz54) D(iβσz53) D(βσz52) D(βσz54)
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