INTRODUCTION
Important functional neuroimaging methods such as positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) assess neuronal activity not directly, but the activity-associated vascular response (Villringer and Dirnagl, 1995) . Especially blood oxygenation level-dependent (BOLD)-sensitive fMRI is widely used for investigation of functional neuroanatomy of the brain. This stands in contrast to the insufficient understanding of the underlying transformation of neuronal activity to the vascular response.
Near infrared spectroscopy (NIRS) is capable of measuring changes in the concentration of deoxygenated hemoglobin (which is deemed to be the main source of signal changes in BOLD-fMRI), oxygenated hemoglobin, and the redox state of the terminal mitochondrial enzyme cytochrome c oxidase noninvasively during functional brain activation in humans (Villringer et al., 1993; Villringer and Dirnagl, 1995; Kato et al., 1993) . The relatively simple relationship between signal and chromophore concentration and this ability to measure relevant parameters of cerebral blood oxygenation and cellular oxygenation make NIRS a suitable method to address the problem of the transformation of neuronal activity to the vascular or oxygenation response.
In principle, a stimulus signal passes through two cascaded systems, the nonlinear retinal-cortical pathway and the transform system including the neurovascular coupling and the transformation of the vascular response into the measured NIRS signal (Boynton et al., 1996) . In contrast to fMRI BOLD signal, the measured NIRS signal is directly related to the vascular parameters and allows changes in the vascular system to be quantified. The first transform system contains the neuronal response to the stimulus. The relation of the firing rate of the neurons to the amplitude of the stimulus signal can in general terms be described by a contrast response function g(), where is the stimulus contrast. Several authors have described a nonlinear relationship between stimulus contrast and neuronal firing rate in V1 of the visual cortex in animals (Bonds, 1991; Sclar et al., 1985; Ohzawa et al., 1982; Dean, 1981; Albrecht and Hamilton, 1982) .
The output of the first system, the retinal-cortical pathway, is the neuronal response that is associated with a vascular response consisting of changes in blood flow, blood volume, and oxygenation.
The aim of this study is to test whether vascular/ metabolic coupling to stimulus-induced brain activation can be modeled as a linear transform system, which is known in signal analysis as a linear and time-invariant (LTI) system (Bachmann, 1992) . The LTI system has a complex transfer function that characterizes the time response of the signal and allows the output signal to be calculated for any input signal. The complex transfer function describes the LTI in the frequency domain. A common method of calculating the output signal is to use an impulse response function h(t), which describes the LTI system in the time domain. The impulse response function is the response of the system to the Dirac function ␦(t), an infinitely narrow signal of unit area.
By means of the impulse response h(t) the output signal y(t) for any input signal x(t) can be calculated as the convolution y͑t͒ ϭ x͑t͒ ‫ء‬ h͑t͒.
(1)
The validity of the assumption that the hemodynamics and the measuring NIRS system can be modeled as an LTI system must be tested. For this end we assessed whether responses to long-duration stimuli can be predicted from responses to short-duration stimuli. Second, we tried to fit the measured output signal for rectangular input signals of varying duration by the mathematical functions calculated with the convolution (parametric model).
The calculated fitting functions allow characterizing the hemodynamic response by parameters such as time constant, time delay, and amplitude.
SUBJECTS, MATERIALS, AND METHOD

NIRS Principles
Near-infrared light in the wavelength range between 700 and 1000 nm penetrates biological tissue and bone quite well, which makes transcranial measurements through the intact skull and scalp feasible (Jöbsis, 1977; Chance et al., 1993; Gratton et al., 1994; Villringer and Chance, 1997) . The technique of NIRS relies on the application of a modified Lambert-Beer law for the calculation of changes in the concentration of tissue chromophores from measured variations in attenuation. The method has been explained in detail (Matcher et al., 1994; ; for a methodological review, see Chance (1991) . Briefly, attenuation of light by tissue depends on scattering and absorption and in a highly scattering medium like brain tissue optical attenuation A can be expressed as
where ⑀ is the specific extinction coefficient of the absorbing compound (unit, M Ϫ1 cm Ϫ1 ), c (unit, M) is the concentration of the absorbing compound, and d is the interoptode spacing (in cm). The differential pathlength factor DPF is defined as the gradient of the attenuation with respect to the absorption coefficient of the tissue and takes into account the increased (mean) pathlength of the light due to scattering. It is wavelength dependent and a nonlinear function of both the tissue absorption and the scattering; however, the changes in absorption induced by the stimulus are small. Our own measurements with frequency domain spectroscopy showed that the changes in mean photon time of flight during visual stimulation are typically 5 ps corresponding to a change in pathlength of about 0.1 cm. Compared with an average photon pathlength of about 18 cm (source detector spacing of 3 cm and DPF ϭ 6) these changes are negligible. The additive term G accounts for scattering losses. Assuming that d, DPF, and G are constant during the measurement period, concentration changes can be calculated from changes in attenuation:
Changes in concentration of a number of chromophores can be computed simultaneously from the changes in attenuation at a number of wavelengths using a least square regression algorithm incorporating the relevant extinction coefficients for each wavelength and chromophore . For known DPF, the concentration changes can be expressed in units of micromolars.
The DPF for the adult head has been estimated by time of flight methods Essenpreis et al., 1993; van der Zee et al., 1992) and in the frequency domain by phase shift measurements (Duncan et al., 1995) . In this paper all chromophore concentration changes are given in units of micromolars assuming an absolute value of the differential pathlength factor DPF at 800 nm of 6.2 (Duncan et al., 1995) and a wavelength dependence given by Essenpreis et al. (1993) .
Instrumentation
We used a spectroscopy system consisting of a grating spectrograph (Acton Research, SP-275) in combination with a halogen light source and a CCD detector with 1024 ϫ 265-pixel resolution (Princeton Instruments, SI) to continuously measure concentration changes of oxy-Hb, deoxy-Hb, and the redox state of Cyt-Ox through the intact skull in reflection mode. For each volunteer 1195-2130 spectra were recorded for a wavelength range ϭ 720 -920 nm with an exposure time of 250 ms (four data points were recorded in a 1-s time period).
To achieve an acceptable signal to noise ratio the spectrograph was operated with a slitwidth of 1 mm, reducing the spectral resolution to 20 nm.
Optodes Localization
The light was guided by optical fiber bundles (so called optodes) of 3 mm diameter that were positioned and attached to the head with bandages. One lightemitting optode was positioned above the inion 1 cm lateral from the midline to avoid the sagital sinus (Wenzel et al., 1996) . The distance from the inion was 10% of the nasion to inion distance. One light-receiving optode was attached 3 cm laterally from the lightemitting optode. Theoretical investigations of the photon path in a head model indicate that gray matter is part of the sampling volume with this interoptode distance (Okada et al., 1997) . It can be assumed that with this positioning of the optodes the areas V1/V2 of the visual cortex and adjacent higher visual areas are part of the sampling volume (Wenzel et al., 1996) .
Subjects
Six healthy, right-handed female adults were examined (mean age 24 years). Each subject gave informed consent to participate in the study. Subjects were sitting in a comfortable position in a dark and quiet room.
Paradigm
Subjects were presented a circular black and white reversing (10 Hz) checkerboard on a computer screen considering varying magnification factors of the retinal cortical representation. Periods of visual stimulation (3, 6, 12, or 24 s) alternated with periods of rest (24 s) (presentation of the blank gray screen). To improve signal to noise ratio each stimulation cycle was repeated at least 12 times in a single experimental run (see Fig. 1 ). In order to eliminate the effect of the nonlinear contrast characteristic g() all experiments were carried out with a constant contrast.
DATA ANALYSIS
Fourier Transform Analysis and Filter
Unfiltered data were analyzed for recurring fluctuations by Fourier transformation. Before testing for the predictability from short stimulation responses, data were filtered by a 0.1 Hz lowpass filter with an order of 100 to remove systemic effects from heartbeat (about 1 Hz) and breathing (about 0.25 Hz). Low-frequency fluctuations with frequencies around 0.03 Hz (Biswal et al., 1995) fall in the frequency spectrum of the stimulus induced responses and thus cannot be removed.
Prediction from Short Response
In an LTI system it is possible to predict the response of a longer stimulus by adding shifted responses of shorter stimuli.
To test our assumption of an LTI system, responses to stimuli of 6, 12, and 24 s duration were predicted by adding shifted responses to stimuli of 3, 6, and 12 s duration. Accuracy of the prediction was evaluated by using the 2 test:
where y i are the measured data points (for the test all data points were used including those falling into preand poststimulus periods), Y i are the corresponding predicted data points, and s ( yϪY) is the standard deviation of the differences ( y i Ϫ Y i ). According to the degrees of freedom where N is the number of data points. The calculated values of 2 were compared with the values of 0 2 for an error probability of 2␣ ϭ 0.05 taken from Wissenschaftliche Tabellen Geigy (Lentner, 1985) .
Parametric Model
The time course of the measured data for the shortest stimuli duration leads to the following assumption of an impulse response function:
Parameter a controls amplitude, and parameter b the shape (slope of leading and trailing edge). Figure 5 (bottom right) shows the shape of h(t) with b ϭ 1 s Ϫ1 . There are several mathematical functions with similar shape that would make suitable impulse response functions. We chose a modification of the gamma function used by (Boynton et al., 1996) 1 that does not incorporate a variable phase delay, as time delay ␦ in the convolution function (Eqs. (8) and (10)) accounts for a time delay in the response.
The output signal y(t) for a rectangular input signal x(t) is calculated with the convolution integral
Figure 5 (bottom right) shows results of convolutions y(t) for rectangular signals x(t) of various duration t ϭ T 1 , T 2 , and T 3 and unit height. In order to fit y(t) to the measured data, four parameters k 1 , k 2 , k 3 , and k 4 must be introduced and determined:
Parameter k 1 shifts y(t) vertically, k 2 controls the amplitude of y(t), k 3 determines the time delay of y(t), and k 4 influences the rise time and decay time of the curve. Prestimulus values of the chromophore changes were set to zero (shifted horizontally, such that first data points got value zero). The fitting procedures were performed independently for any stimulus duration. Accuracy of the fit was tested using the 2 test. Early and poststimulus overshoots, which cannot be fitted by the assumed convolution function, were excluded by using an appropriate time window (start point, 36 (i.e., 5s after start of the stimulus); end point, 56 (3-s stimulus), 68 (6-s stimulus), 90 (12-s stimulus), or 136 (24-s stimulus)) that is shown in Fig. 5 . According to the degrees of freedom given by
where N is the number of data points and n is the number of the estimated parameters. The calculated values of 2 were compared with the values of 0 2 given by Wissenschaftliche Tabellen Geigy (Lentner, 1985) .
RESULTS
The average of [deoxy-Hb] changes of every subject is shown in Fig. 2 . In some of the measurements [deoxyHb] increases slightly during the first seconds of stimulation; however, this did not prove statistically significant. About 3 s after stimulus onset [deoxy-Hb] decreases, reaching a minimum value about 3 s after cessation of the 3-, 6-, and 12-s-long stimulus while building a plateau during 24 s of stimulation. There is a distinct trailing edge following about 6 to 10 s after cessation of the stimuli. In most of the measurements we found a poststimulus overshoot of [deoxy-Hb] .
[Oxy-Hb] increased during visual stimulation in all subjects. In three subjects the increase varied from about 1.3 to 1.5 M for longest stimulation periods, while in three subjects a smaller increase of about 0.2 to 0.5 M was measured. In these subjects low-frequency oscillations of [oxy-Hb] were visible. In subjects B and D (see Fig. 2 for unfiltered concentration changes) no tendency for early and poststimulus undershoots in [oxy-Hb] changes can be found.
[Cyt-Ox] of all subjects increased with the stimulus with a magnitude of 0.02 to 0.22 M depending on the stimulus duration. The data of subjects B and D in Fig.  2 do not show any recurrent transient changes additional to the main response.
[Total-Hb] increased in four subjects during the 24-s stimulation, in four subjects during the 12-s stimulation (decrease in one subject), in three subjects during the 6-s stimulation (decrease in one subject), and in two subjects during the 3-s stimulation (decrease in one subject). Corpuscular blood volume changes of subject B and D are shown in Fig. 2 .
Fourier transform analysis of the unfiltered [deoxyHb] and [Cyt-Ox] changes revealed distinct peaks at the stimulation frequencies, whereas Fourier spectra of unfiltered [oxy-Hb] and [total-Hb] data show additional high-amplitude peaks at 0.03 and 1.45 Hz (see Fig. 3 ).
Prediction from Short Responses
Deoxyhemoglobin. The measured [deoxy-Hb] data and the respective predicted curves of subjects B and D
are shown in Fig. 4 . In 79% of the measurements calculated 2 were smaller than the limit 0 2 , thus indicating a good quality of the prediction. Predicted responses from the shortest (3 s) stimuli slightly overestimated the measured response in five of the six subjects.
Oxyhemoglobin. In subject B (see Fig. 4 ) the predictions from the responses to the 3-and 12-s stimuli were satisfactory according to the 2 test. The predictions from responses to the 6-s stimulus overestimated the measured data. In subject D (Fig. 4) good predictions were achieved from the responses to 6 and 12 s. The [oxy-Hb] traces of the other volunteers were disturbed by large baseline fluctuations and therefore could not provide satisfactory predictions.
Cytochrome c oxidase. The measured [Cyt-Ox] data and the respective predicted curves of subjects B and D are shown in Fig. 4 . The predictions from responses to 6-and 12-s stimuli fit the measured ( 2 tested). The predictions from responses to 3-s stimuli tend to overestimate the amplitude.
Parametric Model
Since the previous test indicated consistence with a linear transform model for the [deoxy-Hb] data, parametric modeling was performed on these data. Measured [deoxy-Hb] data and respective fitted curves of subjects B and D are depicted in Fig. 5 . In 80% of the measurements calculated 2 were essentially smaller than the limit 0 2 , thus indicating a good quality of the fitting.
Values for parameters k 3 and k 4 were determined in all six subjects for each stimulus length. Parameter k 2 was analyzed in a second procedure. Parameter k 1 , although necessary for the fitting (shifts y(t) vertically), has no relevance in the evaluation of the measured data and is therefore not reported.
Parameter k 4 effects rise and decay time of the function. Its reciprocal ϭ 1/k 4 stands for the time constant. The mean value of k 4 received from all 24 measurements is m k4 ϭ 1.00 s Ϫ1 with a standard deviation s k4 ϭ 0.16 s Ϫ1 . In Table 1 values of for different stimulus duration and subjects are shown. The parameter k 3 comprises the time delay ␦ between the stimulus onset and the beginning of the [deoxy-Hb] response. The time delay ␦ can be simply calculated as difference between k 3 and the stimulus onset t 0 :
Stimulus onset in all experiments is t 0 ϭ 4 s. Results for all subjects and stimulus duration are listed in Table 1 . The values of ␦ are distributed around the mean m ␦ ϭ 3.3 s (SD, 1.07 s). Since parameter k 4 influences the amplitude of the impulse response function h(t) it was held constant (m k4 ϭ 1.00 s Ϫ1 ) in a second fitting procedure to make parameter k 2 (that determines the amplitude of the convolution function y(t)) comparable between measurements and subjects. Results for [deoxy-Hb] are listed in Table 1 . There is strong intrasubject homogeneity of the values in contrast to a much larger variability between subjects.
Time delay, time constant, and amplitude parameters of [Cyt-Ox] changes determined by the parametric model averaged over all six subjects are listed in The preceding analysis did not indicate a linear behavior of [total-Hb] and [oxy-Hb] changes. For this reason we did not apply fitting procedure to these data.
DISCUSSION
NIRS is able to measure changes of vascular and cellular parameters during functional brain activation. Besides NIRS there are several other methods that are used for detecting neuronal cerebral activity indirectly by measuring associated oxygenation or hemodynamic changes. To make specific statements about the temporal and local properties of neuronal activity on the basis of those indirect methods it is absolutely necessary to know the mechanisms of the vascular and metabolic responses to brain activation and the relation between biological parameters and measured signal. Especially in event-related design studies it is important to know possible nonlinear cross-effects of rapidly succeeding stimuli. Linearity of visually induced BOLD responses was tested through superposition and scaling by Boynton et al. (1996) with fMRI. The authors found a roughly linear behavior of responses to 3-, 6-, 12-, and 24-s stimulation with slightly but not significant deviation from linearity at 3-s stimulus duration. Vasquez and Noll (1998) revealed strong nonlinearities of BOLD contrast responses to visual stimuli shorter than 4 s in V1.
In our study we used NIRS as a tool to evaluate principles of neurovascular coupling under the assumption that neuronal response is a rectangular function just as the stimulus. The simple relation between NIRS signal and chromophore concentration that is described by the modified Lambert-Beer law and the ability to measure concentration changes of the vascular oxygenation parameters [deoxy-Hb] and [oxy-Hb] as well as changes in corpuscular blood volume [totalHb] and intracellular oxygenation [Cyt-Ox] simultaneously are advantages that make NIRS a powerful method to address this question. Particularly, we tested the hypotheses that vascular and metabolic re- sponses to constant contrast stimulation are linear and time invariant in the striate cortex at 3-, 6-, 12-, and 24-s stimulus duration. Beside changes in [deoxy-Hb] , which are deemed to be the source of the BOLD contrast in fMRI, we investigated corpuscular blood volume changes as well as changes in the redox state of cytochrome oxidase. For those parameters that could be modeled with an LTI system we determined time delay ␦, time constant , and amplitude parameter of the response.
The prediction of responses to longer stimuli from responses to shorter stimuli was carried out for [deoxyHb] , [oxy-Hb] , and [Cyt-Ox] .
Predictions of best quality were obtained for [deoxyHb] , which happen to be most relevant for BOLDfMRI. Similar to Boynton et al. (1996) we found deviations of the predictions from the shortest (3 s) responses. Predictions tended to be higher in amplitude and smaller in width than the measured data. Analysis of the fitting parameter k 2 that reflects amplitude revealed a tendency of higher values at 3-and 6-s stimulation duration (see Table 1 ).
Since predictions for [deoxy-Hb] responses were in accordance with a linear model, in a second step these data were analyzed with a parametric model. The fitting of the measured data with the calculated convolution integral of the stimulus function and the hypothesized impulse response function h(t) provided the parameters time delay ␦ mean (3.3 s), time constant mean (1.0 s Ϫ1 ), and amplitude parameter k 2 and thus allows predictions of the hemodynamic response. A disadvantage of the proposed fitting might be seen in the inability to fit transients like the poststimulus overshoot (similar to the poststimulus undershoot in fMRI), which are visible in most of our data. This could easily be done by replacing the hypothesized impulse response function h(t) with a sum of responses h1(t), h2(t), h3(t) similar to the basis functions used by Friston et al. (1998) . In this study we saw no need for this, because the two important parameters for the prediction time delay and time constant can readily be estimated by means of the simple, illustrative impulse response function h(t). For shorter stimulus duration, however, especially in event-related studies, an early increase in [deoxy-Hb] corresponding to the dip in BOLD-fMRI (Menon et al., 1995) and poststimulus fluctuations may have relatively larger effects and should not be ignored. The poststimulus overshoot in [deoxy-Hb] is the equivalent of the undershoot reported by Ogawa et al. (1992) and others in stimulus correlated BOLD signals.
Deviations from linearity, which we observed in the response of [deoxy-Hb] to short duration stimuli, could be due to incorrect estimation of the neuronal response characteristic. In our model integrated neural firing rate was assumed to be a rectangular function corresponding to the stimulus function. Single striate cell recordings have shown initial contrast adaptation at a time scale of milliseconds to seconds (Albrecht et al., 1984; Sclar et al., 1989; Bonds, 1991) ; i.e., an increase in stimulus contrast produces a rapid rise in firing rate, followed by a decay to an intermediate response level. Initial contrast adaptation may be one cause for deviations from the linear model, which occur in responses to short stimuli. The investigation of eventrelated optical signals (Steinbrink et al., 2000) regarding its potential for direct monitoring of the neuronal response will be an important next step.
Changes in [oxy-Hb] varied profoundly between the subjects. Particularly, in subjects with relatively small [oxy-Hb] responses oscillations in the signal were visible. Fourier transform analysis indicated heart beat and low-frequency oscillations (Biswal et al., 1995) as most likely causes. Obviously [oxy-Hb] is much more affected by this sort of "physiological noise." This is in accordance with a report by Nolte et al. (1998) (Heekeren et al., 1999 [Cyt-Ox] responses at short stimulus duration should be tested with stimuli shorter than 3 s. As a final note, one should be aware that the response characteristic might differ in the various visual cortical areas. In a next step simultaneous NIRS-fMRI studies should be done to investigate specific response characteristic of specialized functional visual brain areas. 
CONCLUSIONS
