In our target article, we tested the replicability of 4 popular psychopathology network estimation methods that aim to reveal causal relationships among symptoms of mental illness. We started with the focal data set from the 2 foundational psychopathology network papers (i.e., the National Comorbidity Survey-Replication) and identified the National Survey of Mental Health and Wellbeing as a close methodological match for comparison. We compared the psychopathology networks estimated in each data set-as well as in 10 sets of random split-halves within each data set-with the goal of quantifying the replicability of the network parameters as they are interpreted in the extant psychopathology network literature. We concluded that current psychopathology network methods have limited replicability both within and between samples and thus have limited utility. Here we respond to the 2 commentaries on our target article, concluding that the findings of Steinley, Hoffman, Brusco, and Sher (2017)-along with other recent developments in the literature-provide further conclusive evidence that psychopathology networks have poor replicability and utility.
Borsboom et al.'s Main Criticisms of Our Article
The use of zero imputation to account for the skip-structure in the structured diagnostic interviews of the two surveys biased our results. It is remarkable that Borsboom et al. chastise us for this, given they used the same process on the same data to argue for the utility of network models (Borsboom & Cramer, 2013; Cramer, Waldorp, van der Maas, & Borsboom, 2010) . In fact, this was their methodological decision, which we emulated in an effort to mirror their methods: "We interpreted missing values that arose from the skip structure of the questionnaire as absent symptoms and replaced these by zeros, which seems a reasonable course of action, given the way the DSM-IV is set up" (Borsboom & Cramer, 2013, p. 104) . We subsequently emulated this approach in the National Survey of Mental Health and Wellbeing data, as have all other network analyses of psychopathology data based on structured interviews with a skip structure that we know of (e.g., Boschloo et al., 2015; Rhemtulla et al., 2016) . Zero imputation is thus a potential limitation of extant network approaches, rather than a "statistical inaccuracy" (p. 994) of our work.
The methods we used to estimate the relative importance networks render these results invalid. Our goal was to test the replicability of the psychopathology networks as they are interpreted in the extant literature. Studies that include relative importance networks routinely emphasize stronger edges with high relative importance in their interpretation-particularly with respect to purported clinical utility (e.g., Bryant et al., 2017; Heeren & McNally, 2016; Hoorelbeke, Marchetti, De Schryver, & Koster, 2016; McNally, 2016; Robinaugh, LeBlanc, Vuletich, & McNally, 2014) . We therefore chose to examine the replicability of these edges as well as those of uncensored relative importance networks (i.e., with all edges estimated). However, Borsboom et al. (2017) point out that our censoring rule for the censored relative importance networks had the unintended effect of removing both edges in pairs with nearly identical edge weights. This point is well taken, and we are happy to accept that these particular results may not reflect the expected replicability of the extant relative importance network literature. We also note that in the analyses of Borsboom et al., the relative importance networks had better replicability-and may therefore represent a better avenue for future research-than the putatively state-of-the-art Ising models, which are used in the majority of psychopathology network research.
The assumptions underlying our methods were misguided. Borsboom et al. (2017) stress "the importance of assessing stability and replicability of network structures stands beyond doubt" (p. 990). They also emphasize their openness to evidence that network models are flawed in these regards because this would represent progress toward researchers' common goal of robust and replicable scientific knowledge.
1 However, they readily reject the results of our target article, suggesting that the design of our study was not appropriate for assessing replicability. Specifically, they suggest that it is not reasonable to expect that networks should replicate in methodologically matched samples-or even in two random halves of a single data set (pp. 25-26) . This position is perplexing to us, given that generalizability and replicability are both fundamental to the utility of research (e.g., why estimate psychopathology networks at all if we do not think they are able to identify meaningful relationships?). In fact, a review paper from their own group specifically recommends "crossvalidation across similar samples" to investigate replicability (Fried & Cramer, in press, p. 38) . Borsboom et al. (2017) also argue that networks should not be expected to replicate across different network estimation methods (e.g., Ising models, relative importance networks, and directed acyclic graphs [DAGs] ), citing the fact that they each "get at different aspects of the data" (p. 996) 2 and differ in sensitivity and specificity. However, Borsboom et al. do propose that concordance between methods can be examined based on a nesting approach that tests only the edges estimated in sparser networks (e.g., DAGs) against the edges estimated in less sparse networks (e.g., Ising models). Their suggested approach highlights the predictable conclusion that the edges from the sparser DAGs were replicated in the less sparse Ising models within each sample, but offers no guidance for how to interpret the other cross-method replicability results in their online materials (i.e., that only 41.3-42.5% of the edges in the Ising models were replicated in the DAGs within and between samples and that all DAG and Ising model pairs had different nodes with the highest in strength, out strength, and closeness centrality). Their conclusion that "cross-method replication could hardly be better" certainly appears to be unwarranted (p. 993).
In short, Borsboom et al. (2017) suggest that the replicability of network models cannot be tested based on the comparisons of different samples or different methods. Despite this, based on these same comparisons they conclude that networks models replicate very well across different samples and different methods (when using the "right" metrics for quantifying replicability).
We used the wrong metrics for quantifying replicability. Borsboom et al. (2017) state "the main problem with Forbes et al.'s assessment of replicability is that they do not use any measures that would seem of immediate relevance to any such analysis" (p. 995). It is hard to determine how they arrived at this conclusion, 3 given our metrics were specifically selected to quantify replicability of the network parameters at the level they are used and interpreted in the literature. For example, the key results from our target article are based on the research questions "is edge A-B estimated in both networks?"; if so, "how much did the strength of this edge change from network 1 to 2?"; and "does node A have the highest (or second, third, fourth highest, etc.) centrality in both networks?" These characteristics represent the features of psychopathology networks that correspond to network theory and their purported clinical utility (Borsboom, 2017; Fried et al., 2016) . In contrast, "the most 1 Indeed, this goal was the ultimate motivation for writing our target article.
2 This line of argument highlights how important it is that researchers stop using these methods interchangeably as if they identify the same inferential targets (i.e., dynamic causal relationships among symptoms). Instead, it is vital to take the time to determine which method, if any, can uncover true underlying models (e.g., in simulated data with a known structure). Similarly, Borsboom et al. suggest that different centrality measures (e.g., strength, closeness, betweenness) should not be used either interchangeably or in conjunction with one another to identify the most central or influential node in a network. Importantly, both points contradict current practices as reflected in published studies and represent important new messages for researchers using psychopathology network methods.
3 As well as how they determined our indices of replicability to be "debatable" (p. 993) while labeling their own as "intuitive" (p. 990) and "powerful tools" (p. 990). This document is copyrighted by the American Psychological Association or one of its allied publishers.
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intuitive and important" of the metrics Borsboom et al. propose for assessing replicability (p. 990) is a Pearson correlation between the edge lists of a pair of networks. This translates to the research question "at a global level, how similar is the list of all edges estimated in network 1 to the list of all edges estimated in network 2." This metric does not have any clear relevance to the inferences psychopathology networks are promoted to provide. Borsboom et al.'s (2017) proposed methods for quantifying replicability "led to results directly opposed" to ours (p. 989), and this is most clear when comparing the conclusions that our study and the two commentaries arrived at regarding the Ising models in the full samples (see Table 1 ). The differences are remarkable and highlight that not only do the proposed methods of Borsboom et al. fail to align with the level that network parameters are interpreted, but that they also have a striking lack of sensitivity. This lack of sensitivity is highly problematic because it instills a false sense of confidence in results that evidently lack validity. Even when holding all the characteristics of the networks equal between samples (i.e., identical node selection, similar sample size, the same study methods, and the same analytic method), the key details of the model do not replicate. Combined with the results of Steinley et al. (2017) , it is clear to us that although the global characteristics appear to be replicable (e.g., the number of edges and average edge strength 4 ), the detailed parameters of psychopathology networks as currently formulated are too empirically weak to provide a meaningful basis for understanding psychopathology, much less building meaningful theories. Borsboom et al. (2017) claim that "inadequacy of the data and analyses" (p. 997) in our target article invalidates the results.
Evidence of Poor Replicability From the Psychopathology Network Literature
5 Not surprisingly, we disagree. However, even if this claim were true, one need only look at the emerging network literature to find an abundance of evidence for problems in replicating the results of network analyses. Take, for example, the eight papers we are aware of that examine posttraumatic stress disorder (PTSD) symptom networks (i.e., not including other disorders or covariates) in adult samples using putatively state-of-the-art network methods: Armour, Fried, Deserno, Tsai, and Pietrzak, 2017; Birkeland and Heir, 2017; Epskamp, Borsboom, and Fried, 2017; McNally, Heeren, and Robinaugh, 2017; Mitchell et al., 2017; Spiller et al., 2017; and Sullivan, Smith, Lewis, and Jones, 2016 . All eight papers use graphical least absolute shrinkage and selection operator (gLASSO) regularization to eliminate weak and The NCT failed to reject the null hypothesis that the structure is completely identical between NCS-R and NSMHWB NCT found that there were zero significantly different edges between NCS-R and NSMHWB bootnet suggested that the edges of both networks were estimated reliably and that edge strength is interpretable Node strength centrality 83% of the nodes did not have the same strength centrality rank-order in both networks 28% of the strength centrality estimates in NCS-R were due to chance
Strength centrality values correlate r ϭ .94 bootnet suggested that the strength centrality parameters were estimated reliably and that rankorder is interpretable Conclusion "These are all substantial changes in the context of a model that is promoted for its specificity (i.e., its ability to detect and exclude false positives from the model) . . ." and "the poor replicability of the bridging edges is of particular concern" (p. 14).
The fact that many of the Ising NCS-R results are indistinguishable from chance "renders these types of depictions of networks almost useless" (p.
•
• •).
The NCS-R and NSMHWB Ising models are "nearly identical" (p.
Note. NCS-R, National Comorbidity Survey-Replication; NSMHWB, National Survey of Mental Health and Wellbeing; NCT, network comparison test. We focus on node strength centrality here because Borsboom et al. concluded that closeness and betweenness estimates are "much less stable" (p.
• • •) than strength (although it is noteworthy that the CS coefficients proposed by Epskamp et al. (2017) would suggest otherwise because all but one are Ն .46, which exceeds the lenient cutoff of .25 and approaches the conservative cutoff of .5 for inferring stable and interpretable centrality values).
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unreliable edges in conjunction with the bootnet package to "safeguard against false positive results and also help us to identify consistent pathways that are highly reliable across studies" (Fried & Cramer, in press, p. 40) . Between these eight papers, 14 of the 16 symptoms common to DSM-IV and DSM-5 PTSD diagnostic criteria (87.5%) were reported in text as having particularly high centrality (see Table  2 ). Six of these purportedly highly influential symptoms (42.9%) were reported as highly central in only a single paper and none (0%) in a majority of the papers. 6 Similarly, there were 14 specific edges emphasized as strong and reliable between the eight papers (see Table 3 ). Only one of these edges (7.1%) was consistently estimated as a strong relationship (i.e., hypervigilance-startle); others varied substantially in strength, and seven (50%) were absent altogether from the PTSD network in at least one of the papers.
In short, the PTSD network literature shows that neither gLASSO regularization nor bootnet is sufficient for identifying reasonably replicable results. This finding highlights the central role that Steinley et al.'s (2017) proposed method should have in psychopathology network research going forward. As Steinley et al. illustrate, network parameters that are significant and stable but not different from random chance are uninteresting and unlikely to replicate.
7 It also leaves us in the difficult situation of not knowing what, if anything, can be meaningfully concluded from the extant network literature with respect to the onset, maintenance, or treatment of psychopathology.
The Future of Psychopathology Networks
The road ahead for empirical psychopathology network research is challenging. Whereas network theory (e.g., Borsboom, 2017) calls attention to interesting and potentially important avenues for future research, the current psychopathology network methodologies are plagued with substantial flaws. For example, in the few months since our target article was accepted for publication, a series of papers have emerged on substantial problems facing the methods, in addition to poor replicability (Bos et al., 2017; Epskamp et al., 2017; Fried & Cramer, in press; Guloksuz, Pries, & van Os, 2017; Steinley, Hoffman, Brusco, & Sher, 2017; Wichers, Wigman, Bringmann, & de Jonge, 2017) . Taken together, this growing literature highlights the remarkable sensitivity of psychopathology network results to a multitude of factors including the study design, variables included, characteristics of the data, and analytical methods (e.g., Bulteel, Tuerlinckx, Brose, & Ceulemans, 2016; Terluin, de Boer, & de Vet, 2016; Wichers et al., 2017) . The generalizability of psychopathology networks is further compromised by the fact that cross-sectional symptom networks change over time , do not reflect temporal symptom dynamics derived in the same data (i.e., have different symptomto-symptom associations and different central symptoms; Bos et al., 2017) , and that group-level networks are not expected to generalize to individuals (Borsboom & Cramer, 2013; Fried & Cramer, in press; Fried et al., 2016) . 
Table 2 Whether the Symptoms in Both the DSM-IV and DSM-5 Diagnostic Criteria were Emphasized as Highly Central in the Eight
Intrusive thoughts/memories -- This document is copyrighted by the American Psychological Association or one of its allied publishers.
It therefore seems fair to conclude-as we did in our target article-that cross-sectional psychopathology networks evidently have limited utility. We reiterate the warning of Steinley et al. (2017) that continuing to apply the current methods "runs the very real risk of creating a series of publications that contain results that are not reproducible and likely no different than what is expected under one of the most basic models of chance . . ." (p. 1008). Developing appropriate methods to ensure the reliability and validity of the results is thus a crucial step that needs to be addressed before the proliferation of psychopathology networks continues.
Ultimately, there is a fundamental disconnect between network theory-which has a central tenet that "mental disorders arise from the causal interaction between symptoms in a network" (Borsboom, 2017, p. 6)-and the vast majority of contemporary network research. Current cross-sectional network study designs and methods do not and cannot test the research questions or hypotheses of network theory (Guloksuz et al., 2017; Wichers et al., 2017) . Fried and Cramer (in press) thus conclude that it is up to network researchers "to be careful not to overinterpret results of network analyses as representing reality" (p. 20), and cross-sectional psychopathology networks are instead often framed as a hypothesisgenerating exercise (e.g., Borsboom & Cramer, 2013; Fried & Cramer, in press ). However, each hypothesis regarding the clinical importance of an individual symptom or the existence of dynamic causal relationships between symptoms (e.g., each result in Tables  2 and 3 ) requires an extensive program of research based on the collection of comprehensive longitudinal and/or experimental data. In a few short years, a multitude of hypotheses have been generated in psychopathology network research. It is now time to start the hard work of testing these hypotheses using appropriate study designs and analytic methods. 
Birkeland and
Heir (2017) Epskamp et al.
Fried et al. These results are based on Table 2 from Sullivan et al. c This edge overlaps with others in Figure 1 of Armour et al. so is not visible but is reported in the supplemental materials. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
