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COURANT’S NODAL DOMAIN THEOREM FOR
POSITIVITY PRESERVING FORMS
MATTHIAS KELLER AND MICHAEL SCHWARZ
Abstract. We introduce a notion of nodal domains for positivity pre-
serving forms. This notion generalizes the classical ones for Laplacians
on domains and on graphs. We prove the Courant nodal domain theo-
rem in this generalized setting using purely analytical methods.
1. Introduction
In 1923 Courant, [Cou23], proved his famous result about the nodal do-
mains of the eigenfunctions. He considers eigenfunctions of a self-adjoint
differential operator related to a quadratic form QΩ on a bounded domain
Ω of Rd with Dirichlet boundary conditions. A nodal domain is a maximal
connected set where an eigenfunction does not change its sign. Ordering the
eigenvalues λn of the operator in increasing order counted with multiplicity
he proved that
NQΩ(λn) ≤ n,
where NQΩ(λn) is the number of nodal domains to the eigenvalue λn.
Since then this type of result was proven in various different contexts, like
compact quantum graphs, [GSW04], and finite discrete graphs, [DGLS01],
and Schrödinger operators [Ale98, AHHO04]. In more specific settings there
is indeed much more known about the geometry of the nodal domains, see
e.g. [Ple56, Che76, Brü78, DF88, NPS05, HHO07, Ber08, Man08, HHOT09,
Pol09, CM11, BBS12, BBRS12, XY12, Ban14, Bou15, BH16] and references
therein.
The aim of this paper is to prove a Courant bound for positivity preserv-
ing forms Q with compact resolvent, i.e., quadratic forms on an L2-space
that give rise to self-adjoint compact resolvents (L + 1)−1 that map posi-
tive functions to positive functions. Indeed, compact resolvent is equivalent
to the fact that the self-adjoint operator L has purely discrete spectrum.
This setting includes numerous of the results mentioned above, e.g. elliptic
second order differential operators and Schrödinger operators on domains,
manifolds, discrete (infinite) graphs and quantum graphs as well as operators
coming from Dirichlet forms as they arise on fractals which are all examples
of Schrödinger forms as treated in [SV96].
However, in this general setting there is a very fundamental question,
namely: What is a nodal domain? This can already be seen in the con-
trast of the definition of nodal domains for Laplacians in the continuum and
on discrete graphs. While in the continuum nodal domains are defined as
topological connected components, in the discrete setting they are defined
combinatorially. The two common features are that both definitions capture
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a notion of maximality and connectedness. In our setting we employ the
notion of
• invariance (Definition B.1) which represents maximality and
• irreducibility (Definition 2.1) which represents connectedness.
For the special cases mentioned above this yields exactly the correct no-
tions.
Both of these notions are not derived from the underlying space X but
rather directly from the quadratic form Q. To this end it is necessary to
restrict Q to a subspace of L2-functions supported on a subset of X. In
this paper we discuss two natural restrictions – one for the general case and
one for the special case of regular Dirichlet forms. In a very vague sense
these restrictions can be thought of as Dirichlet and Neumann boundary
conditions. (Indeed, this relation can be made precise in the case of graphs,
Section 4.1.)
The first natural restriction of the form Q is given by
D(QA) = {f ∈ D(Q) | f |X\A = 0}
for a measurable subset A ⊆ X. This yields the notion of Q-nodal domains
which are introduced at the end of Section 3. For the n-th eigenvalue λn, of
the operator associated to Q, with multiplicity k, we prove
NQ(λn) ≤ n+ k − 1
in Corollary 3.8. Indeed, it can already be seen from the case of finite graphs
[DGLS01], that the additional summand k − 1 is necessary.
The second natural restriction which is relevant for the case of a regular
Dirichlet form Q is given by
D(QA) = Cc(A) ∩D(Q)
for an open subset A where the closure is take with respect to the form
norm. This yields, c.f. Section 4, the notion of Dirichlet nodal domains for
Q whenever the eigenfunctions are continuous. In Corollary 4.5, we prove
the same estimate as above for Dirichlet nodal domains. In the case of local
Dirichlet forms which allow for a unique continuation principle the estimate
holds even true without the term k − 1, Corollary 4.22.
To treat both cases simultaneously we introduce the notion of restrictions
with respect to a nest. The main theorem, Theorem 3.6, shows the Courant
bound in this abstract setting. From this theorem Corollary 3.8 and Corol-
lary 4.5 can be deduced directly. The major challenge in the proof is to show
the existence and finiteness of the number of nodal domains in our setting.
Here, we employ a result which is strongly inspired by a theorem of Gerlach,
[Ger14]. Once one has established the notion of a nodal and has proven their
existence and finiteness, the proof of the Courant bound follows by standard
arguments.
To give an idea of the wide range of applicability of our results we discuss
a selection of specific examples. We start with the case of regular Dirichlet
forms, Section 4, and become more specific by considering graphs, Section 4.1
and local Dirichlet forms in Section 4.2. In Section 4.2 we consider the
general case, Section 4.2.1, elliptic differential operators, Section 4.2.2 and
forms with a doubly Feller resolvent, Section 4.2.3.
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On the technical level we need various operator theoretical facts for posi-
tivity preserving forms in the wide sense. In a somewhat more restricted set-
tings these facts can be found in standard textbooks such as [FO¯T94, RS78]
and they are certainly well known to experts. However, we were not able to
give a proper reference of these facts as they are applied in the setting of this
paper. Therefore, for the reader’s convenience we included them in a series
of appendices at the end of the paper.
2. Irreducibility and connected components
For the whole paper, let X be a topological space and let m be a mea-
sure on B(X) of full support such that L2(X,m) is separable. Except for
Section 4, these are the only assumptions on the underlying space.
For a measurable A ⊆ X, we will consider L2(A,m) as a subspace of
L2(X,m). We will not distinguish between an operator T : L2(A,m) →
L2(A,m) and its extension to L2(X,m) by
Tf := T (f1A), f ∈ L
2(X,m).
In this section we introduce the notions of irreducibility and Q-connected
components. For the detailed definitions and properties we refer to the
appendices. Here, we summarize only the most important facts.
A form in the wide sense Q is a form whose domainD(Q) is not necessarily
dense in L2(X,m), see Appendix A. The resolvent Gα, α > 0, of a closed form
in the wide senseQ on L2(X,m) is characterized via the equality Q(Gαf, g)+
α〈Gαf, g〉L2(X,m) = 〈f, g〉L2(X,m), f ∈ L
2(X,m), g ∈ D(Q), Lemma A.1. In
the case when Q is positivity preserving, i.e., Q is closed and Q(|f |) ≤ Q(f)
for all f ∈ D(Q), the resolvents map non-negative functions to non-negative
functions, Lemma A.14. In the following Q will always denote a positivity
preserving form in the wide sense.
The concept of Q-connected components will be used in the next section
to define nodal domains. The results in this section show that there exist
nodal domains, and that the number of nodal domains is finite. To this
end, we need the notion of Q-invariant sets, discussed in Appendix B. A
measurable set A ⊆ X is called Q-invariant if the multiplication operator of
the characteristic function of A commutes with the resolvents, Definition B.1.
In this case for every f ∈ D(Q) we have 1Af ∈ D(Q) and Q(f) = Q(1Af)+
Q(1X\Af), Lemma B.3.
Definition 2.1. A positivity preserving form in the wide sense Q is called
irreducible if every Q-invariant set A satisfies m(A) = 0 or m(X \A) = 0.
We call a Q-invariant set A with m(A) > 0 a Q-connected component if
QA = Q|D(QA) with D(QA) = {u ∈ D(Q) : u = 0 a.e. on X \A}
is irreducible.
Remark 2.2. Irreducibility of a form in the wide sense can in some sense
be seen as connectedness of the underlying space viewed through the eyes of
the form. Invariance of a set, on the other hand, means that for the form
there is no interaction between the set and the complement of the set. In
this sense, Q-connected components can be seen as connected components.
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Lemma 2.3. Let Q be a positivity preserving form in the wide sense and
let A ⊆ X be invariant and of positive measure. Then, every QA-connected
component B ⊆ A is a Q-connected component.
Proof. By Lemma B.5 and the definition of QA-connected components the
set B is Q-invariant. By assumption the restriction (QA)B of QA to B is
irreducible. But we have (QA)B = QB and, hence, QB is irreducible as well.
This concludes the proof. 
The following proposition shows that given a positivity preserving form
in the wide sense with compact resolvent one can decompose the space X in
finitely many Q-connected components. The proof is similar to the proof of
Theorem 5.1.6 in [Ger14], where such a result is shown for non-symmetric
positivity preserving semigroups on Banach lattices. This result will be used
to decompose the spaces {f > 0} and {f < 0} for an eigenfunction f of Q
into finitely many pieces. These pieces will be the nodal domains and the
proposition shows that there are finitely many of them.
Proposition 2.4 (Gerlach’s lemma). Let Q be a positivity preserving form in
the wide sense with compact resolvent Gα, α > 0. Let f ∈ L
2(X,m), f > 0
be such that G1f ≥ cf for a constant c > 0. Then, there are disjoint Q-
connected components C1, . . . , Cl such that X =
⋃l
i=1 Ci. This decomposition
is unique up to sets of measure zero.
Proof. First assume that there is no Q-connected component. Inductively,
we construct a nested sequence of Q-invariant sets An, n ≥ 0, such that
‖f1An‖L2(X,m) ≤
1
2n ‖f‖L2(X,m). This is done the following way: Let A0 =
X. Now, suppose we have already constructed a Q-invariant set An. By
assumption, An is not a Q-connected component. Thus, there are disjoint
QAn-invariant sets B,B
′ of positive measure with An = B ∪ B
′. Without
loss of generality, B satisfies
‖f1B‖L2(X,m) ≤
1
2
‖f1An‖L2(X,m) ≤
1
2n+1
‖f‖L2(X,m)
while the second inequality follows then by the induction hypothesis. By the
first part of Lemma B.5 the QAn-invariant set B is Q-invariant as well. We
set An+1 = B. Then, the sequence defined by
gk =
f1Ak
‖f1Ak‖L2(X,m)
, k ∈ N
is bounded in L2(X,m) and, by compactness, (G1gk) is (without loss of
generality) L2(X,m)-convergent with limit g. We deduce
‖g‖ = lim
k→∞
‖G1(1Akf)‖L2(X,m)
‖f1Ak‖L2(X,m)
= lim
k→∞
‖1AkG1f‖L2(X,m)
‖f1Ak‖L2(X,m)
≥ c > 0,
where we used the Q- (and, thus, G1-) invariance of Ak and G1f ≥ cf > 0.
On the other hand,
g = g1Ak
holds for every k, since Ak is a nested sequence and every Ak is invariant
with respect to G1. Furthermore, by ‖f1Ak‖L2(X,m) ≤
1
2k
‖f‖L2(X,m) we infer
f = lim
k→∞
f1X\Ak in L
2(X,m).
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This yields
〈f, g〉L2(X,m) = lim
k→∞
〈f1X\Ak , g〉L2(X,m) = limk→∞
〈f1X\Ak , g1Ak 〉 = 0.
But, since f > 0 and g ≥ 0 almost everywhere, we get ‖g‖L2(X,m) = 0, which
is a contradiction to ‖g‖L2(X,m) ≥ c.
Hence, we conclude that there is a Q-connected component C1 ⊆ A. In-
ductively, we construct a family of disjoint Q-connected components Ci the
following way: Suppose we have disjointQ-connected components C1, . . . , Cn.
Ifm(X\
⋃n
i=1Ci) = 0, then we stop. Otherwise, we consider Y = X\
⋃n
i=1Ci.
Then, Y is a Q-invariant set since the Q-invariant sets are a σ-algebra.
Hence, by Proposition A.12 and Lemma B.4 the form QY is a positivity
preserving form in the wide sense with compact resolvent given by GYα =
Gα|L2(Y,m), α > 0. Furthermore, by Q-invariance of Y , we have
GY1 (1Y f) = G1(1Y f) = 1YG1f ≥ c1Y f.
Hence, we can apply what we have proven for Q above to QY as well and we
infer the existence of a QY -connected component Cn+1. By Lemma 2.3 the
QY -connected component Cn+1 is a Q-connected component as well.
Suppose the family (Ci) is infinite. Then, the sequence defined by
gk =
f1Ck
‖f1Ck‖L2(X,m)
, k ∈ N,
is bounded in L2(X,m) and, by compactness, (G1gk) is (without loss of
generality) L2(X,m)-convergent to a limit g. We deduce
‖g‖ = lim
k→∞
‖G1(1Ckf)‖L2(X,m)
‖f1Ck‖L2(X,m)
= lim
k→∞
‖1CkG1f‖L2(X,m)
‖f1Ck‖L2(X,m)
≥ c > 0,
where we used the Q- (and, thus, G1-) invariance of Ck and G1f ≥ cf > 0.
On the other hand,
〈g,G1gk〉L2(X,m) = 0
holds for every k, since the Ck are disjoint and Q-invariant. This yields
〈g, g〉L2(X,m) = lim
k→∞
〈g,G1gk〉L2(X,m) = 0.
Hence, we get ‖g‖L2(X,m) = 0, which is a contradiction to ‖g‖L2(X,m) ≥ c.
Thus, the sequence (Cn) must be finite and we infer
X =
l⋃
i=1
Ci
up to a null-set.
Finally, we show the uniqueness of the decomposition. Let C1, . . . , Cl and
D1, . . . ,Dk be two decompositions of X into Q-connected components. Let
i ∈ {1, . . . , l} be arbitrary. Then, we have Ci =
⋃k
j=1Ci ∩Dj up to a set of
measure zero. By Lemma B.5 the sets Ci ∩Dj are QCi-invariant. But since
QCi is irreducible, we infer Ci ∩Dj = Ci for one j. Thus, Ci ⊆ Dj up to a
null-set. By interchanging the roles of (Cn) and (Dn) the result follows. 
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3. Nodal domains
In this section we will prove the main theorem, Theorem 3.6.
Let Q be a positivity preserving form with compact resolvent and let f
be a representative of an eigenvector with eigenvalue λ for the remainder of
this section. Define
F+ := {x ∈ X : f(x) > 0}
and
F− := {x ∈ X : f(x) < 0}.
Our idea of nodal domains is the following: We restrict the form Q to
F± and apply Proposition 2.4 to get a decomposition of F± in connected
components. These will then be called nodal domains. In order to do so,
we first need to define a restriction of Q to F±. Specifically we have two
types of restrictions in mind which we want to treat simultaneously. In some
very vague sense these restrictions carry parallels to putting Neumann- and
Dirichlet boundary conditions on F±.
(a) The first restriction QF± is taking all functions in D(Q) that vanish
almost everywhere outside of F±.
(b) Secondly, if Q is a regular Dirichlet form and F± is open (see Sec-
tion 4) a different restriction is more natural, namely one takes the
closure of D(Q) ∩ Cc(F
±) as domain for the restricted form.
These two approaches are both captured by the following considerations.
Let A := (An)n∈N be an increasing sequence of measurable subsets of X.
Such a sequence will be called nest. The restriction QA
F±
of Q to F± with
respect to A is defined on
D(QAF±) =
∞⋃
n=1
D(QF±∩An),
where the closure is taken in (D(Q), ‖ ·‖Q) where ‖ ·‖
2
Q = Q(·)+‖ ·‖
2
L2(X,m).
For details on restrictions of forms with respect to nests see Appendix A.2.
For different representatives of f one may get different sets F±. However,
these sets differ only by sets of measure zero. Therefore, the L2-spaces on
these sets are equal. Moreover, the forms QF±∩An are equal, as well, as
can be seen by the definition of D(QF±∩An). Thus, by definition, we infer
that the form QA
F±
does not depend on the choice of the representative of
f . Therefore, QA
F±
can be seen as a restriction with respect to a nest to the
equivalence class of sets that are equal to F± up to a set of measure zero.
Our next goal is to show that under the assumption f± ∈ D(QA
F±
) we
can apply Proposition 2.4 to the forms QA
F+
and QA
F−
, where for a function
g ∈ L2(X,m) we define g+ = g ∨ 0 and g− = (−g) ∨ 0.
Lemma 3.1. Let Q be a positivity preserving form with compact resolvent
and let f be an eigenvector with eigenvalue λ. Let A be a nest such that
f± ∈ D(QA
F±
). Then, the following inequality holds
G
A,F±
1 f
± ≥
1
1 + λ
f±.
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Proof. We only show the inequality for f+, the other one follows analogously.
By Lemma A.2 we have G1f =
1
λ+1f . Moreover, using the definition
G
A,F+
1 f := G
A,F+
1 (1F+f) we infer G
A,F+
1 f = G
A,F+
1 f
+. Furthermore, the
equality GA,F
+
1 f
+ = PA,F+G1f holds by Proposition A.11, where PA,F+ is
the orthogonal projection from D(Q) to D(QA
F+
). Thus, one has
G
A,F+
1 f
+ = GA,F
+
1 f = PA,F+G1f =
1
λ+ 1
PA,F+f
=
1
λ+ 1
PA,F+f
+ −
1
λ+ 1
PA,F+f
−.
Finally, Proposition A.16 yields PA,F+f
− ≤ f− = 0 on F+ and, therefore,
G
A,F+
1 f
+ ≥
1
λ+ 1
PA,F+f
+ =
1
λ+ 1
f+,
since f+ ∈ D(QA
F+
) by assumption. This concludes the proof. 
Thus, we get the following corollary.
Corollary 3.2. Let Q be a positivity preserving form with compact resolvent
and let f be a representative of an eigenvector with eigenvalue λ. Let A be a
nest such that f± ∈ D(QA
F±
). If m(F+) > 0 (respectively m(F−) > 0), then,
F+ (respectively F−) can be uniquely decomposed (up to sets of measure zero)
into finitely many QA
F+
-connected components (respectively QAF .-connected
components).
As discussed above, with a slight abuse of notation we will not distinguish
between QA
F±
-connected components and their equivalence classes with re-
spect to the equivalence relation A ∼ B :⇔ m(A∆B) = 0 on measurable
subsets of X. In this sense, F± can be uniquely decomposed into finitely
many QA
F±
-connected components.
Now suppose we have two different representatives of an eigenvector at
hand. Then, as discussed earlier, both yield the same form QA
F±
. Thus, both
yield the same QA
F±
-connected components. Hence, the following notion of
nodal domains is well-defined.
Definition 3.3. Let Q be a positivity preserving form with compact resol-
vent and let f be an eigenvector with eigenvalue λ. Let A be a nest such
that f± ∈ D(QA
F±
). Then, we call the QA
F±
-connected components (Q,A)-
nodal domains. Moreover, we call every QA
F+
-connected component a pos-
itive (Q,A)-nodal domain and every QA
F−
-connected component a negative
(Q,A)-nodal domain.
Recall, that a connected component is assumed to have positive measure,
so if either of the sets F+ or F− is of measure zero, there are only negative
or only positive (Q,A)-nodal domains.
Lemma 3.4. Let Q be a positivity preserving form with compact resolvent.
Let λ be an eigenvalue of Q and f be an eigenvector for λ. Let A be a nest
such that f± ∈ D(QA
F±
). Let C1, . . . , Cl be the (Q,A)-nodal domains of f .
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Then, f1C1 , . . . , fCl ∈ D(Q) and
f =
l∑
i=1
f1Ci
holds. Furthermore, one has
Q(f1Ci , f1Cj ) ≥ 0, i, j = 1, . . . , l.
Proof. At first we show f1Ci ∈ D(Q). Without loss of generality let Ci be a
positive (Q,A)-nodal domain. Then, f1Ci = f
+1Ci is an element of D(Q
A
F+
)
by QA
F+
-invariance of Ci and since f
+ ∈ D(QA
F+
). Hence, f1Ci is an element
of D(Q).
Note, that f =
∑
i f1Ci holds as F
+ and F− can be decomposed (up to a
set of measure zero) into the (Q,A)-nodal domains and f vanishes outside
of F+ ∪ F− m-almost everywhere.
Finally we show Q(f1Ci , f1Cj ) ≥ 0 for all i, j. This is clear for i = j.
Moreover, if Ci and Cj have the same sign and i 6= j, then by invariance
one has Q(f1Ci , f1Cj ) = 0. Otherwise, without loss of generality let Cj be
a negative and Ci be a positive (Q,A)-nodal domain, i.e., f = f
+ on Ci
and f = −f− on Cj . Then, one has, since Ci and Cj are disjoint and Q is
positivity preserving,
Q(f1Ci − f1Cj ) =Q(f
+1Ci + f
−1Cj )
=Q(|f1Ci + f1Cj |)
≤Q(f1Ci + f1Cj )
Now, Q(f1Ci ± f1Cj ) = Q(f1Ci) ± 2Q(f1Ci , f1Cj ) + Q(f1Cj ) yields the
statement. 
Next we give a technical lemma, which is essential for the proof of Theo-
rem 3.6 below. It is a direct generalization of [DGLS01, Lemma 1].
Lemma 3.5. Let Q be a positivity preserving form with compact resolvent.
Let λ be an eigenvalue of Q and f be an eigenvector for λ. Let A := (An)n∈N
be a nest such that f± ∈ D(QA
F±
). Let C1, . . . , Cl be the (Q,A)-nodal do-
mains of f . Let c1, . . . , ck ∈ R be arbitrary and set
v =
l∑
k=1
ckf1Ck .
Let µ > 0 be arbitrary. Then, the following equality holds
Q(v)− µ‖v‖2L2(X,m) =
l∑
i=1
c2i (Q(f1Ci , f)− µ‖f1Ci‖
2
L2(X,m))
−
1
2
l∑
i,j=1
(ci − cj)
2Q(f1Ci , f1Cj ).
Proof. One has by disjointness (up to sets of measure zero) of C1, . . . , Cl
−µ‖v‖2L2(X,m) = −µ
l∑
i=1
c2i ‖f1Ci‖
2
L2(X,m) = −µ
l∑
i=1
‖cif1Ci‖
2
L2(X,m).
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Furthermore, the equality
1
2
l∑
i,j=1
(ci − cj)
2Q(f1Ci , f1Cj ) =
l∑
i,j=1
c2iQ(f1Ci , f1Cj )−
l∑
i,j=1
cicjQ(f1Ci , f1Cj )
=
l∑
i=1
c2iQ(f1Ci , f)−Q(v)
holds. This concludes the proof. 
Next we give the main theorem of this paper. The proof follows the ideas
of the classical nodal domain theorem for graphs, c.f. [DGLS01].
Theorem 3.6 (Courant nodal domain theorem). Let Q be a positivity pre-
serving form with compact resolvent. Let λ1, λ2, . . . be the eigenvalues of Q
in ascending order counted with multiplicity. Let f be an eigenfunction for
the eigenvalue λn with multiplicity k such that f
± ∈ D(QA
F±
) for a nest A.
Then, f has at most (n+ k − 1) (Q,A)-nodal domains.
Proof. Let C1, . . . , Cl be the (Q,A)-nodal domains of f . Then, by definition
of (Q,A)-nodal domains, f1Ck 6= 0 and 〈f1Ci , f1Cj 〉L2(X,m) = 0 for all k, i, j,
i 6= j. Therefore, the functions f1C1 , . . . , f1Cl are orthogonal elements of
L2(X,m) and their span has dimension l. Now, choose c1, . . . , cl such that
v =
∑l
i=1 cif1Ci is normalized and orthogonal to the (l−1)-dimensional span
of eigenfunctions for λ1, . . . , λl−1. The variational principle (Lemma A.5)
yields
Q(v) ≥ λl.
Observe, that
Q(1Cif, f)− λn‖f1Ci‖
2
L2(X,m) = λn(〈f1Ci , f〉L2(X,m) − ‖f1Ci‖
2
L2(X,m)) = 0
holds for every i = 1, . . . l. By ‖v‖L2(X,m) = 1, Lemma 3.5 applied with
µ = λn yields
Q(v) − λn = −
1
2
l∑
i,j=1
(ci − cj)
2Q(f1Ci , f1Cj ).
Since by Lemma 3.4 we know Q(f1Ci , f1Cj ) ≥ 0 for every i, j, we infer
Q(v) − λn ≤ 0
and, in summary,
λl ≤ Q(v) ≤ λn.
This yields
λn+k > λn ≥ λl,
where the first inequality holds as λn is the n-th eigenvalue and has multi-
plicity k. Since the eigenvalues are ordered by size, we get l < n + k, and,
hence, l ≤ n+ k − 1. 
Remark 3.7. The theorem above includes the setting of Schrödinger forms
as it is described in [SV96, Section 4]. We refrain at this point from discussing
explicit examples in this generality but we take a closer look at Dirichlet
forms in the next section.
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To end this section, we discuss the special case where the nest A is trivial
in the sense An = X for every n. Let f be an eigenvector for λ. Then, we
infer
QAF± = QF±
and, hence, f± ∈ D(QA
F±
). Therefore, the results above yield the existence
of (Q,A)-nodal domains which we call Q-nodal domains in this case. The
preceding theorem immediately yields the following corollary.
Corollary 3.8. Let Q be a positivity preserving form with compact resol-
vent. Let λ1, λ2, . . . be the eigenvalues of Q in ascending order counted with
multiplicity. Every eigenfunction for the eigenvalue λn with multiplicity k
has at most (n+ k − 1) Q-nodal domains.
In Section 4.1 we will see an example in which the Q-nodal domains co-
incide with the classical ones.
4. Regular Dirichlet forms
This chapter consists mainly of two classes of examples, namely Dirichlet
forms on graphs and local Dirichlet forms. These will show that the notion
of (Q,A)-nodal domains generalizes the classical ones for elliptical operators
on Rn and Laplacians on finite graphs.
In this whole section we make the standing assumption that we are given a
locally compact, separable metric spaceX equipped with a Radon measurem
on B(X) of full support. Furthermore, for a form Q with compact resolvent
we denote the eigenvalues counted with multiplicity by
λ1, λ2, . . .
counted with multiplicity. We first introduce regular Dirichlet forms.
Definition 4.1. A positivity preserving form Q on D(Q) ⊆ L2(X,m) is
called Dirichlet form if for every u ∈ D(Q) we have 0 ∨ u ∧ 1 ∈ D(Q) and
Q(0 ∨ u ∧ 1) ≤ Q(u).
Let Cc(X) be the space of all compactly supported, continuous, real valued
functions. A Dirichlet form is called regular if Cc(X)∩D(Q) is both ‖ · ‖∞-
dense in Cc(X) and ‖ · ‖Q-dense in D(Q).
Note that the restriction QA as discussed above is not necessarily a regular
Dirichlet form. Therefore, we introduce a different type of restriction for
which the regularity of the restricted form can be seen.
Definition 4.2. Let Q be a regular Dirichlet form and let A ⊆ X be open.
Then, we define QA as the restriction of Q to
D(QA) := Cc(A) ∩D(Q)
‖·‖Q
.
We call QA the part of Q on A.
For this type of restriction of regular Dirichlet forms the following useful
lemma holds.
Lemma 4.3 ([FO¯T94], Theorem 4.4.3). Let Q be a regular Dirichlet form
and ∅ 6= A ⊆ X be open. Then, QA is a regular Dirichlet form on L2(A,m).
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Remark 4.4. It is possible that the equality QA = Q
A holds. Sets with this
property are called Kac-regular for Q. More informations on this property
can be found in [Str67, HZ88, BG, Wir] Specifically, for regular Dirichlet
forms on graphs, we will see in the next section that every set is Kac-regular.
Suppose we have a continuous eigenfunction f of Q to our disposal. Then,
F± are open sets and, hence, QF
+
andQF
−
are regular Dirichlet forms. Since
regular Dirichlet forms are quasi-regular, c.f. [CF12, Section 1.3.], there are
nests (A±n ) of subsets of F
± such that D(QF
±
) =
⋃∞
n=1D(QA±n )
‖·‖Q
. We
define A via An = A
+
n ∪A
−
n . Then, we infer Q
F± = QA
F±
.
Moreover, we deduce f± ∈ D(QF
±
) by continuity of f± and [FO¯T94,
Theorem 4.4.3]. Therefore, this type of restriction is a special case of the
one in Section 3. In particular, the QF
±
-connected components are equal
to the (Q,A)-nodal domains. We call these representatives Dirichlet nodal
domains.
We get the following corollary. It is a direct consequence of Theorem 3.6.
Corollary 4.5. Let Q be a regular Dirichlet form with compact resolvent.
Then every continuous eigenfunction for the eigenvalue λn with multiplicity
k has at most (n+ k − 1) Dirichlet nodal domains.
4.1. Dirichlet forms on graphs. A Radon measure m of full support on
a finite or countably infinite non-empty set X equipped with the discrete
topology is uniquely determined by a functionm : X → (0,∞) and we denote
the corresponding space of square-summable functions by ℓ2(X,m). A graph
(b, c) over X is given by of functions b : X × X → [0,∞), c : X → [0,∞)
such that b is symmetric, vanishes on the diagonal and satisfies∑
y∈X
b(x, y) <∞, x ∈ X.
We call X the vertex set, b the edge weight and c the killing term. The graph
is called connected if for all x, y ∈ X, x 6= y, there is a sequence of vertices
x = x0, . . . , xn+1 = y such that b(xi, xi+1) > 0 for all i = 0, . . . , n.
In [KL12] it is shown that for every a regular Dirichlet form Q on ℓ2(X,m)
there is a graph (b, c) over X such that for all f ∈ D(Q)
Q(f) =
1
2
∑
x,y∈X
b(x, y)(f(x)− f(y))2 +
∑
x∈X
c(x)f(x)2
and vice versa every graph yields a regular Dirichlet form as above. We
say (b, c) and Q are associated. Furthermore, the functions of finite support
Cc(X) are included in D(Q).
Given a subset A ⊆ X we can define a graph (bA, cA) on A via
bA(x, y) = b(x, y), cA(x) = c(x) +
∑
z∈X\A
b(x, z)
for x, y ∈ A. We say that A is connected if the graph (bA, cA) is connected.
We call A a graph connected component of X if A is a maximal (with respect
to inclusion) connected subset of X. Let Cc(A) be subspace of all functions
12 M. KELLER AND M. SCHWARZ
in Cc(X) supported on A. The part Q
A of Q on A with domain
D(QA) = Cc(A)
‖·‖Q
is a regular Dirichlet form and it is associated to the graph (bA, cA). Using
[FO¯T94, Theorem 4.4.3] and the fact the every function on a discrete set is
continuous, we infer D(QA) = D(Q
A), and, hence,
QA = Q
A.
Our goal is to show that the Dirichlet nodal domains of an eigenfunction
are exactly the graph nodal domains, i.e., the graph connected components
of F+ and F−, respectively. For this, we first characterize Q-invariance.
Lemma 4.6 (Q-invariance). Let A ⊆ X. Then, A is Q-invariant if and
only if A is the union of graph connected components of X.
Proof. Assume that A is not the union of graph connected components of X.
Then, there are x ∈ A, y ∈ X \ A such that b(x, y) > 0. Then, the function
1x+1y ∈ D(Q) satisfies (1x+1y)1A = 1x ∈ D(Q) and (1x+1y)1X\A = 1y ∈
D(Q). We calculate
Q((1x + 1y)1A, (1x + 1y)1X\A) = Q(1x, 1y) = b(x, y) 6= 0
and, hence, A is not invariant.
Now suppose A is a union of graph connected components of X. We
infer b(x, y) = 0 for all x ∈ A, y ∈ X \ A. Therefore, we get the equality
D(Q) = D(QA)⊕D(QX\A), where the sum is direct with respect to Q. 
Next we will characterize irreducibility of QA.
Lemma 4.7 (Irreducibility). Let A ⊆ X. Then, the form QA is irreducible
if and only if A is connected.
Proof. Let QA = Q
A be irreducible. Thus, A is the only non-empty QA-
invariant subset of A. Since, by Lemma 4.6 applied to QA, every graph
connected component of A is QA-invariant, we infer that A is a graph con-
nected component of A and, thus, A is connected.
On the other hand, let A be connected. Then, A is the only graph con-
nected component of A. But, since by Lemma 4.6 applied to QA the QA-
invariant sets are the unions of graph connected components of A, the only
non-empty QA-invariant set is A. Therefore, QA is irreducible. 
Now we are able to characterize Dirichlet nodal domains.
Theorem 4.8 (Dirichlet nodal domains vs. graph nodal domains). Let (b, c)
be a graph over (X,m) and assume that Q has compact resolvent. Let f be
an eigenfunction of Q. Then, the Dirichlet nodal domains of f are exactly
the graph connected components of F+ = {f > 0} and F− = {f < 0}.
Proof. We only discuss F+. By definition, the positive Dirichlet nodal do-
mains of f are the QF+-invariant subsets A such that the restricted form
(QF+)A = QA = Q
A is irreducible. By Lemma 4.7 the irreducibility of QA is
equivalent to the connectedness of A. Furthermore, by Lemma 4.6 the QF+-
invariance is equivalent to A being the union of F+-connected components.
Hence, A is a positive Dirichlet nodal domain if and only if it is connected
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and the union of graph connected components of F+. This is equivalent to
A being a graph connected component of F+. 
The previous theorem can be used to give the Courant bound for graph
nodal domains, i.e. graph connected components of F+ or F−.
Corollary 4.9 (Courant bound for graphs). Let (b, c) be a graph over (X,m)
and assume that Q has compact resolvent. Then, every eigenfunction for the
eigenvalue λn with multiplicity k has at most (n+k−1) graph nodal domains.
Proof. This follows easily using the previous theorem and Corollary 4.5. 
Finally, we give two examples for which the corollary above can be applied.
Example 4.10. For finite sets X this result was proven in [DGLS01].
Example 4.11. Let X be an infinite set. We call a graph (b, c) over X
uniformly transient if there is a C > 0 such that
‖f‖2∞ ≤ CQ(f), f ∈ Cc(X).
Equipping such graph with a finite measure, the form Q has compact resol-
vent by [KLSW17, Theorem 7.2].
To end this subsection about graphs, we want to discuss an application
of Corollary 3.8 to a non-regular form on graphs. Let (b, c) be a graph over
(X,m). We define a quadratic form Q˜ : C(X)→ [0,∞],
Q˜(f) =
1
2
∑
x,y∈X
b(x, y)(f(x)− f(y))2 +
∑
x∈X
c(x)f(x)2
and
D˜ = {f ∈ C(X) : Q˜(f) <∞}.
Then, the restriction Q(N) of Q˜ to D(Q(N)) = D˜ ∩ ℓ2(X,m) is a Dirichlet
form. However, in general Q(N) is not regular, [KL12]. Let A be a subset
of X. Then, there is a quadratic form Q˜A and D˜A associated to the graph
(bA, cA). Denote by Q
(N)
A the restriction of Q
(N) to D˜A ∩ ℓ
2(A,m). Then, a
direct calculation shows the equality
Q
(N)
A = (Q
(N))A.
Lemma 4.12. Let A ⊆ X. Then, A is Q(N)-invariant if and only if A is
the union of graph connected components of X. Moreover, the form (Q(N))A
is irreducible if and only if A is connected.
Proof. This follows analogously to Lemma 4.6 and Lemma 4.7. 
A graph is called canonically compactifiable, if the inclusion D˜ ⊆ ℓ∞(X)
holds. It is known, [GHK+15, Corollary 5.2], that the form Q(N) on a canon-
ically compactifiable graph with finite measure has compact resolvent.
Proposition 4.13. Let (b, c) be a canonically compactifiable graph over
(X,m) and let f be an eigenfunction of Q(N). Then, the Q(N)-nodal do-
mains of f are exactly the graph connected components of F+ and F−.
Proof. This follows analogously to Theorem 4.8. 
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Corollary 4.14 (Courant bound for graphs). Let (b, c) be a canonically com-
pactifiable graph over (X,m). Then every eigenfunction for the eigenvalue
λn with multiplicity k has at most (n+ k − 1) graph nodal domains.
Proof. This follows from the previous proposition and Corollary 3.8. 
4.2. Local Dirichlet forms. Here we apply our results to so-called local
Dirichlet forms. The classical examples are the Dirichlet forms Q(u) =∫
Ω |a∇u|
2dx with measurable coefficients a on an open subset Ω ⊆ Rn.
In the first subsection we will show that in a rather general setting a topo-
logical nodal domain can be decomposed into Dirichlet nodal domains, where
for a continuous eigenfunction f a topological nodal domain is a connected
component (in the topological sense) of {f > 0} or {f < 0}. In the second
and third subsection we will look at two classes of examples, for which we
show that the classical notion of nodal domains coincides with the notion of
Dirichlet nodal domains.
Definition 4.15. A Dirichlet form Q is called local if for every u, v ∈ D(Q)
with u · v = 0 we have Q(u, v) = 0.
Remark 4.16. (a) Obviously a set A is invariant for a local, regular Dirichlet
form if and only if we have 1Af ∈ D(Q) for every f ∈ D(Q).
(b) Using Lemma 4.3 one deduces easily that the part of a local, regular
Dirichlet form on an open set is again a local, regular Dirichlet form.
4.2.1. The general case. We show next that under certain conditions a topo-
logical nodal domain can be decomposed into Dirichlet nodal domains. We
start with the following lemmas.
Lemma 4.17. Let Q be a local, regular Dirichlet form on a locally connected
space X. Then every topological connected component of X is Q-invariant.
Proof. Since the space is locally connected, we infer that topological con-
nected component is simultaneously open and closed. Hence, we can apply
[FO¯T94, Corollary 4.6.3] and the result follows. 
Lemma 4.18. Let Q be a local, regular Dirichlet form on a locally connected
topological space X. Then, for every topological connected component B of
an open set A ⊆ X, we have
(QA)B = Q
B .
Proof. By local connectedness, B is an open subset of A. By Lemma 4.17
the set B is QA-invariant. We have to show D((QA)B) = D(Q
B).
"⊇": Using the openness of B, we get Cc(B) ⊆ Cc(A) and, hence,
D(QB) ⊆ D(QA). Let u ∈ D(QB). We show u1A\B = 0 to infer u ∈
D((QA)B). Let (un) be a sequence in Cc(B) such that ‖un − u‖Q → 0. In
particular, ‖un − u‖L2(X,m) → 0 and, since every un vanishes outside of B,
we obtain u1A\B = 0.
"⊆": Let u ∈ D((QA)B) be arbitrary and (un) be a sequence in Cc(A)
such that ‖un − u‖Q → 0. Hence, un1B ∈ Cc(B) and by Q
A-invariance of B
we infer un1B ∈ D(QA) for every n. Using locality of Q, we estimate
‖u− un1B‖
2
Q ≤ ‖u− un1B‖
2
Q + ‖un1A\B‖
2
Q = ‖u− un‖
2
Q → 0,
as n→∞. This yields u ∈ D(QB). 
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Using Lemma 4.17, we get the desired result.
Theorem 4.19 (Dirichlet nodal domains vs topological nodal domains).
Let Q be a local, regular Dirichlet form on a locally connected space X with
compact resolvent. Let f be a continuous eigenfunction of Q and let A be a
topological connected component of F+ or F− (i.e., a classical nodal domain).
Then, there are Dirichlet nodal domains C1, . . . , Cl such that A =
⋃l
i=1 Ci,
where the equality holds up to a set of measure zero.
Proof. Let A be a topological connected component of F+. Since f is contin-
uous, the set F+ is open. Hence, QF
+
is again a local, regular Dirichlet form
by Remark 4.16. Since open subsets of locally connected spaces are again lo-
cally connected, we can apply Lemma 4.17 and infer that A is QF
+
-invariant.
Now let C1, . . . , Cl be the Dirichlet nodal domains that satisfym(Ci∩A) > 0
all i. Such Dirichlet nodal domains exist, since F+ can be decomposed into
the Dirichlet nodal domains up to an m-null set and A is an open set in X
(since A is open in F+ and F+ is open in X) and, therefore, A has positive
measure (since m has full support). It is left to show Ci ⊆ A (up to an
m-null set). Then, the result follows since F+ can be decomposed into the
Dirichlet nodal domains. Suppose the contrary, i.e., for an i ∈ {1, . . . , n} we
have m(Ci ∩ (F
+ \A)) > 0. Then, since the invariant sets form a σ-algebra,
Lemma B.2, and since A is QF
+
-invariant by Lemma 4.17 we infer that both
Ci∩A and Ci∩ (F
+ \A) are QF
+
-invariant. But by Lemma B.5 this implies
that Ci∩A and Ci∩ (F
+ \A) are (QF
+
)Ci-invariant. This is a contradiction
to the irreducibility of (QF+)Ci . Hence, the proposition is proven. 
Corollary 4.20 (Courant bound for local, regular Dirichlet forms). Let Q
be a local, regular Dirichlet form on a locally connected space X with compact
resolvent. Then every a continuous eigenfunction for the eigenvalue λn with
multiplicity k has at most (n+ k − 1) (topological) nodal domains.
Proof. By the proposition above every topological nodal domain contains at
least one Dirichlet nodal domain. Hence, the number of topological nodal
domains is smaller than the one of Dirichlet nodal domains, which is bounded
from above by (n+ k − 1) by Corollary 4.5. 
For general Dirichlet forms, the upper bound of (n+k−1) Dirichlet nodal
domains can not be improved. An example (on finite graphs) for this can
be found in [DGLS01]. However, the classical nodal domain theorem for the
Laplacian gives an upper bound of n instead of (n+ k− 1). This is because
of an unique continuation principle, which holds for the Laplacian in Rn but
not on graphs. We show this sharper upper bound under the assumption
of a unique continuation principle. We say the form Q satisfies a unique
continuation principle if one of the following two assumptions is satisfied:
(UC1) Eigenfunctions of Q do not vanish on a set of positive measure.
(UC2) Eigenfunctions of Q do not vanish on non-empty open sets and every
Dirichlet nodal domain includes a non-empty open set.
Theorem 4.21. Let Q be an irreducible local, regular Dirichlet form with
compact resolvent that satisfies (UC1) or (UC1). Then every continuous
eigenfunction for λn has at most n Dirichlet nodal domains.
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Proof. Assume that f has l > n Dirichlet nodal domains C1 . . . , Cl. Then,
f1Ck 6≡ 0 and 〈f1Ci , f1Cj 〉L2(X,m) = 0 for all i, j, i 6= j. Therefore, they are
orthogonal elements of L2(X,m). In particular, the span of (f1Ck)k=1,...,n
has dimension n. Now choose c1, . . . , cn such that v =
∑n
i=1 cif1Ci is nor-
malised and orthogonal to the n − 1 eigenfunctions for λ1, . . . , λn−1. The
variational characterization, Lemma A.5 yields
Q(v) ≥ λn.
On the other hand, since the Dirichlet form is local, we infer
Q(f1Ci) = Q(f, f1Ci) = λn〈f, f1Ci〉L2(X,m) = λn‖f1Ci‖
2
L2(X,m).
Hence, we can compute, using that Q(f1Ci , f1Cj ) = 0, i 6= j by locality,
Q(v) =
n∑
i=1
c2iQ(f1Ci) + 2
n∑
i,j=1,i 6=j
cicjQ(f1Ci , f1Cj )
=
n∑
i=1
c2iQ(f1Ci) = λn
n∑
i=1
c2i ‖f1Ci‖
2
L2(X,m)
= λn‖v‖
2
L2(X,m) = λn.
Thus, we can apply Lemma A.5 und infer that v is an eigenfunction for
λn. But v vanishes on Cn+1, a Dirichlet nodal domain, and hence v which
contradicts (UC1) or (UC2). 
Corollary 4.22 (Strong Courant bound). Let Q be an irreducible local,
regular Dirichlet form with compact resolvent that satisfies (UC1) or (UC2).
Then, every eigenfunction for the eigenvalue λn has at most n topological
nodal domains.
Proof. This follows from the previous theorem and since every topological
nodal domain contains a Dirichlet nodal domain by Proposition 4.19. 
4.2.2. Strongly elliptic differential operators. Let Ω ⊆ Rn be a bounded,
connected, open set. On C∞c (Ω) consider the operator given by
L0f :=
∑
i,j≤n
∇ · (aij∇)f + V f,
where the real valued matrix a(x) = (aij(x))
n
i,j=1 is symmetric and V : Ω→
[0,∞). Then, the Friedrich’s extension L of L0 is the generator of a local,
regular Dirichlet form Q. We assume the following three conditions which
are satisfied under very mild assumptions on a, V and the boundary of Ω:
• D(Q) = H10 (Ω).
• Q has compact resolvent.
• The eigenfunctions of L are continuous.
For example this is satisfied if Ω has smooth boundary, the coefficients satisfy
µ1‖ξ‖ ≤
∑
i,j≤n
aij(x)ξ1ξj ≤ µ2‖ξ‖
for some µ1, µ2 > 0 and every x ∈ Ω and ξ ∈ R
n and V is (sufficiently)
bounded, see e.g. [Dav95, Lemma 6.1.3] and [GT77, Corollary 8.36.].
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Theorem 4.23. Under the assumptions stated above the topological nodal
domains and the Dirichlet nodal domains of an eigenfunction coincide (up
to sets of measure zero).
Proof. For every eigenfunction f the sets F+ and F− are open. Therefore,
every topological connected component of F+ or F− is open in Ω. We show
that these connected components coincide with the Dirichlet nodal domains.
It suffices to consider F+. First, we infer that QF
+
has domain H10 (F
+)
by definition of D(QF
+
). Let C be a topological connected components of
F+. Lemma 4.18 yields that the restriction (QF
+
)C has domain H
1
0 (C)(=
D(QC)) and, thus, is a regular Dirichlet form. Of course, (QF
+
)C is local as
well. Hence, a set B ⊆ C is (QF
+
)C-invariant if and only if 1Bf ∈ H
1
0 (C)
for every f ∈ H10 (C). To finish the proof it suffices to show that there is no
non-trivial (QF
+
)C-invariant set B.
Assume there is a non-trivial (QF
+
)C -invariant set B. Note, that H
1
0 (C)
is the domain of the classical Dirichlet form E(D) in correspondence with the
Dirichlet Laplacian ∆(D) on C. Take the first eigenvalue of ∆(D), which is
known to be simple, since C is connected, and a corresponding eigenfunction
g. Then the function g1B is an eigenfunction of ∆
(D) for the first eigenvalue,
as well, since for every u ∈ H10 (C) one has
E(D)(g1B , u) = E
(D)(g, 1Bu) = λ1〈g, u〉L2(C,m).
This is a contradiction to the simplicity of the eigenvalue. 
Corollary 4.24. Under the assumptions stated above every eigenfunction f
for λn with multiplicity k has at most (n+ k− 1) topological nodal domains.
Moreover, if (UC1) or (UC2) holds then f has at most n topological nodal
domains.
In particular, the corollary above can be applied to the Laplacian with
Dirichlet boundary conditions. In this case, it is known, c.f. [JK85], that
eigenfunctions do not vanish on non-empty open sets. Furthermore the
Dirichlet nodal domains coincide with the topological nodal domains and
are therefore open. Hence (UC2) holds in this case.
4.2.3. Forms with doubly Feller resolvent. Next, we want to discuss a class
of local, regular Dirichlet forms for which the concepts of topological nodal
domains and Dirichlet nodal domains coincide. For this, we introduce the
notion of doubly Feller resolvents. There is a vast amount of literature on
notions of Feller properties for resolvents and semigroups. Unfortunately,
these notions are not always consistent. Here, we follow [KKT17].
Denote C0(X) be the closure of Cc(X) with ‖ · ‖∞. Let Bb(X) be the
space of bounded, real valued, Borel-measurable functions and Cb(X) its
subspace of continuous functions. A family of linear operators
Rα : Bb(X)→ Bb(X), α > 0,
is called doubly Feller resolvent, if
(1) RαC0(X) ⊆ C0(X) for every α > 0,
(2) RαBb(X) ⊆ Cb(X) for every α > 0,
(3) limα→∞ αRαf(x) = f(x) for every x ∈ X, f ∈ C0(X)
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(4) Rαf(x)−Rβf(x) = (β − α)RαRβf(x) for every x ∈ X, f ∈ Bb(X)
hold. If Rα, α > 0, satisfies only assertions (2) and (4) from above, then we
call Rα, α > 0, a strong Feller resolvent.
Let Q be a Dirichlet form. It is well known that the resolvent Gα, α > 0,
of Q can be extended to L∞(X), see [Dav89, Theorem 1.4.1]. We denote this
extension again by Gα. Let f ∈ Bb(X) and denote [f ] the equivalence class
of all m-versions of f . Then, [f ] ∈ L∞(X) and we can define Gαf := Gα[f ].
Definition 4.25. Let Q be a Dirichlet form. We say that the resolvent
Gα, α > 0, has the strong Feller property (respectively the doubly Feller
property) if there is a strong Feller resolvent (respectively a doubly Feller
resolvent) Rα, α > 0, such that for every u ∈ Bb(X) and α > 0 the function
Rαu is an m-version of Gαu.
The next lemma shows that under the strong Feller property connected-
ness implies irreducibility.
Lemma 4.26 ([KKT17], Lemma 4.1). Every regular Dirichlet form on a
connected set X whose resolvent has the strong Feller property is irreducible.
The following result yields that the part of a form with doubly Feller
resolvent on an open subset has a strong Feller resolvent.
Lemma 4.27 ([KKT17], Theorem 3.1). Let Q be a regular Dirichlet form
whose resolvent is doubly Feller. Then, the resolvent of QA has the strong
Feller property for every open A ⊆ X.
Finally we can state the desired theorem.
Theorem 4.28. Let Q be a local, regular Dirichlet form on a locally con-
nected space whose resolvent is compact and doubly Feller. Then, the topolog-
ical nodal domains of a continuous eigenfunction coincide with the Dirichlet
nodal domains (up to m-null sets).
Proof. We only discuss F+. By Proposition 4.19 we already know that a
topological nodal domain A can be decomposed into Dirichlet nodal domains.
It is left to show that (QF
+
)A is irreducible, then the result follows. By
continuity of f the set F+ is open. Since the space is locally connected, we
deduce that A is open in F+ and, thus, in X. Moreover, by Lemma 4.18 we
infer D(QA) = D((QF
+
)A). Hence, it suffices to show that Q
A is irreducible.
By Lemma 4.27, the resolvent of QA has the strong Feller property. Since A
is a connected component, it is in particular connected. Therefore, we can
apply Lemma 4.26 and the result follows. 
Corollary 4.29. Let Q be a local, regular Dirichlet form on a locally con-
nected space whose resolvent is compact and doubly Feller. Then every con-
tinuous eigenfunction f of the eigenvalue λn with multiplicity k has at most
(n+ k− 1) topological nodal domains. Moreover, if Q satisfies either (UC1)
or (UC2), then f has at most n topological nodal domains.
Appendix A. Forms and forms in the wide sense
A.1. Closed forms in the wide sense. Let Q be a real valued semi-
scalar product defined on a subspace of L2(X,m). Following the notation in
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[FO¯T94], Q will be called form in the wide sense. A densely defined form in
the wide sense is called form.
A form in the wide sense Q on a subspace D(Q) of L2(X,m) is called
closed if D(Q) is a Hilbert space with respect to
〈·, ·〉Q,α := Q(·, ·) + α〈·, ·〉L2(X,m)
for one (and, thus, all) α > 0. We denote the corresponding norm by ‖ · ‖Qα
and set ‖ · ‖Q := ‖ · ‖Q,1 and 〈·, ·〉Q := 〈·, ·〉Q,1. Given a closed form Q, there
is a unique non-negative self-adjoint operator L on L2(X,m) with
D(L) := {u ∈ L2(X,m) : There is v ∈ L2(X,m) such that
Q(u,w) = 〈v,w〉L2(X,m) for every w ∈ D(Q)},
Lu = v.
The operator L is called the generator of the form Q. Of course, this
generator gives rise to a resolvent. This yields that for every closed form
there is a resolvent in correspondence with the form.
In the case of not densely defined closed forms in the wide sense, there
is no unique generator in correspondence with the form. Nevertheless, one
has still a resolvent, as the next lemma shows. It is taken from [FO¯T94,
Theorem 1.3.2].
Lemma A.1. Let Q be a closed form in the wide sense. Then, for every
α > 0 and u ∈ L2(X,m) there is a unique Gαu ∈ D(Q) that satisfies
Q(Gαu, v) + α〈Gαu, v〉L2(X,m) = 〈u, v〉L2(X,m)
for every v ∈ D(Q) and the operators Gα : L
2(X,m)→ L2(X,m) are linear,
bounded and satisfy the resolvent identity.
Moreover, for every f ∈ L2(X,m) the function α 7→ α〈f−αGαf, f〉L2(X,m)
is non-negative and monotonically increasing
f ∈ D(Q) ⇐⇒ lim
α→∞
α〈f − αGαf, f〉L2(X,m) <∞.
Furthermore, for every f, g ∈ D(Q), the equality
Q(f, g) = lim
α→∞
α〈f − αGαf, g〉L2(X,m)
holds. If Q is densely defined, then the resolvent Gα is strongly continuous
and the equality Gα = (L+ α)
−1, α > 0, holds.
Next we introduce eigenvalues and eigenvectors of forms in the wide sense.
Since in general there is no generator for forms in the wide sense we define
them via the form.
Let Q be a closed form in the wide sense. Then, λ ∈ R is called eigenvalue
of Q if there is an u ∈ D(Q) that satisfies
Q(u, v) = λ〈u, v〉L2(X,m)
for every v ∈ D(Q). Such an u is then called eigenvector for the form Q (and
the eigenvalue λ). Note that the eigenvalues of Q are non-negative, since for
an eigenfunction f with eigenvalue λ one has
0 ≤ Q(f) = λ〈f, f〉L2(X,m).
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The following lemma shows the connection of the eigenvalues of a closed
form in the wide sense Q and the eigenvalues of the resolvent and, if Q is
densely defined, of the eigenvalues of the generator.
Lemma A.2. Let Q be a closed form in the wide sense and Gα, α > 0, the
resolvent of Q. Let λ ∈ R. Then, the following are equivalent:
(i) λ is an eigenvalue of Q,
(ii) 1
λ+α is an eigenvalue of Gα for every α > 0.
Moreover, if Q is densely defined, and, hence, has a generator L, then both
assertions are equivalent to
(iii) λ is an eigenvalue of L.
Proof. (i) =⇒ (ii): Let f ∈ D(Q) be an eigenvector of Q with eigenvalue λ.
Let α > 0 be arbitrary. Then, for every g ∈ D(Q) we have
〈f, g〉Q,α = (α+ λ)〈f, g〉L2(X,m) = (α+ λ)〈Gαf, g〉Q,α,
where the last equality follows by the definition of the function Gαf , see
the first part of Lemma A.1. Since g ∈ D(Q) was arbitrary, and since
(D(Q), 〈·, ·〉Q,α) is a Hilbert space, we infer Gαf =
1
λ+αf and (ii) follows.
(ii) =⇒ (i): We first show Gα has the same the eigenvectors for all α. Let
f be an eigenvector of Gα for eigenvalue µ and let λ be such that µ =
1
λ+α
and let β 6= α, β > 0. Then, using the resolvent identity we infer
Gβf = (α− β)GβGαf +Gαf = (α− β)
1
λ+ α
Gβf +
1
λ+ α
f.
Therefore, f is an eigenvector of Gβ for eigenvalue
1
λ+β .
Let 1
λ+α be an eigenvalue of Gα for every α > 0 and let f ∈ L
2(X,m) be
an eigenfunction. Then, using Lemma A.1 we infer 1
λ+αf = Gαf ∈ D(Q)
and, thus, f ∈ D(Q). Again using Lemma A.1 we deduce (i) by
Q(f, g) = lim
α→∞
α〈f − αGαf, g〉L2(X,m) = lim
α→∞
α
〈
f −
α
λ+ α
f, g
〉
L2(X,m)
= lim
α→∞
α
λ+ α
λ 〈f, g〉L2(X,m) = λ〈f, g〉L2(X,m).
The equivalence (i) ⇐⇒ (iii) is standard. 
A closed form in the wide sense is said to have compact resolvent if one
(and, thus, all) of the operators Gα, α > 0, is compact.
Lemma A.3. Let Q be a closed form in the wide sense on L2(X,m) with
resolvent Gα, α > 0. Then, Q has compact resolvent (i.e. for every α > 0
the operator Gα : L
2(X,m)→ L2(X,m) is compact) if and only if for every
α > 0 the operator Gα : L
2(X,m)→ (D(Q), ‖ · ‖Q) is compact.
Proof. Let α > 0 be arbitrary. One direction is clear, since the inequality
‖f‖Q ≥ ‖f‖L2(X,m) holds for every f ∈ D(Q). For the other direction let
(fn) be a bounded sequence in L
2(X,m). Using the compactness, (Gαfn) is
(without loss of generality) a Cauchy sequence in L2(X,m). By Lemma A.1
‖Gα(fn − fm)‖Q,α = 〈Gα(fn − fm), fn − fm〉L2(X,m) → 0,
as fn − fm is bounded in L
2(X,m). 
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Remark A.4. It is obvious that if a closed form has compact resolvent,
then the corresponding operator has compact resolvent and, hence, discrete
spectrum. Since L2(X,m) is separable by assumption, we infer that if a
closed form has compact resolvent, then there is an orthonormal basis of
L2(X,m) consisting of eigenfunctions of L and, therefore, of Q.
Next we prove the following well-known, c.f. [RS78], variational principle
for eigenfunctions of closed forms with compact resolvent.
Lemma A.5. Let Q be a closed form in the wide sense with compact resol-
vent Let v ∈ D(Q) be L2-orthogonal to the eigenfunctions of the first n − 1
eigenvalues of Q. Then,
Q(v) ≥ λn‖v‖L2(X,m)
holds for the n-th eigenvalue λn and if equality holds, then v is an eigenfunc-
tion of Q for λn.
Proof. For the first part we use that L2(X,m) is separable and, hence, the
eigenvectors form an orthonormal basis of L2(X,m). We expand v into
eigenfunctions and infer
v =
∑
k≥n
〈v, fk〉L2(X,m)fk.
Using this, a direct calclation yields
Q
(
v −
N∑
k=n
〈v, fk〉L2(X,m)fk
)
= Q(v)−
N∑
k=n
λk〈v, fk〉
2
L2(X,m).
Since the left hand side is nonnegative, we infer
Q(v) ≥
N∑
k=n
λk〈v, fk〉
2
L2(X,m).
Now ,taking the limit N →∞ and using Parseval’s identity yields
Q(v) ≥
∞∑
k=n
λk〈v, fk〉
2
L2(X,m) ≥ λn
∞∑
k=n
〈v, fk〉
2
L2(X,m) = λ‖v‖
2
L2(X,m).
For the second part, the assumption and the identity above implies
∞∑
k=n
λk〈v, fk〉
2
L2(X,m) = λn
∞∑
k=n
〈v, fk〉
2
L2(X,m).
This yields that
〈v, fk〉L2(X,m) = 0
holds for all fk that are not eigenfunctions for λn. Since there are only
finitely many eigenfunctions for λn, the function v is a linear combination of
eigenfunctions for λn and, therefore, an eigenfunction for λn. 
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A.2. Restrictions of forms in the wide sense. Next, we want to discuss
restrictions of closed forms in the wide sense to measurable sets and with
respect to nests, i.e., increasing sequences of measurable subsets of X.
Definition A.6. Let Q be a form in the wide sense on L2(X,m). For a
measurable set A ⊆ X, the restriction QA := Q|D(QA) of Q to A is given by
D(QA) := {u ∈ D(Q) : u1X\A = 0}.
For a nest A := (An)n∈N the restriction Q
A
A of Q to A with respect to A has
D(QAA) =
∞⋃
n=1
D(QA∩An),
as domain, where the closure is taken in (D(Q), ‖ · ‖Q).
Remark A.7. Let Q be a form in the wide sense on L2(X,m) and A ⊆
B ⊆ X be measurable. Then, and, hence, QA = (QB)A.
Remark A.8. Let Q be a form in the wide sense on L2(X,m) and let A
be measurable. For a nest A with An = X for every n we obviously have
QAA = QA. Therefore, the concept of restriction with respect to a nest is a
generalization of the concept of restriction to a set.
Remark A.9. Let Q be a form in the wide sense on L2(X,m),let A be
measurable and A be a nest. Since ‖ · ‖Q-convergence implies L
2(X,m)-
convergence, one has D(QAA) ⊆ D(QA).
Lemma A.10. Let Q be a closed form in the wide sense, let A ⊆ X be
measurable and let A := (An)n∈N be a nest. Then, QA and Q
A
A are closed
forms in the wide sense.
Proof. Observe that ‖ · ‖QA is the restriction of ‖ · ‖Q to D(QA). Let (fn)
be a Cauchy sequence in (D(QA), ‖ · ‖QA) and, thus, a Cauchy sequence in
(D(Q), ‖ · ‖Q). Therefore, there is f ∈ D(Q) such that ‖fn − f‖Q → 0. But
‖ · ‖Q-convergence implies L
2(X,m)-convergence. Hence, f |X\A = 0 almost
everywhere. This yields f ∈ D(QA). For a nest A := (An)n∈N the domain
D(QAA) is obviously a closed subspace of (D(Q), ‖·‖Q). Hence, Q
A
A is a closed
form in the wide sense. 
By the previous lemma, the restrictions QA and Q
A
A of a closed form Q in
the wide sense are closed form in the wide sense and, thus, have a resolvent,
c.f. Lemma A.1, which we denote by GAα and G
A,A
α , α > 0.
The following proposition shows the connection between the resolvent and
the resolvent of the restriction. The first part can be extracted from the proof
of [HKL+17, Proposition 2.10].
Proposition A.11. Let Q be a closed form in the wide sense on L2(X,m),
let A ⊆ X be measurable and A be a nest. For the orthogonal projections PA
and PA,A from (D(Q), ‖ · ‖Q) to (D(QA), ‖ · ‖QA) and (D(Q
A
A), ‖ · ‖QAA
) we
have
GA1 = PAG1, and G
A,A
1 = PA,AG1 on L
2(X,m).
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Proof. Obviously the space D(QA) is closed in (D(Q), ‖ · ‖Q), since QA is a
closed form in the wide sense and ‖·‖QA is the restriction of ‖·‖Q to D(QA).
By Lemma A.1 we infer for every f ∈ L2(A,m) and g ∈ D(QA)
〈G1f, g〉Q = 〈f, g〉L2(X,m) = 〈f, g〉L2(A,m) = 〈G
A
1 f, g〉QA ,
and, furthermore,
〈G1f, g〉Q = 〈PAG1f, g〉Q+〈(I−PA)G1f, g〉Q = 〈PAG1f, g〉Q = 〈PAG1f, g〉QA
holds as well. Hence, we deduce GA1 f = PAG1f for every f ∈ L
2(A,m).
Now let f ∈ L2(X,m) be arbitrary. Then, we have
GA1 f = G
A
1 (f1A) = PAG1(f1A) = PAG1f − PAG1(f1X\A).
It is left to show PAG1(f1X\A) = 0. Since this function is an element of
D(QA) it suffices to show 〈PAG1(f1X\A), g〉QA = 0 for every g ∈ D(QA).
This can be seen by the following calculation, using the self-adjointness of
the projection PA on D(Q),
〈PAG1(f1X\A), g〉QA = 〈PAG1(f1X\A), g〉Q = 〈G1(f1X\A), PAg〉Q
= 〈G1(f1X\A), g〉Q = 〈f1X\A, g〉L2(X,m) = 0.
This shows that QA is a closed form in the wide sense on L
2(A,m).
The proof of the equality GA,A1 = PA,AG1 works analogously. 
Next, we show that compactness of the resolvent carries over to restric-
tions.
Proposition A.12. Let Q be a closed form in the wide sense on L2(X,m)
with compact resolvent and let A ⊆ X be measurable and A be a nest. Then,
QA and Q
A
A have compact resolvent.
Proof. This follows immediately from the GA1 = PAG1 and G
A,A
1 = PA,AG1
as products of bounded with compact (by Lemma A.3) operators. 
A.3. Positivity preserving forms. A closed form in the wide sense Q
on a subspace D(Q) of L2(X,m) is called positivity preserving if for every
u ∈ D(Q) one has |u| ∈ D(Q) and Q(|u|) ≤ Q(u).
Lemma A.13. Let Q be a positivity preserving form in the wide sense.
Then, for every u ∈ D(Q) one has u+, u− ∈ D(Q) and
Q(u+) ≤ Q(u), Q(u−) ≤ Q(u) and Q(u+, u−) ≤ 0.
Proof. We get u+, u− ∈ D(Q) by u+ =
1
2 (u+ |u|) and u− =
1
2 (u− |u|). The
inequality Q(u+, u−) ≤ 0 follows from
Q(u+)+2Q(u+, u−)+Q(u+) = Q(|u|) ≤ Q(u) = Q(u+)−2Q(u+, u−)+Q(u−).
Furthermore,
Q(u) = Q(u+) +Q(u−)− 2Q(u+, u−) ≥ Q(u+)
by Q(u+, u−) ≤ 0. The inequality for u− can be seen analogously. 
The following lemma is proven in [RS78, Theorem XIII.50] in the context
of densely defined forms. We include it for convenience of the reader.
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Lemma A.14. Let Q be a positivity preserving form in the wide sense.
Then, the resolvent satisfies Gαf ≥ 0 for every α > 0 and every non-negative
f ∈ L2(X,m).
Proof. Let f ∈ L2(X,m) with f ≥ 0 and g ∈ D(Q), g ≥ 0. Then, one has
‖Gαf + g‖Q,α = ‖Gαf‖Q,α + ‖g‖Q,α + 2〈Gαf, g〉Q,α
= ‖Gαf‖Q,α + ‖g‖Q,α + 2〈f, g〉L2(X,m)
≥ ‖Gαf‖Q,α.
In particular we can apply this for g = |Gαf | −Gαf and infer
‖|Gαf |‖Q,α ≥ ‖Gαf‖Q,α
and, sinceQ is positivity preserving, ‖Gαf‖Q,α = ‖|Gαf |‖Q,α follows. Hence,
‖g‖Q,α + 2〈f, g〉L2(X,m) = 0
and, as the second summand is non-negative, we deduce ‖g‖Q,α = 0. Since
‖ · ‖Q,α is a norm we get g = 0 and, hence, |Gαf | = Gαf . 
Lemma A.15. Let Q be a positivity preserving form in the wide sense and
let A ⊆ X be measurable and A be a nest. Then, QA and Q
A
A are positivity
preserving forms in the wide sense on L2(A,m).
Proof. The form in the wide sense QA is closed as seen in Lemma A.10.
Let f ∈ D(QA) be arbitrary. Then f ∈ D(Q) and, hence, |f | ∈ D(Q).
Furthermore, the equality |f |1X\A = |f1X\A| = 0 holds. This yields |f | ∈
D(QA). Finally, we infer
QA(|f |) = Q(|f |) ≤ Q(f) = QA(f).
Let A be a nest. Let f ∈ D(QAA) be arbitrary. We show |f | ∈ D(Q
A
A).
Let (fn) be a sequence in
⋃∞
n=1D(QA∩An) such that ‖fn − f‖QAA
→ 0,
n→∞. First, we infer |fn| ∈
⋃∞
n=1D(QA∩An) as every QA∩An is positivity
preserving. Moreover, we have ‖|fn| − |f |‖L2(A,m) → 0 and
sup
n∈N
‖|fn|‖QA
A
≤ sup
n∈N
‖fn‖QA
A
<∞.
Hence, the Banach-Saks theorem, see for example [CF12, Theorem A.4.1]
yields that the Cesàro-means of a subsequence of (|fn|) converge with respect
to ‖ · ‖QA
A
to |f |. Since these Cesàro means are elements of
⋃∞
n=1D(QA∩An)
we infer |f | ∈ D(QAA). Finally, Q
A
A(|f |) = Q(|f |) ≤ Q(f) = Q
A
A(f). 
The following proposition shows a useful inequality for the projection PA.
It can be extracted from the proof of [HKL+17, Proposition 2.10].
Proposition A.16. Let Q be a positivity preserving form in the wide sense
on L2(X,m) and let A ⊆ X be measurable and A be a nest. Let PA and
PA,A be the orthogonal projections from D(Q) to D(QA) and D(Q
A
A). Then,
for every f ∈ D(Q) with f ≥ 0 one has
PAf ≤ f and PA,Af ≤ f.
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Proof. Let f ≥ 0 in D(Q). Then, f ∧ PAf ∈ D(Q), since f ∧ PAf =
1
2(f + PAf − |f − PAf |) and Q is positivity preserving. Using that f is
non-negative and that (PAf)1X\A = 0 we infer f ∧ PAf ∈ D(QA). Note,
that f − f ∧ PAf = (f − PAf)+ holds.
Moreover, we conclude
‖f − f ∧ PAf‖
2
Q = ‖(f − PAf)+‖
2
Q ≤ ‖f − PAf‖
2
Q,
since ‖u+‖Q ≤ ‖u‖Q for every u ∈ D(Q) by Lemma A.13. Hence, f ∧ PAf
has a smaller distance to f than PAf . But PAf is the unique distance
minimizing object in D(QA) and, thus, PAf = f ∧ PAf holds. This shows
PAf ≤ f .
To prove the second inequality, we show u∧PA,Au ∈ D(Q
A
A) firs Let (vn)
be a sequence in
⋃∞
n=1D(QA∩An) such that ‖vn − PA,Au‖QAA
→ 0, n → ∞.
Then, we get vk ∧ u ∈
⋃∞
n=1D(QA∩An) for every k ∈ N, as u ≥ 0 and every
vk vanishes outside of some set Al ∩A. Moreover, we have
vn ∧ u→ PA,Au ∧ u in L
2(X,m)
and
sup
n∈N
‖u ∧ vn‖Q ≤ sup
n∈N
(2‖u‖Q + 2‖vn‖Q) <∞.
Using Banach-Saks u ∧ PA,Au ∈ D(Q
A
A) follows. Now, the proof of the
inequality PA,Af ≤ f follows using exactly the same arguments as above. 
Appendix B. Invariant sets
In this section we introduce the notion of Q-invariance of a set. In the
standard literature, c.f. [FO¯T94], this concept is introduced for densely
defined forms. However, the proofs of the basic results can be carried over
to our more general setting. We use this notions in section 2 to define the
concept of connected components for a positivity preserving form in the wide
sense, which in turn is then used to define nodal domains in Section 3.
Definition B.1. Let Q be a closed form in the wide sense with resolvent
Gα, α > 0. A measurable set A ⊆ X is called Q-invariant if it is invariant
for every Gα, α > 0, i.e., if for every f ∈ L
2(X,m) one has
Gα(1Af) = 1AGαf.
The next lemma shows that the Q-invariant sets form a σ-algebra. The
lemma can be found in [FO¯T94, Lemma 1.6.1] for Dirichlet forms.
Lemma B.2. Let Q be a closed form in the wide sense. Then, the family of
Q-invariant sets is a σ-algebra.
Proof. Obviously ∅ and X are Q-invariant. Let A be invariant for every
Gα, α > 0. One has
Gα(1Af) +Gα(1X\Af) = Gαf = 1AGαf + 1X\AGαf.
By Gα(1Af) = 1AGαf , the set X \ A is Gα and, thus, Q-invariant.
Now let (Ai)i∈N be Q-invariant. For, g ∈ L
2(X,m), α > 0, i, j, we get
Gα(g1Ai∩Aj) = Gα(1Ai(1Ajg)) = 1AiGα(1Ajg) = 1Ai1AjGαg = 1Ai∩AjGαg.
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Thus, Ai ∩Aj is Q-invariant. Moreover,
g1⋂∞
i=1Ai
= lim
n→∞
g1⋂n
i=1Ai
in L2(X,m)
and, by the continuity of Gα and the Q-invariance of
⋂n
i=1Ai, we deduce
Gα(g1⋂∞
i=1Ai
) = lim
n→∞
Gα(g1⋂n
i=1Ai
) = lim
n→∞
1⋂n
i=1 Ai
Gαg = 1⋂∞
i=1Ai
Gαg.
This completes the proof. 
The next lemma gives a characterization of Q-invariance via Q. Again, it
can be found in [FO¯T94, Theorem 1.6.1] for Dirichlet forms.
Lemma B.3. Let Q be a positivity preserving form in the wide sense. A
measurable set A is Q-invariant if and only if 1Af ∈ D(Q) and
Q(f) = Q(1Af) +Q(1X\Af), f ∈ D(Q).
Proof. Let A be Q-invariant. Then, by Lemma A.1, one has for f ∈ D(Q)
Q(f) = lim
α→∞
α
(
〈f1A, f1A〉L2(X,m) + 〈f1X\A, f1X\A〉L2(X,m)
− 〈αGαf1A, f1A〉L2(X,m) − 〈αGαf1X\A, f1X\A〉L2(X,m)
− 2〈αGαf1A, f1X\A〉L2(X,m)
)
.
By Q-invariance of A one has Gα1Af = 1AGαf . Thus,
2〈αGαf1A, f1X\A〉L2(X,m) = 0
follows. Since the function α 7→ α〈u − Gαu, u〉L2(X,m) is monotonically in-
creasing and non-negative for u ∈ L2(X,m), by Lemma A.1, both limits
Q(fA) = lim
α→∞
α〈f1A −Gαf1A, f1A〉L2(X,m)
Q(fX\A) = lim
α→∞
α〈f1X\A −Gαf1X\A, f1X\A〉L2(X,m)
exist. Hence, the first direction is proven.
For the other direction suppose assume 1Af ∈ D(Q) and
Q(f) = Q(1Af) +Q(1X\Af)
for all f ∈ D(Q). By the polarization identity we infer that
Q(f, g) = Q(1Af, 1Ag) +Q(1X\Af, 1X\Ag)
holds for every f, g ∈ D(Q) and, hence, one has
Q(1Af, g) = Q(1X\A1Af, 1X\Ag) +Q(1A1Af, 1Ag) = Q(1Af, 1Ag).
Interchanging the roles of f and g yields
Q(1Af, g) = Q(f, 1Ag).
By Lemma A.1, we can calculate for f ∈ L2(X,m), g ∈ D(Q) and α > 0
〈Gα1Af, g〉Q,α = 〈1Af, g〉L2(X,m) = 〈f, 1Ag〉L2(X,m) = 〈Gαf, 1Ag〉Q,α
= 〈1AGαf, g〉Q,α.
Since (D(Q), 〈·, ·〉Q,α) is a Hilbert space we infer Gα(1Af) = 1AGαf . 
We know by Proposition A.11 that restrictions of a closed form in the
wide sense are closed. Next, we show that if restricting to an invariant set,
then the resolvent of the restricted form is the restriction of the resolvent.
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Lemma B.4. Let Q be a closed form in the wide sense and let A be Q-
invariant. Then, the resolvent GAα , α > 0, of QA satisfies G
A
α = Gα|L2(A,m)
and if Q is densely defined on L2(X,m), then QA is densely defined on
L2(A,m).
Proof. ByQ-invariance, the resolvent Gα maps L
2(A,m) to L2(A,m). Hence,
Gα|L2(A,m) is the resolvent of QA since for u ∈ L
2(A,m), v ∈ D(QA)
QA(Gαu, v) + α〈Gαu, v〉L2(A,m) =Q(Gαu, v) + α〈Gαu, v〉L2(X,m)
=〈u, v〉L2(X,m) = 〈u, v〉L2(A,m).
It is left to show that QA is densely defined in L
2(A,m) if Q is densely
defined in L2(X,m). For every f ∈ L2(A,m), there is a sequence of functions
(fn) in D(Q) such that ‖fn − f‖L2(X,m) → 0. By Q-invariance, we have
fn1A ∈ D(Q) and, thus, by definition of QA, we infer fn1A ∈ D(QA) for
every n. Moreover, fn1A converges to f in L
2(A,m). Thus, density ofD(QA)
in L2(A,m) follows. 
Next we relate QA-invariance and Q-invariance for restrictions QA of Q.
Lemma B.5. Let Q be a closed form in the wide sense.
(a) Every QA invariant subset of a Q-invariant set A is Q-invariant.
(b) The intersection B ∩A of a measurable set A and a Q-invariant set
B is QA-invariant.
Proof. (a) Let g ∈ L2(X,m). By Lemma B.4 and Q-invariance of A, the
resolvent GAα of QA is given by Gα|L2(A,m), α > 0. Hence,
Gα1Bg = Gα|L2(A,m)1Bg = G
A
α1Bg.
Using the QA-invariance of B we deduce
GAα1Bg = 1BG
A
αg.
By the equality GAαg = 1AGαg we conclude the proof (a).
(b) Let g ∈ D(QA). Snce g1X\A = 0, we infer g1A∩B = g1B ∈ D(Q) by
Q-invariance of B. By A ∩ B ⊆ A, the equality g1A∩B1X\A = 0 holds as
well. Thus, we deduce g1A∩B ∈ D(QA) and, therefore, g1A\(A∩B) = g1A\B =
g1X\B ∈ D(QA), where the last equality holds by g1X\A = 0. Furthermore,
QA(g1A∩B , g1A\(A∩B)) = Q(g1B , g1X\B) = 0
holds by Q-invariance of B. This concludes the proof. 
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