In this paper, we introduce a risk process, namely, the mixed fractional risk process (MFRP) in which the number of claims in the associated claim process are modelled using the mixed fractional Poisson process (MFPP). The covariance structure of the MFRP is studied and its long-range dependence property has been established. Also, we show that the increments of MFRP exhibit the short-range dependence property. Another fractional risk process based on the MFPP is introduced which we call as the MFRP-II. It differs from the MFRP in terms of premium. Its ruin probabilities in the case of exponential and subexponential distributions of claim sizes are obtained.
Introduction
The classical collective risk Cramér-Lundberg model describes the surplus R(t) of an insurance company till time t as
where u > 0 is the initial capital and c > 0 is the premium rate. The number of claims in the above risk process are modelled using homogeneous Poisson process N(t) with intensity parameter λ > 0 whereas its claim sizes X i 's are independent and identically distributed (iid) positive random variables with finite mean. The total claim till time t is given by a compound Poisson process as X 1 + X 2 + · · · + X N (t) . To avoid ruin with certainty the net profit condition, that is, c E (W i ) > E (X i ) is assumed. Here, W i is exponentially distributed ith interarrival time. Constantinescu et al. (2018) provided three equivalent expressions for ruin probabilities in the case of gamma-distributed claim sizes in the risk process {R(t)} t≥0 . The explicit expressions for ruin probabilities in risk models with distributions of claim sizes having rational Laplace transforms are obtained by Constantinescu et al. (2019) . Beghin and Macci (2013) introduced a fractional version of the above risk process as
where N α (t), 0 < α ≤ 1, is the time fractional Poisson process (TFPP). They obtained some asymptotic results for the ruin probabilities ofR(t) using large deviations for the TFPP. Further, Biard and Saussereau (2014) derived some expressions for the ruin probabilities of R(t) in the case of light-tailed and heavy-tailed claim sizes. Recently, Kumar et al. (2019) introduced and studied a fractional risk process whose surplus R α (t) is given by
where Y α (t) is the inverse stable subordinator, ρ ≥ 0 is the safety loading parameter and µ is the mean of X i . They established the long-range dependence (LRD) property of {R α (t)} t≥0 and discussed about the average capital required to recover a company after ruin.
In this paper, we first introduce a compound version of the mixed fractional Poisson process (MFPP) defined as
where X i 's are positive integer valued iid random variables with finite mean which are independent of the MFPP {N α 1 ,α 2 (t)} t≥0 . It is shown that its state probabilities q α 1 ,α 2 n (t) = Pr{C α 1 ,α 2 (t) = n} satisfy the following fractional differential equation:
where 0 < α 2 < α 1 < 1 and C 1 ≥ 0, C 2 ≥ 0 such that C 1 + C 2 = 1. Here, ∂ α t denotes the Caputo fractional derivative defined as
(1.4) By identifying the compound MFPP (1.3) as claim process, we introduce a fractional risk process, namely, the mixed fractional risk process (MFRP) by considering the inverse mixed stable subordinator in the premium received by the insurance company till time t. The surplus of the MFRP is
We obtain the covariance of MFRP in terms of the known covariance of the inverse mixed stable subordinator. Using its covariance structure we establish the LRD property of MFRP. Also, we show that the increments of MFRP exhibit the short-range dependence (SRD) property.
Another fractional risk process based on the MFPP is introduced whose surplus is given byR
We call the process {R α 1 ,α 2 (t)} t≥0 as MFRP-II. Note that MFRP-II differs from MFRP with respect to premium. Its ruin probabilities are obtained in two different cases of the claim sizes. The paper is organised as follows: In Section 2, we give some preliminary results on subordinator, inverse subordinator and the mixture of inverse subordinators. In Section 3, we first briefly discuss the MFPP and obtain its one dimensional distributions. Then, we define a compound version of the MFPP and obtain the governing fractional differential equations of its state probabilities. We show that the MFPP and the introduced compound MFPP exhibits overdispersion. In Section 4, a risk process based on the mixed fractional Poissonian claims, namely, the MFRP is introduced. It is shown that the MFRP is a martingale with respect to a suitable filtration provided the safety loading factor ρ = 0. We obtain the covariance of MFRP using which it is shown that this fractional risk process exhibits LRD property. Moreover, it is shown that the increments of MFRP exhibits SRD property. In Section 5, a second fractional risk process, namely, the MFRP-II is introduced, and the expressions for its ruin probabilities in the case of exponential and subexponential distributions of claim sizes are obtained.
Preliminaries
In this section, we present some known results which will be required later.
Subordinator and inverse subordinator.
A subordinator {D(t)} t≥0 is a onedimensional Lévy process whose sample paths are non-decreasing. It is characterized by the following Laplace transform:
Here, µ ≥ 0 is the drift and Π is the Lévy measure. For φ(s) = s α , 0 < α < 1, it reduces to a driftless (µ = 0) subordinator known as the α-stable subordinator denoted by {D α (t)} t≥0 .
The first-passage time of {D(t)} t≥0 is a non-decreasing process {Y (t)} t≥0 known as the inverse subordinator. It is defined as
Similarly, the inverse α-stable subordinator {Y α (t)} t≥0 is the first-passage time of {D α (t)} t≥0 . For further details on subordinator and its inverse, we refer the reader to Applebaum (2004).
2.2.
Mixture of inverse subordinators. The process mixed stable subordinator {D α 1 ,α 2 (t)} t≥0 is characterized by the Laplace transform given by
where D α 1 and D α 2 are two independent stable subordinators such that 0 < α 2 < α 1 < 1.
Here, d = means equal in distribution. The inverse mixed stable subordinator {Y α 1 ,α 2 (t)} t≥0 is defined as follows:
For C 2 = 0, it reduces to inverse stable subordinator. A similar result holds for C 1 = 0. Leonenko et al. (2014) obtained the following expression for the expected value of the inverse mixed stable subordinator U α 1 ,α 2 (t) = E (Y α 1 ,α 2 (t)) :
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where E α 1 −α 2 ,α 1 +1 (.) is the two-parameter Mittag-Leffler function defined as (see Mathai and Haubold (2008) )
It is generalized to three-parameter Mittag-Leffler function which is defined as
When γ = 1, it reduces to two-parameter Mittag-Leffler function. For λ > 0 and β = αγ the following asymptotic result holds (see Beghin (2012) , Eq. (2.44)):
It follows from the above equation that
Veillette and Taqqu (2010) obtained the following asymptotic result for U α 1 ,α 2 (t):
, t → ∞.
(2.6)
For fixed s ≥ 0 and large t, the variance and covariance of the inverse mixed stable subordinator have the following limiting behaviour (see Kataria and Khandakar (2019) ): 
where the constant d(s) is independent of t, then {X(t)} t≥0 is said to exhibits the LRD property if ν ∈ (0, 1) and the SRD property if ν ∈ (1, 2).
Compound Mixed Fractional Poisson Process
Beghin (2012) introduced and studied a fractional version of the Poisson process, namely, the MFPP which is based on the inverse mixed stable subordinator. Here, we introduce a compound version of the MFPP that will be used in the next section to construct an insurance risk model. For completeness, we first give brief details on the MFPP. 
Here, 0 < α 2 < α 1 < 1 and {N(t)} t≥0 is the Poisson process with intensity 1 which is independent of the inverse mixed stable subordinator
For Λ(t) = λt, λ > 0, the MFNPP reduces to MFPP. Thus,
where {N(t)} t≥0 is the Poisson process with intensity λ. Beghin (2012) showed that the MFPP is a renewal process, and obtained the Laplace transform of its interarrival time W as
On using the inverse Laplace transform, the density of the interarrival time is given by
The Laplace transform of the state probabilities p α 1 ,α 2 n (t) = Pr{N α 1 ,α 2 (t) = n} of the MFPP is given by (see Beghin (2012) 
The state probabilities of MFPP satisfy the following system of fractional differential equations (see Beghin (2012) , Eq 2.6):
subject to the initial conditions
Here, ∂ α t denotes the Caputo fractional derivative defined in (1.4). The inversion of the above Laplace transform (3.3) is tedious. For n = 0, the explicit form of p α 1 ,α 2 0 (t) in terms of three-parameter Mittag-Leffler function is given by (see Beghin (2012) ,
Beghin (2012) stated that the explicit expressions for the state probabilities of MFPP can be obtained in terms of convolutions of known distributions. Next, we give the exact form of the state probabilities of MFPP in terms of convolutions of two given functions.
Proposition 3.1. The state probabilities p α 1 ,α 2 n (t), n ≥ 0 of the MFPP is given by
and f * (n+1) and g * (n+1) denote (n + 1)-fold convolution of f and g respectively.
Proof. On taking the inverse Laplace transform in (3.3), we get
On using the following result due to Haubold et al. (2011) , Eq. (17.6):
This completes the proof.
On putting n = 0 in (3.6) we obtain (3.5). The probability generating function (pgf) of MFPP is given by Beghin (2012) as
3.1. The Compound MFPP. We define a compound version of the MFPP denoted by
where {X i } i≥1 is a sequence of positive integer valued iid random variables with finite mean which is independent of the MFPP {N α 1 ,α 2 (t)} t≥0 . Thus,
where the inverse mixed stable subordinator {Y α 1 ,α 2 (t)} t≥0 is independent of the Poisson process {N(t)} t≥0 with intensity parameter λ.
Next, we show that the MFPP and compound MFPP exhibits overdispersion. A stochastic process {X(t)} t>0 is said to have overdispersion if Var(X(t)) − E(X(t)) > 0 for all t > 0. Beghin and Macci (2014) showed that the TFPP and compound TFPP are overdispersed processes. The mean and variance of MFPP are given by (see Aletti et al. (2018) )
where U α 1 ,α 2 (t) is given in (2.4) . Therefore,
for all t > 0. This shows that the MFPP exhibits overdispersion. Using a well known result (see Mikosh (2009)), the mean and variance of {C α 1 ,α 2 (t)} t≥0 are obtained as
This establishes that compound MFPP exhibits overdispersion.
The following result gives the governing fractional differential equations of the state probabilities of compound MFPP.
Proposition 3.2. The state probabilities q α 1 ,α 2 n (t) = Pr{C α 1 ,α 2 (t) = n} of compound MFPP satisfy the following fractional differential equation
Proof. Let us denote r i = Pr{X 1 = i} for all i ≥ 1 and r n (k) = Pr{X 1 +X 2 +· · ·+X k = n}. Note that r i = Pr{X k = i} for all k ≥ 1. Thus,
From the above equation, we have
Thus, the result holds true for n = 0. For n ≥ 1, we get
Adding the above equations and using (3.4), we get
Note that r k (0) = 0, r 0 (k) = 0 for all k ≥ 1, r 0 (0) = 1, and r n (k) = 0 for n < k. Also,
Substituting (3.14) in (3.12), we get the result.
Mixed Fractional Risk Process
In this section, we introduce a fractional version of the risk process given in (1.1) by considering the inverse mixed stable subordinator in the premium received by the insurance company till time t. The MFPP is used to model the total claim received.
Consider a fractional risk process defined as
where the initial capital is u > 0, the safety loading parameter is ρ ≥ 0 and the iid random variables X i 's have finite mean µ > 0. Note that the fractional risk process {R α 1 ,α 2 Λ (t)} t≥0 is based on the mixed inverse stable subordinator and the MFNPP. It is assumed that the MFNPP {N α 1 ,α 2 Λ (t)} t≥0 is independent of the claims {X i } i≥1 . This process is of interest because of its martingale characterization.
In the following theorem, we show that the fractional risk process defined in (4.1) satisfies the net profit condition for ρ > 0. 
Proof. Note that the fractional risk process {R α 1 ,α 2 Λ (t)} t≥0 is adapted to the given filtration F t . For s ≤ t, we have
where in the last step we have used that the process {N α 1 ,α 2 Λ (t) − Λ(Y α 1 ,α 2 (t))} t≥0 is a martingale with respect to the given filtration F t (see Aletti et al. (2018) ). Therefore, the fractional risk process {R α 1 ,α 2
For Λ(t) = λt, λ > 0, the fractional risk process defined in (4.1) reduces to a special case which we call as the mixed fractional risk process (MFRP). It is defined as
The claim numbers in MFRP are modelled using MFPP. As we have shown that the fractional risk process {R α 1 ,α 2 Λ (t)} t≥0 is a martingale, it follows that MFRP {R α 1 ,α 2 (t)} t≥0 is also a martingale (submartingale/supermartingale) for ρ = 0 (ρ > 0/ρ < 0) with respect to the filtration
The net or equivalence principle (see Mikosch (2009) , Section 3.1.3) remains unaffected by the time change imposed by Y α 1 ,α 2 in (4.2) as {(X 1 + X 2 + · · · + X N α 1 ,α 2 (t) ) − µλY α 1 ,α 2 (t)} t≥0 is a martingale. Note that E (N α 1 ,α 2 (t)) = λE (Y α 1 ,α 2 (t)). For C 1 = 0, the inverse mixed stable subordinator reduces to inverse stable subordinator and thus MFPP reduces to TFPP. Therefore, the fractional risk process {R α (t)} t≥0 introduced and studied by Kumar et al. (2019) becomes a special case of MFRP. Also, the expectation of the MFRP is given by given by (2.4) . 4 .0.1. The LRD property of MFRP. Next, we establish the LRD property of MFRP. For that purpose, we require the variance and covariance of MFRP which are evaluated as follows.
Proposition 4.1. The covariance of MFRP is given by
Hence, its variance is given by
. Proof. We recall that µ = E(X 1 ). From (4.2), we have for s ≤ t
Pr{N α 1 ,α 2 (s) ≥ j}
The covariance of MFPP is obtained by Aletti et al. (2018) which is given by
Substituting (4.5) in (4.4), we get
Also,
Similarly, K(s, t) = λE(X 1 ) Cov (Y α 1 ,α 2 (s), Y α 1 ,α 2 (t)) . 
Put s = t in (4.9) to get the required variance of MFRP. This completes the proof. Proof. For fixed s and large t, it follows by Proposition 4.1 that
.
Using (2.6), (2.7), (2.8) and (3.9) in the above equation, we get
As α 2 ∈ (0, 1), the LRD property of MFRP is established.
4.1.
Mixed fractional Poissonian noise risk process. For a fixed δ > 0, the increments Z α 1 ,α 2 δ (t), t ≥ 0, of the MFRP {R α 1 ,α 2 (t)} t≥0 is defined as
(4.10)
The process Z α 1 ,α 2 δ := {Z α 1 ,α 2 δ (t)} t≥0 is called the mixed fractional Poissonian noise risk process (MFPNRP). Next, we show that the MFPNRP exhibits the SRD property. Proof. Let s ≥ 0 be fixed such that 0 ≤ s + δ ≤ t. From Proposition 4.1, we have
For large t, the asymptotic behaviour of the covariance of mixed inverse stable subordinator is given by (see Kataria and Khandakar (2019) 
where
Using (4.11), we get
The following result will be used (see Kataria and Khandakar (2019) , Eq. (4.5) and Eq. (4.6)):
(using (2.6), (2.7), (3.9) and (4.13))
, (using (2.5) and (2.6))
From (4.12) and (4.14), it follows that 
where U α 1 ,α 2 (t) is given by (2.4) . As in the case of MFRP, here we have u as the initial capital, µ as the constant premium rate and {X i } i≥1 as a sequence of iid random variables which is independent of the MFPP. For the non-homogeneous case, we havẽ
Mixed Fractional Risk Process-II
In this section, we introduce a second version of the fractional risk process where the number of claims are modelled using the MFPP. Beghin and Macci (2013) introduced the following fractional version of the classical risk process:
In the above process, the X i 's are iid positive random variables which are independent of the TFPP {N α (t)} t≥0 . The premium rate is a constant c > 0. The risk process (5.1) can be generalized asR
We call the process {R α 1 ,α 2 (t)} t≥0 as the mixed fractional risk process-II (MFRP-II). Note that in this process also the number of claims are modelled using the MFPP. It differs from the MFRP in terms of the premium. Its expected value is
where U α 1 ,α 2 (t) is given by (2.4) . For 0 ≤ s ≤ t, the covariance of MFRP-II is obtained as follows:
From (4.6), we get
3) Substituting s = t gives its variance as
Remark 5.1. It is important to note that the expressions obtained for the variance and covariance of MFRP-II are almost similar to that of the MFRP. The difference is that of the safety loading factor ρ. Thus, as in the case of MFRP, it follows that the MFRP-II also exhibits the LRD property. For the same reason, the related increment process for the MFRP-II defined asZ α 1 ,α 2 δ (t) :=R α 1 ,α 2 (t + δ) −R α 1 ,α 2 (t), (5.5) has the SRD property.
5.1. Ruin Probabilities. Biard and Saussereau (2014) derived some expressions of the ruin probabilities for fractional risk process defined in (5.1). They consider the light-tailed and heavy-tailed distributions of claim sizes. Here, we obtain the ruin probabilities of MFRP-II in the presence of exponential and subexponential claim sizes. 5.1.1. Exponentially distributed claim sizes. Assume that the claim sizes X i 's in the MFRP-II defined in (5.2) are exponentially distributed with parameter µ > 0. Its ruin time T is defined as T := inf{t > 0 :R α 1 ,α 2 (t) < 0}. (5.6) Note that, T = ∞ ifR α 1 ,α 2 (t) > 0 for all t. Using Theorem 1 of Borokov and Dickson (2008) with interarrival time density f α 1 ,α 2 W (t) given in (3.2), the probability density function f T (t) of the ruin time T is given by 
5.1.2.
Subexponentially distributed claim sizes. Let the distribution function F X 1 (t) = Pr{X 1 ≤ t} of the claim sizes X i 's in the MFRP-II be subexponential, that is, lim t→∞ (1 − F * 2 X 1 (t))/(1 − F X 1 (t)) = 2. The following result related to subexponential distribution will be used (see Asmussen and Albrecher (2010) ).
Lemma 5.1. Let {X i } i≥1 be a sequence of iid random variables having subexponential distributionF X 1 (t) = Pr{X 1 > t}. Then, as t → ∞ it holds that
where N is an integer valued random variable with E(z N ) < ∞ for some z > 1 and it is independent of {X i } i≥1 .
The following inequalities holds for the finite time ruin probability of MFRP-II:
(5.7)
The pgf of MFPP is given in (3.7) which is finite for some z > 1. Applying Lemma 5.1 to (5.7), we get Pr R α 1 ,α 2 (t * ) < 0 for some t * ≤ t < ∞ ∼ E (N α 1 ,α 2 (t))F X 1 (u) as u → ∞.
Here, we have used thatF X 1 (u + t) ∼F X 1 (u) as u → ∞. Thus, the ruin probability in finite time has the following asymptotic behaviour as u → ∞ Pr R α 1 ,α 2 (t * ) < 0 for some t * ≤ t < ∞ ∼ λU α 1 ,α 2 (t)F X 1 (u),
where U α 1 ,α 2 (t) is given by (2.4) .
