In this paper, the maximization of the parametric stability margin of state-space uncertain systems under the constraints of pole assignment is investigated. The class of systems considered is where the uncertainty may be modelled as the, possibly nonlinear, variation of a parameter appearing in the entries of the system and input matrices. The continuity and differentiability of the stability margin are discussed. A gradient-based procedure is formulated for the maximization of the stability margin with the corresponding gradient provided. Numerical examples are used to illustrate the technique.
Introduction
One way to represent uncertainties or perturbations in control systems is to model them as parameters in the system descriptions. From a control-theoretic point of view, the influence of these parameters on the stability of control systems has naturally become the major issue for consideration in parametric uncertain systems. Stability robustness condition was given by Pate1 and Toda [7] for perturbation in the state matrix without exploiting any structural information of the perturbation. Subsequently, Yedavalli [13], Zhou and Khargonekar [14] gave improved results for structured perturbation. These and many other results assumed the perturbation in the system matrix as affine functions of the parameters. Moreover, the results presented are focussed on providing bounds on the parameters to ensure stability rather than for control synthesis. The behaviour of systems under perturbations modelled as polynomial functions of an uncertain parameter vector is considered by Tesi and Vicino [ll, 121. Other numerical approaches related t.0 certain robust stability margins computation may be found in [5, 8, lo] . The formulations are based on specific structures in the way which the parameters appeared in the characteristic polynomial coefficients. While these approaches lead to nice theoretical results +This work is supported by HKU CRCG 337/064/0028.
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In control system design, it would be important to construct a closed-loop system such that it is maximally tolerable towards uncertainties. For a completely state controllable realization, it is well known that the closed-loop poles may be assigned, via constant state feedback, to any set of self-conjugate complex numbers of cardinality equal to the statedimension. For multi-input systems, the nonuniqueness of the feedback gain to achieve a given pole assignment specification may be exploited to optimize a variety of system performance indices. The most common application of this idea is robust pole assignment (see [I, 4, 61 and references therein). There is little work on utilizing the freedom in the state feedback gain matrices to improve stability margin. The obvious reason is that pole assignment itself imposes constraints to the feedback systems and inevitably reduces the overall achievable stability margin if only closed-loop stability is imposed. However, the tradeoff between pole assignment constraints and optimum performance is often justifiable in view of implementation since optimal solutions may have undesirable transient behavior or unacceptably large gain.
Motivated by the above reasons, this paper considers the maximization of a parametric stability margin under the constraints of pole assignment via state feedback. As a first step towards a more general computation procedure, it is assumed that the (nonlinear) perturbation is parametrized by a single parameter.
Stability Margin
Consider the following parametric uncertain system
where x E R" is the state, F is a real matrix containing all the design parameters, p E R is the uncertain parameter and M ( F , p) E R " ' " is a continuously differentiable matrix function in F and p. 
In this paper, we are particularly interested in the following closed-loop system,
where F E Rmx" is the state feedback matrix. And 
It is easy to see that for i > C. 
PL(F) < P M ( F 0 ) + E, we have P M ( F ) < PM(F0) + E
tial derivative formula (5) follows. is increased after each iteration. In the following section, we will present a method to increase
Partial Derivative Formulas for Stability Margin

~M ( F )
under the pole assignment constraint.
Optimizing Stability Margin Under Pole Assignment
Let {AI, A2, . . . , A, } be a set of self-conjugate complex numbers corresponding to the set of desired poles. Assume that there are n' complex conjugate pairs, is maximized. This problem can be formulated as:
~~P
P M ( F ) s-t. V-'(Ao + B o F ) V = A (12)
A(p) + B ( p ) F , then it follows that
In the following, we will follow the idea of [l, 21 to parametrize all the feedback matrices F that satisfy 
The above result shows that F satisfying the constraint in (12) can be parametrised as a function of U and justifies its use as an optimization parame-
is a function of F which is in turn uniquely determined by U , consequently, it can be expressed as J ( U ) := p u ( F ( U ) ) . By the above Theorem, the constraint in (12) can be relaxed and we get an equivalent optimization problem
UEWr
Gradient Formula for Stability Margin
As F = f(73) is a rational function and V f is an open set, so F is differentiable with respect to U for
with respect to F.
Theorem 3 Suppose U E D f and
where V-T denotes (V-l)T and Y is the unique so-
Proof: Omitted. 
PM (PO).
dition 2 in Theorem 1 is satisfied).
STEP 4:
Maximize J(U0 + h g ) with respect
to h (line search).
STEP
Otherwise replace U0 with U0 + hg and go to STEP 2.
Numerical Examples
Consider the system of two identical penduli coupled by a spring and p~( F 4 ) = 0.3004 which represents a significant improvement of the size of the stability margin. In fact, when p = -0.3004, the system has a pair of poles coalesce at the origin that destabilize the system. 
