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1. INTRODUCTION 
1.1. The scope of the study 
The goal of this study is to contribute to the multidimensional 
representation of binary test items in order to facilitate statements about 
underlying latent dimensions that have relevance for the universe of content, 
which is intended to be measured by the test. Motivations for this study 
originated from the lack of a substantial theoretical background of existing 
item analysis procedures on the one hand and from the completely 
deterministic character of multidimensional models for dichotomous data on 
the other. We will concentrate on the conjunctive-disjunctive model for the 
description and analysis of binary test data. 
In section 1 of chapter 2 we review the deterministic conjunctive-
disjunctive model. In this model only the occurrence of response patterns in 
the data play a role, the (relative) frequency with which they occur is not 
accounted for. The identification problem involved in this formulation of the 
conjunctive-disjunctive model is discussed extensively. To make the model 
less sensitive to small changes in the dataset a different formulation of the 
conjunctive model, called the sampling model, in which the frequencies of the 
response patterns are utilised, is developed in section 2.2. Chapter 3 deals 
with a probabilistic version of the conjunctive model, in which the error rates 
are assumed to be constant over regions in the latent space. Estimation of 
parameters is performed by a two-phase procedure based on the city-block 
distance property of a dissimilarity measure among items. 
By assuming the item response function to be of the logistic type, an item 
response model version of the conjunctive-disjunctive model is developed in 
chapter 4. Estimation of item parameters and testing the fit of the model is 
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performed by the method of marginal maximum likelihood. Methodological 
issues regarding this model are treated in chapter 5. 
In chapter 6 illustrative applications are shown, while chapter 7 deals with 
the relations of our work with the theory of knowledge structures. 
To place our efforts on the conjunctive-disjunctive model and its different 
versions in the right perspective, however, we have to discuss in chapter 1 
existing procedures of item analysis and some alternative psychometric 
concepts, that have been proposed to investigate the structure of 
dichotomously scored tests. Classical test theory provides a basis for the 
construction of homogeneous tests, but it does not permit any statement about 
underlying latent dimensions. Moreover, in the case of binary data, 
distributional assumptions make the results of classical item analysis highly 
dependent on the difficulty levels of the items. In section 1.2 this topic is 
briefly discussed. Section 1.3 deals with unidimensional latent trait models, in 
which the relation between the observed binary scores and the underlying 
single dimension is treated in a more direct way. By introducing two types of 
error different submodels may be proposed. Section 1.4 deals with 
multidimensional models. It is discussed that models based on correlations 
have disadvantages both of a theoretical and practical nature. In section 1.5 the 
prerequisite relation of ordering theory is introduced. It is shown that this 
relation, introduced already in scalogram analysis, may be used to represent 
the set of items as a weak partial ordering. A simple algorithm to represent 
such a partial ordering in a twodimensional space is developed and the relation 
to the theory of "knowledge structures" is indicated. Section 1.6 discusses the 
dual version of ordering theory, the roles of subjects and items being 
interchanged. The analytic procedure called "partial order scalogram analysis" 
is commented upon. Connections with models used in attitude scaling are 
described. Section 1.7 contains a short discussion. 
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1.2. Classical test theory and item analysis 
Classical test theory (Lord and Novick, 1968) is concerned with the 
construction of homogeneous tests. In order to measure some aptitude or 
achievement a finite set of items is constructed. Fach item is supposed to 
represent the aptitude or achievement involved as closely as possible. It is 
assumed that the observed score of a subject on an item differs from its true 
score by an additive random error component which has expectation zero. The 
fundamental equation of classical test theory is: 
(1.1) X . = τ + c , 
' V1J VI V1J 
where Х
у
. is the observed score of subject ν on item i at replication j , 
τ . is the true score of s'ibject ν on item i, and 
v i •> 
ε . is an error component. 
Accordingly, the true score τ,, is defined as F(X ..). where the expectation is 
taken over replications (j)· 
Homogeneity is closely related to the true score concept, a homogeneous 
test being defined as one whose components "all measure the same thing" in 
their true score components (Lord and Novick, 1968, page 95). In this 
approach a homogeneous test consists of items which have one and the same 
true score, i.e. τ . = τ for each i, apart from a possible linear transformation. 
For each pair of items the true score is the same, that means the items are 
mutually congeneric. If both the true scores are equal and the variances of the 
error components are equal, the items are called "strictly parallel" (I-.ord and 
Novick, 1968; Lord, 1980). These definitions are closely related to the 
definition of homogeneity already given by Loevinger (1947), who defines a 
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homogeneous test as one that measures the same common factor in all its 
individuals and all its items. In principle, it is possible to inspect homogeneity 
defined in this sense by performing a confirmatory common factor analysis 
with one factor. However, Fischer (1974) argued that the problem of 
homogeneity cannot be resolved within classical test theory: 
Soil die Testtheorie eine Psychologische Theorie des Testverhaltens sein und 
als solche Erklärungswert besitzen, muss die Frage zu untersuchen gestatten, 
wieviele Grunddimensionen ("latent traits", Faktoren) die Testleistung der 
Personen bestimmen. Die klassische Testtheorie geht an dieser 
Problemstellung vorbei, denn sie setzt 'Testrohwert" ist gleich "wahrer Wert" 
(bis auf einen zufälligen Messfehler). Die "true score"-Dimension wird durch 
den Testrohwert unabhängig davon definiert, ob nur eine oder ob mehrere 
latente Dimensionen in die Testleistung eingehen. 
Strictly speaking, classical test theory does not apply to dichotomously 
scored test items. The observed score on such an item is either zero or one. So 
the difference between observed and true score does not have the properties of 
an independent error term. It is possible to make additional assumptions about 
underlying distributions: it may be assumed that the observed scores of the 
subjects on each particular item are sampled from an underlying normal 
distribution, the scores 0 and 1 being obtained by cutting the distribution into 
two parts on the basis of the difficulty (proportion ones). This approach is 
basic to classical item analysis in which related topics as item difficulty, 
discriminating power, item-test correlation and reliability (see e.g. the 
Reliability procedure in SPSSX (SPSS Inc., 1988) are estimated. Apart from 
the fact that the basic assumptions of classical test theory cannot be falsified 
because they are tautologies (see e.g. Lord, 1980), it should be noted that the 
estimation of the test statistics is based entirely on the sample of subjects 
involved. The estimates of item-test correlations and test reliability are 
dependent on the difficulties of the items in the sample. In test construction it 
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is a common practice to start with a large set of items out of which a small 
subset is selected which is optimal with respect to difficulty, item-test 
correlation and reliability. This procedure enables the construction of reliable 
tests that may be very useful in measuring some aptitude or achievement. 
Since this approach does not guarantee homogeneity, it will contribute little to 
the clarification of underlying concepts in the domain of interest. 
The concept of homogeneity is discussed extensively in relation to other 
test models, varying from definitions related to common factor analysis (e.g. 
Loevinger, 1947; Guilford, 1954) to definitions related to scalogram analysis 
(e.g. Guttman, 1950; Horst, 1966; Mokken, 1971) and the Rasch model (e.g. 
Rasch, 1960; Fischer, 1974; Van den Wollenberg, 1979). 
1.3. Latent trait models 
In Guttman's Scalogram Model (Guttman, 1950) the relation between the 
dichotomous scores on test items and an underlying latent dimension is treated 
in a more direct way. It is supposed that subjects as well as items may be 
represented by points on a real line. In this model a subject is passing an item 
if and only if the value corresponding to the point of that subject is larger than 
or equal to the value of the point representing the particular item. When we 
denote the value of subject ν by θ , the value of item i by δ., and the random 
variable for the score (zero or one) of subject ν on item i by Х
у
. the model is 
described by: 
(1.2) X = 1 iff θ > δ. , 
\ ' VI v i ' 
Following the notation of latent structure analysis (Lazarsfeld, 1959) we may 
rewrite (1.2) by: 
5 
Introduction 
{ l i f e , , * * , Difesa . 
While this model is deterministic because the probability cannot take values 
between zero and one, it has the advantage of giving the possibility of direct 
verification. If the relative positions of the items on the underlying dimension 
are determined, the response pattern of a subject may tum out to be in 
agreement with the model or not. Different reproducibility coefficients were 
devised to express the degree to which empirical data are in accordance with 
the deterministic model. 
Following the traditions of latent structure analysis two sources of error 
may be introduced to obtain a probabilistic rather than a deterministic model. 
The first source of deviation from a strictly deterministic model may be 
designated as response error. If the values of a subject point (Θ ) and an item 
point (5.) are known, the deterministic version will state whether the subject 
passes the item or not, whereas in a probabilistic version there will be some 
probability that the subject passes the item. In one single dimension, the 
probability of passing a certain item as a function of the value of the subject 
point and conditional on the value of the item parameter, is called the "item 
characteristic function" or "item response function". In Figure 1.1 three types 
of item characteristic curves are shown. In (a) the completely deterministic 
curve of the Scalogram Model is displayed, the probability of passing being 
just zero or one. In (b) two related guessing parameters are introduced: one for 
passing the item if the subject is in the failing region and another for failing the 
item if the subject is in the passing region. This type of response curve was 
introduced in Lazarsfeld's Latent Distance Model (Lazarsfeld, 1959). The two 
error rates do not depend on the difference of the subject parameter and the 
item parameter and are not derived from theoretical assumptions. Hence the 
6 
Introduction 
m 
e -* δ β
ν
- > 5 б „ ^ 5 
ν
 i ν 1 V 1 
(a) (b) (с) 
Figure 1.1: Three types of response curves: 
(a) deterministic, 
(b) auxiliary error, 
(c) intrinsic error. 
theory based on it may be denoted as auxiliary error theory. In (с) a 
continuous response curve is displayed. Item response functions of this type 
pretend to approximate the response behavior properly. Its error theory is 
called intrinsic error theory. The normal ogive model (Torgerson, 1958; Lord, 
1980) and logistic models are examples. Within the class of logistic models 
the Rasch Model (e.g. Fischer, 1974) is the most important one. It is noted 
that all item response functions are non-decreasing. This property is assumed 
to hold for all models treated in this study, except for the models on attitude 
scaling to be described in section 1.6. Items having a non-decreasing item 
response curve are denoted as monotone items, indicating that the probability 
of passing is a non-decreasing function of the value on the underlying 
dimension. Monotonicity is typical for dichotomous achievement items. 
A second type of error to be distinguished is called "sampling error". In 
some latent trait models it is assumed, implicitly or explicitly, that the data 
have been obtained from a sample of subjects drawn from a population with 
some specific distribution of latent ability. Errors in the estimation of 
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parameters due to the fact that the distribution of latent ability in the sample of 
subjects deviates from the distribution in the universe of subjects are called 
sampling errors. In principle, sampling error may be caused by two sources. 
First, the sample of subjects is finite and hence approximation to the 
distribution in the population is limited. Second, errors may be caused by an 
incorrect specification of the distribution of latent ability in the population; this 
latter type of error may be denoted as specification error. Specification еітог 
does not occur in estimation procedures in which the estimators of the 
parameters are independent of the distribution of subjects over the latent space. 
An example is the Conditional Maximum Likelihood procedure for the Rasch 
model. In general, however, the parameter estimators are not independent of 
the assumed latent subject distribution and the best one can do is to devise 
estimation procedures which are robust against deviations from the specified 
latent subject distribution. (With respect to the model to be developed in 
chapter 4, this type of robustness is investigated in section 5.1.) To enable the 
estimation of the parameters in a specific model, however, it is necessary to 
define some distribution. Examples are the uniform (rectangular) distribution, 
the normal distribution and the logistic distribution. In combination with the 
form of the item response function a variety of model formulations may be 
defined. If, for example, the latent subject distribution is defined normal 
(denoted as "probit") and the item response function is defined to be logistic 
("logit") the model as a whole may be denoted as a "probit-logit" latent trait 
model. For a discussion of the choice of either one of these models and its 
consequences we refer to Bartholomew (1980). The same type of assumption 
can be made with respect to the items. It could be assumed that items are 
sampled from some universe of items according to some distribution. In this 
study we will not make this assumption. In fact we assume that the item 
parameters are fixed but unknown quantities. Both item- and subject 
parameters have to be estimated, given the datamatrix of dichotomous scores. 
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It is beyond the scope of this study to treat the unidimensional models in 
this area in full detail. It is important to note, however, that these models 
suppose an underlying continuum on which subjects are represented by points 
and items are characterised by their item response curves. These item response 
curves may depend on only one parameter as in the Scalogram Model and the 
Rasch Model, assuming that items vary only with respect to their difficulty 
level, or by two or more parameters as in the Latent Distance Model or in 
Birnbaum's two- and three parameter logistic models. In test construction, 
these models can be used depending on the specific nature of the items 
involved. 
1.4. Multidimensional models 
The unidimensional models described in the foregoing sections are widely 
used in psychological and educational testing. Measuring different aspects of a 
universe of content by isolating different unidimensional traits corresponding 
to different tests and computing correlations between them, may be very 
useful to establish the concurrent validity of these instruments. The pattern of 
correlations of a newly developed test with existing tests in a universe of 
content may be indicative of the aspect measured by that particular test. 
Methods of multivariate analysis, multiple factor analysis included, may be 
utilised to get an impression of the dimensionality of the universe of content 
and the loading of the tests on these dimensions. It is not our intention to 
disqualify this approach. This approach, however, does not allow any 
statement about the behavior or response strategy of the respondent in 
performing tasks or solving problems in the content field. In this respect we 
refer to Coombs (1964): 
Any model which presumes to make a multidimensional analysis of a data 
matrix is by its very nature a theory about how these components are put 
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together to generate the behavior. Any theory about a composition function is 
a theory about behavior. This, it seems to me, is what makes the subject 
interesting and important. The components in and of themselves are static, 
inert, and just descriptive, until a composition model imbues them with life. 
Perhaps most of psychological theory can be described in the context of a 
search for composition models. 
The application of composition models for the description of 
dichotomously scored test items has been restricted for a great deal to the 
compensatory composition rule. It has been tried to apply multiple factor 
analysis in this way to binary data. Since the development of scalogram 
analysis in the 1940s, however, it is well known that factor analysis on 
dichotomous data does not deliver the results expected. In 1950 Guttman 
(1950) concludes in his overview article on scalogram analysis, when 
discussing the relation to other techniques: 
if there is a single factor in the sense of scalogram analysis for qualitative data, 
there cannot in general be a single common factor in the Spearman sense. 
One problem is that the factor solution is dependent on the difficulty levels (the 
proportion of positive responses) of the items. Factors that reflect just 
variability in difficulty level are called difficulty factors. In order to circumvent 
this problem it has been proposed to use different coirelation indices. Wherry 
and Gailord (1944) recommend that: 
all factor analysis problems be carried out with tetrachoric correlations. 
They disregarded the fact that the assumption of underlying multinormal 
distributions and that of linearity of regression cannot reasonably be made in 
most cases, and that a matrix of estimated tetrachoric correlations may not be 
Gramian, thus violating the factor analysis model. Also ф/ф
тах
 (named also 
Loevinger's Hj·) has been used in attempts to correct the correlation for the 
difficulty level of the items. Carroll (1961) concludes from his exploration of 
the underlying bivariate structure to be assumed for this index: 
10 
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The use of ф/ф
тах
 , and consequently of Loevinger's Η becomes much less 
desirable than might have been thought. 
The conclusion should be that attempts to correct the ^-coefficient in a way 
that difficulty factors would be excluded, have not been successful. Therefore, 
the concepts of scalogram analysis and of factor analysis remain essentially as 
contradictory as they were in 1950. The consequence of this conclusion 
should almost automatically be to leave the concept of common factor analysis 
and other methods based on product-moment correlations for the analysis of 
binary data, and to concentrate on multidimensional extensions of the 
scalogram model. 
1.5. Ordering theory 
Bart, Krus and Airasian (Bart and Krus, 1973; Airasian, 1971 and Bart and 
Airasian, 1974) developed a method to extract the partial ordering among the 
items in a binary scored dataset. Their proposals are based on the notion of the 
"prerequisite relationship". They call: "Item i prerequisite to item j " , 
abbreviated as iPj, when it does not occur that item j is passed whenever item i 
is failed. In the theory of knowledge structures, to be discussed in chapter 7, 
the concept of a "surmise relation" is used to characterise certain types of data 
structures. The surmise relation maps each item j into its set of prerequisites 
Sj={i: iPj). The idea of prerequisiteness is not new, it was already introduced 
in Guttman-scaling. In ordering theory, however, the connectedness 
assumption is dropped. So it is not required that each pair of items is 
connected by P, so that either iPj or jPi holds for each i and j . In terms of the 
2x2 table of items i and j (Figure 1.2), item i is prerequisite to item j if the 0-1 
cell has zero frequency (b = 0). 
11 
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Figure 1.2: 2x2 table of dichotomous items. 
If χ .is the score of subject ν (ν = 1,...,Ν) on item i, Ρ is defined by: 
(1.4) iPj iff x
v i = 0 => xv. = 0 for each v=l,...,N , 
or: 
(1.5) iPj iff х
 і
^ х . for each v=l,...,N . 
The relation Ρ defined in this way is reflexive (iPi for each i) and transitive (if 
iPj and jPk then x
v i = 0 =^ ху. = 0 => хук = 0, so iPk holds) and hence Ρ is 
a weak partial order (Krantz et al., 1971) that may be represented by a Hasse 
diagram (a directed, unsigned graph without circuits (Berge, 1962)). 
From (1.5) it follows that item i is prerequisite to item j if the set of subjects 
passing item j is a subset of the subjects passing item i. In multidimensional 
models for dichotomous data, subjects are represented by points in a space of 
certain dimensionality in such a way that prerequisiteness is preserved. If item 
i is prerequisite to item j the set of points representing the subjects passing 
item j should be a subset of the points representing the subjects passing item i. 
The conjunctive and the disjunctive models (Coombs, 1964) are special cases 
requiring both that subject points are ordered on the dimensions, i.e. a subject 
12 
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(ν) passing a subset of items passed by another subject (w) must be 
represented by a point θ
ν
 having lower coordinates on each of the dimensions 
compared to the point θ . In the compensatory model (Coombs, 1964) some 
weighted sum of the coordinates of a subject point determines whether the 
subject passes a particular item or not. The conjunctive, disjunctive and 
compensatory models differ with respect to the composition rule which 
defines the mathematical relation between the values (coordinates) on the 
underlying dimensions and the observed score. Ordering theory is less 
restrictive, only prerequisite pairs of items are isolated, resulting in a weak 
partial order of the items which may be pictured as a Hasse diagram. 
Definition (1.4) is deterministic. Requiring that the frequency b is zero in 
the 2x2 table of Figure 1.2 implies that no random error is permitted. To 
account for noise in the data a small upper bound for the frequency b in the Ο­
Ι cell of the 2x2 table of items i and j , that should be zero in principle, may be 
introduced: 
(1.6) iPj iff п(х
у
. = 0 л х . = 1) <L, where L is the upper bound. 
The major problem of this approach is that the relation Ρ does not necessarily 
meet the axioms of a weak partial order when L is taken greater than zero. As 
Van Leeuwe (1974) pointed out, the transitivity axiom may be violated: it may 
happen that iPj and jPk hold but that iPk does not hold (a weak violation) or 
even kPi holds (a strong violation). In the analytic procedure called "Item Tree 
Analysis" the set of prerequisite relations is determined for subsequent values 
of L (L = 0,1,2,...). A set of relations for a specific value of L which contains 
intransitivities is not taken into consideration. The remaining sets of relations 
are evaluated on the basis of a reproducibility coefficient (e.g. the proportion 
of subjects not contradicting the partial order). We refer to Van Leeuwe (1974) 
for details. 
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In Item Tree Analysis an absolute threshold (L) is used in order to check 
the prerequisiteness of pairs of items. The same threshold is used for all pairs. 
Alternative criteria for prerequisiteness may be developed. Definition (1.4) 
suggests a/(a+b) (see Figure 1.2) as an index of prerequisiteness. 
Alternatively, prerequisiteness may be defined by a significant ζ according to 
McNemar's (1947) test on the difference of proportions using dependent 
samples, applied to the off-diagonal cells in the 2x2 table: b/(b+c) versus 
c/(b+c) in Figure 1.2. In the case of multiple choice tests the frequencies in the 
2x2 table may be corrected for guessing and the threshold might be related to 
these corrected cell frequencies. The above alternatives to account for error in 
Item Tree Analysis must be denoted as ad hoc solutions. No methods based 
on a systematic treatment of errors in response behavior, in which the 
transitivity of Ρ is incorporated, are available. This restricts the usefulness of 
these methods to data in which the proportion of noise may be assumed 
negligible. 
If the prerequisite relation among the items is determined by Item Tree 
Analysis, using one of the above alternatives for treating error, the resulting 
partial ordering may be evaluated. With a large number of items the partial 
ordering may become very complicated. For interpretation purposes it may be 
helpful to represent the prerequisite relation in a space of finite dimensionality 
(say of dimensionality m), where the items are denoted by points δ1,...,δη, 
where each δ. is an m-tuple δ: = (б..,...^. ) and prerequisiteness of the pair 
of items in this m-dimensional space is defined by: 
(1.7) iPj iff 6 i k < ô.k for each k=l,...,m . 
The determination of such a spatial representation is of interest not only for the 
ease of interpretation of the partial ordering among the items; it may also be 
helpful to detect underlying latent dimensions in the universe of content 
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covered by the set of items. As an example, the twodimensional spatial 
representation of the partial ordering of Figure 1.3, generated by Item Tree 
Analysis, is given in Figure 1.4 below. 
Figure 1.3: Partial ordering, Parker data. 
с d e b a 
Figure 1.4: Twodimensional representation, Parker data. 
The dataset was taken from Parker et al. (1973) and consists of the scores of 
127 subjects on 5 two-dimensional classification tasks, denoted as a,b,c,d and 
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e. We refer to Van Leeuwe (1974) for details. The partial ordering is obtained 
by combining the rank orders c,d,e,b,a and c,b,a,d,e on the two dimensions. 
Formally, the rank order of the item coordinates and subject coordinates on 
each dimension may be denoted as a "biorder" (Doignon, Ducamp and 
Falmagne, 1984). If we rewrite δ., й δ., by iPJ, it is seen easily that the 
relation Pk meets the requirement of a biorder (B): 
(1.8) iBj and i'Bj and i'Bj' => iBj' . 
Hence the prerequisite relation Ρ may be defined as the intersection of the 
biorders for each dimension; (1.7) is equivalent to: 
(1.9) iPj iff iPJ foreachk=l,...,m , 
or otherwise formulated: 
m 
(1.10) P= n p k . 
k=l 
The biorder dimension, or shortly the "bidimension", of a relation Ρ is defined 
as the minimal number of biorders needed for such a representation: 
(1.11) Bidim Ρ = min {IKI : Ρ = П P. , P. biorder } . 
k € K 
It is noted that Doignon, Ducamp and Falmagne (1984) as well as Koppen 
(1989) use these definitions in the more general case of a relation between two 
sets of elements, e.g. subjects and items. We will return to this point later 
when we discuss the dimensionality in the conjunctive and disjunctive 
deterministic models. In our case the relation Ρ is a relation among items. A 
similar relation can be defined on subjects, as will be shown in the next 
section. 
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The above ideas may be used for an analytic procedure. In the 
twodimensional case the partial order is completely determined by the two 
rank orders of the items on the dimensions. Now, these two rank orders 
(simply called H (horizontal) and V (vertical) instead of Pj and P2) should be 
related to Ρ in the following manner. If item i is prerequisite to item j (iPj) then 
i must precede j on both dimensions: iVj and iHj. If, on the contrary, neither 
iPj nor jPi holds (denoted as ilj, items i and j are "incomparable"), then the 
coordinates of item i do not exceed those of item j for the two dimensions at 
the same time, so either iVj or iHj does not hold. A formulation in terms of 
biorders is that the relation Ρ is the intersection of the relations V and H. If Ρ 
holds, V and Η hold at the same time. If two items are incomparable, V holds 
in one direction and Η in the opposite one. Moreover Ρ, Η and V are transitive 
relations by definition. Using these properties we may try to determine V and 
Η from the prerequisite relation Ρ that was determined from the data. To 
illustrate the process we use a dataset reported by Van der Sanden (1975), 
reprinted in Table 1.1. 
Table 1.1 : Van der Sanden data. 
pattern 
number 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
Itemlabels 
a 
0 
1 
0 
0 
b 
0 
0 
1 
0 
1 
0 
1 
1 
1 
1 
1 
1 
1 
с 
0 
0 
0 
0 
0 
0 
1 
0 
1 
0 
1 
0 
1 
_d_ 
0 
0 
0 
1 
0 
1 
0 
1 
1 
1 
1 
1 
1 
e 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1 
f 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
frequencY 
1 
4 
2 
1 
9 
1 
7 
5 
16 
4 
13 
5 
12 
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The data were taken from a study by Grieve and Van der Sanden (1975), in 
which the order of emergence of a number of characteristics in young children 
was examined. Items a, b and с are three different groups of pairs of objects 
differing on two attributes (size, shape, shade, height, width, etcetera), which 
had to be described correctly by 80 children of about six years old. Items d, e 
and f are conservation tasks of number, discontinuous and continuous 
quantity, respectively. 
We start filling an item by item matrix by putting Ρ in those cells for which 
the row item is prerequisite to the column item, that means for which the 
frequency of the combination 01 on item i and j respectively is zero. For the 
data of Table 1.1 this matrix is shown in Figure 1.5. The structure of Ρ may 
be pictured as the Hasse diagram shown in Figure 1.6. 
a 
b 
с 
d 
e 
f 
a 
Ρ 
Χ 
Χ 
Χ 
b 
Ρ 
χ 
χ 
χ 
с 
Ρ 
Ρ 
Ρ 
d 
Ρ 
Χ 
Χ 
e 
Ρ 
Ρ 
Ρ 
Ρ 
χ 
f 
Ρ 
Ρ 
Ρ 
Ρ 
Ρ 
Figure 1.5: Matrix of prerequisite relations. Van der Sanden data-
Figure 1.6: Hasse diagram of prerequisite relations, Van der Sanden data. 
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Now, the cells (j,i) in the matrix in Figure 1.5, for which iPj holds, cannot 
contain H nor V and are denoted in the matrix by X. If a twodimensional 
representation exists satisfying (1.7), another one is found by interchanging 
the dimensions, that means V and H are interchangeable. Moreover, if a 
unique representation exists, all H and V relations are fixed by assigning either 
the H or the V order to an arbitary pair of incomparable items. So the process 
may be started by taking some arbitrary pair of items for which ilj holds, and 
choosing either the V or H order for this pair. Without loss of generality we 
take aHd in our example. Subsequently we may derive, using the definitions 
of Ρ, H and V: 
aHd, aid => dVa 
dVa, aPc => dVc, die => cHd 
cHd, dPe => cHe, cíe =* eVc 
cHd, dPf => cHf, elf => fVc 
bPc, cHd => bHd, bid => dVb 
At this point (see Figure 1.7), the process terminates. 
a 
b 
с 
d 
e 
f 
a 
Ρ 
Χ 
V 
χ 
χ 
b 
Ρ 
χ 
ν 
χ 
χ 
с 
Ρ 
Ρ 
Ρ 
ν 
ν 
ν 
d 
Η 
Η 
Η 
Ρ 
χ 
χ 
e 
Ρ 
Ρ 
Η 
Ρ 
Ρ 
χ 
f 
Ρ 
Ρ 
Η 
Ρ 
Ρ 
Ρ 
Figure 1.7 : Intermediate result, Van der Sanden data. 
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The relation between a and b cannot be derived from the former relations. 
Apparently, aHb or aVb may be chosen arbitrarily, and hence two different 
matrices (Figures 1.8 and 1.9) are obtained. 
a 
b 
с 
d 
e 
f 
a 
Ρ 
V 
Χ 
V 
χ 
χ 
b 
Η 
Ρ 
χ 
ν 
χ 
χ 
с 
Ρ 
Ρ 
Ρ 
ν 
ν 
ν 
d 
Η 
Η 
Η 
Ρ 
χ 
χ 
e 
Ρ 
Ρ 
Η 
Ρ 
Ρ 
Χ 
f 
Ρ 
Ρ 
Η 
Ρ 
Ρ 
Ρ 
n h 
6 
5 
4 
3 
2 
1 
η 
ν 
4 
5 
1 
6 
3 
2 
Figure 1.8 : First P-matrix, Van der Sanden data. 
a 
b 
с 
d 
e 
f 
a 
Ρ 
Η 
Χ 
V 
χ 
χ 
b 
ν 
Ρ 
χ 
ν 
χ 
χ 
с 
Ρ 
Ρ 
Ρ 
ν 
ν 
ν 
d 
Η 
Η 
Η 
Ρ 
χ 
χ 
e 
Ρ 
Ρ 
Η 
Ρ 
Ρ 
Χ 
f 
Ρ 
Ρ 
Η 
Ρ 
Ρ 
Ρ 
n h 
5 
6 
4 
3 
2 
1 
η 
ν 
5 
4 
1 
6 
3 
2 
Figure 1.9 : Second P-matrix, Van der Sanden data. 
By counting the number nh of joint H and Ρ entries and the number nv of joint 
V and Ρ entries in each row of these matrices the rank orders of the items on 
both dimensions are determined. In this way two alternative structures are 
obtained. The twodimensional structure corresponding to the matrix in Figure 
1.8 is given in Figure 1.10. The structure corresponding to the matrix in 
Figure 1.9 is given in Figure 1.11. 
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Figure 1.10 : Twodimensional representation, 
Van der Sanden data, first alternative. 
Figure 1.11 : Twodimensional representation, 
Van der Sanden data, second alternative. 
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In this way the partial order is represented in the twodimensional space by the 
method which we call the "method of transitive closure". 
1.6. Partial order scalogram analysis 
The method described in section 1.5 is closely related to partial order 
scalogram analysis (ЮЗА), introduced by Shye (1985). In this latter 
approach the partial order of the subjects is investigated instead of the partial 
order of the items. Subject ν is said to "dominate" subject w whenever the 
scores of subject ν are greater than or equal to the scores of subject w on each 
item: 
(1.12) vDw iff χ . > χ . for each i = 1,...,η . 
ν / VI Wl * ' 
The objective of the partial order scalogram model is to find a representation of 
subject points θ
ν
 in a space of finite dimensionality (m) in a way that: 
(1.13) vDw iff e
v k > 8 w k foreachk=l,...,m . 
Shye (1985) developed a number of methods to construct a twodimensional 
configuration according to (1.13). For a subclass of dominance relations, 
called "dense planar scalograms", the "nesting technique" relies on the 
concepts of "lower neighbours" and "upper neighbours", referring to the 
patterns dominated directly by some specific pattern and the patterns that 
dominate a pattern directly, respectively. The number of neighbours of each 
kind is used to build the twodimensional geometrical structure satisfying 
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(1.13). Another analytic procedure called "Partial order scalogram analysis by 
order-preserving coordinates" is embodied in the POSAC/LSA computer 
program (Shye, 1985). 
Definition (1.12), in the case of dichtomously scored data, may be 
rephrased as: ν dominates w if and only if it does not occur that some item is 
passed by subject w and failed by subject v. So the partial order scalogram 
model is the dual version of the ordering theoretic model given in (1.4), the 
role of subjects and items being interchanged. The methods of ordering theory 
may be applied to partial ordering scalogram analysis as well. For the Van der 
Sanden data of Table 1.1 the method of transitive closure yielded the 
twodimensional partial order scalogram according to (1.13) shown in Figure 
1.12. 
D 
11 
D 
9 
D 
7 
12 
D 
8 
5 
D 
3 
α 
6 
2 
4 
l " 
Figure 1.12: Transitive closure solution, Van der Sanden data. 
This solution fits perfectly with respect to (1.13) for all pairs of response 
patterns. Moreover, the items may be inserted in Figure 1.12 in a way that a 
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subject passes a particular item if and only if its coordinates exceed the item 
coordinates on both dimensions. This representation by the conjunctive model 
is shown in Figure 2.10. 
The POSAC/LSA procedure (version 2.0 for ШМ/РС) gave the solution of 
Figure 1.13. The goodness of fit measure calculated by the program was 
satisfactory. The CORREP coefficient (the number of subject-pairs correctly 
represented by POSAC minus the number of subject-pairs incorrectly 
represented, divided by the total number of subject-pairs) was 0.872. The fit, 
however, is not perfect as is the case for the representation shown in Figure 
1.12. The representation in Figure 1.13 violates the representation rule (1.13) 
with respect to the pairs of subjects (2,5) and (11,12), among others. This is 
remarkable, because it means that POSAÇ/LSA does not succeed in finding 
the perfect representation where it is known that such a representation exists. 
о 7 
D 
5 
D 
3 
D 
2 
D 
1 
α 
4 
13° 
12 о 
D 
11 
D 
9 
α 10 
D 
8 
6" 
Figure 1.13: POSAC/LSA solution. Van der Sanden data. 
24 
Introduction 
As a consequence of the duality between ordering theory and partial order 
scalogram analysis, the comments to ordering theory made in section 1.5 are 
valid for the partial order scalogram model as well. It may be added that the 
number of subjects, or of different response patterns, is much greater than the 
number of items in practical applications. Hence the partial order scalogram 
model is more difficult to carry out and to interpret in most cases. 
Figure 1.12 suggests that there are a number of sequences along which 
subjects may achieve the passing of all items in this example. One sequence 
consists of the patterns 1,4,6,8,10,12 and 13, another of the patterns 
1,3,5,7,9,11,13 and a third one of the patterns 1,2,5,8,9,11,13. It is seen 
from Table 1.1 that each of these sequences constitute a scalogram. These 
sequences play an important role in the theory of "knowledge structures". A 
"maximal chain" is a sequence of patterns, starting from the pattern of all zeros 
(total ignorance) ranging to the pattern of all ones (total knowledge), in which 
each pattern differs from its predecessor with respect to the passing of exactly 
one item. From Table 1.1 it is seen that the three patterns mentioned above are 
maximal chains. Moreover, the set of response patterns is called "well-graded" 
if every pattern is contained in at least one maximal chain. Hence the set of 
response patterns in Figure 1.12 is well-graded, since every pattern is 
contained in either one of the three maximal chains given above. The intuitive 
meaning of well-gradedness is that it permits subjects to acquire the total 
knowledge by passing each item step by step along a number of different 
lines. In this sense the theory of knowledge structures offers a generalisation 
of the Guttman-scale concept by allowing more than one sequence of patterns 
along which the total knowledge may be gained. In chapter 7 we will return to 
knowledge structures. 
A mathematically equivalent representation of the dominance relation in 
Figure 1.12 according to (1.12) and (1.13), introduced by Shye (1985), is the 
25 
Introduction 
POSA diagram in Figure 1.14. Response patterns are represented by areas, 
Θ. is the ranking of subject ν on dimension к (k=l,2). 
010000 
000000 
111000 
110000 
100000 
111100 
110100 
100100 
000100 
111110 
110110 
111111 
110111 
1 2 3 4 5 
Figure 1.14 : ЮЗА diagram, 
Van der S anden data. 
In this way the set of response patterns is mapped into the Cartesian product 
X^Xy where Xj consists of 5 ordered categories of subjects and X2 consists 
of 4 ordered categories of subjects according to (1.12) and (1.13). For 
example the pattern 110110 is mapped into (4,3). From this mapping the 
prerequisiteness of items may be reproduced directly. For example, subjects 
passing item f, represented by (5,3) and (5,4) are a subset of the subjects 
passing item e, represented by (4,3),(4,4),(5,3) and (5,4). It is tempting to 
interpret the underlying dimensions in this representation. Going from 
category 1 to category 5 on the first dimension reflects the passing of items 
a,b,d,e and f, respectively, whereas the second dimension reflects the passing 
of items a,b and c, respectively. But such an interpretation is questionable by 
the absence of certain response patterns. To reach the pattern 110110, starting 
from pattern 000100, for example, is possible only via the chain 000100, 
100100, 110100, 110110, but not via other sequences that are implicit in the 
above interpretation of the rank orders on the dimensions. Interpreting the 
dimensions in such a way would be allowed if the mapping of the response 
patterns was onto the 5 by 4 grid in Figure 1.14, that is, if each area in Figure 
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1.14 would correspond to a response pattern in the datamatrix. The presence 
of empty regions being a rule rather than an exception in applications, forces 
us to make additional assumptions of the mathematical form of the boundaries 
between the failing and passing regions of the items. Examples of such 
mathematical forms are the boundaries of the conjunctive and the disjunctive 
model, to be treated in subsequent chapters. 
Coombs and Keith Smith (1973) demonstrated that data perfectly fitting 
the "pick any/n" model of attitude scaling may be represented by a 
twodimensional diagram like the one shown in Figure 1.14. In the pick any/n 
model (see e.g. Torgerson, 1958) it is assumed that the set of items is ordered 
on one underlying dimension, where each subject has indicated which items 
he or she endorses. It is assumed that the set of items endorsed by each 
subject is contiguous on the underlying dimension, indicating that both 
acquisition and deletion of items takes place. Subjects are thought of as 
segments of items on the underlying continuum. Coombs and Keith Smith 
(1973) give a hypothetical example of six items a, b, c, d, e and f, which are 
placed in this order on the underlying dimension. Eighteen subjects are 
generated according to the pick any/n model. The data may be represented by 
the diagram in Figure 1.15. Coombs and Keith Smith (1973) point out that the 
underlying dimensions may be interpreted as the acquisition sequence (with 
order a, b, c, d, e, f) and the deletion sequence (f, b, e, d, a, c), where 
deletion takes place in the opposite direction, с being deleted first and f last. 
(The conclusion is based on a representation in terms of the conjunctive 
model, but the information used is already contained in the POSA diagram of 
Figure 1.15). 
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000000 
100000 110000 
010000 
111000 111100 
110100 
010100 
111110 
nono 
010110 
010010 
inni 
noni 
010111 
010011 
010001 
000001 
1 2 3 4 5 6 7 
Figure 1.15: ЮЗА diagram, 
Coombs and Keith Smith data. 
Shye (1985) has pointed out that another, additional, interpretation is 
possible. His findings are based on the "diamond scalogram". The POSA 
diagram of the diamond scalogram of six items is shown in Figure 1.16, the 
corresponding partial ordering is given in Figure 1.17. If we denote the six 
items again by a, b, e, d, e and f, the set of patterns in Figure 1.16 might 
result from a pick any/n experiment with six items in the above order, in 
which inclusion and deletion takes place at any stage. Shye demonstrates that 
each response pattern in the diamond scalogram may be identified by the 
scores on two scales, the "Number of Successes" and the "Center of Succes" 
scales. The number of Successes scale is found along the main diagonal in 
Figure 1.16 (the bottom-top dimension in Figure 1.17), ranging from 0 to 6 
successes. The Center of Successes scale is positioned along the other 
diagonal in Figure 1.16 (the left-right dimension in Figure 1.17), ranging 
from success on item "a" to success on item "f'. This latter scale is the original 
order of the items in the pick any/n experiment from which the set of patterns 
is generated. 
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1 000000 
100000 110000 
010000 
111000 
011000 
001000 
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000100 
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000011 
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Figure 1.16: Diamond scalogram. 
i n n i 
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111110 011111 
/ \ XX 
111100 011110 001111 
x\ χ χ x\ 
111000 011100 oonio oooni 
x\ χ X X \ / \ 
110000 011000 001100 000110 000011 
100000 010000 001000 000100 000010 000001 
000000 
Fi gure 1.17 : Parti al order of diamond scalogram. 
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7.7. Discussion 
Ordering theory offers a realistic alternative to methods based on 
correlations among items. It is realistic in the sense that the notion of 
prerequisiteness relates more directly to the developmental sequences that a 
subject has to go through during a learning process. Its strength lies in its 
simplicity and the possibility of direct interpretations. Its weakness is that the 
information used is restricted to the pairwise comparison of items: the analysis 
is built on the 2x2 tables (Figure 1.2) for all pairs of items, the information 
contained in response patterns of three and more items is not involved in 
methods of ordering theory. Moreover, analytic procedures of ordering 
theory, the method of transitive closure included, are deterministic in 
principle. The introduction of a possible nonzero threshold is based on criteria 
that are not derived from a statistical analysis of response behavior, and is not 
consistent with the properties of a partial order. The method of transitive 
closure may be helpful in representing the partial order in a twodimensional 
space. It was shown in the example above that this representation may not be 
unique. In principle, the method of transitive closure may be extended to three 
or more dimensions. Problems arise in devising an efficient and fast algorithm 
for it. Moreover, the number of representations may become very large. One 
could try to adapt the algorithm of Koppen (1987), developed for the 
representation of a subject by item matrix in the conjunctive or the disjunctive 
model to the prerequisite relation in the item by item matrix. We did not 
elaborate this problem because the focus of our study is on the development of 
probabilistic rather than deterministic models for the analysis of binary data. 
The examples of section 1.5 and 1.6 show that ordering theory and POSA 
are not restricted to situations in which it is assumed that the knowledge 
acquired by some subject is preserved during the learning process. The 
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models may also be used to describe and analyse data in which deletion of 
items has taken place. An example of this situation was provided by the pick 
any/n experiment of attitude scaling, but as Coombs and Keith Smith (1973) 
state, the model may be used in the context of developmental processes too. In 
addition, Shye (1985) showed that examples of twodimensional partial order 
scalograms may be found in relation to the theory of "action systems". 
Both ordering theory and POSA concentrate on only one set of elements 
involved in a dichotomous data matrix. In ordering theory the dominance 
relation in the set of items, denoted as prerequisiteness, is investigated, while 
POSA is restricted to the dominance among subjects, characterised by their 
response patterns. Hence the information utilised in either one of these models 
is only partial. To investigate the relational structure of items and subjects 
simultaneously, we have to consider models based on some composition rule. 
In the following chapters we will restrict ourselves to the conjunctive and 
disjunctive models. In each of these models the items have a common logic 
with respect to the way the score on underlying latent dimensions generates 
the observed score. If it is assumed that the acquisition of knowledge is a 
cumulative process, these models, together with the compensatory model, 
offer the three alternatives in describing the internal logic of a datamatrix of 
binary test items (Coombs, 1964). The ideas of the conjunctive and the 
disjunctive models were introduced by Johnson (1935), who spoke of the 
logical product and the logical sum for the conjunctive and the disjunctive 
model, respectively. The deterministic versions of the conjunctive and the 
disjunctive model were described by Coombs and Kao (1955) and by Coombs 
(1964). We will assume that the underlying latent dimensions are independent. 
No compelling reason exists for making this assumption. The correlations 
between the latent dimensions may be incorporated as additional parameters to 
be estimated in the models of chapter 4. However, as will become clear in 
chapter 2, identification problems may be solved by assuming independence. 
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In this study we will focus on the conjunctive-disjunctive model, for models 
based on the compensatory composition rule are investigated extensively by 
Christoffersson (1975), Muthén (1978), Bock and Aitkin (1981) and Bock, 
Gibbons and Muraki (1988). 
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2.1. The model of Coombs and Kao 
Before we discuss analytic procedures for the conjunctive and the 
disjunctive models, some general considerations concerning the basic ideas 
behind these models will be made. In both models subjects as well as items 
are represented by points in a joint latent space. In the conjunctive model a 
subject passes an item when the coordinates of the subject point exceed the 
coordinates of the item point on each dimension. In the disjunctive model a 
subject passes a certain item when the coordinates of the subject point exceed 
the coordinates of the item point on at least one of the dimensions. In both 
models each item divides the latent space into two regions, the "passing 
region", denoted by the 1 score, and the "failing region", denoted by the 0 
score. A set of items divides the latent space into areas corresponding to 
response patterns of 0-1 scores (see Figures 2.1 and 2.2). 
1 
100 
000 2 
110 
3 
010 
111 
011 
Figure 2.1 : Conjunctive model, three items. 
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Oil 
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1 
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110 
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3 
Figure 2.2: Disjunctive model, three items. 
К a dataset fits perfectly to the conjunctive model, it is clear that the dataset 
resulting from interchanging zeros and ones fits perfectly to the disjunctive 
model as well and vice versa. This duality makes the disjunctive model 
mathematically equivalent to the conjunctive one, as was already pointed out 
by Coombs (1964). So it is needless to treat the techniques of both models 
separately. A question of a different nature remains, however. Is it possible to 
decide from a specific datamatrix which of the two models is appropriate to 
describe the set of response patterns? Figures 2.1 and 2.2 show that the same 
set of six response patterns may fit perfectly into a conjunctive as well as into 
a disjunctive twodimensional configuration. Figure 2.3, however, shows a 
twodimensional conjunctive model with seven response patterns, that cannot 
fit into a twodimensional disjunctive model, while the set of response patterns 
of the twodimensional disjunctive model of Figure 2.4 cannot be represented 
by a twodimensional conjunctive model. The difference between the two sets 
of response patterns lies in the patterns 010 and 101. 
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1 
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2 
000 
110 
010 
3 
111 
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Figure 2.3: Conjunctive model, 010 included. 
011 
001 
000 
1 
101 
100 
111 
2 
110 
3 
Figure 2.4: Disjunctive model, 101 included. 
A set of necessary conditions for the existence of a conjunctive 
representation in two dimensions was already given by Coombs (1964). It is 
easily seen that in the twodimensional conjunctive model with η items 
involved, at most two response patterns with exactly n-1 items passed may be 
present in the datamatrix. The same applies to at most three response patterns 
with exactly n-2 items passed and in general to at most k+l patterns with 
exactly η-k items passed. Moreover, if the datamatrix of η items, satisfying the 
conjunctive model, contains exactly η patterns with exactly one item passed, it 
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follows that the partial order of the response patterns is a diamond scalogram. 
So the diamond scalogram for η items may be characterised by the conjunctive 
model containing all η response patterns with exactly one item passed. In 
general, if a datamatrix may be represented by the conjunctive model the set of 
response patterns is, after an appropriate renumbering of the items, a subset of 
the diamond scalogram. 
A similar reasoning applies to the disjunctive model. In the disjunctive 
model in two dimensions at most two response patterns with exactly one item 
passed may be present, at most three response patterns with exactly two items 
passed, etc. The disjunctive model in two dimensions with all response 
patterns with n-1 items passed, yields a diamond structure, in which zeros and 
ones are interchanged, that is a diamond structure in the left-under corner of 
Figure 1.16, denoted as the "inverse diamond". 
It is clear that the above notions yield necessary but not sufficient 
conditions for the existence of twodimensional conjunctive or disjunctive 
representations, if there exists a one-to-one correspondence between the 
response patterns in the data and the regions in the space. This latter 
assumption may be weakened as will be pointed out in the next section, 
where the identifiability of the conjunctive and disjunctive models is treated. 
Now, if both the conjunctive and the disjunctive model represent one and 
the same datamatrix perfectly, the dataset must be a subset of both the 
diamond and the inverse diamond. But this means that the number of patterns 
with a certain fixed number of items passed is limited according to both 
structures. For example, in a datamatrix on 6 items, the number of response 
patterns with exactly one item passed is at most 6 for the conjunctive 
representation, but may not exceed 2 for the disjunctive representation, hence 
the maximum number of response patterns with one item passed is 2. The 
same reasoning may be applied to other numbers of items passed. The result is 
given in Table 2.1. 
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Table 2.1 : Maximum numbers of response patterns on 6 items. 
Datamatrix representable by both the conjunctive and the 
disjunctive model. 
number of items passed 0 1 2 3 4 5 6 
maximum number of patterns 1 2 3 4 3 2 1 
So the maximum number of response patterns on 6 items, satisfying both the 
conjunctive and the disjunctive model is 16, where the maximum number of 
response patterns allowed in either a conjunctive or a disjunctive 
representation is 22 (the number of patterns in the diamond structure) and the 
unconstrained maximum number of response patterns with six items is 26 = 
64. The partial order of the representation both satisfying a conjunctive as well 
as a disjunctive representation, to be called the "additive scalogram", is shown 
in Figure 2.5. 
111111 
/ \ 
111110 011111 
/ \ / \ 
111100 011110 001111 
/ \ / \ / \ 
111000 011100 001110 oooin 
\ / \ / χ / 
011000 001100 000110 
\ / \ / 
001000 oooioo 
\ / 
000000 
Figure 2.5: Partial order of additive scalogram. 
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Of course, different structures, satisfying the above conditions, may be found 
by permutation of the item numbers. 
Stating that the additive diagram is a representation in terms of both the 
conjunctive and the disjunctive model is quite the same as saying that in the 
additive diagram both conjunction and disjunction have been replaced by 
additivity. This is directly clear from an inspection of the corresponding ЮЗА 
diagram in Figure 2.6. Going from left to right in this diagram corresponds to 
passing items 4, 5 and 6, while going from low to high means the passing of 
items 3, 2 and 1. Each dimension is a cumulative Guttman scale and the two 
dimensions are independent in the sense that progress on one dimension can 
be made irrespective of the position on the other dimension. Each response 
pattern in this diagram can be identified by the sum of its rankings on the two 
dimensions. The model may be described as an "Additive Conjoint 
Measurement" model (e.g. Coombs, Dawes, Tversky, 1970). 
111000 
011000 
001000 
000000 
111100 
011100 
001100 
000100 
111110 
011110 
001110 
000110 
111111 
011111 
001111 
000111 
Figure 2.6: POSA diagram of additive scalogram. 
For η items the maximum number of patterns in the datamatrix satisfying an 
additive representation is: 
n(CnD) = l+2+3+...+0.5n+(0.5n+l)+0.5n+...+3+2+l = 0.25(n+2)2 if η is 
even, and 
n(CnD) = l+2+3+...+0.5(n-l)+0.5(n+l)-K).5(n+l)+0.5(n-l)+...+3+2+l = 
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0.25(n+l)(n+3) if η is odd. 
The maximum number of response patterns in a datamatrix satisfying either a 
conjunctive or a disjunctive representation (the number of patterns in a 
diamond scalogram) is: 
n(CuD)=l+2+3+...+n+l=0.5n(n+l)+l. 
Values of these maxima, for different values of n, are given in Table 2.2. 
Table 2.2: Maximum number of response patterns. 
η 
3 
4 
5 
6 
7 
8 
9 
10 
20 
2n 
8 
16 
32 
64 
128 
256 
512 
1024 
1048576 
n(CuD) 
7 
11 
16 
22 
29 
37 
48 
57 
211 
n(0>D) 
6 
9 
12 
16 
20 
25 
30 
36 
121 
Table 2.2 demonstrates that a representation in terms of the conjunctive or the 
disjunctive model and especially a representation by the additive model puts 
severe restrictions on the number of response patterns. The relative 
frequencies become very small when the number of items increases. For more 
than 10 items the proportions of n(CuD) and n(CnD) with respect to the 
total number of patterns ( 2n ) decrease to less than 0.05. Moreover, n(CnD) 
divided by n(CuD) approximates its limiting value 0.5 when η goes beyond 
10. 
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This restrictiveness of the completely deterministic twodimensional 
conjunctive and disjunctive models, assuming a one-to-one correspondence 
between the response patterns in the data and the regions in the model, limits 
its use in practical applications. Moreover, the chance of finding a 
representation satisfying both the conjunctive and the disjunctive model 
decreases considerably with the number of items (n). With a small number of 
items involved, however, the chance that both the conjunctive and the 
disjunctive model represent the data is much larger. 
Although these findings are important to note in the perspective of data 
analysis, the problem of model choice may be approached as well from a more 
fundamental point of view. Deciding which model is hypothesised in 
explaining the data, should, in principle, precede analysing the data. 
Considerations regarding the theoretical nature of the data, that is the 
presumed process of answering the kind of items at hand, should be the 
decisive factor in choosing between either one of these models. An example is 
provided by the pick any/n experiment of section 1.6, where Coombs and 
Keith Smith (1973) decide to use the conjunctive model by stating that an item 
is passed whenever both acquisition has taken place and deletion has not, 
referring to the two underlying dimensions as "acquisition" and "absence of 
deletion". 
In the following we will treat a number of problems related to the 
identifiability of the conjunctive model. As a consequence of the duality 
between the conjunctive and the disjunctive model the conclusions hold for the 
disjunctive model as well. 
2.LI. Uniqueness 
First we will occupy ourselves with the uniqueness of solutions. In the 
conjunctive model defined by Coombs and Kao (1955) only the occurrence of 
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response patterns is taken into account. The frequency of the response patterns 
does not play any role. The problem is to find a configuration in which the 
areas correspond as closely as possible to the set of response patterns present 
in the data. However, the analytic procedure described by Coombs (1964), 
and attributed by him to Bennett, may yield a conjunctive solution that 
contains one or more areas corresponding to response patterns that are not 
present in the data. One could argue that the data do not falsify the conjunctive 
model in such situations, but it is clear then that more than one conjunctive 
structure might be appropriate. In order to present the problem clearly, let M 
be the set of (different) response patterns of zeros and ones in the datamatrix, 
and let С be the set of patterns that correspond to the areas within a certain 
conjunctive structure, defined by the coordinates of the item points in a space 
with a fixed number of dimensions. Then we have to decide what we mean by 
the conclusion: "The conjunctive model represents the data properly". The 
most restrictive possibility, of course, is M = С. But in the procedure of 
Coombs, implicitly, this is weakened to M ç С. This assumption may be 
justified by the reasoning that a conjunctive solution is not falsified as long as 
each pattern in the data corresponds to an area in that conjunctive 
configuration. The presence of areas in the conjunctive configuration that do 
not correspond to patterns in the dataset does not falsify the appropriateness of 
the conjunctive solution. The sample of subjects does not necessarily contain 
all the response patterns present in the universe of subjects from which it is 
taken. So, if verification of a certain predefined conjunctive structure is 
intended, there is no problem at all in demanding that M ç С. If not, allowing 
M ç С may imply under-identification. It is clear that a datamatrix might be 
represented by different configurations according to the conjunctive model. If 
the sample of subjects is randomly taken from its universe, we have to choose 
the solution for which С approximates M best. If the set of solutions contains 
only one solution for which M = С, the choice is obvious. If the set of 
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solutions contains two or more solutions with M = С the choice should be 
made among them. 
Even the requirement M = С does not guarantee a unique solution in all 
cases. In Figures 2.7 and 2.8 two conjunctive solutions for the same set of 
response patterns are displayed. 
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000( 
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) 2 
3 
1110 
1100 4 
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0100 
Figure 2.7: Conjunctive structure, 
first alternative. 
1 
000( 
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1101 
1100 3 
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0100 
Figure 2.8: Conjunctive structure, 
second alternative. 
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In this case the lack of uniqueness is caused by the fact that the set of items 
{1,2,3,4} may be divided into the two sets {1,2} and {3,4} where all items in 
the first subset have lower coordinates on each dimension than the items in the 
second subset. In fact the solutions within the subsets {1,2} and {3,4} are 
unique apart from interchanging the dimensions. But this means that the 
solutions for the subsets may be combined in different ways to give two 
different solutions for the total set of items. 
For twodimensional configurations in which the set of items cannot be 
partitioned into "disconnected" subsets as in the example above, the rank 
orders of the item coordinates on the dimensions are unique. The proof is 
given in the appendix. So, if M = С is assumed to hold, ordinal scale 
properties may be attributed to the item coordinates on the dimensions. In 
examples like the ones shown in Figures 2.7 and 2.8 this holds only between 
subsets of items. 
By allowing M ç С two or more solutions may exist that differ from the 
datamatrix by the same number of patterns. The deterministic formulation of 
the conjunctive model as given by Coombs and Kao (1955) does not permit us 
to decide among them. Moreover, if M and M, are datamatrices with 
twodimensional conjunctive representations Al and Δ2, respectively, the set of 
response patterns Μ. η M, may be represented by Δ, as well as by Δ2. In 
the case that M = С is assumed, there is no lack of uniqueness of this type. 
In principle, also M з С could be a possibility. The justification of such 
solutions, however, is questionable. It would allow response patterns in the 
data that cannot be represented in the conjunctive structure. A compelling 
consequence of the deterministic nature of the model is that the presence of a 
deviant response pattern automatically leads to the rejection of the model. 
So, in the deterministic conjunctive model we are faced with the dilemma 
that the most restrictive assumption (M = C) may yield no solution whatever 
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in many cases, while a weakening of it (M с С) confronts us with 
uniqueness problems. 
2.7.2. Dimensionality 
A related problem concerns the dimensionality of the conjunctive space. 
The formula of Milholland (1953) only gives an upper bound for the 
dimensionality in the case that under-identification is allowed. In the case that 
M = С, the definition of the dimensionality is straightforward. If different 
solutions, satisfying M ç С are found, the dimensionality may be defined as 
the dimensionality of the solution that is optimal in the above described sense, 
provided that such a solution exists. 
The dimensionality may be defined in an alternative way as the minimum of 
the dimensionalities within the set of solutions satisfying M ç C. This 
approach has been investigated by Doignon, Ducamp and Falmagne (1984). 
Using their findings, Koppen (1987) constructed an algorithm to calculate the 
dimensionality of a {0,1} datamatrix according to the conjunctive model. The 
theory developed concentrates on the multidimensional generalisation of the 
representation of a quasi-series (Suppes and Zinnes, 1963). For two sets 
A = {aj,...^} (the set of subjects or response patterns) and D = {d1,...,dn} 
(the set of items) a datamatrix of dichotomous scores is viewed as a relation 
between A and D, that means R ç AxD and a Rd. if and only if subject a 
passes item d. (the score of subject ν on item i is 1). The central concept 
(Ducamp, Falmagne, 1969), closely related to the concept of a quasi-series, is 
a biorder: 
R ç AxD is a (unidimensional) biorder between A and D iff 
for all a , a e A, d., d. e D the following property holds: 
if (a Rd. and a Rd.) then (a Rd. or a Rd.). 
X V 1 w j ' V J w r 
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In terms of the datamatrix this means that rows and columns (subjects and 
items) may be permuted in such a way that the datamatrix has a triangular form 
and hence constitutes a scalogram (Guttman, 1950). The notion of a biorder 
leads to the dimensionality of a conjunctive datamatrix, which is called the 
bidimension, abbreviated as Bidim R, in the following way: 
Bidim R is the smallest number m for which there is a collection of m 
biorders R^.-.R , in a way that R, с AxD, k=l,...,m, and 
ι m •' к — 
R = R 1 n.. .nR . 
1 m 
The generalisation of a quasi series, implied in this definition, may be seen 
from the following proposition: 
Bidim R is the smallest number m for which there exist two mappings: 
f = (f
v
..J
m
y. A -> Rm and g = (£v...,Em): D -> Rm, 
in a way that for all a e A, d e D: aRd iff fk(a) > gk(d) for all 
k=l,...,m. 
Doignon, Ducamp and Falmagne (1984) showed that the bidimension of a 
relation is the chromatic number of a certain hypergraph related to R. We refer 
as well to Koppen (1987) for details, who also constructed an algorithm to 
determine the bidimension. 
The identification problem and the related dimensionality problem are 
typical for completely deterministic models. It could be argued that errors in 
collecting the data are responsible for small differences between M and C. In 
deterministic scalogram analysis the amount of noise in the data may be 
expressed in terms of some reproducibility coefficient, that measures the 
deviation from the presumed scalogram, i.e. the scalogram with items in 
ascending order of the passing proportion. This approach cannot be used in 
the conjunctive model because it is unknown which conjunctive solution 
should be the target. 
45 
Deterministic Conjunctive Models 
2.1.3. An example 
The identification problems are not just theoretical. This is shown by 
reanalysis of the datamatrix of Table 1.1 for which the results of the analytic 
procedure described by Coombs (1964) are known. By this procedure Van 
der Sanden (1975) obtained the conjunctive structure of Figure 2.9 with 
orderings b,c,a,d,e,f and d,e,f,a,b,c on the dimensions (from low to high). 
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Figure 2.9: Conjunctive solution for Van der Sanden data. 
Method of Coombs 
(Numbers within circles correspond to patterns of Table 1.1.). 
Note that M с С for this solution. However, using the method of 
transitive closure (Chapter 1, Figure 1.11), we obtain Figure 2.10 by adding 
regional boundaries into the figure and entering the response patterns. Note 
that M = С for this solution. The same solution is also obtained from Figure 
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1.12 by entering the items represented as horizontal and vertical lines that 
separate zeros and ones for each item according to the conjunctive model. 
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Figure 2.10: Conjunctive solution for Van der Sanden data. 
Method of transitive closure. 
From Figure 2.10 we read that the orderings of the items are b,a,c,d,e,f and 
d,a,b,e,f,c, respectively. It may be questioned whether the labeling of the 
dimensions ("learning in the narrow sense" and "development of cognitive 
processes") that Van der Sanden reports when he interprets the solution of 
Figure 2.9, is based on solid grounds. The solution of Figure 2.10 fits the 
data perfectly, but shows quite different orderings on the dimensions. 
Of course, the determination of the dimensionality and the determination of 
the set of solutions satisfying M ç С is important from a theoretical point of 
view. The problem remains, however, whether the solutions derived in this 
way may give rise to different interpretations. Concentrating on solutions 
satisfying M = С would resolve this problem, but the existence of such a 
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solution is not guaranteed in real datasets. Moreover, the model described so 
far may be very sensitive to changes in the dataset. The addition of one single 
response pattern may be responsible for a drastic change in the configuration 
and even in the dimensionality. This is the reason for investigating alternative 
formulations of the conjunctive model. In the next section a deterministic 
version of the conjunctive model, that is less sensitive to small changes in the 
data, is presented. Probabilistic extensions are developed in the subsequent 
section and in chapter 3. 
2.2. The sampling model 
To make the model more robust to small changes in the data, the 
conjunctive model may be modified in a way that the frequencies of the 
response patterns arc taken into account. Though our formulation is somewhat 
different, the basic idea is due to Levy (1982). In his formulation the 
proportion of a response pattern should be equal (or nearly so) to the 
corresponding area (or in more than two dimensions the volume) in the latent 
space. The model will be called the "sampling model". It is a multidimensional 
generalisation of the Scalogram Model (Guttman et al., 1950) and may be 
defined as a latent trait model (Lazarsfeld, 1959). Again, both subjects and 
items are represented by points in a joint latent space. In m dimensions a 
subject ν is represented by the point: 
θ
ν = ( і . - .
 т
) v»l Ν , 
and an item i by: 
δ. = (δ
π
,...,δ
ί π ι
) i=l,...,n . 
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For convenience's sake, we restrict the latent space to the "unit square in m 
dimensions", that is we assume both subject parameters 6
v d and item 
parameters δ., to have values between zero and unity. In the deterministic 
conjunctive model a subject passes an item whenever the coordinates of the 
subject point exceed the coordinates of the item point in each dimension, 
whereas an excess on at least one dimension is sufficient to pass the item in 
the disjunctive model. Let X . be the variable denoting the score of a randomly 
selected subject ν on item i that may take only the values zero and one, then 
for the conjunctive model the above description may be formalised by: 
(2.1) X . = {: if θ . > δ.. for each d = l,...,m vd id 0 otherwise , 
and for the disjunctive model by: 
f l i f 
X = \ 
V1
 I Oot 
' θ . > δ.. for at least one d=l,...,m 
(2.2) ~_ ' v d , d 
otherwise . 
The deterministic conjunctive model may be reformulated as a product 
model. By introducing the variable Х
у
.., that is the score of subject ν on item 
i with respect to dimension d, by: 
(2.3) X„;, = vid { ufe .>δ^ vd id 0 otherwise , 
the composition rule for the (deterministic) conjunctive model is: 
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I I I 
(2.4) X
vi = Π Xv¡d 
d=l 
The composition rule for the disjunctive model (2.2) is given by: 
m 
(2.5) X - l - I L 1 - ^ ) · 
d=l 
In the completely deterministic case the probability of passing an item is either 
zero or one, depending on the relative positions of subject and item points, so 
the item response function for the conjunctive model may be written as: 
(2.6) P(Xv¡ { l ife .>δ.. vd ,d 
0 otherwise 
for each d=l,...,m 
In the following we will treat the conjunctive model. We start with the 
general formulation of a latent trait model. The unconditional, sampling 
probability of a response pattern х
у
 = (х
у1,...,хуп) is given by: 
(2.7) P(X
v
 = x
v
) = P(X
v l =x v l , . . . ,X v n = xv n) = 
j p(x
v l = xv l,...,xvn = x j δ ^ . Λ ) . 6(θν) dev , 
θ 
where Θ is the latent space, 
and g is the probability density of subjects over Θ. 
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In the sampling model it is assumed that the latent space is the unit square in m 
dimensions (0,1 ) m and that g is the uniform density. Moreover, local 
stochastic independence is assumed to hold: 
η 
(2.8) P(X ^ х „...,Χ =x Ιδ 1 , . . . ,δ)= T T P ( X V . =χν.Ιδ.) . 
4
 '
 ч
 vi v i ' ' vn vn 1' ir A A vi vi у 
i=l 
For an arbitrarily chosen response pattern the probability in (2.7) cannot be 
calculated directly. The sampling probability of the pattern of ones for each 
item, however, is easily expressed as a function of the itemparameters: 
m 
(2.9) P(X
vl = Ι,.,.,Χ^ = 1) = Π min {(1 - 5ld),...,(l - ÒJ) . 
d=l 
In the same way the sampling probability of passing each item in a subset of 
items may be evaluated. If we denote π.. = 1 - 6.. and define p. . to be the 
J
 ία ίο
 Γ
ι^,...,ΐ|ζ 
(joint) sampling probability of passing each of the items ij,—.^ out of the set 
of items l,...,n, it is easily verified that: 
m 
( 2 Л 0 > Pi, ik = Π min (ν-ν · 
d=l 
And as a special case for only one item (i): 
m 
С·») Pi= Π "¡d · 
d=l 
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So for the twodimensional case the proportion of subjects passing item i 
equals the product (1 - δ
η
)(1 - 5 i2) which equals the shaded area in Figure 
2.11. 
1.00 
І2 
0.00 
• 
1 
0 
0.00 δ 1.00 
Figure 2.11: One item in the twodimensional conjunctive model. 
For two items (i and j) the probability of passing both items is: 
m 
(2.12) Р ^ = П π*» ÖVjd) · 
d=l 
where in 2 dimensions (m=2): 
(2.13) р^ = min (ic.j.iCjj). min (π
ί2,π.2) 
See also Figure 2.12. 
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Figure 2.12: Two items in the twodimensional conjunctive model. 
From Figures 2.11 and 2.12 it is clear that the areas, or in more than two 
dimensions the volumes, arising from the intersection of the separate item 
rectangles, equal the proportions of corresponding response patterns. The 
proportions of each response pattern may be calculated by addition and 
subtraction of joint proportions calculated via (2.10). The sum of the 
proportions of all possible response patterns then equals the volume of the unit 
square in m dimensions and hence is equal to one. This motivates the 
restriction of the latent space to the unit square. 
2.2.1. Uniqueness 
Since the sampling model may be viewed as the conjunctive model of the 
foregoing section satisfying M = С with extra restrictions, at least ordinal 
scale properties may be attributed to the item coordinates on the separate 
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dimensions. By imposing the extra restrictions, i.e. equality of proportions of 
response patterns to corresponding areas, no ratio scale properties can be 
attributed to the dimensions. It may be seen by means of a simple example that 
the item points may not be uniquely determined from the data, that is, from the 
proportions in the left hand sides of (2.10). If the patterns and proportions are 
as shown in Table 2.3, a perfectly fitting conjunctive structure is given in 
Table 2.4 and pictured in Figure 2.13. 
Table 2.3: Patterns and proportions, 
hypothetical example. 
pattern 
000 
100 
010 
110 
011 
111 
proportion 
9/16 
1/16 
3/16 
1/16 
1/16 
1/16 
Table 2.4: Item configuration, 
data of Table 2.3. 
item dim.l dim.2 
1 
2 
3 
.25 
.50 
.75 
.75 
.25 
.50 
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1.00 
0.75 
0.50 
0.25 
0.00 
0.00 0.25 0.50 0.75 1.00 
Figure 2.13: Item configuration, data of Table 2.3. 
It is obvious that the solution of Table 2.4 is not unique. When we represent 
item 1 by the point ( δ ^ δ ^ ) , item 2 by (δ 2 1,δ 2 2) and item 3 by (83^δ^), a 
solution that preserves the orderings on both dimensions should satisfy the 
five (independent) equations: 
(1 - òn)*(ì - δ 1 2) = 3/16 and 
(1 - δ21)*(1 - δ 2 2) = 6/16 and 
(1 - 5з1)*(1 - бз2) = 2/16 and 
(1 - δ21)*(1 - δ 1 2) = 2/16 and 
(1-δ3 1 )*(1-δ 1 2 ) = 1/16. 
The alternative solution is derived by putting bll = 1/16. This solution is 
pictured in Figure 2.14. 
1; 
- -t 
; 3 
' T — " 2 
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1.00 
0.80 
0.60 
0.40 
0.00 
0.06 0.38 0.69 100 
Figure 2.14: Alternative item configuration, data of Table 2.3. 
From this example it is seen that higher values of the coordinates on one 
dimension may be compensated to some extent by lower values of the 
coordinates on another dimension, provided the rank orders of the items on 
the dimensions do not change. It is obvious that the variability of the item 
coordinates decreases if the number of items increases, and if the model 
becomes more complex, i.e. if the particular conjunctive model contains more 
response patterns. With a large set of items and a complex conjunctive model 
the item coordinates will be nearly stable over different solutions. Since this 
uniqueness problem is related to the definition of the sampling distribution, we 
will return to it at the end of the next section. 
2.2.2. Subject distribution 
A favorable property of the sampling model is that the rank orders on the 
dimensions are independent of the specific choice of g, provided that this 
density fulfills the following independence assumption: 
f 
j 3 
Τ 2"' Í 
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I I I 
(2.14)
 ё
(
 1,..., т ) = П ё а ( <і)' 
d=l 
where the gd are the marginal densities of g, the g. being integrable functions, 
with distribution functions denoted by Gd. 
To proof this assertion we have to show that the rank orders of the ôid on 
each dimension satisfying (2.7) are identical per dimension for each specific 
choice of g satisfying (2.14). In fact we will prove that they are identical to the 
rank orders of the 6id obtained by taking g as the uniform density over the unit 
square. For convenience of notation we remove the subscript i from 
expressions like (2.10), so l,...,k will indicate an arbitrarily chosen subset of 
the items l,...,n. Now, assume that the ô-d are the coordinates satisfying the 
model equations (2.7) for some arbitrarily chosen g satisfying (2.14), then the 
joint probability of passing items l,...,k, using (2.8), (2.4) and (2.14) gives: 
к m m 
( 2 · 1 5> Pi
 k = J [ Π Π p<xvid = i' δ ί α )][Π sAd)] d evr-dev m. 
[ο,ιΓ i = 1 d = 1 
and by rearranging terms: 
m 1c 
Ρ·
16) Pi...,* = ƒ Π [ Π p<x,id = И »и» ] êd(«,d) <>β,ι···ίβ, 
Ю Л , - " - ' -
Now since 
к 
n
P(Xvid= l l 5 id) 
i=l 
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is a step function, that takes on just the values zero and one, and g. is 
integrable, the product between brackets in (2.16) is (almost everywhere) 
integrable. Hence the conditions for expanding the m-dimensional integral 
form into the product of m onedimensional integrals are satisfied. So (2.16) 
may be rewritten as: 
m ' к 
С·
1?) Pi
 k = Π ƒ Π P(Xvid = 1" »id) g Ä d ) d e , d=l
 0 i=l 
1 
= Π j gd(evd)d8vd 
та.х(Ь1Л 8 k d ) 
m 
=
 П n-Gd{max(5ld,...,8kd)}] 
d=l 
m 
= Yl [1 - max {Gd(5ld),...,Gd(5kd)}] 
d=l 
The last step is justified by the fact that G. is a non-decreasing function. Using 
again 7i¡d = 1 - Ьц, we get: 
(2.18) pj
 k = Yl min {Gd(7tld),...,Gd(7Ckd)} . 
d=l 
And using again the non-decreasing property of Gd, it is concluded that the 
rank order of Gd(7t|d), >Gd(7tkd) in (2.18) is identical to the rank order of 
JUjd, ,7Ckd for each dimension. Since this holds for every subset of items, 
solutions for the models with different g's satisfying (2.14) coincide with 
respect to the rank orders on the dimensions. This completes the proof. 
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With respect to the uniqueness of solutions the above property implies that 
solutions for datasets, generated by taking different densities for g (satisfying 
2.14), are ordinal transformations of each other. Moreover, if a solution exists 
for one particular g, another (ordinal equivalent) solution exists for each 
choice of g satisfying 2.14. It cannot be stated, however, that each monotone 
transformation of a particular solution yields another solution. So the class of 
transformations allowed in the sampling model is a specific subset of the class 
of all monotone transformations. 
In applications g will be unknown. The foregoing property then implies 
that the rank orders of the items on the dimensions are independent of the 
specific choice of g. So these rank orders may be estimated by taking g as the 
uniform density, i.e. by removing g from equation (2.7). 
2.2.3. Dimensionality 
In this section we will go in for the dimensionality problem in the sampling 
model. We assume the distribution of subjects in the latent space to be 
independent over dimensions, and hence that g is removed from equation 
(2.7). In the onedimensional case (m=l) equations (2.11) and (2.12) reduce to 
respectively: 
(2.19) Pi = 7 ^ , 
and 
(2.20) py = min (TC.j.ïi.j) 
Hence the following equality holds for each pair i,j: 
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(2.21) p.. = min (ρ.,ρ.) . 
So (2.21) is a necessary condition for the existence of a solution in the 
onedimensional conjunctive model. This property may be generalised to 
higher dimensionality. We will treat the twodimensional case first. It will be 
shown that in the twodimensional conjunctive model the following equality 
holds for each triple of items i, j , k: 
(2.22) p. j k = min (Py.Pfc.fy) . 
The proof is straightforward. From (2.10) it follows that: 
(2.23) p i j k= min (пІ п.Лі). min ( π ^ , π ^ ) . 
Two situations may be distinguished: 
1. The two minima at the right hand side of (2.23) concern the same item, 
say item i. 
Then p i j k = πϊνπϊ2 and p.. = π ^ = p i j k and p i k = π ^ . π ^ = p i j k and 
Pjk - πί1·πϊ2 = piik· H e n c e ( 2 · 22) holds. 
2. The two minima at the right hand side of (2.23) concern two different 
items, say item i on dimension 1 and item j on dimension 2. 
Then p i j k = кі п.)2 and p.. = p i j k , p i k > p ¡ jk, p j k > p i jk. So again (2.22) 
holds. 
Next the general m-dimensional case is considered. We take one item more 
than the number of dimensions. Let as before p,
 m + 1 denote the proportion 
of passing these m+1 items l,...,m+l, from the set of η items. Let 
Pi <k> m+l d e n o t e ^ e proportion of passing the m items, obtained by 
omitting the k'th item from the items 1 through m+1. We will show that if the 
m-dimensional conjunctive model holds, then the equality: 
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( 2
·
2 4 )
 ?! m + l = m k Í n Í P 1 <k> m + 1 } 
(where к may be taken from 1 to m+1), 
is true for each choice of l,...,m+l out of the η items. 
The proof is a generalisation of the proof for the twodimensional case: 
m 
С·
2 5) Pi m+l = Π m Ì n ^Id'-'Wd) · 
d=l 
The right hand member is the product of m mimima. Each of these minima is 
taken out of m+1 elements. So at least one item out of the m+1 items is not 
involved in this product. Let us denote this particular item as item j . Returning 
to the right hand side of (2.24) we may rewrite each Pj
 < k > j as: 
m 
(2·26) ?! <k> m+l = Π m Ì n (7tld'-'<7Ikd>»-'7tm+l.d) ' 
d=l 
where <\A> again denotes that this element is removed. We may distinguish 
two subcases: 
1. k = j . 
In this case (2.25) is equal to (2.26) for item j was chosen in such a way 
that it did not appear in the product of the right hand side of (2.25). 
2. k # j . 
Since the k'th element that is removed may have its minimum 7tkd value on 
one or more dimensions in (2.26) it holds in these cases that: 
min(7Cld,..,<7tkd>,..,nm+1)d) > minOtld,...,nm+1>d) for each d=l,...,m. 
andsoPl,...<k>,..,m+l^Pl,...,m+l 
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From 1 and 2 it follows immediately that (2.24) holds. This completes the 
proof. 
It is easily seen that the conditions (2.21), (2.22) and (2.24) are necessary 
but not sufficient for the dimensionality of the conjunctive model. Table 2.5 
shows a datamatrix for which (2.22) holds. It will be shown that no 
twodimensional solution exists. 
Table 2.5: Datamatrix satisfying (2.22) 
for which no twodimensional solution exists. 
pattern frequency 
000 1 
100 1 
010 1 
001 1 
110 1 
011 1 
111 1 
Since the response pattern 101 is missing, it is clear that the rank orders on the 
dimensions must be 1,2,3 and 3,2,1, respectively (see Figure 2.15). 
By putting π 1 1 = a, straightforward calculation, using (2.11) and (2.13), 
yields the coordinates: π
η
 = a, π 1 2 = 3/(7a), π 2 1 = 2a/3, π 2 2 = 6/(7a), 
π 3 1 = a/3, π 3 2 = 9/(7a). But it is impossible to choose the constant a in a way 
that these six coordinates lie between zero and unity, for from π 1 1 = а й 1 it 
follows that π „ = 9/(7a) > 9/7 > 1. 
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1 
: 2 : 
: : 3; 
1 2 3 
Figure 2.15: Rank orders in conjunctive model 
for patterns of table 2.5. 
Levy (1982) developed an analytic procedure for the estimation of the item 
coordinates in the sampling model. His findings are used in the probabilistic 
two-parameter model to be described in the next chapter, from which the 
sampling model is a special limiting case. 
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3. A PROBABILISTIC EXTENSION OF THE 
CONJUNCTIVE MODEL *> 
*) This chapter is a copy of an article published in Methodika, 1987, Vol.1, 
pp. 155-175. 
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A Probabilistic Extension 
of the Conjunctive Model*) 
Jan F. J. van Leeuwe 
Abstraer The Conjunctive Model of Coombs and Kao (1955), is extended to a two-
parameter probabilistic model. Ал analytic two-phase procedure is devised to estimate 
the item coordinates and the guessing parameters. This procedure is based on the city-
block distance property of a dissimilarity measure among items proposed by Levy 
(1982). The results of a simulation study arc reported. 
Key words: Conjunctive model, dichotomous data, test theory, multidimensional scaling. 
1. Introduction 
Multidimensional extensions of the scalogram model (Guttman, 1950) 
are restricted to the completely deterministic conjunctive/disjunctive 
and compensatory model (Coombs, 1964; Torgerson, 1967). In related 
fields attempts have been made to discover an underlying multidimen­
sional structure of a set of dichotomous items. For a long period it was 
hoped that the Φ-coefficient could be modified in such a way that diffi­
culty factors were excluded from solutions of common factor analysis 
on these modified correlations. Especially the tetrachoric correlation 
and Ф/Ф
тлх
 were proposed in this context. From the discussions 
(Wherry and Gailord, 1944; Guttman, 1950; Caroli, 1961; Lord and 
Novick, 1968) it may be concluded that these attempts have not been 
successful, the concepts of scalogram analysis and of factor analysis re­
maining essentially contradictory. 
Other attempts to devise an analytic procedure for the detection of 
the multidimensional structure of a set of dichotomous items applicable 
in a broad class of situations, especially in test theory and attitude 
scaling, have to be mentioned. 
Firstly the efforts of Guttman, Lingoes, Roskam and others to gen­
eralise the scalogram model to the multidimensional case under a 
broad variety of conditions have to be considered. Multiple scalogram 
*) The author is indebted to Ph. Levy for making available his unpublished manu-
senpt, and to E. Roskam and H. Oud for their suggestions and criticisms during the 
preparation of this paper. 
Author's address: Jan F. J. van Leeuwe, Department of Educational Sciences, Katho­
lieke Universiteit, Erasmusplein 1, NL-6500 HD Nijmegen. 
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(Lingoes, 1963) may be viewed as a first attempt in this direction, al­
though it is nol a multidimensional method by definition The MSA-
senes (Lingoes, 1968) devised to analyse qualitative data may be ap­
plied to dichotomous data. 
Secondly the analysis of the partial ordering among a set of 
dichotomous items labeled as "Ordering Theory" (Bart and Krus, 1973; 
Airasian, 1971; Bart and Airasian, 1974; Van Leeuwe, 1974) may be 
viewed as an extension of scalogram analysis. Ordering theory is 
founded on the notion of the "prerequisite relationship". Item ι is 
defined "prerequisite" to item j whenever it does not occur that item ι 
is passed while at the same time item j is failed. This definition is basic 
to the scalogram model and the conjunctive/disjunctive model also. 
The latter models demand in addition that the prerequisite relation is a 
conjunction or a disjunction of linear orders in a space of certain 
dimensionality. Ordering theory is less restrictive, just the axioms of a 
partial ordering are assumed to hold for the prerequisite relation. 
The foregoing methods share the limitation however that error in the 
datamatrix is not incorporated in the models in a systematic way. 
Neither noise in response behaviour nor sampling variability are in­
volved in the model definitions. In order to deal with these types of 
error in a proper way we have concentrated on the multidimensional 
extension of the latent distance model (Lazarcfeld, 1959). It became dear 
however that the analytic procedure of latent distance analysis could 
not be generalised to the conjunctive model in a straightforward way. 
This study contributes to the development of estimation procedures 
for a probabilistic extension of the conjunctive and the disjunctive 
model. 
In the next section the deterministic conjunctive model is summarized 
and problems of dimensionality and unicity of solutions are treated 
briefly. In section 2.2 this model is extended to a probabilistic one by 
introducing two guessing parameters per item. Section 2.3 deals with 
the ideas behind an analytic procedure based on an observation that 
Levy (1982) made for the deterministic case. This idea is developed fur­
ther in section 2.4 for the two-parameter probabilistic model, resulting 
in an analytic procedure. In section 3 some simulation results and an il­
lustrative example are presented. 
2. Model 
2.1 The Deterministic Conjunctive Model 
In the conjunctive model (Coombs and Kao, 19SS) both subjects and 
items are represented by points in the same latent space. A subject passes 
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1 
000 
2 
100 
110 
3 
111 
101 
Figure I: Conjunctive Structure. Three items. 
an item when ihe coordinates of the subject point exceed the coordinates 
of the item point on each dimension. Each item subdivides the latent 
space into two regions, the "passing region", denoted by the 1 score, 
and the "failing region", denoted by the 0 score. A set of items sub­
divides the latent space into areas corresponding to response patterns of 
0 - 1 scores (see Figure 1). 
In data analysis the problem is to obtain the item point configuration 
from the set of response patterns. To be more specific, let D be the set 
of different response patterns in the data, and let С be the set of re­
sponse patterns that are allowed by a certain conjunctive structure, then 
the conjunctive model can be accepted if D is a subset of С It is clear 
that more than one conjunctive structure might be found for which D is 
a subset of С For example if: D = {(000), (100), (110), (101), 111)|, the 
solution of Figure 1 might be appropriate, but also that of Figures 2 
and 3, showing quite different structures, and possibly allowing quite 
different interpretations. 
To avoid this type of identification problems one could demand that 
С = D should hold. Though this condition is necessary, it is not suffi­
cient for unicity of solutions. In Figures 4 and 5 two different solutions 
are shown for the same data. For both solutions the equality С = D 
holds. The crucial point is that the set of items {1,2, 3,4} may be sub­
divided into two subsets {1,2} and {3,4} in such a way that each item 
point in the latter subset exceeds each item point in the former subset 
on both dimensions. 
A more restrictive definition of the conjunctive model may be 
achieved by requiring that not just the sets of response patterns in the 
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2 
000 
010 
1 
110 
3 
100 
111 
101 
Figure 2 Conjunctive Structure Three items. С is a subset of D 
First alternative 
2 
000 
010 
1 
110 
100 
3 
111 
101 
001 
Figure 3 Conjunctive Structure. Three items. С is a subset of D 
Second alternative 
data and in the conjunctive structure coincide, but that the proportion of 
response patterns in the datamatrix equal the area (or in more than two 
dimensions the volume) of the corresponding region in the conjunctive 
structure also. Even this approach does not ensure unicity of solutions 
either. In Figures 6 and 7 two configurations are shown that generate 
the same set of response patterns but also the same proportions 
(Table 1). An increase of an item coordinate on one dimension may be 
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1 
0000 
1000 
2 
3 
11Ю 
4 
1ЮО 
1111 
1Ю1 
оюо 
Figure 4: Conjunctive Structure. Four items. С = D. First alternative. 
1 
0000 
Ю00 
2 
4 
noi 
3 
noo 
1111 
11Ю 
оюо 
Figure 5: Conjunctive Structure. Four items. С = D. Second alternative. 
Table I: Proportions of patterns. 
Pattern Proportion 
000 9/16 
100 1/16 
010 3/16 
110 1/16 
Oil 1/16 
111 1/16 
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Figure 6: Conjunctive Structure. Three items. First set of coordinates. 
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Figure 7: Conjunctive Structure. Three items. Second set of coordinates. 
compensated to some extent by a decrease of the coordinate on another 
dimension. So at most ordinal scale properties might be attributed to 
the estimates of the coordinates on each dimension. At the other hand 
this approach may give more insight in the relative distances of the 
positions of the item points to each other. 
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The dimensionalily problem ol the conjunctive model deserves spe­
cial attention The formula of Milholland (1953) used in the approach of 
Coombs gives an upper bound for the dimensionality It is possible that 
the occurrence of just one response pattern may make one additional 
dimension necessary But then identification problems may come up. 
for then D is a real subset of С 
Recently, Doignon, Ducamp and Falmagne (1984) treated the problem 
of dimensionality in a formal way They postulated necessary and suffi­
cient conditions for a binary relation to fit into a space of certain di­
mensionality Using their findings, Koppen (1985) constructed an algo­
rithm to calculate the dimensionality of a ¡0, 1 ¡ datamatrix according to 
the conjunctive model Though the work in this area is important from 
a theoretical point of view, we have chosen to tackle the conjunctive 
model from another side, giving it a really probabilistic nature It is ex-
pected that in this way a more robust procedure may be found m the 
sense that a single response pattern of zeros and ones cannot be respon-
sible for a drastic change in the item configuration and in the dimen-
sionality In our approach the determination of the dimensionality for a 
certain {0,1} datamatrix will be performed by equating the values on a 
stress-measure for solutions in a decreasing number of dimensions 
2.2 The Two-Parameter Conjunctive Model 
The latent distance model may be viewed as the probabilistic analogue 
of the Guttman scale (Lazarsfeld, 1959) For each item two guessing 
parameters are introduced The subject in the "failing region" has a 
certain probability to pass the item (parameter a,), the subject in the 
"passing region" may fail the item (parameter 1-/?,) The item re-
sponse curve of latent distance analysis is shown in Figure 8. 
The two types of guessing parameters may be incorporated into the 
m-dimensional model in the following way Both subjects and items are 
represented by points in the same latent space, that will be restricted to 
the unit square in m dimensions A subject ν is represented by the 
point. 
(1) 0
v
 = (0
v l ,0 v 2 , . . . ,0 v n i ) v = l , . . . ,N 
and an item ι by: 
(2) (5, = (<5,|, ¿¡2.· -t ¿im) i = l,. . . , η 
where the 0
У
<1 a n d the <5ld lie between zero and unity. Let XV1 be the 
random variable denoting the score of subject ν on item ι that may take 
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Figure 8: Response curve. Latent Distance Model. 
only the values zero and one, then the response function may be written 
as: 
(3) p(Xvl = l | o v , ¿ l ) = 
By introducing: 
(4) 
and 
(5) 
/?, if 0vd Ш a i d for each d = I,..., m 
a, otherwise 
7, = Ä - «ι 
τ 1(ο ν) = 
if 0 v d ^ á l d foreach d = l , . . . , m 
otherwise 
- 1 | 0 ,*,) = «і + ЙТі(0 ). 
(3) may be rewritten as: 
(6) p(X
v 
From these definitions it is clear that the deterministic case is just the 
special case with α; = 0, y, = 1. It is assumed that the Sid are fixed but 
unknown quantities that have to be estimated given the datamatrix of 
dichotomous scores. It is assumed furthermore that the subjects are dis­
tributed according to some density g over the latent space. Then the 
overall proportion of subjects passing item i may be expressed by: 
(7) p i - J p(X¥ i = l|Öv,<5 i)g(öv)dö ï. 
io. u-
In a similar way the joint proportion of subjects passing the items 
1,2, . . . ,k (where 1,2, . . . ,k is an arbitrary subset of 1,2, . . . ,n, not 
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necessary being the first к items) may be written: 
(8) Pi. .k= Í p(Xvi = l Xvk = li0v,¿, ¿k)g(0,)d0¥. 
|0.l |~ 
At this point two additional assumptions have to be made in order to 
be able to evaluate (7) and (8) with the response curve from (6) further. 
Firstly we have to assume local stochastic independence stating that 
the probability of passing items l, . . . ,k simultaneously, conditional to 
the position of öv, equals the product of the marginal conditional prob-
abilities of the к items separately. In lormula: 
í 
(9) р(Х
 І
«1, . . . ,Х
 к
 = 1|0„.й1 4 ) = П Р ( Х 1 = 1'0 ,<51). 
I - I 
Local stochastic independence is assumed to hold in most models in 
latent structure analysis. This tradition will be followed here as well. 
The second assumption concerns the form of g. Of course different 
choices of g will deliver different ¿-configurations in order to get the 
same value for p,
 k in the left hand side of (8). It can be shown how-
ever that these configurations are equal up to monotone non-decreasing 
transformations of each dimension separately, if g is the product of its 
marginal densities: 
(10) g ( 0 v l , . . . , 0 , m ) = g l ( 0 v l ) . . . g n . ( 0 , m ) . 
The proof of this property, given in detail by Van Leeuwe (1986), may 
be outlined as follows: 
If (9) and (10) hold, the right hand side of (8) may be written as the 
product of m onedimensional integrals. It can be shown that each of 
these onedimensional integrals for a certain choice of g equals the cor-
responding integral for g being the uniform distribution (g = 1) if the 
(5ld are substituted by Ο
ύ
(δ)ά), where Gd is the cumulative non-decreas­
ing distribution function corresponding to the gd of (10). 
This property implies that, if g is unknown, we can without loss of gen­
erality assume that it is a uniform distribution. This means that g takes 
the value one over the total unit square, and hence may be omitted 
from equations (7) and (8). 
With these assumptions (8) simplifies to: 
к 
(11) Pí...,k= ί Π {α, + κτ,ίθΛΜον. 
[0,1]- i - l 
And by straightforward evaluation, using the notation: 
(12) *,d = l - * d 
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the first and second order proportions may be written as: 
m 
('3) Ρ, = 2, + "Λ Π «id 
d - l 
and 
го m πι 
(14) Ρ,, = a, ij + а, )', Π Tjd + ij}', Π «id + Ά 'Λ Π тіп(я 1 ( ), 7tjd). 
d - l d - l d - l 
L'sing (13) this last equation may be simplified to: 
m 
(15) Pij = «iP, + a , P , - a I a J + 7 I y j n min(ír ld, 7iJd). 
d = l 
Of course third and higher order proportions may be evaluated in a 
similar way. 
2.3 Estimation 
It might be presumed that the item point coordinates and the guessing 
parameters could be estimated by applying standard statistical tech-
niques to equations (13) and (15) where the p, and p.j are known quan-
tities calculated from the datamatrix. The structure of these equations 
however does not make this approach a promising one. Especially the 
minimum function involved prohibits the use of standard mathematical 
techniques for solving the system of simultaneous equations. 
The analytic procedures used in the latent distance model cannot be 
generalised in a straightforward way to the two-parameter conjunctive 
model either. These procedures, from which the Hays and Borgatta 
(1954) procedure is the most important, concentrate on the estimation 
of the guessing parameters for a given rankorder of the items on the 
latent dimension. The determination of this rankorder however is not 
without problems. We refer to Torgerson (1967) for detailed informa-
tion. In the multidimensional situation the determination of the rank-
orders of the items on each separate dimension is even more compli-
cated and should therefore be part of the estimation procedure. 
The analytic procedure developed in this section is based on an ob-
servation that Levy (1982) made for the completely deterministic case. 
We will use his basic idea in a somewhat different manner and expand 
its use to the two-parameter probabilistic model. The fundamental 
equality for this procedure is: 
(16) - 2 log 
τη ι it m m 
Π min(ír1(J, Jij,,) / n ^ d ü ^ d 
d = l il L d - 1 d - l 
m 1/21 
= Σ kid-Cjdl 
d - l 
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where 
O7) ^d = logAld = log( l -¿ l d ) . 
The derivation of (16) is straightforward, it means that some function 
of the 7tld, 7ijd, and min(7i,d, π)ά) defines a city-block distance between 
the transformed item points £, = (£,, cim) a n d ε, = ( ε ] 1 , . . . , ¿:jm). 
From equations (13) and (15) the left hand side of (16), denoted as 
L,,. may be evaluated to be; 
(is) ц = -2іо
е
4 ; ' ; " ' μ ; л ' ( P 1 ) - a l P | - a i P , + g l g j )
/ } ' . У, 
[(p.-aJíPj-ají/y. ' / j]1 
and the result of (16) and (18) is that 
(19) L . ^ I k d - ^ d l · 
d - l 
Letting: 
and 
nn „ Pu - a. Pj - gj P. + a, aj 
equation (18) simplifies to 
(22) Ц = -21о
е [η, П,] 1/2 
and by putting χ, = 0, у, = 1, the equation for the deterministic version 
reads: 
(23) L4 = -2log- (Ρ,Ρ,Γ' 
This subcase is due to Levy (1982). 
The foregoing equations can be used for a two-phase estimation 
procedure. In the first phase it is assumed that the a, and γ, are fixed 
(either in the completely deterministic case or in the general two-
parameter model with fixed values for u, and γ,). Then, given the data-
matrix and hence the values of pj and p¡j, using the fixed values for 
a, and y,, the L,) distances are calculated via (20), (21) and (22). Then 
the first phase consists of estimating the e-configuration from the city-
block distance matrix, by means of a multidimensional scaling algo-
rithm, developed by Roskam (1972 a). Actually we used the first phase 
of Roskam's MRSCAL routine (Roskam, 1972 b). In this iterative 
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procedure the item points are estimated in a way that its (city-block) 
distances LJj', defined by: 
(24) L^=Ì
 £ l d - £ j d i 
d - l 
resemble the distances L,,, calculated from the data by (22), as good as 
possible. As a measure of discrepancy the stress is used: 
(25) S = 
Σ (Li? - Κ,Ϋ 
Σ LÍJ 
K J 
(г) 2 
1/2 
The process is repeated until S does not change anymore. 
In the first phase it was assumed that the a, and y, are fixed. If the 
a, and y, (or a subset of them) are free and should be estimated, a sec­
ond phase is planned based on the idea that there will be a discrepancy 
between the L^ and the distances L('¡ reproduced from the e-configura-
tion determined in the first phase. The second phase consists of mini-
mizing the difference between these distances with respect to a, and γ,. 
In fact we minimized the raw loss between L^ and L^': 
(26) F = £ [ L 1 J - L i ? ] 2 
K J 
delivering new estimates of a, and y,, that may be used to reestimate 
the c-configuration by the first phase. It was hoped that the process of 
repeating the first- and second phase alternatively would converge in a 
limited number of steps. 
2.4 The Relation Between the ε- and the Ò-Confìguration 
At the final stage of the two-phase process described in section 2.3 the 
¿-configuration is transformed back to the ¿-configuration by: 
(27) <5ld = l - e £ " . 
However, an c-configuration generated by the matrix of city-block dis-
tances is by no means unique. A broad class of transformations may be 
applied to the e-configuration that do not affect the city-block dis-
tances. The remaining problem is to choose a transformation that al-
lows (27) to be an appropriate formula for the estimation of the ¿-con-
figuration. Our description of the transformations involved will concern 
the twodimensional case, generalisation to higher dimensionality is 
straightforward. The following types of transformations that leave the 
city-block distances unchanged must be taken into account: 
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1. Rotation over a multiple of 90 degrees. 
2. Translation of the configuration. 
3. "Elbowing" extremal points or subsets of extremal points. 
The first type does not need much clarification. Of course we want to 
choose the rotation in such a way that the ¿-configuration derived from 
it will show the items with low p-values in the north-east region (having 
relatively high values on both dimensions) and items with high p-
values in the south-west region (having relatively small coordinates on 
both dimensions). 
The second type of transformation is self-explanatory too. Let ε',
Λ 
denote the coordinates of a configuration arrived at by the procedure 
of section 2.3. The problem is to choose an additional constant Ed for 
each dimension in a way that 
(28) £ ld = cid + Ed = log ( 1 - <5ld) = log π,Λ 
delivers adequate estimates of the ¿-configuration. Adequacy might be 
interpreted in different ways. First it is a natural requirement that the 
<5,d lie between zero and unity. Then the Ed should satisfy: 
(29) Ed s - m a x {«;„}. 
1 
But moreover the magnitude of the Ed might influence the p, and p,, 
values reproduced from the solution. To approximate the p, and the ρ
υ 
from the data as good as possible, it follows from (28) and (13) that 
(30) ZE d = log^1-¿£.'d 
d - l d - l 
holds for each i, and from (28) and (15) that 
m m 
(31) Σ Ed = log //.j - Σ min (fid, 5'd) 
d - l d - l 
holds for each pair i, j . Moreover the right hand sides of (30) and (31) 
should be equal to each other. From (29), (30) and (31) it is seen that 
the Ed cannot be determined in a unique way. Denoting the right hand 
side of (30) by E' and the right hand side of (31) by E1J it might be 
formulated that a solution should be chosen that satisfies (29) and 
minimizes the variance of the E' and the E1J. 
The third type of transformation does not concern the configuration 
as a whole. Just the relative positions of extremal points are involved. 
In Figure 9 an с-configuration of six points is shown. 
Now, given that the positions of items 2 to 6 are fixed, the position of 
item 1 may be moved along the line AB without affecting the city-
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Figure 9: Elbowing. Single point case. 
block distances from point 1 to the other points. The distance from 
point 1 to point U (that is defined to have the minimum value of the 
coordinates of items 2 to 6 on the first dimension and the maximum 
value of the coordinates of items 2 to 6 on the second one) may be 
"bowed" at different points on the interval AU leaving all city-block 
distances unchanged. The path from point 1 to point U may be "el­
bowed" at different positions. For the twodimensional case this indeter­
minacy may occur in the four extremal regions of the unit square. In 
Figure 9 the situation was shown where the extremal point (1) lies in 
the north-west region. Similar reasonings apply to extremal points in 
the north-east, the south-west or the south-east region. Moreover the 
same type of indeterminacy may occur with respect to subsets of points. 
An example is shown for a 8-point configuration in Figure 10. Different 
elbowings are possible: {1, 2} with respect to {3,4, 5,6,7,8}, {8} with re­
spect to {1, 2, 3,4, 5,6,7} and {7, 8} with respect to (1,2, 3,4,5,6}. 
If extremal points or subsets of points are present in the ε-configura­
tion different elbowings might result in different ¿-configurations. 
We may combine the problem of indeterminacy caused by elbowing 
with the indeterminacy caused by translation. Restricting to (30) it may 
be observed that elbowing a single point i within the north-east or 
south-west region does not affect the right hand member of (30), since 
an elbowing within one of these regions decreases one coordinate to 
exactly the same amount as the other coordinate is increased. So the 
sum e,', + £¡2 in the right hand member of (30) is not changed. Elbowing 
item i within the north-west or the south-east extremal region does in-
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Figure 10: Elbowing. Subset case. 
crease (or decrease) c,', and ε',ι by the same amount, so ε,Ί + ^  is 
changed by twice that amount. In this case the variance of the right 
hand members of (30) is influenced. In order to diminish the variance 
of the E' and the E'] an optimum elbowing may be searched for if 
extremal points or subsets are present within the north-west and or the 
south-east region. 
In section 2.3 a stress measure was introduced to judge the extent to 
which the e-configuration, derived from the multidimensional scaling 
routine reproduces the city-block distances. In the current section we 
saw that a low stress does not guarantee a good fit of the &• 
configuration. By rotation, translation and elbowing, the c-configura-
tion may be transformed in a way that the ¿-configuration derived from 
it will fit the data in an optimal way. It was observed that the variance 
of the E' and E1J values could serve as a measure of badness of fit. This 
measure has the advantage of giving indications from which items or 
pairs of items the lack of fit stems. It has the disadvantage of being a 
technical measure, not directly related to the data. Another measure 
that could be proposed is the agreement between the third order pro-
portions calculated from the data and the corresponding proportions 
calculated from the ¿-configuration arrived at by the procedures de-
scribed in sections 2.3 and 2.4. This (dis)agreement is expressed as a 
stress-measure and denoted as S3. 
In the analytic procedure to be planned we have implemented the 
transformation of the ε-configuration at another stage. It was not placed 
at the end of the two-stage process, but at the end of each step within 
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the process. It was presumed that the stress in the next step would reach 
a relatively lower level. 
The procedure described above may be outlined as follows: 
1. Read data and calculate p,, p,t, p l jk. 
2. Determine initial estimates for α,, β,. 
3. ITEL = 0. 
4. ITEL = ITEL + 1. 
5. Calculate L.j distances from ρ,, p.j,χ,,β,. 
6. IfITEL>lgoto8. 
7. Determine initial ε-configuration. 
8. Use first phase MRSCAL to minimize S delivering new e-configu-
ration and reproduced distances L '^. 
9. Improve ε-configuration by rotation, translation and elbowing. 
10. If S is small or ITEL exceeds some maximum go to 13. 
11. Determine new estimates of я,, β, by minimizing F. 
12. Go to 4. 
13. Determine ¿-configuration. 
14. Determine Sj. 
In order to get an impression of the convergence of this process, we 
decided to consider a relatively simple submodel. At one hand the 
restriction is imposed that all a, are equal, say to α and that all the β
ι 
are equal, say to β, and that β = 1 - a. At the other hand only the two-
dimensional case is considered. 
The FORTRAN-77 program PROCOLl (PRObabilistic Conjunctive 
model based on Levy's city-block distances, submodel 1 ) was developed 
to cover this submodel. 
3. Results 
3.1 Simulation Results 
To get an impression of the capabilities of the program and the 
stability of the underlying procedure a small simulation study was set 
up. Twenty configurations of ten points each were generated by choosing 
ten real numbers between zero and one randomly for both dimensions. 
The value for α was chosen 0.0 for the first twenty simulations and 0.1 
for another twenty simulations. For β the value 1 — α was chosen in 
all cases. From the configuration and the population values for α and β 
the values for the p,, p,, and p,^ were derived using formula (11). 
These quantities served as input for the PROCOLl program. The 
results of these simulation runs are summarized in Tables 2 and 3. In all 
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Tuble 2. Results twenty simulation runs I. 
г = 0.0 by construction. 
NR α NIT S F S, 
1 
2 
3 
4 
5 
6 
7 
δ 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
mit 
0.0072 
0.0133 
0.0190 
0.0129 
0.0117 
0.0182 
0.0087 
0.0019 
0.0056 
0.0059 
0.0108 
0.0318 
0.0010 
0.0150 
0.0020 
0.0035 
0.0026 
0.0050 
0.0162 
0.0195 
final 
0.0000 
0.0000 
0.0000 
00000 
00000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
36 
23 
100 
13 
40 
6 
8 
44 
96 
45 
40 
13 
19 
6 
18 
100 
47 
19 
28 
12 
0.0001 
0.0001 
0.0006 
0.0000 
0.0001 
0.0000 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0080 
0.0001 
0.0001 
0.0001 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
00000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0234 
0.0000 
0.0000 
0.0000 
0.0000 
0.0003 
0.0002 
00004 
0 0002 
0.0003 
0.0001 
0.0002 
0.0003 
0.0002 
0.0001 
0.0003 
0.0001 
0.0001 
0.0001 
0.0002 
0.0474 
0.0004 
0.0003 
0.0001 
0.0001 
cases the maximum number of iterations was set to 100 and as an initial 
estimate of a the value 0.95 · min ρ, was taken. In Tables 2 and 3 these 
initial values are depicted in the second column, the third column 
shows the final value of ot arrived at after NIT iterations (column 4). 
Column 5 contains the final stress (S) and column 6 the raw loss (F) at 
the final stage. In the last column the stress between the third order 
proportions from the data and from the final configuration (S3) is 
shown. 
From Tables 2 and 3 it may be seen that 36 out of 40 simulations 
gave nearly perfect results, showing a stress less than 0.001. In only 4 
cases (configuration 16 of Table 2 and configurations 4, 5 and 13 of 
Table 3) the results were not satisfactory. By inspection of the iteration 
process it seemed that the process would converge if more iterations 
were allowed in two of these four cases. By allowing 250 iterations con­
figuration 16 of Table 2 and configuration 13 of Table 3 gave stress val­
ues less than 0.001 after 105 and 155 iterations respectively. Two cases 
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Table 3: Results twenty simulation runs II. 
α = 0.1 by construction. 
NR α NIT S F Sj 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
init 
0.1024 
0.1102 
0.1099 
0.1084 
0.1076 
0.1110 
0.1069 
0.0965 
0.0999 
0.1030 
0.1054 
0.1231 
0.0958 
0.1118 
0.1012 
0.0980 
0.0978 
0.1007 
0.1087 
0.1132 
final 
0.1000 
0.1000 
0.1000 
0.1003 
0.1008 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
29 
23 
100 
100 
100 
6 
8 
27 
26 
48 
34 
13 
100 
6 
17 
53 
45 
12 
18 
12 
0.0001 
0.0001 
0.0002 
0.0109 
0.0180 
0.0000 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0033 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0000 
0.0000 
0.0000 
0.0176 
0.0462 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0094 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0003 
0.0002 
0.0003 
0.0069 
0.0161 
o.oooo 
0.0002 
0.0003 
0.0004 
0.0000 
0.0003 
0.0001 
0.0036 
0.0001 
0.0002 
0.0005 
0.0004 
0.0002 
0.0001 
0.0001 
remained. Their results showed that the iteration process did not con­
verge anymore after a certain number of steps. Apparently a local mini­
mum was reached. By choosing another starting value for я (0.90 -
min Pi) these problems did not occur anymore. A stress less than 0.001 
was reached and the final value of <x was 0.1 as it should be. Though 
the problem of arriving at a local minimum came up in only five per­
cent of the runs and might be solved simply by choosing another initial 
estimate for a, the user should be aware of the possibility of Finding 
such a local minimum when applying this method to real data. It is 
noted that the rate of local minima is fairly low compared to other two-
phase iterative multidimensional scaling routines (cf. Lingoes and Ros­
kam, 1971). 
It is true that a low value of 83 does not guarantee that the configura­
tion arrived at is equivalent to the original constructed configuration. 
Inspection of the rankorders on the dimension showed a perfect fit 
however for all the configurations finally obtained by the program. 
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3.2 An Illustrative Example 
Airasian and Bart (1973) analyzed the dichotomous scores of 200 sub­
jects on a set of six Piagetian tasks of reasoning ability. The six items 
concerned: 
A. Seriation. 
B. Classification. 
С Combinatorial reasoning. 
D. Mixing colours. 
E. Determining equilibrium. 
F. Judging which objects float and which sink. 
Their analysis was performed by using methods of ordering theory. 
The prerequisiteness of pairs of items was determined and displayed as 
a directed graph. 
Analyzing this datamatrix by the PROCOL1 program delivered the 
following results: a = 0.0000, S = 0.0563, F = 0.0485, Sj = 0.0111. These 
results indicate that the data are reasonably satisfying the deterministic 
conjunctive model in two dimensions. The ¿-configuration of the item 
points is given in Table 4 and shown in Figure 11. 
This structure confirmed the findings of Airasian and Bart (1973). 
The concrete tasks of seriation (A) and classification (B) are found to 
be preconditions for the formal operations as tested in C, E and F. In 
contrast to ordering theory our procedure determines not only the pre-
requisite relation but also gives a twodimensional solution. It is 
A 
В 
С 
D 
F 
E 
Figure II: Six Piagetian tasks, ¿-configuration. 
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Table 4: Six Piagetian tasks. 
Twodimensional structure. 
task 
A 
В 
С 
D 
E 
F 
dim 1 
0.033 
0.146 
0.339 
0.520 
0.672 
0.741 
dim 2 
0.229 
0.149 
0.229 
0.097 
0.229 
0.525 
tempting to provide an interpretation of the meaning of both dimen­
sions. In this particular case however the presence of only six rather 
complex tasks makes such a labeling a hazardious operation. It may be 
clear that a larger set of less complex items is needed in order to base 
such an interpretation on solid grounds. 
4. Discussion and Conclusion 
In this study it was shown that the conjunctive model of Coombs and 
Kao may be extended to a probabilistic model by introducing two 
guessing parameters per item. A computer program must be written for 
arbitrary dimensionality. Moreover a routine must be added that 
enables the user to specify submodels by fixation of parameters or sets 
of parameters. 
Far more important is the question whether it is possible to incorpo­
rate genuine continuous response curves into this type of multidimen­
sional conjunctive models. Especially the onedimensional one- and two-
parameter logistic functions used in the Rasch and the Birnbaum test-
models respectively (Lord and Novick, 1968) need to be considered in 
this respect. However the complexity of the mathematical equations 
involved does raise the question whether models based on these 
response curves would have solutions resulting in stable analytic proce­
dures. Especially the influence of assumptions about the sampling dis­
tribution of subjects on the structure of the model equations has to be 
investigated. 
It may be concluded however that the current study has brought the 
conjunctive model from a theoretical level to a procedure that might be 
used in item analysis. The completely deterministic formulation of the 
model of Coombs and Kao prohibited for a long period its use in ap­
plications within the social sciences. In the field of achievement testing 
86 
Probabilistic Conjunctive Model 175 
this type of procedure may be used to detect the partial ordering among 
a set of binary items A subject, characterised by its response pattern of 
zeros and ones, may be placed within the conjunctive structure by the 
method used in latent structure analysis (Goodman, 1974). The prob-
ability of a certain response pattern may be evaluated conditional to 
the respondent's position within each section of the unit-square that 
may be distinguished for the conjunctive structure of the items. The 
subject then is classified within the section having the maximum likeli-
hood in this sense. In this way conclusions about the nature of the lack 
of knowledge or ability of that subject are made possible in principle. 
By this method the conjunctive model may become an instrument to 
use tests in a really diagnostic manner. 
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*) This chapter is a preprint of an article accepted for publication in 
Methodika. 
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A Probabilistic Extension of the Coombs and 
Kao Model *> 
Jan F J. van Leeuwe, Edward E. Roskam 
University of Nijmegen 
Abstract: Known multidimensional item response models are of a compensatorial nature. 
The item response function is based on a linear function of the item parameters on separate 
components or dimensions. This holds for the models of Fischer (1974), Stegelmann 
(1983), Embretson (1984), McKinley and Reckase (1983), Bock and Lieberman (1970) as 
well as for the model of Jannarone (1986). In the present study the Conjunctive-Disjunctive 
Model of Coombs and Kao (1955) is extended to an item response model by assuming the 
item response function to be of the logistic type. Estimation of item parameters and testing 
the fit of the model is performed by the method of marginal maximum likelihood. The 
results of a small simulation study and some illustrative examples are reported. 
Key words: Conjunctive model, disjunctive model, item response theory, marginal 
maximum likelihood, dichotomous data, test theory. 
1. Introduction 
In the field of ability testing much attention has been given to the measurement 
of unidimensional traits. Especially the Rasch model (e.g. Fischer, 1974) has 
proved to be a powerful instrument for estimating and testing unidimensional 
traits in dichotomously scored tests. Ability testing, however, cannot always 
aim only at the isolation of unidimensional traits on which the relative 
positions of subjects are located and compared. Particularly in the area of 
knowledge and of aptitude testing, it is not uncommon that the ability to 
master problems from a given universe of content (e.g. solving verbally 
) The authors are indebted to H.Oud for comments on various drafts of this paper. 
Author's address: Jan F J. van Leeuwe, Department of Educational Sciences, Katholieke 
Universiteit, Erasmusplein 1 (г. 19.05), NL-6525 GG Nijmegen, tel 080-512127. 
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formulated arithmetic problems) requires a certain level of competence in two 
or more independent factors. Also the use of diagnostic achievement tests 
(e.g. Bart and Airasian, 1974), in which a partial ordering of the set of items 
is presumed, would be facilitated by multidimensional methods. The same 
holds for the analysis of component-oriented tests (e.g. Frederiksen, 1982) 
and tests based on facet designs (e.g. Borg, 1977). 
It has been tried to use multiple factor analysis for the multidimensional 
analysis of dichotomous data. In multiple factor analysis the factorscore is a 
linear combination of the scores on the variables. So, the composition rule 
may be called compensatory in the terminology of Coombs (1964). As 
multiple factor analysis is designed for quantitative variables, the use of 
dichotomous variables is not without problems. The solution obtained may 
depend on the difficulty level of the items. It was tried to solve this problem 
by choosing another, more suitable, correlation coefficient (tetrachoric, 
phi/phimax) (e.g. Wherry and Gailord, 1944; Carroll, 1961). Other methods, 
proposed for this purpose, are based on assumptions about the distribution of 
an underlying multivariate structure (e.g. Christoffersson, 1975; Muthén, 
1978). Considerable progress is made by the development of 
multidimensional item response models. A number of them will be treated 
shortly in the following. 
The focus on the compensatorial rule has deviated attention from the 
conjunctive and disjunctive models of Coombs (1964). The models formalise 
the assumption that the ability to solve a problem requires a minimum 
competence in each of several dimensions (the conjunctive model) or requires 
a minimum competence in at least one of several dimensions (the disjunctive 
model). Both models differ from the compensatory model as the latter implies 
that a lack of competence in one dimension can be compensated by excess of 
competence in another dimension (like e.g. price and durability can 
compensate each other in deciding to buy a commodity). 
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The interest in conjunctive and disjunctive models has recently attracted 
new attention (cf. Doignon, Ducamp and Falmagne, 1984, Koppen, 1987). In 
its deterministic formulation (see equation 1, below) the conjunctive model 
implies that the responses to a set of items have the structure of the intersection 
of two or more Guttman scales. Also, e.g. with respect to learning or with 
respect to attitude change, the conjunctive model defines a set of partial orders 
among the response patterns, each partial order corresponding to a course of 
learning or change. It appears therefore relevant to develop methods in order 
to find the conjunctive or disjunctive structure in a set of response patterns. 
The lack of probabilistic analytic procedures for the conjunctive and 
disjunctive models is, of course, partly due to the relative large amount of 
attention that has been paid to the compensatorial rule. 
In the present study a probabilistic version of the conjunctive and the 
disjunctive models is developed. This may take these models from a 
theoretical to an operational level and broaden the facilities for the analysis of 
dichotomous data, especially in the field of ability testing. 
The basic idea of the deterministic Conjunctive Model of Coombs and Kao 
(1955) is that item i is passed by subject ν whenever the subject's ability 
exceeds the item coordinates on each of the latent dimensions. The item 
response function is defined by: 
(i) Φ(θ
ν
) = р ( х
у
. = 11е
у
,5р = { 1 if θ . > δ., for each j=l,...,m VJ 1J J » » 0 otherwise, 
where m is the number of dimensions, 
θ
ν
 = ( θ
v l , . . . , θ v ) is the subject parameter vector and 
δ. = ( бц,..., δ. ) is the item parameter vector. 
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The disjunctive model is defined by replacing " for each j=l,...,m" by "for at 
least one j=l,...,m". 
The analytic procedure described by Coombs (1964) was based entirely on 
the deterministic character of the model. Neither errors in response behavior 
nor sampling variability are incorporated in the model. In order to account for 
errors in response behavior a previous study (Van Leeuwe, 1987) treated a 
"correction for false guessing" version of (1): 
(2) Φ(θ
ν
) = { β. if θ . > δ . . for each j=l,...,m l-j vj y J a. otherwise. 
The analytic procedure developed there was based on the property that a 
certain function of the first order and second order joint proportions 
determines a city-block distance among appropriately transformed item points 
(Levy, 1982). A two-phase iterative procedure, using a multidimensional 
scaling algorithm developed by Roskam (1972) was devised to estimate both 
item coordinates and guessing parameters. Models (1) and (2) are 
multidimensional extensions of Guttman's (1950) Scalogram Model and 
Lazarsfeld's (1959) Latent Distance Model, respectively. Model (2) may be 
described as a constant error model, the probability of passing the item does 
not depend on the relative distance between subject point and item point. In 
order to make the response function dependent of this distance we considered 
item response functions of the logistic type. The Rasch Model is the most 
simple unidimensional model of this type. Different authors expanded the 
Rasch Model to a multidimensional model. These extensions have been called 
multidimensional item response theory models in recent publications. Most of 
them use a response function of the logistic type: 
The Conjunctive Item Response Model 
У. 
(3) Φ(θ
ν
) = P(X
vi = II θν,μ.) = - L 
1 + e 
where yvi is some function of item parameters and subject parameters, 
depending on the model under consideration. The subject parameter or the 
subject parameter vector is denoted by θ . Item parameters or item parameter 
vectors have specific meanings in different models. They may refer to the 
location of item i (denoted by δ. or c) or to the discrimination power of item i 
(denoted by qj or a^. In (3) item parameters of item i are denoted more 
generally by μ.. In a specific model μ. should be replaced by item parameters 
of the suitable type. In the Rasch model y . is defined by y
vi = θ ν - δ Γ It has 
been shown extensively (Fischer, 1974; Andersen, 1980) that this item 
response function belongs to an exponential family and that sufficient statistics 
are available for estimates of both subject parameters and item parameters. 
In the linear logistic test model of Fischer (1974) yv¡ is defined by: 
r m "» 
j=i 
where θ is the unidimensional subject parameter, 
η,,.,.,η are m underlying factors, 
q.. is the complexity of factor j on item i and 
с is a normalization constant. 
In equation (4) θ and δ. remain unidimensional, but each δ. is a linear 
combination of the factors η1,...,η . A drawback of this procedure is that the 
q.. must be specified in advance. Moreover, this must be done in such a way 
that for given values of δ., the η. can be computed in a unique way. Hence, 
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the model may be described as a Rasch model with linear constraints on the 
item parameters. 
In the multidimensional model proposed by Stegelmann (1983) y
v
. is 
defined by: 
m 
(5) у,гЪ%^г^ · 
where = (
 1,..., т ) is the subject parameter vector, 
δ. = (δ^—,δ^) is the item parameter vector, 
{ 1 if a correct answer to item i requires some ability on component j , 0 otherwise. 
In order to derive sufficient statistics for subject- and item parameters, it is 
necessary to assume the q.. to be fixed parameters, requiring knowledge of the 
number of dimensions and the allocation of the items to the dimensions. 
Moreover, an additional constraint must be made to make the model estimable. 
We refer to Stegelmann (1983) for details. 
The multicomponent latent trait model and the general multicomponent 
latent trait model of Embretson (1984) may be viewed as combinations of both 
foregoing models in which subtasks are used to identify components. They 
even require the attaching of an ability parameter of every subject to every 
subtask. 
Jannarone (1986) has taken a different position. Instead of assuming local 
stochastic independence, as was done in the models described so far, he 
focussed on the sufficiency of item parameter estimates in an exponential 
family. So he did not use the item response function directly but considered 
the probability of patterns x
v
 = (x
vl,...,Xvn) on the set of (n) items involved: 
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У 
(6) Р(х = х і ) = - І , 
1+е У 
with y = / χ . ...χ . (θ - δ. . ) , 
where R is some subset of the power set of items, 
each element ilf...,i of R corresponds with one parameter δ. . . 
1 S г І1....1, 
The subset R must be specified in advance. The user has to determine which 
items and products of items are involved in the model. The model is 
unidimensional, the Rasch model is the special case with R = {Ι,.,.,η). The 
general form of (6) is called a "Conjunctive Kernel" by Jannarone. The reason 
for this labeling is that both items that reflect only one component (pure 
items), as well as items that reflect two or more components (global items) 
can be combined in one model specification via a certain choice of R. If for 
example item 1 reflects component 1 only, item 2 reflects component 2 only, 
and item 3 reflects both components 1 and 2, R may be specified as R = 
{(1,2),3} and y
v
 of (6) turns out to be: 
( 7 ) У = X vl X v2 ( θ ν - δ12) + Χ ν3 ( θ ν - δ 3 ) · 
It should be noted that this example, where x, and x2 are "conjuncted", may 
be viewed as the Rasch Model in which the product of x. and x, is included 
instead of Xj and x2 separately. It should also be noted that "conjunction" 
takes place over items instead of over dimensions within one item, as was 
done in the original deterministic Conjunctive Model of Coombs and Kao 
(1955) and Coombs (1964). It may be concluded that the model is 
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multiplicative rather than conjunctive. Moreover, the specification of R 
requires knowledge of the components involved and of the attribution of items 
to these components. 
The methods described so far share the limitation that they contain fixed 
parameters which must be specified in advance. The procedures are 
confirmative rather than exploratory. 
More general model types are given by the multidimensional two-parameter 
logistic model of McKinley and Reckase (1983), where y . is defined by: 
m 
(8) У - = 0.+ y,JF а. . 
v
 ' •'vi 1 ^ ^ IJ VJ , 
j=l 
and its normal ogive counterpart developed by Bock and Lieberman (1970), 
where (8) is used also, but the standard normal distribution is used instead of 
(3): 
2 ' 
For these models estimation and testing may be performed by the methods of 
conditional or unconditional maximum likelihood. Considerable improvement 
of the computational procedure for the estimation of item parameters was 
achieved by the introduction of the method of marginal maximum likelihood 
(Bock and Aitkin, 1981). 
The models described so far are all based on the compensatorial rule of 
combining information from each of the dimensions into the exponent of the 
logistic item response function (y . and у are linear functions of the item 
parameters). Our contribution will be to incorporate the conjunctive and 
disjunctive rules in this type of item response models. The analytic procedure 
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for the estimation of item parameters is a straightforward application of the 
method of marginal maximum likelihood, using the EM-algorithm as 
described for the normal ogive model by Bock and Aitkin (1981). 
2. Model 
2.1. Marginal maximum likelihood 
Basic to the method of marginal maximum likelihood is the marginal 
probability of item patterns. The marginal probability Р
у
 of an item pattern х
у
= 
(x
vl,...,xvii) may be written as: 
(io) PV = ρ (x = xv) = jp(x = xvi ) g(ev) dev , 
where for the case of binary items we may write: 
η 
di) Р(Х = Х І ) = П Ф
І
( )Х І [ 1 - Ф І ( М 1 ^ ' 
i=l 
with Φ, being the item response function of item i, and g the density of 
subjects over the latent space Θ. 
Now consider that the dataset consists of the score patterns Xj,...^ with 
corresponding frequencies T^—J · Since each subject is assigned to one and 
only one pattern, the log likelihood is: 
s 
(12) logL = C + £ r
v
l o g P
v
 . 
v=l 
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where С does not depend on the item parameters. 
Maximising log L with respect to the item parameters is not straightforward 
because Py is an integral that cannot be evaluated as an analytic function in the 
item parameters for a broad class of item response functions. This holds in 
particular when ФІ is chosen to be of the logistic type. To avoid this problem 
the right hand member of (10) may be approximated by a finite sum. For a 
given distribution g we may try to find a set of points X1,...,X (also called 
nodes) and of corresponding weights A(X.),...,A(X ) in a way that: 
q 
(13) P
v
= ] £ p ( X = xvIXk)A(Xk) 
k=l 
approximates (10) closely. The field of Numerical Quadrature is concerned 
with finding such approximations. Bock and Aitkin (1981) assumed g to be 
the normal density. In that case Gauss-quadrature, using Hermite-polynomials 
is appropriate to perform the approximation to a level as close as desired, 
depending on the number q of nodes (e.g. Engels, 1980; Davis and 
Rabinowitz, 1975). 
By using approximation (13) the first derivative of log L, with respect to a 
certain item parameter ц
і и
, where u may vary from 1 to the number of 
parameters related to item i, may be evaluated to be: 
(14) a i o g L - ^ ? а - " к ф № 9 φ № 
Эд
іи
 Й Ф ^ П - Ф ^ ) ] ' Βμ.
ω 
where 
s г χ L (Xk) 
(15) ? » - Σ У Α ( Χ »>-
ν=1 ν 
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and 
_ ^ r
v
 L
v
(Xk) (16) Nk = 2 , - : L f j L A ( X k ) , 
v=l r v 
with 
η 
Ф ^
к
) Ц - Ф . ^ ; 1 " ^ 
i=l 
π 
The derivation of formula (14) is straightforward. Its general notation allows 
the substitution of a specific choice of Ф. and the item parameters μ
ώ
 to be 
estimated. Formulas for the derivative of the log-likelihood obtained by Bock 
and Aitkin (1981) are special cases of (14) in which Φ. is chosen to be the 
cumulative normal distribution. The derivatives of (14) become mathematically 
simple when Φ. is chosen to be of the logistic type defined in (3). In that case 
we can derive that: 
ЭФ.( ) Эу . 
(18) — ^ - ^ Ф Я Ш - ^ М - т - 1 1 
ш 
Substitution of (18) in (14) gives: 
q 
3μ;„ k=i θμ. 
where у^ is y
vi evaluated at the node X^ instead of at θ ν . 
Because of this mathematical simplicity, we will use the logistic model in 
subsequent sections. For a general discussion about the choice of response 
functions we refer to Bartholomew (1980). 
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We may remark that the quantities in (15) and (16) represent the "expected 
number of correct responses to item i at level k" and "the expected number of 
responses at level k" respectively. Equation (14) is identical to the first 
derivative in probit analysis, except that observed frequencies are replaced by 
expected ones. It is noted that, for given values of the frequencies, this 
equation contains only item parameters of item i. This property is used in the 
EM-algorithm, that can be outlined as follows. 
Given a set of starting values for the item parameters, the values of 
expected frequencies may be evaluated according to (15) and (16) in the E-
step. Using these values, item parameters are reestimated by probit analysis 
for each item separately in the M-step. In this step a Newton-Raphson iterative 
procedure is performed using the first derivatives and approximations of the 
second derivatives with respect to the vector of item parameters of item i 
derived in (19). These two steps are repeated alternately until the parameter 
estimates become stable. This algorithm is also incorporated in the BILOG 
program (Mislevy and Bock, 1984) for estimating and testing the 
unidimensional two- and three-parameter logistic item response model. For 
technical details we refer to Bock and Aitkin (1981). 
2.2. Marginal maximum likelihood and the conjunctive-disjunctive 
model 
In this section the framework of the foregoing section is applied to the 
conjunctive-disjunctive model. For exploratory purposes we will treat the 
twodimensional case, generalisation to higher dimensionality is 
straightforward. In compensatory models y . is linear in its subject 
parameters. In the case of two dimensions (8) reduces to: 
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(20) y . = c. + &..Q . +а.„ » . 
v
 '
 J\i ι il vl i2 v2 
By using a different parametrisation (qil=a¡1, q^^ ал^ С І = " ( 1ІІ^ІГЧІ25
І
2) 
this equation may be reformulated as: 
У І = Чи(в¥1 - δ η ) + Ч і 2 ( 2 - 5І2) . 
It is clear that the separation between positive and negative values of y .is 
formed by a straight line through the point δ. = (δ.-,δ.-). (In more than two 
dimensions a hyperplane separates positive from negative values.) Moreover 
y
vi may be viewed as the positive or negative distance of a subject point to this 
line, subject points having equal values for y . lying on a line parallel to it. 
(See Figure 1, the shaded area corresponds to positive y-values.) 
Figure 1: Compensatory model, θ
ν
 = (θ
ν 1 ,θ ν 2 ) for v= 1,2,3. 
The separation between negative and positive scores in the conjunctive model 
is formed by the boundary of the double positive quadrant with respect to the 
item point (δ^,δ^). See Figure 2. 
103 
The Conjunctive Item Response Model 
І2 
2i 
l i 
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Figure 2: Conjunctive model, θ
ν
 = (θ
ν 1 ,θ ν 2 ) for v=l,2,3. 
Moreover y . should be a function of the distance of the subject point 
(θ
ν 1 ,θ ν 2 ) to this conjunctive boundary, reflecting the specific nature of the 
conjunctive model. Failing the item may be caused by lack of ability on only 
one dimension, in this case y . should be a function of the difference of 
subject- and item parameter coordinates for that dimension only. Passing the 
item is caused by a sufficiently high score on each dimension. In this case yvi 
should be a function of the minimal surplus on the dimensions. The following 
definition is proposed: 
(21) у^тіпК ^ Ы ^ ) } . 
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Using this definition, the item response function of the conjunctive model may 
be determined by (3). For δ,ι = 6І2 = 0.0 the response function is shown in 
Figure 3. It is noted that the conditional response functions 
Φΐ((θνΐ»θν2)Ι 0v2=t ) show a discontinuity at the point for which θ
ν
ι = t. 
Figure 3: Conjunctive item response function. 
In the disjunctive model the separation between negative and positive 
scores is formed by the boundary of the double negative quadrant (Figure 4) 
and y . is defined by: 
(22) у
 і
 = тах{(
 1 - 6 і ] ) , ( 2 -6 і 2 )} . 
Generalisation to the m-dimensional models is straightforward, the minimum 
or maximum should be taken over m differences. 
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Figure 4: Disjunctive model, θ
ν
 = (θ
ν 1»θν 2) for v=l,2,3. 
In the marginal maximum likelihood procedure we can calculate the first 
derivatives of the log likelihood in (19) at the nodes Xk in a straightforward 
way. By using the notations: 
Z k i l ^ k l A m d zki2 = X k2- 5 i2 ' 
the derivatives of the conjunctive model are obtained by substituting in (19): 
(23) yki = min(z k i l,z k i 2) , 
and the derivatives of the disjunctive model by: 
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(24) yk.=max(z ldl,zki2) . 
Following Bock and Aitkin (1981) nodes and weights are determined to 
approximate the bivariate normal distribution. The nodes Xk= (X^v^ti) ^ 6 
points in a twodimensional grid with corresponding weights A(Xk). Nodes 
and weights are chosen to approximate the latent subject distribution as close 
as possible. It will be clear that the marginal probabilities Py depend on the 
choice of g. In general, estimating the distribution of subjects adds as many 
parameters to be estimated, as there are parameters in this distribution (the 
class to which it belongs, e.g. multivariate normal, being assumed apriori). 
Since the models defined by (21) or (22) only depend on the differences on 
the dimensions, the location (centroid) vector of g may be chosen freely. In 
order to characterise the bivariate normal distribution, the three entities of the 
covariance matrix remain to be specified. In principle, these two variances and 
one covariance should be added to the model as parameters to be estimated. 
Assuming a diagonal covariance matrix is advocated by Bartholomew (1980) 
to make the analysis easier to carry out and to interpret. For the same reason, 
we decided to assume equal variances. Neither of these assumptions is 
compelling, however. The fit of the model may turn out to be poor by making 
incorrect assumptions about the covariance matrix of g. In the same 
perspective Bock and Aitkin (1981) pointed out that the solution can be freed 
of any assumption of g by reestimating the proportions A(Xk) at each node Xk 
after the EM-step. These proportions can be used as initial estimates in a new 
EM-step and the process can be repeated until stability is reached. 
For a finite, and small, number of items, the uniqueness of the solution is 
not easily determined. This is true in general: the uniqueness of a solution 
does not only depend on the mathematical structure of the model and auxiliary 
constraints such as the assumption of zero covariance among the dimensions, 
but also on the information present in the data. Furthermore, the uniqueness of 
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a solution is always relative to the assumptions concerning the parameters of 
the subject distribution, and different assumptions in this respect may yield 
different solutions for the item parameters. By taking g from a restricted class 
of subject distributions, i.e. the class of bivariate normal distributions with 
free origin, zero covariance and common variance, more precise comparisons 
between solutions for different item response models may be possible. 
It is important to know which transformations on the solution, that means 
the configuration of item points Δ = {δ. = (δ.„δ.-), i=l,...,n} are permissible 
when g is specified as bivariate normal. In the case of the compensatory model 
defined by (3) and (20), it is easily shown that arbitrary rotations of the 
parameter set A = Ц = (а
п
,а;2), i = l,...,n} are allowed if the assumed g is 
invariant under such transformations, i.e. when the covariances of g are zero. 
For the conjunctive or disjunctive model, as defined by (3) and (21), or by (3) 
and (22), respectively, it follows from the definition of y . in (21) or (22) that 
rotations will destroy the ranking of the coordinates of the item points on the 
dimensions and hence will affect the relative magnitudes of the marginal 
probabilities Ρ . 
Since the only free choice of parameters is the centroid of the subject 
distribution, it appears that, under the assumption of an independently 
bivariate normal distribution with a common variance, the estimated 
parameters constitute a joint difference scale (i.e. arbitrary zero on each 
dimension, common unit on all dimensions). Obviously, the choice of a less 
constraint item response model, e.g. with item response functions having 
different slopes on each dimension, adds mn-m free parameters (where m is 
the number of dimensions, i.e. m = 2 in the case we consider here). In that 
case the subject variances can be fixed at unity, and the solution is unique up 
to a linear transformaion on each dimension. 
It is noted that estimating the common variance is quite the same as 
estimating a slope parameter in (21) or (22) which is common to all items and 
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dimensions, but different from unity. The latter approach is used in the 
marginal maximum likelihood estimation procedure for the Rasch Model 
proposed by Thissen (1986), in which the slope parameter is reestimated at the 
end of each M-step. 
Starting with a raw estimate of the common variance the approximation of 
the bivariate normal distribution is given by: A(Xk) = A(X k l,X k 2) = 
A*(Xk l).A*(Xk 2), where A*(Xkl) and A*(Xk2) are chosen to approximate 
the onedimensional normal distribution with common variance using Gauss-
Hermite quadrature. The number of points for each dimension was set on 10, 
resulting in q = 100 nodes used to approximate the bivariate normal 
distribution. From (23) or (24) we can determine first derivatives and 
approximations to the second derivatives to be used in the M-step of the EM-
algorithm. At the end of each M-step the common variance was reestimated in 
a way similar to the procedure described by Thissen (1986). 
The goodness of fit of the model may be examined by the likelihood-ratio 
(LR) chi-square defined by: 
s 
(25) X 2 = 2 X r
v
l o g ^ - , 
v=l ν 
where the number of degrees of freedom is the number of independent 
patterns (2n - 1 if all patterns are present in the data and s if not) minus the 
number of parameters to be estimated (mn+1). In case of small expected 
frequencies patterns can be taken together. 
An additional problem to be discussed here concerns the difference between 
the conjunctive and the disjunctive model. By interchanging zeros and ones 
and by reversing the orientations of the underlying dimensions, the 
conjunctive model is turned into the disjunctive model and vice versa. Hence, 
an algorithm which analyses the data according to the conjunctive model, can 
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also be used to analyse the reversed data by the disjunctive model. On the 
other hand, the models are quite different with respect to the conclusions they 
allow. In the conjunctive model a subject passes an item because he passes its 
requirements on each dimension, where failing the item is caused by a lack of 
ability on at least one of the dimensions. In the disjunctive model an item is 
passed whenever the subject's ability exceeds the item coordinate on at least 
one dimension, while failing is caused by a lack of ability on all dimensions. 
Exchanging "passing" and "failing" in the datamatnx is equivalent to 
exchanging the conjunctive model for the disjunctive model. It is easily shown 
(e.g. Roskam, 1983, Van Leeuwe, 1986) that a set of patterns satisfying the 
conjunctive model deterministically will not in general satisfy the disjunctive 
model (unless by exchanging "passing" and "failing"). In Figure 5 a 
conjunctive model of three items is shown whose patterns cannot be explained 
by a disjunctive model. In Figure 6 a disjunctive model is presented whose 
patterns cannot be explained by a conjunctive model. 
1 
100 
2 
000 
110 
010 
3 
111 
011 
001 
Figure 5: Conjunctive model, 
pattern 010 included 
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3 
Figure 6: Disjunctive model, 
pattern 101 included. 
On the other hand, however, there do exist sets of response patterns, with 
only few items involved, which fit the conjunctive as well as the disjunctive 
deterministic version of the models. Evidently, an extreme example is given 
by the case where all four patterns of two items are present in the datamatrix, 
but less trivial situations may be found also. In such cases no distinction 
between the conjunctive and the disjunctive model can be made. This type of 
indeterminacy may occur in the probabilistic version as well. However, in 
cases where g is taken to be fixed and the number of items is not too small, it 
appears that that the current algorithm does sharply distinguish between both 
model types. Moreover it appears that distinction between the conjunctive and 
the disjunctive model will be sharper in situations where the configuration of 
item points is more complex. The complexity of an item point configuration is 
related in turn to the number of response patterns allowed by the structure. 
Some preliminary results on this topic are reported in the next section (see 
Table 1). 
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It is remarked that the distinction between the conjunctive and the 
disjunctive model is troublesome in situations where the labeling of responses 
as "positive" or "negative" is arbitrary. Especially in the field of attitude 
scaling this may be an additional problem to deal with before applying either 
one of these models. 
3. Results 
A FORTRAN-77 computerprogram called DIS CON was written to cover 
these models. In section 2.1 it was noted that the EM-algorithm should be 
started with initial estimates of the item parameters. In cases where no starting 
values are available approximations of these values can be generated by using 
the PROCOL algorithm developed for the constant error version of the 
conjunctive-disjunctive model (Van Leeuwe, 1987). This approach is used by 
default in the next sections. Acceleration of the numeric process is performed 
by the method of Ramsay (1975). Following Thissen (1986) a constant 
acceleration parameter of -3 was used. 
3.1. Simulation results 
To get an impression of the effectiveness of the numeric procedure and the 
performance of the computerprogram, a study simulating large sample perfect 
data, was set up. Twenty configurations of ten item points each were 
generated by taking the values -1.5, -1.3, -1.1, -.9, -.7, -.5, -.3, -.1, .1 and 
.3 as fixed coordinates on the first dimension and a randomly chosen 
permutation of these numbers as the coordinates on the second one. The 
probability of each pattern in the conjunctive model was calculated via formula 
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(13), using (11),(3) and (23), where the common variance was set to 1.0. 
These probabilities were multiplied by 100000 and rounded off to the nearest 
integer. So we got a dataset of 1024 patterns with total frequency of about 
100000. With starting values, generated by PROCOL, these data were 
analysed by DISCON. As initial estimates of the standard deviation of g the 
value 2.0 was taken in each run. For all these runs the number of degrees of 
freedom was 1024-1-20-1 = 1002, the large total frequency guaranteed 
expected frequencies to be greater than 5 for each pattern. The results are 
summarised in Table 1. In the second column the randomly selected 
permutation of the coordinates on the second dimension is given by its rank 
order, the third column contains the number of EM-steps taken by the program 
to reach the solution. The maximum number of steps was set to 50. If the 
value of the LR-chi-square did not decrease sufficiently anymore the process 
was terminated earlier. In columns 4 and 5 the LR-chi-square and the 
estimated standard deviation σ of g are given at the final stage. 
Remembering that the number of degrees of freedom is 1002, it is 
concluded from columns 2 to 5 of Table 1 that the goodness of fit of these 
models is nearly perfect in terms of chi-square values. The very small 
deviations from zero may be atrributed to the fact that observed frequencies are 
integers while expected frequencies are real numbers and to limitations in 
arithmetic precision. Far more important however is to see whether the rank 
orders of the item parameters on both dimensions at the final stage coincide 
with the original ones. This turned out to be the case for all twenty 
configurations with one exception. This was found in simulation 12, where 
one pair of item coordinates was reversed on one dimension. By allowing the 
program a few more EM-steps however, the proper solution was found. 
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Table 1: Simulation results, 
Data constructed by the conjunctive model. 
no. 
(1) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
Permutation 
(2) 
4-7-10-3-6-9-2-5-8-1 
3.I.4.7.5.2-9-IO-6-8 
І-5-7.4.8-ІО-2-З-6-9 
4-7-8-10-3-2-1-9-5-6 
7-3-9-2-10-6-1-4-5-8 
5-1-7-3-4-10-2-8-6-9 
8-2-4-1-7-10-3-6-5-9 
6-1-4-9-5-7-2-3-10-8 
2-7-3-10-6-4-1-9-5-8 
8-1-10-2-5-4-3-9-6-7 
9-4-1-6-10-3-8-7-2-5 
1-3-9-7-10-6-5-8-2-4 
10-1-7-5-4-2-3-6-8-9 
9-8-4-7-5-6-3-1-10-2 
5-10-2-4-9-7-8-6-1-3 
8-5-1-10-3-9-6-2-4-7 
1-3-6-4-5-2-9-8-10-7 
2-7-4-6-9-5-8-10-3-1 
3-5-8-2-4-10-9-6-7-1 
6-5-9-10-7-2-3-4-1-8 
Conjunctive 
no. of 
steps 
(3) 
12 
30 
23 
18 
14 
23 
18 
19 
25 
31 
11 
26 
10 
8 
17 
11 
34 
27 
15 
14 
LR 
chi2 
(4) 
0.358 
0.022 
1.493 
0.545 
1.558 
1.545 
0.128 
2.939 
0.259 
2.105 
0.649 
8.093 
1.519 
4.093 
0.913 
0.632 
1.112 
0.500 
0.441 
1.254 
σ 
(5) 
1.000 
1.000 
1.001 
1.000 
1.000 
1.001 
1.001 
1.000 
1.001 
1.005 
0.999 
0.998 
1.002 
1.000 
1.003 
1.000 
0.998 
1.002 
1.003 
1.000 
no. of 
patterns 
(6) 
38 
22 
27 
35 
34 
26 
29 
28 
30 
30 
36 
34 
30 
43 
39 
35 
21 
33 
32 
39 
Disjunctive 
LR 
chi2 
(7) 
266.209 
130.947 
147.875 
145.209 
175.142 
138.088 
144.310 
142.000 
151.469 
184.207 
215.561 
211.361 
181.684 
360.088 
305.076 
172.681 
126.913 
220.313 
203.337 
192.224 
The twenty datasets which were constructed according to the conjunctive 
model were also used to get an impression of the distinction between the 
conjunctive and the disjunctive model. For this purpose the datasets were 
analysed by using (24) instead of (23). The LR chi-square values of the 
analysis by the disjunctive model applied to the data constructed by the 
conjunctive model are given in colum 7 of Table 1. Since we conjectured that 
the number of response patterns allowed by the model is an indication of the 
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distinguishability of the two models, the number of patterns present in the 
deterministic conjunctive model is displayed in column 6 of Table 1. The 
results show a clear trend in the indicated direction, the value of LR chi-square 
for the "wrong" model shows the tendency to grow with the number of 
response patterns involved in the model. The relation between the number of 
patterns and the LR chi-square for these twenty cases may be expressed by 
Spearman's rank-correlation, which turned out to be 0.824. It is concluded 
that the conjecture is corroborated. 
3.2. Illustrative examples 
As a first example the data for the Law School Aptitude Test (LSAT), section 
7, presented by Bock and Lieberman (1970) were analysed. Bock and Aitkin 
(1981) examined the fit of the twodimensional compensatory model with y . 
defined by (20). They repon a likelihood-ratio chi-square of 21.13 with 17 
degrees of freedom (p = 0.216). For the twodimensional conjunctive model a 
chi-square of 39.222 with 20 degrees of freedom (p = 0.006) was calculated 
by the DISCON program, where for the disjunctive model a chi-square of 
36.548 with 20 degrees of freedom (p = 0.013) was found. In the procedure 
of Bock and Aitkin (1981) the cumulative normal distribution was used for the 
item characteristic function instead of the logistic function from (3). In order to 
be able to compare results more closely we devised the computerprogram 
COMBO that differs from the DISCON program only in the definition of y .. 
Instead of (21) or (22) the twodimensional compensatory model of (20) was 
introduced. A scale factor of about 1.7 must be used to approach the 
cumulative logistic distribution from the cumulative normal distribution (e.g. 
Molenaar, 1974). Taking this factor into account the COMBO program 
reached a similar result as Bock and Aitkin (1981). The LR-chi-square value 
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with 17 degrees of freedom was 20.823 (p = 0.234). So the results of Bock 
and Aitkin (1981) are supported. Our results are additional evidence for the 
validity of the twodimensional linear compensatory model for the LSAT-7 
data. 
As a second example a dataset of Maxwell (1961) as given by Takane 
(1987) was analysed. The data comprise four binary variables each indicating 
either the presence (1) or absence (0) of a certain symptom. The four 
symptoms are anxiety (A), suspicion (S), schizophrenic type of thought 
disorders (T) and delusions of guilt (G). The analysis performed here is 
restricted to the schizophrenic subgroup of 224 subjects. The likelihood-ratio 
chi-square for the twodimensional conjunctive model was 5.314 with 6 
degrees of freedom (p = 0.504), where the disjunctive model delivered a chi-
square of 4.881 (df = 6, ρ = 0.559). The twodimensional compensatory 
model however showed a chi-square of 19.157 (df = 4, ρ = 0.007). It is 
concluded that we must reject the compensatory model. The data, however, do 
not permit to decide betweeen the conjunctive and the disjunctive model. The 
final estimates of the item-points in the disjunctive model are given in Table 2, 
showing the rank orders S-A-G-T and T-S-A-G on the two dimensions 
respectively. 
Table 2: Disjunctive model for Maxwell (1961) 
data, SC-group. 
dim. 1 dim. 2 
A 0.83 2.36 
S 0.70 0.38 
Τ 2.10 -0.18 
G 1.54 2.56 
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4. Discussion and conclusion 
Over the last few decades the linear compensatory model has been used 
extensively in order to combine information on latent dimensions to a 
(predicted) score on observed variables. Multiple regression and factor 
analysis, the analysis of structural equations included, rely heavily on this 
rule. In item response theory the compensatory paradigm is used implicitly in 
existing models. In the current study attention is paid to alternative ways that 
may be utilised to combine information on underlying dimensions to the item 
score. Though the ideas of the conjunctive-disjunctive model go back to the 
fifty's, the lack of analytic procedures that account for errors in response 
behavior prohibited the use of these alternatives on any scale. In a previous 
study (Van Leeuwe, 1987) the constant error version was described. In the 
present study item response theory versions were developed. Two related 
problems remain. 
First, the robustness of the method with respect to the distinction between 
the conjunctive and the disjunctive models, needs further investigation, 
particularly in small datasets, and in relation to the assumed subject 
distribution. 
Second the relations to Partial Order Scalogram Analysis (POSA) (Shye, 
1985) are of interest. In this latter approach the partial ordering of response 
patterns is the central issue. The boundary between negative and positive 
scores on one item is not predefined in this model and may take the form of a 
rough step function in two dimensions. The boundaries used in the 
conjunctive and disjunctive model as we defined them, may be viewed as a 
special limiting case of that type of step functions. The straight line defined as 
the boundary in the compensatory model may be viewed as a limiting case of 
such step functions in the opposite direction. Further investigation of the 
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relation between partial order scalogram analysis and the item response models 
presented here is recommended. 
Meanwhile it is concluded that the item response version of the conjunctive-
disjunctive model may be viewed as an additional instrument to discover the 
multidimensional structure of dichotomous data. Indirectly these models may 
contribute to the diagnostic use of achievement tests and the use of 
component- or facet-oriented tests. If the partial ordering of items is 
established by this kind of model type, a subject can be placed into the space 
by maximising the probability of his response pattern, conditional upon the 
position in the space. Conclusions about the nature of the lack of knowledge 
or ability are made possible in principle. 
5. PROPERTffiS AND EXTENSIONS OF THE 
CONJUNCTIVE ITEM RESPONSE MODEL 
5 J . Robustness against deviations from the normal latent subject 
distribution 
To investigate the robustness of the item response model described in 
chapter 4 against deviations from multivariate normality of the latent subject 
distribution, a simulation study was performed. The twenty datasets used in 
Table 1 of chapter 4, constructed according to the twodimensional conjunctive 
item response model with a bivariate normal latent subject distribution were 
analysed by a version of the DISCON program in which the bivariate normal 
distribution was replaced by the bivariate uniform distribution. The weights 
A*(Xkl) and A*(Xk2) were all set to 0.1 for the 10-point approximation on 
the dimensions separately. The values of the nodes were left unchanged. For 
this set of nodes the standard deviation on each dimension is 2.691. Hence, 
the bivariate normal density with location at the origin and a common standard 
deviation of 2.691 was approximated by 100 nodes (X., k=l,...,100) with 
weights A(Xk) = 0.01. To make the simulations realistic, the initial value for 
the common standard deviation, that should be estimated by the program, was 
chosen different from its true value. We initialised this parameter at 2.0 as 
before. Initial estimates of the item coordinates were determined by using the 
PROCOL algorithm of chapter 3. The maximum number of EM-steps was put 
at 75. If the relative change in LR-chi-square became less than 0.001, the 
process was terminated earlier. The results are shown in Table 5.1. 
Convergence was reached slower than in the case of the normal 
distribution. The average of the number of steps to be taken was 52.3, 
compared to an average of 19.3 steps in the normal distribution case (Table 1, 
chapter 4). The common standard deviation was estimated rather closely. 
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Using the well-known standard normal approximation of the chi-square 
distribution it may be derived that the chi-square should not exceed a value of 
1091.14 in order to decide that the data do not reject the model on the 5% 
significance level. Only simulations 14, 18 and 20 meet this requirement. 
Inspection of the composition of the chi-square reveals that the contribution of 
the all zero response pattern greatly contributes to the total chi-square in all 
simulations. Since, by definition, the contributions of the response patterns to 
the LR-chi-square may be positive or negative, the LR-chi-square cannot be 
Table 5.1: Simulation results, 
Uniform latent subject distribution. 
no. of LR Pearson corrected 
no. 
(1) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
Permutation 
(2) 
4-7-10-3-6-9-2-5-8-1 
3-1-4-7-5-2-9-10-6-8 
1-5.7-4-8-10-2-3-6-9 
4-7-8-10-3-2-1-9-5-6 
7-3-9-2-10-6-1-4-5-8 
5-I-7.3-4-IO-2-8-6-9 
8-2-4-1-7-10-3-6-5-9 
6-1-4-9-5-7-2-3-10-8 
2-7-3-10-6-4-1-9-5-8 
8-1-10-2-5-4-3-9-6-7 
9-4-1-6-10-3-8-7-2-5 
1-3-9-7-10-6-5-8-2-4 
10-1-7-5-4-2-3-6-8-9 
9-8-4-7-5-6-3-1-10-2 
5-10-2-4-9-7-8-6-1-3 
8-5-1-10-3-9-6-2-4-7 
1-3-6-4-5-2-9-8-10-7 
2-7-4-6-9-5-8-10-3-1 
3-5-8-2-4-10-9-6-7-1 
6-5-9-10-7-2-3-4-1-8 
steps 
(3) 
47 
61 
60 
41 
45 
49 
54 
50 
50 
52 
41 
42 
75 
45 
60 
47 
48 
75 
61 
43 
chi2 
(4) 
1140.849 
1564.111 
1400.231 
1124.766 
1189.061 
1498.863 
1377.524 
1426.447 
1375.163 
1209.123 
1208.036 
1321.359 
1199.297 
1075.317 
1158.344 
1129.670 
1690.979 
971.754 
1251.445 
1026.933 
σ 
(5) 
2.673 
2.657 
2.652 
2.667 
2.665 
2.660 
2.660 
2.660 
2.663 
2.668 
2.674 
2.658 
2.674 
2.675 
2.665 
2.675 
2.646 
2.693 
2.670 
2.675 
Λ. VU-I Wíl < 
chi2 
(6) 
1252.02 
1742.73 
1559.94 
1238.95 
1311.73 
1664.01 
1531.95 
1583.31 
1524.70 
1335.68 
1332.55 
1456.64 
1327.41 
1177.70 
1275.65 
1244.77 
1883.17 
1056.09 
1379.98 
1124.66 
chi2 
(7) 
732.67 
1003.81 
880.39 
710.56 
755.31 
966.27 
879.39 
914.29 
881.63 
768.18 
782.80 
855.09 
755.48 
709.73 
746.06 
719.92 
1109.10 
664.04 
799.21 
656.58 
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used to calculate the proportions of the contributions of the response patterns. 
For this reason we calculated the corresponding Pearsonian chi-squares for all 
simulations (column 6 in Table 5.1) and subtracted from them the contribution 
of the all zero pattern (the result is given in column 7 in Table 5.1). These 
corrected chi-squares show that the data, from which the all zero pattern is 
eliminated, do not reject the twodimensional conjunctive model, with the 
exception of simulation number 17. One rejection out of twenty simulations is 
in accordance with the 5% significance level. The elimination of the all zero 
pattern may be justified by realising that this response pattern does not contain 
essential information regarding the appropriateness of the model. The 
frequency of the all zero pattern only plays a role in the calibration of the 
dimensions. It is far more important to see whether the rank orders of the 
items on the dimensions are reproduced by assuming a bivariate uniform latent 
subject distribution. 
Inspection of the final configurations reveals that the rank orders of the item 
parameters on the separate dimensions are reproduced perfectly in 17 out of 20 
simulations. In simulations 13,18, and 19 the rank order of one pair of item 
coordinates was interchanged on one dimension each. The original 
configurations contained one item point (items 10,1 and 1 in simulations 13, 
18 and 19, respectively) with a relative large distance to the other item points. 
In simulation 13 item 10 has rank order 10 on the first dimension and rank 
order 1 on the second. In both simulations 18 and 19 item 1 has rank order 1 
on the first dimension and rank order 10 on the second dimension. The same 
ranking of item coordinates for item 1 was found in simulation number 1, in 
that case the item coordinates were estimated properly. As an example, the 
rank orders in the original configuration and in the configuration estimated by 
assuming a uniform latent distribution in simulation number 13 are shown in 
Figures 5.1 and 5.2, respectively. 
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Figure 5.1: Simulation 13, 
Rank orders of original configuration. 
Figure 5.2: Simulation 13, 
Rank orders of solution for uniform distribution. 
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Apparently, the absence of items in the neighbourhood of item 10 prevents 
the algorithm from estimating its coordinates properly compared to the 
coordinates of item 9. Since very few subjects pass item 9 and the same holds 
for item 10, the relative frequency of the pattern 1111111101, which is a 
structural pattern in the configuration of Figure 5.1 (viewed as a deterministic 
conjunctive representation) tums out to be so small that the likelihood of the 
configuration in Figure 5.2, in which the pattern 1111111101 does not occur 
as a structural pattern, is higher than the likelihood of the configuration in 
Figure 5.1. The lack of identiflability of the coordinates of an item with 
relative large distances to all other items is not specific for the conjunctive item 
response model. It is a problem common to multidimensional scaling 
algorithms, denoted as degeneracy. According to Lingoes (1977) single 
variables, or small sets of variables, having low association with all other 
variables, may be the cause of bad performance of multidimensional scaling 
algorithms. Therefore, such variables should, according to Lingoes (1977), be 
eliminated from the analysis. 
The bivariate uniform distribution may be considered as strongly different 
from the bivariate normal distribution. Bock and Aitkin (1981) argue that a flat 
distribution may result in inaccurate estimates of parameters, especially in the 
tails. They prefer the normal distribution on the grounds that it represents 
maximal uncertainty in a distribution with finite mean and variance. 
We conclude that the item response algorithm for the conjunctive model is 
robust against deviations from normality of the latent subject distribution, 
except in those cases where items are assumed to be present that have the 
lowest rank on one dimension and the highest on the other. In those cases the 
rank order of only that extreme item may not be perfectly estimated. 
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5.2. Estimating subject parameters 
Assuming the item parameters and the variance of the subject distribution to 
be known, the ability parameter vector θ
ν
 = (
 1 . 2) of subject ν with 
response pattern х
у
 = (х
у1,...,ху ) may be estimated by one of the following 
methods: Maximum Likelihood (ML), Bayes modal (or MAP: maximum a 
posteriori) or Bayes (or EAP: expected a posteriori). The maximum likelihood 
estimator, however, does not give finite values for patterns with all zeros or all 
ones. The MAP estimator requires a differentiable continuous density function 
for the prior distribution of subjects over the latent space (Bock and Aitkin, 
1981; Thissen and Steinberg, 1984). The EAP method is easy to carry out, 
given the set of item parameters. From Bayes' theorem it follows that the 
posterior density of θ
ν
, given X = χ is: 
P(X = χ
ν
1θ
ν
).
β
(θ
ν
) 
(5-1) g(e
v
ix = x
v
)
 Ρ ( χ Υ Χ ν ) -
In the twodimensional case the EAP estimators are the marginal means of 
the bivariate aposteriori distribution of the vector θ
ν
 = (θ
ν 1 ,θ ν 2 ). Using the 
notations of chapter 4 this expectation may be written as: 
л г P(X = χ ΙΘ ) 
(5.2) Ε(θ
ν1) = J 1 g(evi x = xv) dev = J 1 — ^ і ^ - d e v , 
θ
 v 
and for the case of two dimensions this expectation may be approximated by : 
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<*» К - i t \, ^1^ A<x,"'Xl·,, кг' v kl' kl' 
kl=l k2=l P v 
which in the case of independence of the latent subject distribution may be 
written as: 
-*- - ^ A*(XV1) (5.4)
 1 = Σ x k l [ Σ ч( х кЛ 2 > · A*(xk2) ] -w kV k l = l k2=l P v 
and with respect to the coordinate on the second dimension as: 
1
 - ^ Α*(Χ
Η
) (5.5) θ
ν2 = Σ Xk2 [ Σ Lv(Xkl,Xk2) . A * ^ ) ] 
k2=l k l=l P v 
where qj and q2 are the number of interpolation points, and A*(X k l) and 
A*(Xk2) are the weights for dimension 1 and 2, respectively. 
The EAP method has the tendency to estimate subject parameters towards 
the centroid of the configuration. For example, the vector of subject 
parameters corresponding to the response pattern x
v
 of all zeros has a nonzero 
conditional density P(X = х І ) over the total twodimensional Euclidean 
space. The maximum of this conditional density may be attained somewhere 
below the minimum of the item coordinates on each dimension. But this does 
not mean that its expected vector, assuming a bivariate normal density, is 
below that minimum. Taking into consideration that the bivariate normal 
distribution g(9
v
) is rapidly decreasing in the tails, it is not surprising to find 
the EAP estimate of the response pattern of all zeros above the minimum value 
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of the item coordinates on one or both dimensions. As a consequence of this 
tendency towards the centroid, the EAP estimates of the subject parameters 
cannot directly be compared to the item parameter estimates. In the BILOG 
program (Mislevy and Bock, 1984) for the one-, two-, and three-parameter 
unidimensional logistic item response model, the set of subject parameters 
may optionally be rescaled afterwards to correct for this effect. Such a 
rescaling highly depends on the sample at hand, however. The essential 
information to be gained from the set of subject parameter estimates is the 
dominance relation induced by the rank orders on the two dimensions. This 
will be illustrated by analysing constructed data. For this purpose we restricted 
our analysis to four items. So, the number of response patterns, and hence the 
number of subject parameter vectors, is limited to at most sixteen. In the same 
way as in chapter 4 we constructed large sample data according to the 
conjunctive model of Figure 5.3, assuming a bivariate normal latent subject 
distribution with common variance at unity. 
a 
С 
b 
© 
) 
•\ 
l> 
с 
Θ 
d 
© 
© 
) 
© 
Figure 5.3: Conjunctive model, 4 items 
(numbers within circles correspond to patterns in Tables 5.4 and 5.5). 
126 
Properties and Extensions 
Two alternative sets of item parameters were used, given in Table 5.2 and 
Table 5.3, respectively. 
Table 5.2: Item parameters, example 1. 
item 1 2 
a -0.4 -0.1 
b -0.1 0.4 
с 0.1 -0.4 
d 0.4 0.1 
Table 5.3: Item parameters, example 2. 
item 1 2 
a -0.8 -0.2 
b -0.2 0.8 
с 0.2 -0.8 
d 0.8 0.2 
The results are shown in Table 5.4 and Figure 5.4 for the item parameters of 
Table 5.2 and in Table 5.5 and Figure 5.5 for the item parameters of Table 
5.3, respectively. 
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Table 5.4: Subject parameter estimates, example 1, 
item coordinates of Table 5.2. 
no 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
pattern 
0000 
0001 
0010 
ООП 
0100 
0101 
оно 0111 
1000 
1001 
1010 
1011 
1100 
1101 
1110 
1111 
1 
-0.49 
-0.08 
-0.01 
0.35 
-0.30 
0.12 
0.17 
0.55 
-0.25 
0.16 
0.21 
0.58 
-0.02 
0.39 
0.43 
0.82 
2 
-0.49 
-0.25 
-0.30 
-0.02 
-0.01 
0.21 
0.17 
0.43 
-0.08 
0.16 
0.12 
0.39 
0.35 
0.58 
0.55 
0.82 
5
 9 '-
L 
1 
у 
,3« 
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ч 
'f, 
4° 
/ 
> 
Figure 5.4: Subject parameter estimates, example 1. 
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Table 5.5: Subject parameter estimates, example 2, 
item coordinates of Table 5.3. 
no 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
pattern 
0000 
0001 
0010 
ООП 
0100 
0101 
0110 
0111 
1000 
1001 
1010 
1011 
1100 
1101 
1110 
1111 
1 
-0.50 
0.00 
0.12 
0.52 
-0.42 
0.10 
0.19 
0.64 
-0.32 
0.18 
0.26 
0.70 
-0.15 
0.34 
0.40 
0.85 
2 
-0.50 
-0.32 
-0.42 
-0.15 
0.11 
0.26 
0.18 
0.39 
0.00 
0.17 
0.10 
0.33 
0.51 
0.69 
0.64 
0.85 
Figure 5.5: Subject parameter estimates, example 2. 
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The results confirm the tendency to estimate the subject parameters towards 
the centroid. The subject parameter estimates of the all zero pattern in Figure 
5.5 are -.50, while the minima of the item coordinates arc -.80. The lines in 
Figures 5.4 and 5.5 show that the dominance relation, induced by the 
deterministic representation in Figure 5.3, is properly identified. The response 
patterns which are not present in the deterministic representation are, with the 
exception of response pattern number 4, positioned in the neighbourhood of 
some response pattern that occurs in the deterministic representation. These 
patterns, apparently, may be explained by errors in response behavior on the 
basis of the probabilistic (e.g. logistic) form of the item response function. 
5J. Multidimensional extensions 
Extensions to more than two dimensions may be constructed for the 
conjunctive and the disjunctive model separately, but also combinations are 
possible. If, for example, items are passed by subjects having a sufficiently 
high score on both dimensions 1 and 2, or on dimension 3, this model is 
conjunctive with respect to dimensions 1 and 2, while dimension 3 is 
combined in a disjunctive way with the dimensions 1 and 2. The above 
example may be expressed as the {(1 and 2) or 3} model, or the {(In2)u3} 
model. In this way any logical combination of the dimensions may be 
expressed in terms of the conjunctive-disjunctive model. The correspondence 
to formal logic may be used to set up the equations for these models. The 
twodimensional case is given by the equations: 
(5.6) у^ = т т { ( е
у 1 - о и ) , ( е у 2 - а 2 ) } , 
for the conjunctive model and 
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(5.7) У
 і
 = піах((
 1 - 5 . 1 ) , ( 2 - 8 і 2 ) } , 
for the disjunctive model. By writing Zj = θ
ν 1 - Ь.^ and Z2 = θ ν 2 - δ.2 and by 
denoting y
v i for the conjunctive model as Zj η ζ, and as Zj u z2 for the 
disjunctive model, equations (5.6) and (5.7) may be written as: 
(5.8) Zj η z2 = min (ZJ.ZJ) , 
and 
(5.9) Zj u z2 = max (Zj.z^ , 
respectively. 
The correspondence to set theory is apparent. The following properties hold: 
1. Idempotency 
Zj η Zj = min (ZJ.ZJ) = Zj 
Zj u Zj = max (Zj.zJ = Zj 
2. Symmetry 
Zj η z 2 = ζ 2 η Zj 
Zj u Z2 = z2 U Zj 
3. Associativity 
(zlnz^) η Zj = min (min (zvz2),z3) - min (Zj,min (z2,z3)) = 
Zj π (z2 η Zj) 
(Zj u Zj) u Zj = max (max (Zj.Zj)^) = max (Zj.max (z2,z3)) = 
Zj u (z2 u zj 
4. Distributivity 
(Zj η z2) u z3 = max (min (z1,z2),z3) = min (max (Zj,z3),max (Zj.Zj)) = 
(Zj и zj η (z2 u z^) 
(Zj u Z2) η z3 = min (max (z1,z2),z3) = max (min (z1,z3),min (z2,z3)) = 
(Zj О Zj) U (Z2 Π Zj) 
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Moreover, the twodimensional disjunctive model may be obtained from the 
twodimensional conjunctive one by taking the reversed values in the space 
obtained by a reflection with respect to the line y = -χ. Using definitions (5.6) 
and (5.7) we may prove that: 
(5.10) z 1uz 2=-{(-z 1)n(-z 2)} . 
By writing: 
(5.11) z. = -z. , 
j j 
formula (5.10) may be reformulated as: 
(5.12) z 1 u z 2 = z 1 n z 2 . 
The construction of multidimensional models is straightforward. Any 
combination of conjunctive and disjunctive compositions of dimensions can be 
translated in terms of intersections and unions and may be simplified by using 
the rules of set theory. The result is a string of intersections and unions 
z. u ,..., η ζ that may be translated in terms of minima and maxima of 
ζ^.,.,ζ by using (5.8) and (5.9). By substituting 6
у
. - δ
Γ
 for ζ., the value 
of у . for the model at hand may be evaluated and used in the item response 
function. So in the {(1 and 2) or 3} model, у . is defined by: 
(5.13) y
vi = max ( min (θ v l - &І у2 - δ ί 2 ), з - δ 0 ) . 
In this way the different versions of the conjunctive-disjunctive model, 
developed in the foregoing chapters of this study, may be extended to three or 
more dimensions for any logical combination of conjunction and disjunction. 
132 
Properties and Extensions 
The particular logical combination is assumed to hold for each item in the set 
of items to be analysed, and chosen apriori. 
In the sampling model of section 2.2 the item response function (2.6) may 
be rewritten as: 
(5.14) <b(e
v
) = x(y
vi) , 
where τ is the indicator function, 
y > 0 => x(y) = 1, y < 0 => т(у) = 0 . 
The item response function of the two-parameter model of chapter 3 (equation 
6) is: 
(5.15) Ф.( ) = а
і
 + у
і
т(у
 і
) . 
In the item response model of chapter 4 the item response function (equation 
3) is of the logistic type and may be denoted as: 
(5.16) O i(e v) = logist(yv.) . 
By substituting the appropriate logical expression for y ., specific 
multidimensional models may be generated. Estimation of item parameters 
may be performed by the EM-algorithm of chapter 4: The derivatives of y . 
with respect to the item parameters may be adapted for the specification of the 
multidimensional model in a straightforward way. In the constant error model 
and the sampling model, however, generalisation of the analytic procedure to 
these logical combinations of dimensions does not seem that easy. The 
fundamental equation (equation 16 in chapter 3) is restricted to either the 
multidimensional conjunctive or the multidimensional disjunctive model. 
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As an example, we expanded the DISCON program for the {(In2)u3} 
model in three dimensions by using (5.13). Large sample data were generated 
from the item parameters of Table 5.6. Initial estimates are given in Table 5.7. 
The final result of the DISCON3D program, in which 5-point interpolation 
was used instead of 10-point interpolation, is given in Table 5.8. The LR-chi-
square for this solution is 1.094 with 992 degrees of freedom. 
Table 5.6: Original configuration, 
{(1 and 2) or 3} model. 
І 2 3 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
-1.50 
-1.30 
-1.10 
-0.90 
-0.70 
-0.50 
-0.30 
-0.10 
0.10 
0.30 
-1.10 
-1.50 
-0.90 
-0.30 
-0.70 
-1.30 
0.10 
0.30 
-0.50 
-0.10 
-0.90 
-0.30 
-0.10 
0.30 
-1.10 
-1.30 
-1.50 
0.10 
-0.70 
-0.50 
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Table 5.7: Initial configuration, 
{(1 and 2) or 3} model. 
1 2 3 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
-1.40 
-1.30 
-1.20 
-0.90 
-0.60 
-0.50 
-0.40 
-0.10 
0.20 
0.30 
-1.10 
-1.60 
-0.90 
-0.20 
-0.70 
-1.40 
0.10 
0.30 
-0.40 
-0.10 
-0.80 
-0.30 
-0.40 
0.30 
-1.10 
-1.30 
-1.60 
0.10 
-0.60 
-0.50 
Table 5.8: Final configuration, 
{(1 and 2) or 3} model. 
1 2 3 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
-1.43 
-1.28 
-1.15 
-0.93 
-0.64 
-0.47 
-0.33 
-0.08 
0.12 
0.32 
-1.14 
-1.54 
-0.82 
-0.26 
-0.72 
-1.36 
0.18 
0.31 
-0.48 
-0.10 
-0.90 
-0.30 
-0.14 
0.28 
-1.11 
-1.30 
-1.51 
0.09 
-0.71 
-0.51 
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Although the fit for this constructed dataset is excellent and the rank orders 
of the coordinates on each dimension are perfectly found again, much work 
seems to be necessary to provide a stable and fast algorithm suited to analyse 
real data in models with three or more dimensions. As mentioned before the 
results of the method of marginal maximum likelihood highly depend on the 
initial configuration. In the case of the {(1 and 2) or 3} model initial estimates 
cannot be generated by the constant error model. Moreover, with bad initial 
estimates the marginal maximum likelihood method may arrive at local minima 
and item parameters may get values beyond the scope of permissible values. 
In principle, it could be tried to circumvent this problem by putting restrictions 
on the values of item parameters, either by using penalty functions or by using 
prior distributions on item parameters. 
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6. APPLICATIONS 
This chapter demonstrates the capacity of the probabilistic versions of the 
conjunctive-disjunctive model to identify the multidimensional representation 
of binary datasets. In section 6.1 the analysis of the Van der Sanden data of 
section 2.1 is presented, in sections 6.2 and 6.3 we show the results for 
datasets presented in the literature on related topics. In sections 6.4 and 6.5 we 
give some new examples. The analyses for the item response model of chapter 
4 were performed by version 2 of the DISCON program, in which the 
compensatory model was integrated and the estimation of the subject 
parameters of section 5.2 was added. 
6.1. Van der Sanden data 
In section 2.1 we showed that the réponse patterns in the Van der Sanden 
data of Table 1.1 may be represented by the twodimensional deterministic 
conjunctive model of Figure 2.10. The fit of the model is perfect in the sense 
that there exists a one-to-one correspondence between the response patterns in 
the data (Table 1.1) and the response patterns allowed by the conjunctive 
model (Figure 2.10). In the completely deterministic version of section 2.1 the 
frequencies of the response patterns do not play any role, only the occurrence 
of response patterns in the datamatrix is taken into account. Of course, it may 
be expected that methods in which the frequencies of response patterns are 
accounted for, i.e. the methods described in section 2.2 and in chapters 3 and 
4, yield the same conjunctive structure as given in Figure 2.10. Before we 
discuss the results of the analysis of the data of Table 1.1 by the two-
parameter model (formula (3) of chapter 3) and the item response model 
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(formulas (3) and (21) of chapter 4), we inserted the frequencies of Table 1.1 
into the conjunctive structure of Figure 2.10. The result is given in Figure 6.1. 
b 
2 
L 1 
С 
7 
9 
4 
d 
16 
e 
13 
f 
12 
5 
4 
5 
1 
1 
Figure 6.1 : Van der Sanden data. 
Figure 6.1 shows that the density of subjects is concentrated for a great 
deal in the right-upper comer of the twodimensional latent space. The 
frequencies in the other parts of the space are very low. Hence it may be 
expected that identification problems are an obstacle to the representation of 
the items in this latter region (items a, b and d). Response patterns with 
observed frequencies of one or two might be explained by representations 
which slightly differ from the representation in Figure 6.1, simply because the 
low probability of these patterns may be explained satisfactorily by a model in 
which they do not occur as error-free patterns. 
The results of the two-parameter model of chapter 3 are shown in Table 6.1 
and pictured in Figure 6.2. 
138 
Applications 
Table 6.1: Van der Sanden data, PROCOLl solution. 
item 1 
a 
b 
с 
d 
e 
f 
0.00 
0.05 
0.14 
0.27 
0.55 
0.78 
0.04 
0.06 
0.31 
0.02 
0.05 
0.04 
С 
b 
a 
d e f 
Figure 6.2: Van der Sanden data, PROCOLl solution. 
Since the constant error rate turned out to be 0.000, this solution can be seen 
as a solution according to the sampling model of section 2.2 as well. The final 
stress (S) was 0.020 and the raw loss (F) was 0.005, indicating that the fit of 
the model is satisfactory. 
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The item réponse model of chapter 4 yielded the solution of Table 6.2 and 
Figure 6.3. 
Table 6.2: Van der Sanden data, DISCON solution. 
coordinates standard errors 
item 1 2 1 2 
a 
b 
с 
d 
e 
f 
-2.22 
-1.92 
-1.00 
-0.68 
0.19 
0.92 
-2.35 
-2.03 
-0.68 
-2.96 
-1.94 
-1.74 
0.10 
0.10 
0.12 
0.11 
0.12 
0.12 
0.11 
0.10 
0.13 
0.11 
0.13 
0.14 
a 
b 
с 
d 
e 
f 
ι 
Figure 6.3: Van der Sanden data, DISCON solution. 
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Unfortunately, the number of degrees of freedom for this model is 13-12-1=0. 
So, no goodness of fit testing may be performed. The differences between the 
observed frequencies and the frequencies expected from the model, given in 
Table 6.3, are small. 
Table 6.3 : Van der Sanden data, 
observed and expected frequencies. 
pattern Items frequencies 
number a b c d e f f f 
o e 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
0 
1 
0 
0 
0 
0 
1 
0 
1 
0 
1 
1 
1 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
1 
0 
1 
0 
1 
0 
1 
0 
0 
0 
1 
0 
1 
0 
1 
1 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
4 
2 
1 
9 
1 
7 
5 
16 
4 
13 
5 
12 
1.53 
2.04 
0.61 
0.41 
10.09 
0.83 
6.76 
6.89 
16.85 
4.62 
14.90 
3.19 
11.27 
The largest relative difference is found for response pattern number 3 
(010000). It is this response pattern that causes the difference between the 
deterministic solution and the item response solution: In the former, items "a" 
and "b" are incomparable, while in the latter, item "a" turns out to be 
prerequisite to item "b". The difference between the positions of items "a" and 
"b", however, is relatively small. Further insight is obtained by estimating the 
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large-sample variances of the marginal maximum likelihood estimators of the 
item coordinates. These variances may be calculated by inverting the second 
order derivatives with respect to the estimators in the final stage of the 
marginal maximum likelihood procedure. The standard errors of the estimated 
parameters are given in the last two columns of Table 6.2. By taking a factor 
of 1.96 into account, the confidence intervals of items "a" and "b" on both 
dimensions show some overlap, while this does not hold for any other pair of 
items. 
It could be suspected that the discrepancy between the deterministic 
solution and the item response solution would vanish by adopting another 
latent subject distribution or by reestimating the latent subject distribution at 
the end of the EM-cycle in an iterative way. Neither of these techniques 
succeeded to recover the deterministic configuration perfectly, however. 
Apparently, the representation, in which the rank orders of the items are in 
accordance with the deterministic representation of Figure 6.1, has a 
somewhat lower likelihood than the item response solution, which is the 
(marginal) maximum likelihood solution. The item response solution is rather 
close to the deterministic solution, but differs with respect to patterns with 
relatively small frequencies. 
The above example shows that one has to be careful in deciding between 
the deterministic and the probabilistic version of the conjunctive model. If it 
may be assumed that the procedure of collecting the data may produce 
unsystematic errors, it is obvious that the probabilistic model is to be 
preferred. 
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6.2. Dayton and Macready data 
To give the Guttman scale a probabilistic nature, Proctor (1970) and 
Dayton and Macready (1976) introduced two error rates, an omission (e.g. a 
forgetting error) and an intrusion (e.g. a guessing error). Though their analytic 
procedures are quite different, this idea is basic to the Latent Distance model 
(Lazarsfeld and Henry, 1968) as well. By assuming equality of these error 
rates, either for both types of errors or for all items, different submodels may 
be defined. Goodman (1975) constructed two datasets assuming constant 
error rates both over items as well as over omission and intrusion. In set A the 
constant error rate was 0.10, in set В an error rate of 0.25 was chosen. In 
both cases the scores of 1000 subjects on four items were generated. The 
twodimensional conjunctive model in section 2.3 is a straightforward 
generalisation of this model: In the PROCOL program a constant error rate is 
assumed as well. Reanalysing set A and set В by the PROCOL program 
revealed a perfect recovery of the error rates (0.10 and 0.25), stress-measure 
at zero, and nearly perfect Guttman scales. The solutions yielded constant 
coordinates on one dimension and coordinates on the other dimension in the 
order presumed by the Guttman scale. 
Goodman (1975) introduced models with an "intrinsically unscalable" class 
additional to the classes derivable from a Guttman scale. Dayton and Macready 
(1980) combined the error models and the intrinsically unscalable class model. 
Demonstrations of these models were given by reanalysing three data sets 
from the literature on scaling. In the following sections we will show the 
results of reanalysing these datasets by the conjunctive, disjunctive and 
compensatory item response models. 
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6.2.1. Lazarsfeld-Stouffer data 
Lazarsfeld (1950) presented a data set consisting of the scores of 1000 
soldiers on 4 items concerning their attitudes towards the aimy. The fit with 
respect to the deterministic Guttman scale was poor: only 668 cases confirm 
such a model. Goodman (1975) tried to fit a Guttman scale to this example 
using the intrinsically unscalable class model, but the scale did not provide a 
good fit (Chi-square = 26.53 with 6 degrees of freedom). Dayton and 
Macready (1980) showed that the combined model yields a much better fit 
(Chi-square = 1.64 with 2 degrees of freedom) where the error model of 
Proctor did not fit (Chi-square = 43.63 with 7 degrees of freedom). The 
combined model, however, showed an intrinsically unscalable class 
probability of 0.35, indicating that a rather high portion of respondents fails to 
meet the presumed Guttman scale. 
The results of the conjunctive, the disjunctive and the compensatory model, 
using DISCON, are given in Table 6.4. 
Table 6.4: Lazarsfeld-Stouffer data. 
Model LR-chi-square df ρ rank order 
dim. 1 dim. 2 
Conjunctive 8.640 6 0.195 4,3,2,1 2,4,3,1 
Disjunctive 7.808 6 0.253 4,3,2,1 2,4,3,1 
Compensatory 7.284 3 0.063 
Since the fit of the compensatory model is poor, compared to the conjunctive 
and the disjunctive models, we can concentrate on these latter models. The 
solutions for the conjunctive and the disjunctive model are shown in Figure 
6.4 and Figure 6.5, respectively: 
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Figure 6.4: Lazarsfeld-Stouffer data, rank orders in conjunctive solution. 
0101 
0100 
0000 0001 
Olli 
3 
ООП 
2 
1111 
1 
Figure 6.5: Lazarsfeld-Stouffer data, rank orders in disjunctive solution. 
The results support the conclusions that items 4,3 and 1 form a Guttman scale, 
item 2 is a prerequisite to item 1, but there exists no prerequisite relation 
between items 3 and 4 on the one hand and item 2 on the other. In Figures 6.4 
145 
Applications 
and 6.5 the response patterns are inserted which would appear in the models if 
they were supposed to be deterministic. The set of item patterns allowed in the 
conjunctive and the disjunctive deterministic solution are identical. These 
seven response patterns account for 77 % of the total frequency. Referring to 
the considerations in section 2.1, this dataset, with only 4 items involved, 
provides a clear example of a set of response patterns for which no distinction 
can be made between the deterministic conjunctive and the disjunctive model. 
Deterministically, the seven response patterns may be explained by either 
representation. The results of the probabilistic item response model confirm 
these findings: the difference between the chi-square values in Table 6.4 is 
small. 
6.2.2. Stouffer-Toby data 
Dayton and Macready (1980) reanalysed a dataset from Stouffer and Toby 
(1963) consisting of the scores of 216 subjects on four questionnaire items 
which deal with role conflicts. In the terminology of Goodman (1975) a 
"biform" scale is hypothesised, the set of response patterns might have 
originated from a mixture of two linear scales: one where the four items are in 
the natural order (i.e. 4,3,2,1) and one in the order 4,2,3,1. The analyses of 
Dayton an Macready (1980) are therefore based on fitting a model with 
response patterns (0,0,0,0), (0,0,0,1), (0,0,1,1), (0,1,0,1), (0,1,1,1) and 
(1,1,1,1). From the six models analysed they conclude that the uniform error 
rate model that does not incorporate an intrinsically unscalable class is an 
appropriate scaling model for the data. 
The results obtained by the DISCON program are given in Table 6.5. 
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Table 6.5: Stouffer-Toby data. 
Model LR-chi-square df rank order 
dim. 1 dim. 2 
Conjunctive 7.068 6 0.315 
Disjunctive 7.871 6 0.248 
Compensatory 7.568 3 0.056 
4,3,2,1 4,2,1,3 
4,3,2,1 4,2,1,3 
The fit of the compensatory model is relatively poor. The solution for the 
conjunctive model is shown in Figure 6.6. 
3 
1 
TL 
4^ 
Figure 6.6: Stouffer-Toby data, rank orders in conjunctive solution. 
The results appear to contradict the biform hypothesis, because in that case the 
rank order on the second dimension should have been 4,2,3,1. The comments 
on the lack of distinction between the conjunctive and the disjunctive model, 
made with respect to the Lazarsfeld-Stouffer data, are valid as well for the 
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current dataset. The set of response patterns, implied by the deterministic 
conjunctive or disjunctive model, according to the rank orders in Table 6.5, is 
identical. 
6.2J. McHughdata 
The McHugh (1956) data consist of the scores of 137 engineers on four 
creativity-ability tasks. Although a Guttman scale fits reasonably well 
(Goodman, 1975), Dayton and Macready (1980) assumed that items 1 and 2 
and items 3 and 4 function as units in such a way that the first unit is a 
conditional prerequisite for the second unit. Dayton and Macready (1980) 
show that the fit of the model with the three response patterns (0,0,0,0), 
(1,1,0,0) and (1,1,1,1) is nearly perfect (Chi-square is 3.75 with 7 degrees of 
freedom). In their model a constant error rate, which turned out to be 0.11, 
and an intrinsically unscalable class, were assumed. However, 24 % of the 
respondents are classified as intrinsically unscalable. 
In terms of the conjunctive-disjunctive model the above hypothesis would 
imply that a twodimensional model with rank orders 1,2,3,4 and 2,1,4,3 on 
the dimensions should be appropriate. The results obtained for the item 
response models by the DISCON program are given in Table 6.6. 
Table 6.6: McHugh data. 
Model LR-chi-square df ρ rank order 
dim. 1 dim. 2 
Conjunctive 3.092 6 0.797 2,1,3,4 4,3,2,1 
Disjunctive 4.012 6 0.675 2,1,3,4 4,3,2,1 
Compensatory 3.071 3 0.381 
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The solution for the conjunctive model is shown in Figure 6.7. The results 
contradict the above formulated hypothesis, Figure 6.7 shows that only item 2 
is prerequisite to item 1. 
1 
2 
3 
4 
Figure 6.7: McHugh data, rank orders in conjunctive solution. 
6.3. Rindskopf data 
Rindskopf (1983) demonstrated that the general methods of latent structure 
analysis proposed by Goodman (1974) and implemented in the MLLSA 
program by Clogg (1978) may be used to represent data according to the 
Guttman-scale and other hierarchical and branching learning theory models. 
Examples are given by data sets of Proctor (1970), Airasian (1969) and 
Haertel. Since the Airasian data consist of only three items and six different 
response patterns with seven parameters to be estimated for the conjunctive 
and the disjunctive model, this dataset is not taken into consideration. 
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6J.7. Proctor data 
Rindskopf (1983) showed that data set 1 of Proctor (1970) (a five item 
anomia scale) fits well to a Guttman scale in which the error rates are assumed 
to be free both over items as well as over omission and intrusion (Chi-square 
= 18.35 with 18 degrees of freedom). The fit of Proctor's model in which all 
these parameters were assumed to be equal was poor (Chi-square = 46.73 
with 25 degrees of freedom). The results obtained for the item response 
models by the DISCON program are given in Table 6.7. 
Table 6.7: Proctor data. 
Model LR chi-square df ρ rank order 
dim. 1 dim. 2 
Conjunctive 13.043 18 0.789 1,3,5,2,4 4,5,2,3,1 
Disjunctive 16.554 18 0.554 5,2,3,1,4 4,5,3,2,1 
Compensatory 8.282 14 0.874 
Though the fit of these models is excellent the differences in the rank orders 
on the dimensions do not allow to decide between either of these models. The 
choice between them remains a matter of personal preference, and must be 
made on the basis of theory or other kinds of evidence. Anyhow, the results 
do not confiim the existence of a Guttman scale. 
63.2. Haerteldata 
In the model underlying the Haertel data three skills named "BASE", "1A" 
and "IB" are involved. It was deduced from theory (Rindskopf, 1983) that no 
one can attain skill IB or 2A until they have attained the BASE skill, but IB 
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and 2A could be acquired in any order. Test item 1 requires the BASE skill 
and 2A, item 2 requires only the BASE skill, item 3 requires BASE and IB 
and item 4 requires all three skills. This scheme suggests the prerequisite 
relationship as shown in Figure 6.8. 
4 
1 
2A 
3 
I B 
2 
BASE О 
BASE 
D 
2 
2 A 0 
D 
1 
I B 0 
3° 
D 
4 
BASE 2 2A 1 IB 3 4 
Figure 6.8: Haertel data, hypothesised structure. 
The hypothesised rank orders on two dimensions for the items are 2,1,3,4 
and 2,3,1,4, respectively. The results of reanalysing the Haertel data are 
summarised in Table 6.8. 
Table 6.8: Haertel data. 
Model LR-chi-square df rank order 
dim. 1 dim. 2 
Conjunctive 
Disjunctive 
Compensatory 
43.069 
44.605 
11.508 
6 
6 
3 
0.000 
0.000 
0.009 
2,1,3,4 2,4,1,3 
2,1,3,4 2,3,1,4 
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Though the item coordinates are in the hypothesised order in the disjunctive 
solution, the fit of this model is bad. Probably this is because the frequencies 
do not refer directly to indivuals. The raw frequencies were weighted in such a 
way that the data would be nationally representative. 
6.4. Two reasoning tests 
As a part of the tuning project on mathematics Michels and Verhoeven 
(1977) gathered data on a broad field of intellectual performance. The current 
study is restricted to the analysis of two reasoning tests, the Verbal Analogies 
Test (VAT) and the Letter Sets test (LS). In the VAT children are asked to 
select words that relate to the same topic. So the child must know the meaning 
of the words in order to pass an item. In the LS-test a letter set should be 
selected that deviates from others and the similarity of letter structures should 
be detected by the child. Both tests are supposed to reflect different aspects of 
reasoning, VAT being concerned with logical and analytical reasoning, while 
the LS test appeals to inductive reasoning. Moreover, both tests are supposed 
to be relevant conditions for intellectual reasoning, indicating that the 
conjunctive model might be appropriate for the set of items of both tests. Since 
the LS test is a speed test, a lot of missing values were present in the data. So 
the analysis is restricted to 16 items, 8 of each test. (Items with a moderate 
difficulty level were selected.) The number of children that accomplished all 
these 16 items was 741. The result is shown in Figure 6.9. The fit of the 
solution is bad (L-R chi-square = 1266.590 with 642 degrees of freedom, L-R 
chi-square corrected for small expected frequencies is 554.078 with 67 df). 
The difference between the degrees of freedom for the two chi-squares 
indicates that there are many patterns with low expected frequencies. This is 
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due to the fact that 675 different response patterns are present within the set of 
741 subjects, so the amount of response patterns with observed frequency less 
than two is very high. 
0,5-
0.5-
1.5-
2,5-
V4" 
y 
/ 
V7· 
VI • 
V 2
- .
V > 
^XL· 
V8 
/ 
• У 
.L5 
. L2 
yr .Ll 
L7 • 
-3 
Figure 6.9: VAT-LS, 16 items. 
To inspect the fit of the model the set of items was restricted to 10 items, 5 
from each test. The result is shown in Figure 6.10. The L-R chi-square is 
286.890 with 396 df and the corrected chi-square is 113.931 with 111 df, 
showing a good fit for the conjunctive model. Moreover Figures 6.5 and 6.6 
show that the items of both tests (items of the VAT are denoted by VI to V8, 
items of the LS-test by Ll to L8) may be distinguished sharply, indicating that 
the two tests measure two different aspects, that contribute to intellectual 
reasoning in a conjunctive way. 
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-0.5-
Figure 6.10: VAT-LS, 10 items. 
6.5. An arithmetic test 
In a project on determinants of retardation in arithmetic education, 
Baltussen and Van Lieshout (in press) developed a 16-items test on elementary 
subtraction for two-digit integers. Items were constructed on the basis of two 
facets. The first facet is the distinction between one and two digits in the 
integer to be subtracted. (The integer ftom which another is subtracted has two 
digits in all cases.) This distinction is denoted as Short versus Long (S-L). 
The second facet is the distinction between subtractions without and with 
carry-overs, denoted as W-C. In this way the set of 16 items may be 
partitioned into four groups: 
one-digit, without сапу-overs, SW group consisting of items 3,5 and 7, 
two-digit, without carry-overs, LW group consisting of items 1,2,4,6 and 8, 
one-digit, with сапу-overs, SC group consisting of items 11,13 and 15, 
two-digit, with cany-overs, LC group consisting of items 9,10,12,14,16. 
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In order to investigate the empirical validity of this two-facet design the 
conjunctive item response model seems appropriate. Solving a subtraction in 
the LC group presupposes the mastering of the tasks in both facets. The 
analysis was set up in two ways: one analysis was run on the total 16-item 
test, the other was restricted to a balanced set of 12 items, 3 from each group. 
It should be noted that the sample of children from special education schools 
consists of only 58 children, the number of different response patterns being 
48 for the 16-item selection. Since the chi-square statistic approximates its 
distribution in large samples only, it is not surprising that high values for the 
chi-square values are found for these models. (L-R chi-square is 206.259 with 
15 df for the 16-item solution and L-R chi-square is 98.194 with 18 df for the 
12-item solution.) The resulting item configurations are shown in Figures 
6.11 and 6.12. 
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Figure 6.11 : Subtraction Test, 16 items. 
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Figure 6.12: Subtraction Test, 12 items. 
From Figures 6.11 and 6.12 it may be concluded, however, that the 
existence of the two facets looks very likely. The four groups may be 
distinguished rather clearly. The horizontal dimension reflects the short-long 
distinction, the vertical shows the carry-over facet (In the 16-item solution, 
items 1,8,5 and 7 deviate somewhat from this rule). Analysis of a much larger 
sample could provide the statistical evidence for this conjunctive structure. 
6.6. Discussion 
The examples in chapters 4,5 and 6 show the capabilities of the procedures 
to verify or to falsify hypotheses about an assumed underlying structure of 
dichotomous tests or scales. The simulations demonstrate that the procedures 
are able to reproduce a constructed conjunctive or disjunctive configuration 
from large sample datasets. With a moderate number of items (n = 10), the 
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DISCON program is able to discriminate between the conjunctive and the 
disjunctive model and is robust against deviations from normality of the latent 
subject distribution. 
The illustrative examples in chapter 4 and in sections 6.1 to 6.3 show the 
usefulness of the item response model in verifying hypotheses about the 
branching structure within a set of dichotomously scored variables. It was 
already pointed out in section 2.1 that the distinction between the deterministic 
conjunctive and the disjunctive representation may disappear in cases that few 
items and few response patterns are involved. Tne results of the analyses by 
the probabilistic model versions (see e.g. section 6.2) support the conclusion 
that this lack of distinction between the conjunctive and the disjunctive model 
is also manifest when data are analysed in a probabilistic way. 
The example in section 6.4 shows that the conjunctive model may be used 
to detect a factorial structure within a set of items, while the example in section 
6.5 demonstrates the verification of a simple facet oriented test design. The 
use of facet- or component-oriented tests in psychology and education is not 
incorporated yet in testing practice on a large scale. In the content field of 
reading, for example, initiatives in this direction are reported by Frederiksen 
(1982) and Lomax (1983), but their analyses, using linear structural equation 
models, are on test level rather than on item level. It could be argued that the 
lack of proper, especially probabilistic, models and analytic procedures has 
prohibited the implementation of facet- and component-oriented tests in the 
current practice of test research in educational and psychological fields. The 
current study on probabilistic conjunctive and disjunctive models may, 
together with the development of item response models based on the 
compensatory rule (e.g. Bock, Gibbons and Muraki, 1988), contribute to 
overcome these limitations. Investigating multidimensional structures on the 
item level has a great theoretical impact as was noticed by Coombs (1964). 
The quotation involved, already given in section 1.4, stresses the importance 
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of composition models in the context of theory about behavior, the assessment 
of knowledge being an important special type of cognitive behavior. 
Another approach to the description of the process of knowledge 
acquisition, known as the theory of "knowledge structures", is related to the 
conjunctive and the disjunctive model. These relations will be outlined in the 
next chapter. 
7. THE CONJUNCTIVE-DISJUNCTIVE MODEL 
AND KNOWLEDGE STRUCTURES 
7.1. Introduction 
In the conjunctive-disjunctive model both items and subjects are 
represented in a common space of a certain dimensionality. Different response 
patterns refer to different subjects, conclusions about an underlying process 
for the acquisition of the knowledge or ability involved are only indirect. If it 
is assumed that the sample of subjects reflects the learning sequences that 
might be run through by an individual subject in mastering the test, the 
structuring of items by the conjunctive-disjunctive model may be used to 
detect these learning sequences. 
The assessment of knowledge in dichotomously scored tests has been 
investigated under more liberal assumptions by Doignon and Falmagne 
(1985), Falmagne (1986), Falmagne and Doignon (1988), Degreef et al. 
(1986) and Koppen (1989). In section 7.2 we will summarise some of the 
results of the mathematical theory about "knowledge structures" and relate 
them to the conjunctive-disjunctive model. In section 7.3 we will show that 
these results suggest a method of representing a knowledge structure in a 
space of finite dimensionality. In this way knowledge structures, satisfying 
certain conditions, may be described as generalisations of the conjunctive-
disjunctive model. 
7.2. Knowledge structures and knowledge systems 
Our description starts with the concept of a "Knowledge Structure" given 
by Degreef et al. (1986). 
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A pair (Χ,Κ) is called a knowledge structure if X is a (finite) set of 
questions or items, and К is a family of subsets of X. The elements of К are 
called "knowledge states" or shortly "states". In fact, an element of К is the 
set of items passed by a certain subject. In other words: К is the set of 
different response patterns in the sample to be investigated. Basic is the 
concept of a "quasi order". A quasi ordered set (X,P) is characterised by the 
binary relation Ρ on X that is reflexive and transitive. If KÇP) is defined to be 
the family of all sets К satisfying: 
(7.1) yPxandxe К => у € К , 
then the knowledge structure (ХД(Р)) is called a "quasi ordinal space". If Ρ 
is a partial order (an antisymmetric quasi order) then (Х,Ж(Р)) is called a 
"partially ordinal space". 
We may apply this definition to the conjunctive-disjunctive model, where 
each item is represented by a vector in a m-dimensional latent space: 
(7.2) ^(V-A.)· 
If we define item i to be prerequisite to item j (iPj) iff item j exceeds item i on 
each dimension, i.e.: 
(7.3) iPj <=> δ^ £ 5.k for each к = l.-.m , 
then Ρ is reflexive and transitive and the knowledge structure defined by (7.1) 
using (7.3) is a quasi ordinal space. Since (7.3) is antisymmetric it is a 
partially ordinal space too. 
A classical result due to Birkhoff (1937) provides a characterisation of a quasi 
ordinal space. The following theorem (Degreef et al., 1986; Koppen, 1989) 
holds: 
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A knowledge structure (X,K) is a quasi ordinal space iff the following three 
conditions hold: 
[ΚΙ] X and 0 are states 
[K2] Every union of states is a state 
[КЗ] Every intersection of states is a state 
(moreover (X,K) is partially ordinal iff in addition it is "discriminating", that 
means that if χ and у are two questions which are contained in exactly the 
same sets of states, then χ = у). 
Equation (7.3) defines only the partial ordering of the items and is 
independent of the structuring of the underlying space in the sense of either the 
conjunctive or the disjunctive model. The diamond structure is not closed 
under union. In Figure 2.3, for example, the union of the states, denoted by 
the response patterns 100 and 001, is not a state within the conjunctive model. 
Yet it may be represented according to (7.3). The problem is that 
prerequisiteness in the sense of (7.3) does not hold for any pair of items in 
that example. So, strictly speaking, in the definition of a quasi ordered set it 
should be added that the binary relation Ρ is a non-empty relation, Ρ should 
hold for at least one pair of items. 
It has been argued by Degreef et al. (1986) that the condition that any 
question has a unique set of prerequisites in the sense of (7.1) is too strong in 
many cases. Doignon and Falmagne (1985) treat the same problem in a 
somewhat different manner. They argue that condition [КЗ] is not reasonable 
in many applications. They state that if К and K' are knowledge states 
referring to subjects with certain sets of items passed, it is not obvious that 
there should exist a subject with the set of items passed defined by Κ η К'. 
Both Degreef et al. and Doignon and Falmagne drop condition [КЗ] and 
proceed with a more general class of knowledge spaces satisfying only [Kl] 
and [K2]. 
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A structure satisfying only [Kl] and [K2] is called a "knowledge system" 
and may be represented by a "knowledge graph", or as it is called in artificial 
intelligence an "AND/OR graph". An example is given by Degreef et al. 
(1986), the knowledge system is defined by X = {a,b,c,d,e} and 
(7.4) K= {0,{e},{c},{e,c},{e,c,d},(e,b},{e,b,c},{e,b,d,c}, 
{e,b,a},{e,b,a,c},(e,c,d,a},x} . 
It may be seen that К is not closed under intersection since it does not 
contain: 
(7.5) {e,a} = {e,c,d,a} η {e,b,a} . 
Moreover, question "a" has no unique set of prerequisites. If question "a" is 
solved then either all three questions in {e,c,d} or both questions in {e,b} are 
solved. This may be represented by the logical formula: 
(7.6a) a => (e л с л d) ν (e л b) 
The other logical implications in this example are: 
(7.6b) d =» с л e 
and 
(7.6c) b => e . 
The information contained in these three formulas leads to the following 
AND/OR graph, in which question "a" is an OR vertex and question "d" is an 
AND vertex (Degreef et.al., 1986). 
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Figure 7.1: Knowledge graph of (7.4). 
A knowledge system is "well graded" (Falmagne, 1986) or as it is also 
called "1-leamable" (Doignon and Falmagne, 1985) if every state is contained 
in at least one "gradation". A gradation, or otherwise called a "maximal 
chain", is a chain of subsets of X contained in К ranging from 0 to X, in 
which each subset differs from its predecessor by the addition of exactly one 
element of X, no elements being taken twice. It may be seen easily that the 
knowledge system defined by (7.4) is well graded, having 11 gradations. 
Koppen (1989) has shown that well-gradedness is closely related to the 
concepts of a "surmise relation" and a "surmise mapping". The surmise 
relation S maps each item χ into the set of items prerequisite to x. In example 
(7.4) the sets of prerequisites are: 
Sa = {a,e}, 
Sb = {b,e}, 
Sc = {с}, 
Sd = {c,d,e} and 
Se = {e}. 
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In the special case that the system is closed under intersection, Birkhoff s 
theorem establishes that the knowledge structure is characterised by its 
surmise relation. For knowledge systems a generalisation of the surmise 
relation is needed since each item may have more than one set of prerequisites 
(each set of prerequisites being called a "clause" for the item at hand). For this 
purpose the concept of a "surmise mapping" is introduced. Instead of 
mapping χ into the subset Sx, χ is mapped into the collection of clauses σ(χ). 
In example (7.4) the surmise mapping is given by: 
o(a) = {{a,e,c,d},{a,e(b}}, 
a(b) = {{b,e}), 
a(c) = {{c}}, 
a(d) = {{c,d,e}} and 
a(e) = {{e}}. 
Doignon and Falmagne (1985) showed that a knowledge system is 
characterised fully by its surmise mapping. The relation between the surmise 
mapping and well gradedness is given by the following property (Koppen, 
1989): 
A knowledge system is well graded iff its surmise mapping is "exclusive", 
that is, if: 
(7.7) x * y => o(x)na(y) = 0 . 
From this property it may be seen directly that the knowledge structure of 
example (7.4) is well-graded. 
This short description of the principal concepts of the theory of knowledge 
structures is far from complete. It suffices, however, to show the relationship 
with the conjunctive model in the next section. For proofs and details on the 
theory of knowledge structures we refer to Koppen (1989). 
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7J. Relations to the conjunctive model 
In Figure 7.2 a twodimensional representation of the and/or graph of 
Figure 7.1 is given. This is realised by placing question "a" on two different 
positions in the space: aj in the region defined by {e,c,d} and a2 in the region 
defined by {e,b}. This means that the separation between passing and failing 
scores on question "a" is formed by a descending step function. The passing 
region of item "a" is the shaded area in Figure 7.2. 
С 
e 
d 
a i 
b 
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r 
ά 
> 
Figure 7.2: Generalised conjunctive-disjunctive structure of (7.4). 
In the conjunctive as well as in the disjunctive model only AND vertices are 
allowed. This property is an immediate consequence of (7.3) and the 
definitions of the conjunctive and disjunctive composition rules. In both the 
conjunctive and the disjunctive model the region corresponding to the passing 
of both items i and j is the intersection of the passing regions of item i and item 
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j . So, if items i and j are prerequisite to item k, the passing region of item к is 
a subset of the region corresponding to the passing of both items i and j . 
As was noticed earlier, a conjunctive configuration may not be closed under 
union. The diamond scalogram is an example. A twodimensional conjunctive 
model fails to be closed under union whenever a subset of three incomparable 
items, with exactly one item passed, exists. It is clear then that the response 
pattern, which results from taking the union of the states corresponding to the 
two outer patterns, is not included in the conjunctive model. On the other 
hand, any twodimensional conjunctive or disjunctive model is well-graded, 
assuming that all coordinates on each dimension are different. In that case, 
each non-decreasing connection between the all zero pattern and the all one 
pattern determines a maximal chain and every response pattern is passed 
through by one of them. 
Figure 7.2 provides an example in which a knowledge system may be 
represented in a twodimensional space. Item "a" can be viewed as the union of 
two items. It may be stated that item "a" is passed, whenever one of the 
hypothetical items "aj" or " a " or both are passed. From Figures 7.1 or 7.2 or 
from the surmise mapping it is clear that items c, d and e are prerequisite to 
item "aj" and items e and b are prerequisite to item "a2". In the dichotomous 
datamatrix we may therefore replace item a by two hypothetical items "a." and 
"a2", accordingly. This datamatrix may be analysed then by either the 
deterministic or the probabilistic conjunctive models, described in the 
foregoing chapters of this study. In this way the representation of Figure 7.2 
might be validated empirically. 
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7.4. Discussion 
In practice, the determination of a knowledge system for a specific field of 
content is not an easy task. In principle, it would be necessary to determine 
which combinations of items constitute a state and which do not. With η 
items, an expert in the content field has to take 2n decisions. With 10 items, 
1024 such decisions have to be taken. Koppen (1989, chapter 7), however, 
developed a less time consuming strategy to build a knowledge system by 
querying an expert. This knowledge system, hypothesised from expert 
knowledge, may be validated empirically by the procedure described above. 
From the and/or graph and the surmise mapping of this knowledge system, 
the sets of clauses of the items may be determined. These sets of clauses may, 
in principle, be used to build a deterministic multidimensional representation. 
This hypothesised multidimensional representation may contain one or more 
items which are represented by two or more points. Validation of such a 
hypothesised representation may be performed by analysing a large sample 
datamatrix, expanded in the way described above, using either one of the 
deterministic or probabilistic conjunctive models developed in this study. 
Much work has to be done in this area, problems of identification and 
dimensionality have to be reconsidered. 
Knowledge structures are related in turn to the POSA concept (Shye, 
1985), in which, as was pointed out in section 1.6, the separation between 
negative (0) and positive (1) scores on an item is represented by a non-
increasing step function. From the example in Figure 7.2 it is clear that the 
minimal number of steps in such a step function may be interpreted as the 
number of clauses for solving the particular item. In the case of the 
conjunctive model the number of clauses is fixed on one for all items, by 
definition. 
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8. GENERAL DISCUSSION 
In "A Theory of Data" (Coombs, 1964) the deterministic versions of the 
conjunctive, the disjunctive and the compensatory model are treated as the 
three alternatives to generalise the Guttman scale to two or more dimensions. 
In essence, these three models may, for the twodimensional case, be described 
as the indicator functions of the following expressions: 
(8.1) Conjunctive: yv¡ = min (θ
ν 1 - 5П, θ ν 2 - Ôi2), 
(8.2) Disjunctive: yv¡ = max (θ
ν 1 - 5П, θ ν 2 - 6 ¡2), 
(8.3) Compensatory: у
у
. = q.^ θ
ν 1 - δ^ ) + q i2( θ ν 2 - δ.2 ) , 
where the observed score equals one if у .is greater than or equal to zero and 
equals zero if у . is less than zero. (For explanation of the notation we refer to 
chapter 4) 
In the above formulas it is assumed that у . is a function of the differences 
of subject and item parameters on the two dimensions. Moreover, у . is 
assumed to be non-decreasing in both of these differences. This assumption 
holds automatically for the conjunctive and the disjunctive models (8.1) and 
(8.2), but it restricts the compensatory model to the functions of the type (8.3) 
for which both q^ and q¡2 are greater than or equal to zero. This, seemingly 
marginal, restriction is of great theoretical as well as practical importance. In 
both test theory and the theory of knowledge structures the 0 and 1 scores 
have a common meaning in the sense that they correspond with the absence or 
presence of a certain knowledge or skill, respectively. Acquiring knowledge 
or skill is represented in the above models by progress on either one of the 
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dimensions or on both. Hence the restriction to non-negative values for the q-
parameters in the compensatory model is indispensable. Negative values of 
either one of these parameters, with respect to one or more items, contradict 
the compensatory model. This approach may be contrasted to the models 
developed for the case that no such restrictions are imposed on the q-
parameters, for example factor analysis on dichotomous variables. This 
model, for which estimation is performed by marginal maximum likelihood 
methods, is developed by Bock, Gibbons and Muraki (1988) and denoted as 
"Full Information Item Factor Analysis". There is no guarantee whatsoever 
that the multidimensional representation of an aptitude or ability test, estimated 
by full information item factor analysis, meets the requirement that the q-
parameters are non-negative. Moreover, a representation which is optimal with 
respect to the unrestricted model, is not necessarily optimal with respect to the 
restricted model, irrespective of the fact that the representation in the 
unrestricted model may be rotated arbitrarily. An example is shown in Figure 
8.1, where a twodimensional representation of three items in the unrestricted 
model is given, that cannot be represented by the model in which the q-
parameters are assumed to be non-negative. 
Full information item factor analysis is useful to explore the 
multidimensional structure of a set of dichotomous variables. In the field of 
ability or aptitude testing, or more generally with respect to sets of items 
where a common meaning of 0 and 1 scores for all items is presumed, this 
model is insufficiently restrictive and may hence lead to wrong interpretations. 
In section 2.1 we dealt with identifiability problems in the deterministic 
conjunctive and disjunctive models. It is obvious that similar problems are 
relevant for the deterministic compensatory model as well, especially in the 
case that the q-parameters are assumed to be non-negative. 
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Figure 8.1: Factor model, three items. 
Formula (8.3) may suggest that the four parameters involved (Чц^^п^т) 
might be chosen freely. Since each line in the twodimensional space is 
characterised by two parameters only, there are two implicit restrictions. By 
taking the vector (6
П
, 0¡2) as the standard vector of the line yvi = 0, it is easily 
seen that (8.3) may be rewritten as: 
(8·4) У І = δ ϋ (θνΐ - δ π ) + 5
І2 ( θ ν 2 - δ.2) , 
and in the m-dimensional case as: 
m 
(8.5) y .= У δ., (θ -δ.) . 
ν / ' V I ^ ^ Ij ν Vj Ij' 
This formula shows the resemblance with the Compensatory Distance 
Model (Coombs, 1964; Roskam, 1968). In the distance model, however, the 
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absolute value of y .is used to express the dissimilarity between subject and 
item. Moreover, the restriction to non-negative values of the δ-parameters, that 
have taken the place of the q-parameters, is not incorporated. For these 
reasons the considerations regarding the metric properties of the parameters 
within this model (Roskam, 1968), do not apply to the compensatory model 
of (8.5). Further research will be needed to demarcate the identifiability status 
of the parameters within this model. 
Formulas (8.1), (8.2) and (8.5) provide the three alternative models in 
which the observed score is a non-decreasing function in the dimensionwise 
differences between the subject and the item parameter. In principle, any non-
decreasing function of these differences could be used to define a 
representation model. However, any arbitrarily chosen function, unequal to 
(8.1) or (8.2) describes a compensatory model, though the compensation may 
not be linear. Among these compensatory models the linear compensatory 
model is most parsimonious. Other alternatives will imply a larger set of 
parameters to be estimated. 
An even more general formulation is provided by assuming that an item 
may be represented by a set of more than one point in the space. An example 
is given in Figure 7.2, where item "a" is represented by two points. In the 
ЮЗА model (section 1.6) the separation between negative and positive scores 
remains unspecified, any non-increasing step-function might be appropriate to 
describe the separation between negative and positive scores. In combination 
with the multidimensional extensions, described in section 5.3, the view is 
broadened to a wide variety of item response models for the description and 
analysis of dichotomous tests and schemes in the fields of knowledge testing 
and knowledge acquisition. 
A lot of technical problems remain to be solved in future research. One of 
them is the size of the sample needed in item response models. In Table 2.2 of 
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section 2.1 the maximum number of response patterns n(CuD) that may be 
present in either a deterministic conjunctive or disjunctive representation was 
given. The identification of model parameters in the probabilistic item 
response model requires sampling over the total universe of subjects. This 
implies that the number of subjects should be a multitude of the number of 
response patterns hypothesised in the deterministic model. Since the model is 
probabilistic, the required number of response patterns involved in the 
estimation, however, will be much larger than the number of patterns 
hypothesised in the deterministic model. So the number of subjects needed to 
establish the appropriateness of a conjunctive representation should, at least, 
be a multitude of n(CuD). For example, with 10 items the number of 
response patterns n(CuD) = 57 and hence the number of subjects should be a 
multitude of it. This result holds for the twodimensional case. With three or 
more dimensions involved (see section 5.3) or in models with more than two 
parameters per item (see chapter 7), a relatively larger amount of subjects will 
be needed. 
Another problem is the determination or estimation of a set of starting 
values for the parameters in these multidimensional or multiparameter types of 
models. For full information item factor analysis Bock, Gibbons and Muraki 
(1988) suggest to use the results of a common factor analysis on the matrix of 
tetrachoric correlations as initial values. Such a simple solution does not seem 
available for conjunctive or disjunctive multidimensional models or 
twodimensional models with more than two parameters per item. 
A final problem concerns the construction of the set of items in 
psychological and educational testing. In section 1.2 it was pointed out that the 
traditional item analysis procedures of selecting an optimal subset from a set of 
items that pretend to measure some particular aptitude or achievement, do not 
guarantee homogeneity in the sense of classical test theory. In the Rasch 
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Model the property of specific objectivity ensures that comparisons of subjects 
can be made independent of the items which are used. This property makes the 
Rasch Model a powerful instrument in psychological and educational test 
construction, as it enables the isolation of homogeneous unidimensional traits. 
In principle, the construct-validity of a test may be inspected by the 
correlation of the total score on the test at hand with the scores on other tests 
of the universe of content to which they belong. The interpretation of such 
correlations, or of results of factor analysis performed on a number of scores 
on tests that cover the universe of content, is not without problems. The fact 
that two tests have a correlation of say 0.80 does not permit to decide that the 
two tests measure the same thing. Evidence for such a statement could be 
provided by showing that the total set of items of both tests is homogeneous in 
the sense of the Rasch Model. 
In an article entitled "Reading comprehension or reading comprehensions ?", 
Rost (1987) presents results of factor analysis (principal axis extraction) 
performed on 38 tests on Reading Comprehension. From the large amount of 
variance (61 %) explained by the first factor he concludes that: 
reading comprehension appears to be holistic, closely related to verbal 
problem solving, and 
Bislang gibt es keinen hinreichenden Anlass, bei Grundschulkindern der 2. 
Jahrgangsstufe von mehreren, deutlich und psychologisch-lesedidaktisch 
sinnvoll zu interpretierenden Teilkomponenten des Leseverständnisses 
auszugehen. 
It will be clear that in our opinion (see also the quotation from Fischer in 
section 1.2) insufficient evidence is given in this way to arrive at the above 
conclusions, because the items of different tests should be proved to be 
interchangeable in the sense of the Rasch Model. To investigate the 
multidimensional structure of a universe of content, the set of items should be 
constructed in a way that all relevant aspects are involved. The set of items 
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should contain pure items that reflect only single aspects as well as items that 
reflect more than one aspect. Verification of the appropriateness of such a 
multidimensional representation is facilitated by the methods described in this 
study as well as by the item response model based on the compensatory 
counterpart. By using these models both questions of convergent and 
divergent validity may be hypothesised and verified. Items having extreme 
loadings on one separate dimension reflect variability with respect to the 
underlying trait (convergent validity), whereas the appropriateness of the 
model as a whole is evidence for the existence of two or more different traits 
(divergent validity). In this way the models developed in this study may 
contribute to the clarification of the multidimensional structure of content 
fields. 
General Discussion 
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SUMMARY 
The logic of the conjunctive and disjunctive models of Coombs and Kao 
(1955) provides a basis for the description and analysis of dichotomous items, 
especially in the field of aptitude and ability testing. In the conjunctive model it 
is assumed that the ability to solve a problem requires a minimum level of 
competence in each of several dimensions. In the disjunctive model the ability 
to solve a problem requires a minimum level of competence in at least one of 
the relevant dimensions. In order to solve problems in mathematics, for 
example, it often occurs that sufficient knowledge of each of a number of 
basic notions or operations will be needed to solve the problem. This indicates 
that the conjunctive model is appropriate. In initial reading, it may be 
hypothesised that either the ability of a child to decode the letter string, or the 
familiarity with the word from previous occasions, may be sufficient to read 
the word correctly. In this case the underlying dimensions, e.g. decoding skill 
and vocabulary, are combined in a disjunctive way. Both models differ from 
the compensatory model as the latter implies that lack of competence in one 
dimension can be compensated by excess of competence in another 
dimension. The focus of this study is on the conjunctive and disjunctive 
models. 
The formulation of these models, given by Coombs and Kao (1955) and 
Coombs (1964), is completely deterministic. No methods to deal with random 
error in the data are available. Moreover, the formulation of these models 
implies that the presence or absence of only one response pattern may change 
the representation in terms of either one of these models drastically, even the 
dimensionality may be influenced. Though these identification problems are 
interesting from a theoretical point of view, they prohibited the use of the 
conjunctive and disjunctive model to represent real data. By devising 
probabilistic versions, this study intends to contribute to a revived attention for 
185 
Summary 
the conjunctive and the disjunctive model. The analytic procedures, developed 
in this study, may become instruments to detect an underlying 
multidimensional structure of the set of items composing an ability or an 
achievement test. Especially in diagnostic and facet- or component-oriented 
testing the identification of such underlying representations is of major 
importance. 
In chapter 1 we discuss existing procedures of item analysis and other 
psychometric concepts, proposed to investigate the structure of dichotomous 
test data. It is argued that problems of homogeneity and dimensionality cannot 
be resolved within classical test theory. In latent trait models the relation 
between the dichotomous scores and the underlying latent dimensions is 
treated in a more direct way. Guttman's Scalogram model and the Rasch 
model are examples of unidimensional latent trait models, which are used 
extensively in testing research. As a link between unidimensional and 
multidimensional latent trait models, the remaining part of chapter 1 is engaged 
with procedures to investigate the dominance relation within either the set of 
items or the set of subjects. Ordering theory deals with the dominance relation 
within the set of items, the inverse of dominance being labeled as 
prerequisiteness. The analytic procedure to detect the partial order among 
items, called Item Tree Analysis, is outlined and a method to represent such a 
partial ordering in a twodimensional space is developed. Partial Order 
Scalogram Analysis deals with the partial ordering within the set of subjects. 
An analytic procedure for Partial Order Scalogram Analysis is commented 
upon. The relation with a model proposed for the scaling of attitudes is 
shown. 
In chapter 2 we discuss the deterministic conjunctive-disjunctive model. In 
the original version of Coombs and Kao (1955) only the occurrence of 
response patterns in the data is of interest, the frequency with which they 
occur is not accounted for. Moreover, in the version of Coombs and Kao 
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(1955), it is assumed that the set of response patterns in the data is a subset of 
the set of response patterns in the conjunctive representation. We show that 
this assumption may cause uniqueness problems: different representations 
may explain the same dataset. By assuming a one-to-one correspondence 
between response patterns in the data and in the model this lack of 
identifiability may be eliminated. We prove that representations satisfying this 
assumption are unique with respect to the rank orders of the item coordinates 
on each dimension, provided that some connectedness assumption is fulfilled. 
The remaining part of section 2.1 deals with necessary conditions for the 
existence of a representation in either the conjunctive or the disjunctive model 
or in both, and with the definition of dimensionality. By analysing a real 
dataset we show that the identification problem is not just theoretical. 
In order to make the conjunctive-disjunctive model less sensitive to small 
changes in the data, the sampling version is developed in section 2.2. In this 
model the frequencies of the response patterns are taken into account. It is 
shown that the rank orders on the dimensions are independent of the choice of 
the latent subject distribution, provided that some independence assumption 
holds. Necessary conditions for the existence of a solution in a space of 
certain dimensionality are developed. 
The sampling model may be viewed as a special case of the two-parameter 
conjunctive-disjunctive model, which is described in chapter 3. In this model 
version a subject in the failing region has some probability to pass the item and 
a subject in the passing region has some probability to fail the item. Estimation 
of item coordinates and guessing parameters is performed by a two-phase 
iterative procedure based on the city-block property of a distance measure 
among the items. 
In chapter 4 the item response version of the conjunctive-disjunctive model 
is developed. The item response curve is a continuous logistic function. 
Estimation of item parameters and testing the fit of the model is performed by 
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the marginal maximum likelihood method, using the EM algorithm. The 
DISCON computer program is developed for the twodimensional case. 
In chapter 5 we show that the method of chapter 4 is robust against 
deviations from the normal latent subject distribution. Estimation of subject 
parameters may be performed by the expected a posteriori Bayes method. 
Extensions to more than two dimensions may be constructed for the 
conjunctive and disjunctive model separately, but combinations are possible as 
well. 
In chapter 6 eight examples are shown. The results make clear that the 
probabilistic conjunctive and disjunctive models enable the verification of 
hypotheses regarding the branching structure, the factorial structure or the 
facet- or component scheme within a set of dichotomous variables. 
A relation between the conjunctive model and the theory of knowledge 
structures is outlined in chapter 7. An example is given in which the data 
comprising a knowledge system may be represented by a generalised 
conjunctive model. 
The general discussion in chapter 8 is engaged with three problems. First, 
the compensatory counterpart of the conjunctive-disjunctive model is 
discussed. It is argued that full information factor analysis is insufficiently 
restrictive for the analysis of test items in which a common meaning of 0 and 1 
scores is presumed. The second point of discussion concentrates on more 
technical problems such as the sample size and the determination of starting 
values for the parameters. Finally, the interest of the conjunctive-disjunctive 
model in the search for underlying structures in content domains in 
psychology and education is discussed. We argue that these models may 
contribute to the clarification of both the convergent and the divergent validity 
of tests. 
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De ideëen die ten grondslag liggen aan het conjunctieve en disjunctieve 
model van Coombs en Kao (1955) lenen zich bij uitstek voor de beschrijving 
en de analyse van dichotoom gescoorde items, met name op het terrein van 
vaardigheids- en kennistoetsen. In het conjunctieve model wordt verondersteld 
dat een zekere vaardigheid of kennis op elk van een beperkt aantal dimensies 
nodig is om een probleem op te lossen of een vraag correct te beantwoorden. 
In het disjunctieve model, daarentegen, is een zekere vaardigheid of kennis op 
één van de dimensies voldoende om het item correct te beantwoorden. Bij het 
oplossen van wiskundige problemen komt het vaak voor dat voldoende kennis 
van elk van een aantal basisbegrippen of bewerkingen nodig is voor het 
oplossen van een probleem. In zo'n geval is het conjunctieve model van 
kracht. Bij het aanvankelijk lezen kan worden aangenomen dat de leerling de 
letters in een woord kan benoemen en daaruit het woord kan samenstellen, óf 
dat de leerling het woord als geheel herkent van voorgaande gelegenheden. 
Elk van de twee mogelijkheden kan voldoende zijn om het aangeboden woord 
correct uit te spreken. In dit geval zijn de twee onderliggende dimensies, 
decodeervaardigheid en woordenschat, op een disjunctieve manier 
gecombineerd. Deze twee modellen verschillen van het compensatorische 
model, waarin gebrek aan kennis op één dimensie door een surplus aan kennis 
op een andere dimensie kan worden gecompenseerd. In deze studie wordt 
aandacht besteed aan het conjunctieve en het disjunctieve model. 
In de formulering van Coombs en Kao (1955) en Coombs (1964) zijn deze 
modellen volledig deterministisch van aard, er wordt geen rekening gehouden 
met toevalsfouten. Het deterministische karakter brengt met zich mee dat één 
antwoordpatroon de representatie drastisch kan veranderen, zelfs de 
dimensionaliteit kan erdoor worden beïnvloed. Deze identificatieproblemen 
zijn theoretisch interessant, maar zijn er tevens de oorzaak van dat het 
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conjunctieve en disjunctieve model niet op grote schaal zijn gebruikt. Door de 
presentatie van probabilistische versies van deze modellen kan deze studie 
bijdragen tot een hernieuwde belangstelling voor het conjunctieve en het 
disjunctieve model. De analytische procedures voor deze modellen kunnen 
worden gebruikt om de multidimensionele structuur van kennis- en 
vaardigheidstoetsen te analyseren. Deze benadering kan met name van belang 
zijn bij diagnostische tests en bij tests, geconstrueerd op basis van een facet-
of componententheorie. 
In hoofdstuk 1 bespreken we bestaande item analyse procedures en andere 
psychometrische begrippen die voor het onderzoek naar de structuur van 
dichotoom gescoorde data van belang zijn. De klassieke test theorie biedt 
hierbij weinig houvast omdat problemen van homogeniteit en dimensionaliteit 
hierbinnen niet adequaat kunnen worden opgelost. In latente trek theorie wordt 
de relatie tussen de geobserveerde score en de onderliggende latente 
dimensie(s) expliciet vastgelegd. Voorbeelden van veelgebruikte 
unidimensionele latente trek modellen zijn het scalogram model van Guttman 
en het Rasch model. Als tussenstap naar multidimensionele modellen wordt in 
het resterende deel van hoofdstuk 1 ingegaan op procedures voor de analyse 
van de dominantierelatie die binnen de items of binnen de subjecten kan 
worden vastgesteld. De dominantie tussen de items is onderwerp van 
onderzoek in "Ordering theory", waarin het omgekeerde van dominantie als 
"prerequisiteness" wordt aangeduid. "Item Tree Analysis" biedt de 
mogelijkheid om de partiële ordening van items op grond hiervan te bepalen. 
Ingegaan wordt op de mogelijkheid om deze partiële ordening vervolgens, via 
een eenvoudige methode, in het platte vlak af te beelden. In "Panial Order 
Scalogram Analysis" wordt de relatie tussen de subjecten, opgevat als 
antwoordpatronen, onderzocht. We gaan in op een analytische procedure en 
schetsen de relaties met een model voor de analyse van attitudes. 
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In hoofdstuk 2 bespreken we het deterministisch conjunctief-disjunctief 
model. In de oorspronkelijke versie van Coombs and Kao (1955) is slechts 
het voorkomen van bepaalde antwoordpatronen van belang, de frekwenties 
waarmee deze voorkomen spelen in dit model geen rol. In deze versie wordt er 
tevens van uitgegaan dat de verzameling antwoordpatronen in de data een 
deelverzameling is van de verzameling antwoordpatronen die in het 
conjunctieve model kunnen voorkomen. We tonen aan dat dit uitgangspunt 
ertoe kan leiden dat voor één dataset meerdere conjunctieve representaties 
kunnen bestaan. Dit probleem kan worden opgelost door ervan uit te gaan dat 
er een 1-1 relatie bestaat tussen de antwoordpatronen in de data en die in het 
model. In dat geval, zo tonen we aan, is de representatie voor zover het de 
rangordes op de dimensies betreft, uniek bepaald, mits aan een voorwaarde 
met betrekking tot de verbondenheid van de representatie is voldaan. In de rest 
van paragraaf 2.1 bespreken we noddzakelijke voorwaarden voor het bestaan 
van representaties in het conjunctieve of het disjunctieve model danwei in 
beiden. Ook het dimensionaliteitsprobleem komt aan de orde. Aan de hand van 
een voorbeeld laten we zien dat dat het identificatievraagstuk niet slechts een 
theoretisch probleem is. 
Om het deterministische conjunctieve model minder gevoelig te maken voor 
kleine wijzigingen in de dataset, introduceren we in paragraaf 2.2 een versie 
waarin rekening wordt gehouden met de frekwenties van de antwoordpatronen 
in de steekproef. Voor dit "sampling model" tonen we aan dat de rangordes op 
de dimensies onafhankelijk zijn van de keuze van de verdeling van de 
subjecten over de latente ruimte, mits deze verdeling onafhankelijk is over de 
dimensies. 
Een verdere uitbreiding is het "twee-parameter" conjunctief model van 
hoofdstuk 3, waarin twee parameters voor raden worden toegevoegd. Een 
twee-staps procedure wordt beschreven voor de schatting van de 
itetncoördinaten en de twee parameters voor raden. Deze procedure berust op 
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de eigenschap dat een afstandsmaat tussen de items voldoet aan een city-block 
metriek. 
In de item-respons versie van het conjunctieve en disjunctieve model, die 
aan de orde komt in hoofdstuk 4, is de item-respons functie de continue, 
logistische, verdeling. Schatting van item parameters en toetsing van het 
model vindt plaats met de methode van "marginal maximum likelihood", 
waarin gebruik gemaakt wordt van het EM algoritme. De procedure voor het 
tweedimensionale geval is vastgelegd in het DISCON computerprogramma. 
In hoofdstuk 5 wordt aangetoond dat het model van hoofdstuk 4 robuust is 
tegen afwijkingen van de normale verdeling van subjecten over de latente 
ruimte en dat schatting van de subjectparameters kan worden uitgevoerd met 
de EAP methode. Uitbreiding naar meer dimensies is mogelijk voor het 
conjunctieve en disjunctieve model afzonderlijk, maar ook voor gecombineerd 
conjunctieve-disjunctieve modellen. 
In hoofdstuk 6 laten we aan de hand van een achttal voorbeelden zien dat 
het conjunctieve en het disjunctieve model gebruikt kunnen worden voor het 
verifiëren van hypothesen betreffende de hiërarchische of de factoriële 
structuur in dichotome data, alsmede voor het schatten van parameters en het 
toetsen van hypothesen in tests die met behulp van een facet- of 
componenten theorie zijn geconstrueerd. 
In hoofdstuk 7 bespreken we de relatie van het conjunctieve model met de 
theorie van kennisstructuren. We geven een voorbeeld waarin de items van 
een kennissysteem in de tweedimensionale ruimte kunnen worden 
gerepresenteerd op een wijze die als een generalisatie van het conjunctieve 
model kan worden opgevat. 
In de algemene discussie van hoofdstuk 8 worden drie onderwerpen 
aangeroerd. Het compensatorische model wordt vergeleken met het 
factoranalyse-model. Geconcludeerd wordt dat het factoranalyse-model te 
weinig restrictief is voor de beschrijving van dichotoom gescoorde items in 
192 
Samenvatting 
vaardigheids- en kennistoetsen. In het tweede deel komen meer technische 
problemen ter sprake zoals de steekproefomvang en de bepaling van 
startwaarden voor de parameters. Ten slotte stippen we de rol aan, die het 
conjunctieve en disjunctieve model kunnen spelen bij de ontsluiting van 
inhoudelijke domeinen binnen de psychologie en de pedagogische 
wetenschappen. Deze modellen kunnen bijdragen tot opheldering van zowel 
de convergente als de divergente validiteit van tests in deze domeinen. 
Samenvatting 
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Uniqueness of twodimensional conjunctive representations 
Definition 1: A twodimensional conjunctive representation. 
Let Δ = {Ь.= (δ
π
,δ.2), i = 1,...^ } be a fixed set of η item points in the unit 
square in two dimensions (0, l) 2 c R2. 
In the sequel we assume that the δ., are different for different i, and that the 
same holds for the δ.,. This implies also that no pairs i, j exist for which both 
0..= δ., and δ..= δ.-. 
i l j l i2 j2 
For each θ e (0,1) we define the dichotomous variables xv¡ by: 
χ . = 1 iff θ . > δ., and θ
 0 > δ., (χ . = 0 otherwise). 
vi v i i l v2 i2 v vi ' 
So each θ
ν
 e (0,1)2 corresponds to a response pattern (х
у1,...,хуп). 
Let С = { (χ .....,χ ) : θ e (ОД)2 , χ . = 1 iff θ . > δ., and θ
ν
, > δ., } 
ι \ v i» »
 ν η
/
 ν
 ν » / »
 v l vi ij v2 ι2 
then we call С the set of response patterns induced by Δ , or otherwise 
formulated: 
Δ is a twodimensional conjunctive representation (abbreviated as TCR) of C. 
Definition 2.: Prerequisiteness, incomparability. 
In Δ item i is called prerequisite to item j (iPj) iff δ.. < δ., and δ^ < δ . 2 . 
If neither iPj nor jPi, items i and j are called incomparable (ilj). 
Remark 
For a fixed item i, the twodimensional unit square is partitioned into four areas 
(see Figure 1). P 1 contains the items prerequisite to item i, P 2 contains the 
1 9 
items for which item i is prerequisite, and both I and I contain the items 
incomparable to item i. 
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ι' 
• 
I, 
Ρ
1 
Ρ
2 
ι
2 
Figure 1: Four areas with respect to a fixed item i. 
Definition 3: Connectedness. 
A TCR Δ is disconnected iff the set of items may be partitioned into two sets 
Δ1 and Δ2 which each contain at least two items, so that: 
ilj for at least one pair i, je Δ 1 , and 
ilj for at least one pair i, je Δ 2 , and 
iPj for each ie Δ1 and je Δ 2 . 
In this case we write Δ=[Δ1Λ2]. 
A TCR is connected if it is not disconnected. 
Lemma 1 
If a TCR Δ is connected, then there exists an item (j). having the highest item 
coordinate on one of the dimensions, in a way that the twodimensional 
conjunctive representation Δ\[]} of the item set from which itemj is removed, 
is connected. 
Proof: 
1. If an item {j} exists having the highest item coordinates on both 
1 О 
dimensions, the proof is immediate, since a partitioning of A\{j }=[Δ ,Δ ] 
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would define a partitioning Δ=[Δ1, A2u{j}] too. Hence if A\{j} is 
disconnected, Δ would be disconnected too. 
2. So we may assume that two items, say j and k, exist which have the 
highest item coordinate on either one of the two dimensions. We will 
show that if both A\{j} and Л\{к} are disconnected, then Δ is 
disconnected. Hence if Δ is connected, either A\(j} or A\{k} must be 
connected. 
2.1 Let us assume that item j has the highest item coordinate on the first 
(horizontal) dimension and that the removal of item j from the item set 
results in a disconnected representation A\{j}. Then, by the definition of 
disconnectedness, the twodimensional space of Δ\{j} may be divided by 
two lines in four regions Sj., S»., S-. and S4. (see Figure 2), with S2. 
and S,. empty. Since к has the highest item coordinate on one of the 
dimensions it follows that ke S... 
S 
3J 
s
. i 
s < i 
s» 
Figure 2: Four regions in Δ\{ j}. 
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Since item j has the highest item coordinate on the first dimension, either 
J€S2 . o r jeS 4 . must be true. But since keS 4 . , it cannot be true that 
je S4., because in that case Δ would be disconnected. Consequently 
je S2., and since S2. is empty for A\['j) it follows that S2.={j}. 
2.2 Suppose that A\{k} is disconnected too. By the same arguments we may 
derive then that the total space may be divided by two lines in four areas 
S lk ' ^ k ' S3k a n d ^ k ' S 0 t h a t J e S 4 k
 a n d S 3k = ( k }· 
2.3 Regarding the relative positions of the horizontal end vertical lines that 
separate the different regions in the total space according to A\{}} and 
Д\{к}, the following observations may be made: 
From je S2. it follows that the horizontal line h., separating Sj. and S2. 
from Sy and S4., lies above j . 
From je S 4 k it follows that the horizontal line hk, separating S l k and S 2 k 
from S 3 k and S4 k, lies below j . 
From ke S 3 k it follows that the vertical line vk, separating S l k and S 3 k 
from S ^ and S4 k, lies on the right hand side of k. 
From ke S4. it follows that the vertical line v., separating Sj. and S3. 
from S2. and S4., lies on the left hand side of k. 
From these four statements it is immediately clear that the order of the 
vertical lines is v. < v, and the order of the horizontal lines is h. < h.. See j к κ j 
Figure 3. But since S2.={j} and S3k={k}, it is immediately clear that the 
shaded areas in Figure 3 are empty and that Δ is disconnected. So if Δ is 
connected A\{j} andA\{k} cannot both be disconnected. 
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• 
к 
• 
J 
Figure 3: Empty regions in Δ. 
This completes the proof of Lemma 1 
Definition 4: Uniqueness. 
A TCR Δ of a set of response patterns С is called unique iff each TCR Δ' of 
C, different from Δ, has exactly the same rank orders of the items on both 
dimensions, apart from interchanging the two dimensions. 
Lemma 2 
Let Δ = {δί,δ^} be a TCR of a set of response patterns С of three items i, j 
and k. Moreover, let ilj, jlk and ilk (abbreviated as iljlk), then Δ is a unique 
TCR of C. 
Proof: 
Without loss of generality we assume that i, j and к are labeled in a way that 
the rank order on one dimension (called H: horizontal) is iHjHk. From the 
incomparibility of i, j and к it follows that the rank order on the other 
dimension (called V: vertical) is kVjVi. Moreover, if a subject passes both 
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items i and к, the subject point exceeds the item points i, j and к both with 
respect to H and V. Hence it cannot occur that items i and к are passed, while 
item j is failed. Hence the set of response patterns of three incomparable items 
with rank order iHjHk is identified by the absence of the response pattern 101, 
on items i, j and к respectively, in С So by relabeling i, j and к we have three 
different sets of response patterns with three different TCR's satisfying iljlk. 
Lemma 3 
If Δ is a TCR of a set of response patterns С of four items {g,i,j,k}, then: 
If Δ is connected then Δ is unique. 
Proof: 
In principle, there are 4! χ 4! possible representations, which by relabeling of 
the items reduces to 4! = 24 different representations. *) We will arrange 
these representations with respect to the presence of a subset {i,j,k} with 
iljlk, or the presence of a subset with iPjPk. The representations which have 
no subset of either one of these two types will be treated separately. With four 
items it cannot occur that both an incomparable triple and a triple with iPjPk 
*) If a set of response patterns С and a set of prerequisite relations Ρ = {(ij): iPj) are 
induced by a certain TCR Δ, С is fully characterised by P. This property is a consequence of 
definitions 1 and 2, for if Ρ and F are two sets of prerequisite relations induced by the same 
Δ, then from iPj follows that column i and j in С cannot contain the combination 01 and 
hence it follows that iP'j must hold and vice versa. And if ilj then all four combinations 00, 
01, 10 and 11 must occur in C, since: a) 00 and 11 always occur, b) if only 00 and 11 
would occur then δ· and δ· would coincide, which case is excluded by definition 1, so it 
remains that c) 00 and 11 occur and either 10 occurs (iPj), or 01 occurs QPi) or both 10 and 
01 occur. Consequently, if ilj then also il'j is true and vice versa. So the set of response 
patterns С induced by some TCR Δ is characterised by its set of prerequisite relations P. 
Hence the enumeration of all TCR's with a fixed number of items may be performed either 
on the basis of С or on the basis of P. The latter approach is used in the current proof. 
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are present at the same time. So the classes of representations containing either 
a triple iljlk or a triple iPjPk are exclusive. 
1. Suppose a subset {io,k) exists with iljlk. 
1.1 First we consider the case where item g is incomparable to each i,j,k. 
Uniqueness is a direct consequence of Lemma 2. The rank orders in each 
triple are identified by the absence of a response pattern of two ones and 
one zero. So if a TCR exists the H and V rank orders of each triple are 
fixed and since two triples have two items in common, the H and V rank 
orders in the set of four items are unique, apart from interchanging H and 
V. 
1.2 Suppose item g is not incomparable to each i,j and k. Suppose iHjHk and 
hence kVjVi. Depending on the subset of items out of {i,j,k} which are 
prerequisite to the fourth item g or for which item g is a prerequisite, 
twelve positions in the H and the V order are determined uniquely for g. 
See Figure 4. 
i • 
7 j 
8 
10 j 
1 
J: 
9 : 
ii : 
2 
4 
к 
12 ; 
3 
5 
6 
Figure 4: iljlk. 
Each position of g determines a unique pair of rank orders for H and V on 
the one hand and a unique set of Ρ relations among g and {ij,k}, and 
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hence a unique set of response patterns C, on the other. So the 
representations are unique. 
2. Suppose iPjPk. 
2.1 In the case that gPiPjPk, uniqueness is obvious. 
2.2 The position of the fourth item g determines fully the rank order for H 
and V. By interchanging H and V, six representations are obtained which 
differ with respect to the set of prerequisite and incomparable relations 
between g and {i,j,k} on the one hand and the position of item g among i, 
j and к in the H and the V rank orders on the other. Hence the 
representations in this class are also unique. See Figure 5. 
1 
4 
6 
i 
2 
5 
J! 
10 ; 
3 
к 
8 
11 
7 
9 
12 
Figure 5: iPjPk. 
3. Next, we have to consider the remaining cases for which neither iljik nor 
iPjPk holds. Since with four items, the number of pairs is six, the 
representations with zero or one Ρ relations involved, must have an 
incomparable triple and the representations with zero or one incomparable 
pair, must contain a triple of the type iPjPk. Hence we have only to 
consider the following subcases: 
3.1 Four I relations and two Ρ relations. 
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Assuming gHiHjHk, it is seen directly that gPi and jPk must hold. Then 
{g,i}I(j,k} and hence the H and V order must be in opposite direction 
among these subsets. So jVg, kVg, jVi, and kVi, and hence jVkVgVi. So 
the rank order on the second dimension is uniquely determined. 
3.2 Three I relations and three Ρ relations. 
Assuming gHiHjHk, we obtain by enumerating the 20 possible choices 
of three Ρ relations out of 6, and by eliminating those choices contained in 
cases 1 and 2, the following two remaining possibilities are: gPj, iPj, iPk, 
and gPi, gPk, jPk. In the first case it is easily verified that the rank order 
for V must be iVkVgVj, where in the latter case jVgVkVi must hold. Any 
deviation from these rank orders destroys the relations assumed and 
thereby the set of response patterns. 
3.3 Two I relations and four Ρ relations. 
The two incomparable pairs concern two disjoint pairs. Without loss of 
generality we assume gli and jlk. Then Δ is disconnected by definition 
and Δ is not unique, since one representation is given by gHiHjHk and 
iVgVkVj, while another representation is given by gHiHkHj and 
iVgVjVk. 
Assuming a fixed rank order on the first dimension we have considered: one 
permutation in case 1.1, nine in case 1.2 (for the representations 7, 9 and 12 
in Figure 4 may be obtained from 1,4 and 6 by a relabeling of items g and i, g 
and j or g and k, respectively), one in case 2.1, nine in case 2.2 (for if the 
rank order on the first dimension is fixed, the rank order on the second 
dimension for representation 12 in Figure 5 differs from 1,11 from 4 and 9 
from 2) and four in case 3. So we have treated all 24 possible representations 
with a fixed rank order on the first dimension. 
This completes the proof of Lemma 3. 
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Theorem. 
If Δ is a connected TCR of C, then Δ is unique. 
Proof: 
By induction to the number of items (n). 
For n=4 the proof is given in lemma 3. 
Suppose the theorem holds for less than η items (n>4). Let Δ be a connected 
TCR of a fixed set of response patterns С of η items and let Δ'
η
 be another 
TCR of С . 
η 
Two cases may be distinguished: 
1. An item i exists with jPi for each j*i . 
2. No such item exists. 
Case 1: 
In case 1 we may, without loss of generality, relabel the items in a way that 
they have the rank order l,...,n-l,n on the first dimension in Δ . Then jPn 
for each je {l,...,n-l}. By part 1 of lemma 1 Δ \{n} is a connected TCR of 
С .= С \{n} and Δ' \(n} is another TCR of С . Since the theorem is 
n-l η l ' η l ' η 
supposed to hold for n-l items, Δ \{n} and Δ' \{n} have the same rank 
orders on the two dimensions. By adding item n, having highest coordinates 
on both dimensions it is seen immediately that Δ and Δ' have the same rank 
orders on the two dimensions. So Δ is unique. 
Case!. 
In case 2 lemma 1 ensures that an item j , having the highest item coordinate on 
one of the dimensions, may be chosen in a way that Δ \{j} is a connected 
TCR of С .= С \{j}. Moreover, Δ' \{j}is a representation of the same set of 
response patterns with n-l items involved. Hence, by induction, Δ \{j} and 
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A'
n
\{j} have the same rank orders on the two dimensions. Without loss of 
generality we may relabel the items in such a way that j=n and in such a way 
that the rank order of the remaining n-1 items on the first dimension in Δ \{n) 
is exactly l,2,...,n-l. Then the induction hypothesis states that with respect to 
the items l,...,n-l the rank orders on both dimensions in Δ and Δ1 are the 
η η 
same, apart from interchanging the dimensions. Hence the only choice that can 
be made concerns the position of item n. Figure 4 shows the situation. 
j », ι -
! n " 
к S '-
2 ! 
1 m η 
Figure 6: Different positions of item n. 
We will show that the position of item η is fixed. This will be demonstrated by 
assuming that any replacement of item η (in horizontal as well as in the vertical 
direction) will imply a contradiction. The set of items {l,...,n-l} may be 
divided in the set of items incomparable to η (region S. in Figure 6) and those 
prerequisite to η (region SA Now supppose η is given a new place before 
some item me (l,...,n-l} on the horizontal dimension. Let this new location 
be called n'. We will show that n' and η cannot have the same relation to m. 
Two subcases may be distinguished: 
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1. me S.. Then min. But then, from n'eS. and n' left to m it would follow 
that either n'Pm or n'Im. The former case provides a contradiction. In the 
latter case no item g exists with ge S. and g left to n' and gin', since then 
g, n', m would define an incomparable triple with rank order g,n',m on 
the horizontal dimension, while the rank order on the horizontal dimension 
for the incomparable triple g,n,m is g,m,n. From lemma 2 it follows that 
these rank orders would induce different sets of réponse patterns. Since all 
items i with iPn' are elements of S, by definition, it follows that 
SjHm.n'}. But then Δ
η
 would be disconnected. From n'e S 2 it would 
follow that n'Pm, contrary to min also. 
2. me S2. Then mPn. Now, n'€ S. and n' left to m is impossible, since then 
min'. And from n'e S, it would follow that either n'Pm or n'Im. Both 
cases contradict mPn. 
Similarly, displacing η in a vertical direction provides a contradiction: Placing 
n' above some je Sl would imply jPn', contrary to jln by the definition of S., 
while placing n' below some ke S- would imply kin', contrary to kPn by the 
definition of S2. 
So item η must be last on the first dimension and cannot be moved along the 
other, hence Δ is unique. 
This completes the proof. 
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STELLINGEN 
1. Het conjunctieve, disjunctieve en compensatorische model van Coombs 
(1964) berusten op de aanname dat toename in vaardigheid of kennis op 
elk van de onderliggende dimensies een grotere kans op succes 
impliceert. Indien dus bij toepassing van "Full-information Item Factor 
Analysis" van Bock, Gibbons en Muraki (1988), een oplossing met een 
of meer negatieve item parameters wordt gevonden kan niet van een 
oplossing volgens het compensatorische model van Coombs worden 
gesproken, (dit proefschrift) 
2. Het feit dat de POSAC/LSA procedure niet tot een perfecte oplossing 
leidt, als aangetoond is dat deze bestaat, moet als een tekortkoming van 
deze procedure worden aangemerkt (dit proefschrift) 
3. Het feit dat een probabilistisch model niet in alle gevallen tot dezelfde 
oplossing leidt als het bijbehorende deterministische model komt voort 
uit de verschillen in uitgangspunten die aan beide modellen ten grondslag 
liggen, (dit proefschrift) 
4. In de theorie van kennisstructuren (Koppen, 1989) wordt de aanname 
gemaakt dat de verzameling van kennistoestanden in een steekproef van 
individuen identiek is aan de verzameling kennistoestanden die 
individuen in de tijd kunnen doorlopen. Deze aanname dient bij 
specifieke toepassingen telkens opnieuw geverifieerd te worden. 
5. Het deterministische karakter van de theorie van kennisstructuren is een 
hinderpaal bij de implementatie ervan in de testpraktijk. 
6. De huidige status van de theorievorming binnen de sociale 
wetenschappen maakt dat de methode van lineaire structurele modellen, 
o.a. geïmplementeerd in het computerprogramma LISREL, eerder als 
een theorie-falsifiërende en theorie-genererende dan als een theorie-
verifiërende methode moet worden aangemerkt. 
Ondanks het feit dat de verzameling altematieven niet altijd eenduidig kan 
worden bepaald, moet het gebruik van randomization tests in quasi-
experimenteel onderzoek worden bevorderd. 
(zie bijvoorbeeld: Wampold, B.E. & Worsham, N.L. (1986) 
Randomization Tests for Multiple-Baseline Designs. Behavioral 
Assessment, 8, 135-143.) 
De intrede van personal computers heeft geleid tot een verruiming van 
het aanbod van statistische software. Bij de evaluatie van statistische 
software ligt de nadruk vaak op bedieningsgemak en prijs-
prestatieverhouding, terwijl deze op de gebruikte statistische methode en 
het gebruikte rekenalgoritme zou moeten liggen. Als men dit laatste als 
uitgangspunt hanteert betekent dit dat voor de uitvoering van een 
concreet stuk onderzoek vaak meerdere pakketten moeten worden 
aangewend. 
(zie: Korzilius en van Leeuwe (1990) Statistische Software voor Sociaal-
Wetenschappelijk Onderzoek: Een evaluatie vanuit gebruikersperspectief. 
Kwantitatieve Methoden, 33,117-135) 
Het gebruik van een personal computer voorzien van een Direct 
Manipulation Interface (ook wel Graphics User Interface genoemd) leidt 
tot kwaliteitsverbetering van wetenschappelijke publicaties. 
Stelling 11 bij het proefschrift van Mathieu Koppen (Nijmegen, 21 
augustus 1989) luidende: "De meeste promovendi hebben de neiging om 
één stelling teveel op te nemen.", doet vermoeden dat bij zijn proefschrift 
minstens twee stellingen teveel zijn opgenomen. 
Stellingen behorende bij het proefschrift van Jan F.J. van Leeuwe, 
PROBABILISTIC CONJUNCTIVE MODELS 
Contributions to Multidimensional Analysis of Binary Test Data, 
Nijmegen, 17 december 1990. 


