Perceptual learning is an implicit form of learning which induces long-lasting perceptual enhancements. Perceptual learning shows intriguing characteristics. For example, a minimal number of trials per session is needed for learning and the interleaved presentation of more than one stimulus type can hinder learning. Here, we show that these and other characteristics of perceptual learning are very similar to characteristics of long-term potentiation (LTP), the basic mechanism of memory formation. We outline these characteristics and discuss results of electrophysiological experiments which indirectly link LTP and perceptual learning.
Introduction
Long-term memories are formed when external world events induce long-lasting plastic changes in the brain. These changes can strongly alter behavior. Different areas in the brain have been identified to be important for forming and storing different types of memories. For example, the hippocampus is important for explicit learning (Squire, 1999) while sensory areas are important for implicit perceptual learning (Fahle & Poggio, 2002; Ghose, 2004) . However, the biological basis of memories on the synaptic level, i.e. beyond the scale of brain areas, is not well understood.
About three decades ago, it was discovered that electrical stimulation of a synapse increased synaptic transmission leading to longterm potentiation (LTP) (Bliss & Gardner-Medwin, 1973; Bliss & Lomo, 1973) . Since then, LTP has become the most prominent model of cellular memory formation. However, up to date, it remains to be shown that LTP is, indeed, linked to long-term memory (Eichenbaum, 1996; Shors & Matzel, 1997; Whitlock et al., 2006) . In essence, it needs to be shown that memories can be systematically altered by changing the synaptic strengths. This is at present technically difficult to achieve because synaptic access often requires invasive operations and sparsely distributed memories make it difficult to locate synapses related to a particular memory.
Perceptual learning is a form of learning which is implicit and long-lasting (Fahle & Poggio, 2002) . Recent findings in perceptual learning have turned out to be difficult to explain with existing network models of perceptual learning (Herzog & Fahle, 1998; Tartaglia, Aberg, & Herzog, 2009b) . Interestingly, these findings show characteristics which are very similar to characteristics of LTP. We describe evidence for a transitive relation between the neural mechanisms underlying perceptual learning and LTP. These results suggest that perceptual learning depends on LTP. Accordingly, models of perceptual learning could benefit from incorporating LTP like mechanisms.
Perceptual learning
Perceptual learning is learning to perceive (Fahle & Poggio, 2002; Sagi, 2011) . Perceptual learning improves perception of basic features such as orientation (Shiu & Pashler, 1992; Vogels & Orban, 1994) , motion (Ball & Sekuler, 1982 , 1987 , and contrast (Dorais & Sagi, 1997; Yu, Klein, & Levi, 2004 ) discrimination, just to name a few. Any stimulus needs to be learned to be perceived by evolutionary, ontogenetic, or adult perceptual learning (Herzog & Esfeld, 2009 ). Perceptual learning is considered a simple and basic form of learning and occurs in all modalities. In combination with the well mapped sensory areas, perceptual learning is an attractive model system for memory and learning in general.
Recent findings in perceptual learning have been difficult to explain with existing models. For example, no model can explain why perceptual learning requires a minimal number of trials per session, or why interleaved presentation of different stimulus types, so called roving, can impede perceptual learning (Tartaglia, Aberg, & Herzog, 2009b) . Interestingly, these results can be explained by LTP. We will highlight some classical and new findings in perceptual learning and show how they relate to LTP.
Long-term potentiation (LTP)
Long-term potentiation and depression (LTP and LTD) are two related phenomena. LTP refers to an activity-dependent increase in synaptic strength while LTD refers to an activity-dependent decrease in synaptic strength (Bear & Malenka, 1994; Bliss & Collingridge, 1993; Malenka & Bear, 2004; Malenka & Nicoli, 1999) . In 1973, Bliss and colleagues showed that brief trains of electrical stimulation to monosynaptic pathways in the rabbit hippocampus caused a prolonged increase in synaptic transmission (Bliss & Gardner-Medwin, 1973; Bliss & Lomo, 1973) . This effect lasted for up to 3 days (Bliss & Gardner-Medwin, 1973 ) and was termed long-term potentiation (LTP). Since then, LTP has been widely studied and is the dominant model of activity-dependent synaptic plasticity (a search in pubmed for ''long-term potentiation'' returned almost 11,000 hits). Although mostly studied in hippocampal slices, LTP can be induced in various parts of the cortex, for example, in the amygdala (Clugnet & LeDoux, 1990; Rogan, Staubli, & Ledoux, 1997) , cerebellum (Sacchetti et al. (2004) ), primary motor cortex (Rioult-Pedotti, Friedman, & Donoghue, 2000) , and sensory cortices (Cooke & Bear, 2010; Feldman, Nicoll, & Malenka, 1999; Hogsden & Dringenberg, 2009; Sale et al., 2011) . It has been suggested that LTP may occur at any synapse in the mammalian brain (Malenka & Bear, 2004) .
Similar characteristics of perceptual learning and LTP

Minimal trial number/minimal neural activity
Many types of learning benefit from dividing the training into different sessions, i.e. distributed training leads to better performance as compared to massed training (Cepeda et al., 2006) . We trained participants in three groups with a total of 1600 trials in a Chevron task divided over 2, 4 or 10 sessions (Fig. 1A) . Performance improved when trials were distributed over two and four sessions with 800 and 400 trials per session, respectively. Performance did not improve when trials were distributed over 10 sessions with 160 trials per session (Fig. 1B) . Similar findings were found previously in an auditory perceptual learning task where participants trained to discriminate between a standard tone of 1 kHz and tones of slightly lower frequencies (Wright & Sabin, 2007; Wright et al., 2010) . Participants who trained with 960 trials per session improved performance while participants that trained with 360 trials per session did not (Wright & Sabin, 2007) . Hence, perceptual learning requires a minimal number of trials per session. Such a ''non-smooth'' improvement of performance contrasts with most models of perceptual learning, which assume a smooth improvement of performance until an asymptote has been reached (Tsodyks & Gilbert, 2004) .
Similarly, LTP does not increase smoothly but undergoes certain distinct phases (Sweatt, 1999) . The early phase (E-LTP) is a transient potentiation which lasts up to 4 h (Frey & Morris, 1998a) and is induced when the calcium (Ca 2+ ) concentration inside the postsynaptic cell goes above a certain threshold (Lynch, 2004) . E-LTP can be transformed into a prolonged potentiation (late LTP; L-LTP) which lasts for weeks or longer (Racine, Milgram, & Hafner, 1983) by stronger stimulation which induces synthesis of plasticity-related proteins in the cell (Barco, Alarcon, & Kandel, 2002; Frey & Morris, 1997; Lynch, 2004) . Hence, both E-LTP and L-LTP depend on the activation level of the synapse. No potentiation occurs if the stimulation does not increase the Ca 2+ concentration inside the cell (E-LTP) and no prolonged potentiation (L-LTP) occurs if the stimulation fails to initiate protein synthesis. Hence, a minimal synaptic activity is necessary for LTP. Based on these similarities, we suggest that the minimal number of trials needed for perceptual learning is related to the minimal synaptic activity needed for LTP.
Specificity
A hallmark of perceptual learning is the specificity of improvement for the trained features. For example, in a typical perceptual learning experiment, one vertical bisection stimulus is presented in each trial and participants indicate to which direction the center line bisects the distance between the two outer lines ( Fig. 2A) . Performance improves for the trained vertical bisection stimulus. However, gains in performance do not transfer to the untrained horizontal bisection stimulus ( Fig. 2C ; Crist et al., 1997; Tartaglia, Aberg, & Herzog, 2009a) . Hence, perceptual learning is specific to orientation. In addition, perceptual learning is usually specific for retinotopic location (Ahissar & Hochstein, 1996; Karni & Sagi, 1991) , eye (Ball & Sekuler, 1987; Karni & Sagi, 1991) , and most other basic feature dimensions (Fahle & Poggio, 2002) .
Neurons in early visual cortex (V1) are organized retinotopically and have strong orientation preferences, e.g. a neuron responding strongly to a vertical line will not respond to a horizontal line (Hubel & Wiesel, 1962; Hubel & Wiesel, 1968) . Furthermore, neurophysiological studies show that learning-related changes following perceptual learning are largely constrained to early sensory cortices (Bao et al., 2010; Crist, Li, & Gilbert, 2001; Dinse et al., 2003; Lu, Pich, & Gilbert, 2008; Ludwig & Skrandies, 2002; Pourtois et al., 2008; Recanzone et al., 1992; Schoups et al., 2001; Maquet, & Frith, 2002; Yotsumoto et al., 2009; Yotsumoto, Watanabe, & Sasaki, 2008) . Therefore, perceptual learning is proposed to depend on feature-specific neurons in early sensory cortices.
Similarly, LTP is specific to the synapses activated (Frey & Morris, 1997 , 1998a , 1998b . Proteins required for a synapse to develop L-LTP are globally produced in the cell (Barco, Alarcon, & Kandel, 2002; Frey & Morris, 1997; Lynch, 2004) . However, only activated synapses capture these proteins (Barco, Alarcon, & Kandel, 2002; Frey & Morris, 1997; Kelleher, Govindarajan, & Tonegawa, 2004) . It has been proposed that the activation of a synapse sets a synaptic ''tag'' which enables synapses to capture the proteins necessary to develop L-LTP (Frey & Morris, 1997 , 1998a , 1998b . This ''synaptic tagging and capture'' procedure discriminates between activated and inactive synapses, leading to L-LTP only for the tagged synapses and input specificity for LTP. Based on these similarities, we suggest that the feature specificity of perceptual learning reflects the specificity of LTP for activated synapses.
Roving/synaptic interference
A fruitful way to study learning mechanisms is to study instances when learning fails. In a typical learning experiment, one bisection stimulus is presented in each trial and participants indicate the offset of the center line (Fig. 3A) . Performance improves when bisection stimuli with one outer distance are presented (Aberg & Herzog, 2010; Crist et al., 1997; Otto et al., 2006; Tartaglia, Aberg, & Herzog, 2009a) . In contrast, learning is disrupted when two bisection stimuli with different outer distances are presented randomly interleaved trial-by-trial, so called roving (Otto et al., 2006) . Roving also disrupts the learning of bisection stimuli with two different line lengths, but does not disrupt the learning of orthogonal bisection stimuli or a bisection stimulus and a Vernier (Fig. 3B) . Also in audition, roving blocks learning in certain (Banai et al., 2009) but not other conditions (Amitay, Hawkey, & Moore, 2005) . We previously suggested that roving disrupts learning because of interference between the neural representations of the stimuli (Otto et al., 2006; Tartaglia, Aberg, & Herzog, 2009a) .
1 For example, roved presentation of bisection stimuli with different outer distances induces plastic changes of a synapse in two different ''directions'' making learning impossible (Otto et al., 2006; Tartaglia, Aberg, & Herzog, 2009a) . LTP can be disrupted homosynaptically, by electrical stimulation shortly following LTP induction. This may occur because of either a synaptic depotentiation by LTD (Barrionuevo, Schottler, & Lynch, 1980; Lynch, Dunwiddie, & Gribkoff, 1977; Staubli & Lynch, 1990) or by deactivation of synaptic tags (Sajikumar & Frey, 2004; Sajikumar et al., 2009; Staubli & Scafidi, 1999) . LTP can be disrupted heterosynaptically, by synapses inducing LTD on neighboring synapses (Abraham, Bliss, & Goddard, 1985; Abraham & Goddard, 1983; Lynch, Dunwiddie, & Gribkoff, 1977) , by synapses actively inhibiting tagging of other synapses (Young & Nguyen, 2005) , or by synapses competing for resources (Fonseca et al., 2004) . For example, Fonseca et al. (2004) induced L-LTP in two synaptic pathways (S1 and S2) and then reduced the availability of the proteins needed to develop L-LTP. Further stimulation of pathway S1 potentiated its response and allowed capturing of proteins. However, this potentiation occured at the expense of the other pathway S2, which showed a reduced response. Hence, the potentiation of S1 occured at the expense of S2. Similar results were obtained when both pathways were initially only weakly stimulated. Hence, synapses compete for resources, providing a possible explanation for interference in roving conditions (Fonseca et al., 2004) .
As mentioned above, roving does not always disrupt the learning. In the auditory domain, roved presentation of tones with different standard frequencies did not disrupt frequency discrimination learning (Amitay, Hawkey, & Moore, 2005) and roved presentation of different contrast pedestals did not disrupt contrast discrimination learning in the visual domain (Zhang et al., 2008) . We previously showed that roving disrupted the learning only when stimuli were similar (Fig. 3B) ; (Tartaglia, Aberg, & Herzog, 2009a) . Indeed, learning contrast discrimination was disrupted when stimuli were made more similar by reducing the difference between the contrast pedestals (Yu, Klein, & Levi, 2004; Kuai et al., 2005; Zhang et al., 2008) . It remains to be shown whether the same holds for auditory frequency discrimination, i.e. whether learning is disrupted when the differences between the standard tones are decreased.
As mentioned above, LTP of a synapse can be disrupted by synaptic activity within the neuron (see two paragraphs up). Sensory neurons are tuned to stimulus features such as line orientation (Hubel & Wiesel, 1962; Hubel & Wiesel, 1968) and auditory frequency (Dahmen & King, 2007) . Therefore, only similar stimuli, i.e. stimuli with shared features, activate the same neurons and synapses. Learning is disrupted when the stimuli require different changes in synaptic strength. In such a way, LTP provides an explanation why roving disrupts the learning only with similar stimuli (Kuai et al., 2005; Otto et al., 2006; Tartaglia, Aberg, & Herzog, 2009a; Yu, Klein, & Levi, 2004; Zhang et al., 2008) . Based on these similarities, we suggest that interference by roving in perceptual learning reflects the interference observed in LTP. 
Perceptual learning depends on stimulation frequency
Perceptual learning is usually induced by training a task. Interestingly, Dinse and colleagues induced human tactile (Dinse et al., 2003; Pleger et al., 2001; Ragert et al., 2008) and visual perceptual learning (Beste et al., 2011) by sensory stimulation protocols adapted from the electrical stimulation protocols used to induce LTP in brain slices (Bliss & Gardner-Medwin, 1973; Bliss & Lomo, 1973) . For example, in the tactile domain, the stimulation consisted of a continuous stimulation of a fingertip using electrical stimulation or a solenoid valve (Dinse et al., 2003; Pleger et al., 2001; Ragert et al., 2008) . Following the stimulation, participants improved the discrimination between one or two blunt needle tips. The underlying idea is that the stimulation co-activates pre-and post-synaptic neural terminals which leads to increased synaptic efficacy by Hebbian learning (Hebb, 1949) .
In a recent contribution, Beste et al. (2011) showed that repetitive stimulation protocols induced visual perceptual learning (Beste et al., 2011) . Sensory stimulation consisted of repeatedly changing the luminance or the orientation of a visual stimulus. This change occurred rapidly (20 Hz) or slowly (1 Hz). Performance on a demanding luminance-and orientation change detection task was measured before and after the stimulation. In this task, participants detected changes of a ''target'' feature, e.g. change of luminance, while trying to ignore changes of a ''distractor'' feature, e.g. change of orientation. Change detection improved following high frequency stimulation and decreased following low frequency stimulation of the target feature. However, change detection decreased following high frequency stimulation and improved following low frequency stimulation of the distractor feature.
Similarly, high frequency stimulation potentiates synaptic transmission, i.e. LTP (Bliss & Gardner-Medwin, 1973; Bliss & Lomo, 1973; Huang & Kandel, 1994) , while low frequency stimulation reduces the synaptic transmission, i.e. long-term depression (LTD; Huang & Kandel, 1994; Reymann et al., 1985) . Hence, as with LTP, perceptual learning was explicitly modulated by the frequency of the preceding stimulation (similar results were also found in the tactile domain (Ragert et al., 2008) ). Based on these similarities, we suggest that the frequency-dependent induction of perceptual learning by repetitive sensory stimulation reflects the frequency dependent induction of LTP by electrical stimulation.
Visually evoked potentials (VEPs) link perceptual learning and LTP
So far, we have shown striking similarities between the characteristics of perceptual learning and LTP, suggesting that LTP may underlie perceptual learning. However, it is difficult to directly relate perceptual learning to changes in synaptic transmission, i.e. LTP. Up to now, only one study showed that visual perceptual learning directly influenced LTP (Sale et al., 2011) and no study showed the reverse, i.e. that induction of LTP induced perceptual learning.
Many studies show similar influences of both visual perceptual learning and LTP on visually evoked potentials (VEPs), i.e. at an intermediate level between perceptual learning and LTP (Fig. 4) . For example, the amplitude of VEPs can be increased both by perceptual learning and by LTP (Bao et al., 2010; McNair et al., 2006; Ross et al., 2008) . Thus, instead of showing that LTP directly influences perceptual learning, something which is experimentally difficult to achieve, we suggest that the influence of LTP on perceptual learning can be shown by a transitive relation via VEPs. Ratio post / pretraining thresholds Fig. 3 . Perceptual learning can be disrupted by randomly interleaving two stimulus types. (A) A short bisection stimulus and a wide bisection stimulus. Performance improves if only the short or the wide bisection stimulus is trained. In contrast, learning is disrupted when short and wide bisection stimuli are trained randomly interleaved, so called roving (Otto et al., 2006; Tartaglia, Aberg, & Herzog, 2009a) . In each trial, any of the four stimulus alternatives is randomly chosen. (B) First, pre-training baselines were determined separately for both bisection stimuli with short and wide outer distances. Second, participants trained with both stimulus types roved. Finally, post-training baselines were determined for both stimulus types. (C) Ratios between post-and pre-training baseline thresholds for different combinations of stimulus types. A ratio less than 1.0 indicates improved performance. Performance did not significantly improve when two bisection stimuli of different lengths were roved (a). In contrast, performance improved when one bisection stimulus was roved with a Vernier (b) and when two bisection stimuli of orthogonal orientations were roved (c) ( ⁄ p < .05). With permission from (Tartaglia, Aberg, & Herzog, 2009a) . Markram et al., 1997) . However, recent work has shown that a third factor, related to reward processing and the dopamine system, is required to explain changes in the strength of synaptic transmission (Pawlak et al., 2010) . For example, theoretical models have shown that learning requires an exact estimation of the average reward for a stimulus in order to prevent synaptic ''drift'', the so called unsupervised bias (Fremaux, Sprekeler, & Gerstner, 2010) . The estimation of the average reward for each stimulus is not possible when two or more stimuli are presented roved in perceptual learning. Accordingly, besides depotentiating synaptic activity and competition for resources, the learning may also be disrupted by external factors acting directly upon the synapse (for a detailed explanation see Herzog et al. (2011)).
Perceptual learning increases VEP amplitudes
Bao et al. (2010) trained participants in a contrast detection task (Bao et al., 2010) . During training, participants determined in which of two intervals a grating had been presented. The contrast was varied adaptively. During testing, the grating could be presented in either the trained location or at an untrained location. Participants improved contrast detection at the trained location, but not at the untrained location. In addition, VEP amplitudes increased for the grating presented at the trained location, while no such increase was found for the grating presented at an untrained location. Hence, visual perceptual learning may be related to an increases in the VEP amplitudes (Fig. 4, arrow 1 ; see also Ludwig and Skrandies, 2002; Pourtois et al., 2008; Shoji and Skrandies, 2006; Skrandies and Fahle, 1994) .
Perceptual learning can also be induced by passive repetitive exposure to stimuli (Beste et al., 2011; Dinse et al., 2003; Pleger et al., 2001; Ragert et al., 2008) . In one experiment, gratings of one orientation were presented repeatedly with a frequency of 9 Hz. Before and after the stimulation, VEPs for the repeated stimulus and an orthogonal stimulus were recorded. The VEP amplitude increased for the repeated stimulus, but not for the orthogonal orientation, suggesting a feature specific increase in VEP amplitude by the repeated stimulus (Fig. 4 , arrow 2; see also Ross et al. (2008 ), McNair et al. (2006 , Clapp et al. (2005) , and Zaehle et al. (2007) for similar results in the auditory domain). Frenkel et al. (2006) recorded VEPs from the mouse primary visual cortex while sinusoidal gratings of one orientation were presented with a phase-reversal of 1 Hz (Frenkel et al., 2006) . The stimulation increased the VEP amplitude specifically for the repeated grating, while no increase was found for the same grating with an orthogonal orientation. This increase was specific to the stimulated eye and increased between rather than within sessions. These results mirror those found in perceptual learning where improvements are specific to the trained stimulus orientation, eye, and often occur between sessions (Karni & Sagi, 1991 . Hence, repetitive visual stimulation increases VEP amplitudes (Fig. 4, arrow 2 ; see also Cooke & Bear, 2010; Sawtell et al., 2003) . Cooke and Bear (2010) found that thalamocortical LTP in mice, induced by electrical theta burst stimulation of the dorsal lateral geniculate nucleus, induced an increase of VEP amplitudes similar to the increase induced by visual repetitive stimulation (Cooke & Bear, 2010 , see also Sawtell et al., 2003 Frenkel et al., 2006) . Hence, LTP increases VEP amplitudes (Fig. 4, arrow 4) .
LTP increases VEPs and modulates subsequent increase in VEPs by visual stimulation
To test whether the increase in VEP amplitude induced by thalamocortical LTP was related to the increase induced by visual stimulation, thalamocortical LTP was first induced in one hemisphere prior to the presentation of repetitive visual stimulation to both hemispheres, i.e. visual stimulation presented to the left visual field activated the right hemisphere (and vice versa). The visual stimulation increased VEP amplitudes only in the hemisphere which had not received thalamocortical LTP prior to the visual stimulation. The reverse was also found, i.e. repetitive visual stimulation prevented subsequent increases of VEP amplitudes by thalamocortical LTP (Fig. 4, arrow 3) . These results may seem counter intuitive because induction of one event prevented induction of another related event. However, the underlying idea is that synaptic transmission have a limited modification range (Moser et al. (1998) ). Thus, if a synapse has been driven to the maximum limit by the induction of one event, e.g. thalamocortical LTP, it cannot be modified further by the other event, e.g. repetitive visual stimulation. Sale et al. (2011) trained rats to discriminate between the spatial frequencies of two sinusoidal gratings (Sale et al., 2011) . One of the gratings signalled the presence, while the other grating signalled the absence, of a raised platform in a water task. Accordingly, rats could escape the water by successfully discriminating between the gratings. A perceptual threshold was calculated each day for 6 days by changing the spatial frequency of one of the gratings. During the course of training, the threshold decreased as a result of perceptual learning, i.e. the rats were able to perceive smaller spatial frequencies. One group of control rats did not perform any task and another control group trained with constant gratings. After the training, all rats were sacrificed and evoked potentials in layers II-III of the rat V1 were recorded in slices. Rats that trained with adaptive gratings showed increased evoked potentials as compared to control rats, i.e. perceptual learning increased the neural response in early visual cortex. Next, to determine whether perceptual learning directly influenced LTP, electrical theta-burst stimulation was applied to the slices. Induction of LTP was strongly reduced in slices from the rats that trained with the adaptive gratings as compared to the control rats. Hence, further synaptic potentiation was not possible because perceptual (1) Perceptual learning and (2) repetitive visual stimulation lead to an increase in the amplitudes of visually evoked potentials (VEPs; Bao et al., 2010; Ludwig and Skrandies, 2002; Shoji and Skrandies, 2006) . (3) The increase in VEP amplitudes increases synaptic transmission and modulates subsequent induction of LTP (Cooke & Bear, 2010) . (4) LTP induction increases VEP amplitudes (Cooke & Bear, 2010) . (5) Perceptual learning directly modulated LTP (Sale et al., 2011) . In order to conclude that perceptual learning depends on LTP, it needs to be shown that LTP induction modulates perceptual learning, i.e. the reverse of arrow 5, or that increases in VEP amplitudes modulates perceptual learning, i.e. the reverse of arrow 1.
Perceptual learning directly influences LTP
learning had already potentiated the synapse close to the maximum of its modification range (Fig. 4, arrow 5 ).
Does LTP influence perceptual learning?
The reviewed results indicate that perceptual learning influences LTP. This can be shown both by a transitive relation from perceptual learning, via VEPs, to LTP (Fig. 4, arrows 1 and 3) and by a direct influence of perceptual learning on LTP (Fig. 4,  arrow 5 ). However, to make the picture complete, it remains to be shown that LTP influences perceptual learning, i.e. the reverse of arrow 5 in Fig. 4 . This is at present technically challenging because, for example, synaptic access requires invasive procedures. Instead, it may be sufficient to show that an increase of neural responses at an intermediate level between perceptual learning and LTP leads to perceptual learning, i.e. the reverse of arrow 1 in Fig. 4 . In such a way, a transitive relation can be made from LTP, via VEPs, to perceptual learning (Fig. 4, arrows 4 and the reverse of arrow 1). This needs to be addressed in future studies.
Summary
There are striking similarities between the characteristics of perceptual learning and LTP. For example, LTP and perceptual learning share a multitude of findings, such as feature specificity, a minimal number of trials/neural activity, roving/neural interference and stimulation frequency dependent learning. In addition, perceptual learning directly modulates LTP, whereas the reverse has yet to be shown. Based on these arguments, we suggest that perceptual learning and LTP share similar characteristics because LTP underlies perceptual learning.
Furthermore, most models of perceptual learning do not incorporate the characteristics of LTP. Not surprisingly, these models fail to explain findings which map directly onto the characteristics of LTP, such as the need for a minimal number of trials or roving interference (Tartaglia, Aberg, & Herzog, 2009b) . Thus, understanding the mechanisms underlying perceptual learning could benefit from looking at LTP.
