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Abstract
Mining hot topics from twitter streams has attracted a lot of attention in recent years. Traditional hot topic mining
from Internet Web pages were mainly based on text clustering. However, compared to the texts in Web pages, twitter
texts are relatively short with sparse attributes. Moreover, twitter data often increase rapidly with fast spreading speed,
which poses great challenge to existing topic mining models. To this end, we propose, in this paper, a ﬂexible stream
mining approach for hot twitter topic detection. Speciﬁcally, we propose to use the Frequent Pattern stream mining
algorithm (i.e. FP-stream) to detect hot topics from twitter streams. Empirical studies on real world twitter data
demonstrate the utility of the proposed method.
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1. Introduction
As an important platform for message sharing and view dissemination, there are unprecedentedly large and com-
plex data on the Internet. How to extract meaningful public opinion from the massive Internet data, without being
submerged in the knowledge ocean, is an open challenge. To address this challenge, many public opinion analysis
models have been proposed to extract important opinions from the Internet [1-4]. For example, the TDT (Topic De-
tection and Tracking) method combines both NLP and data mining to automatically recognize and continuously track
important opinions from text streams [1], the SDA method [2] in the social science computing combines the sociology
and data mining to automatically search, analyze and report the public opinions based on the Web page data.
Hot topic mining represents one of the most important research areas in the public opinion analysis. The key
technology includes the text classiﬁcation and clustering, topic detection and tracking, opinion tendency identiﬁcation,
and multi-document automatic summarization. The fundamental modules in a hot topic mining system are illustrated
in Fig. 1.
Now we will explain the system framework given in Fig. 1. Obviously, the data acquisition module plays a
fundamental role in the system. It continuously downloads web pages from the Internet, which are then fed into the
Web text preprocess module for data cleansing. Then, these data will be converted into numeric vectors in the next
text vectorization module. After that, all the text data will be categorized into predeﬁned classes in the text clustering
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module, where each class represents a topic. Note that diﬀerent clustering algorithms will yield diﬀerent topics. The
hot topic evaluation module ranks the above topics by comprehensively studying various parameters, such as the
report number, comment number, click number, to name a few. At the last step, the hot topic output module generates
the above hot topics from diﬀerent viewpoints.
Figure 1: An illustration of the hot topic detection system
Twitter texts are very diﬀerent from the generic In-
ternet Web page texts. Twitter texts are often very short
and sparse, spreading rapidly. These new characteris-
tics of twitter texts pose great challenge to the topic
mining eﬃciency, resource consumption and mining
accuracy. To address these problems, we propose, in
this paper, a ﬂexible stream mining approach for hot
twitter topic detection. Speciﬁcally, we propose to use
the Frequent Pattern stream mining algorithm (i.e. FP-
stream) to detect hot topics from twitter streams. Tech-
nically, we take each twitter text as a transaction, and
each word in a transaction as an item. Thus, detecting
the twitter hot topics is tantamount to mining frequent
patterns from the twitter streams. The mining results (i.e. the frequent word-sets) are the hot twitter topics. Empirical
studies on real world twitter data demonstrate the utility of the proposed method.
2. Mining Hot Topics from Twitter Streams
2.1. Hot Twitter Topic Detection Approach
Figure 2: Hot Twitter Topic Detection System
Generally, a hot topic is deﬁned as a popular or
frequent twitter topic in a given time interval. Fig.
2 describes the key components for hot twitter topic
detection system, among which the frequent twitter
pattern mining module is the most important part. Af-
ter processing the twitter texts in the data acquisition
module and the twitter text preprocess module, each
twitter text can be taken as a transaction, while each
single word in a twitter text can be taken as an item.
This way, detecting the twitter topics is tantamount to
mining stream frequent patterns from the twitter data. Consequently, the results of the frequent word-sets are the hot
twitter topics. The hot twitter topics will be displayed in the topic output module for better understanding. Stream
frequent pattern mining is an important research branch in data mining research community [5-10]. Representative
work includes: Lossy Counting algorithm [5] and FP-Stream algorithm [6]. Speciﬁcally, Lossy Counting algorithm
[5] cannot distinguish impacts between the old and new transactions. While FP-Stream algorithm can obtain time-
sensitive results. Indeed, distinguishing the old and new transactions plays a key role in hot twitter topic detection.
Therefore, we use the FP-Stream algorithm as the basic mining algorithm for hot twitter topic detection.
2.2. The FP-Stream Algorithm
There already exists work to show that FP-Stream algorithm is capable of maintaining time-sensitive frequent
patterns in data stream environments in limited main memory. However, it cannot be used to our problem directly
because of two reasons.
First, the updating of the FP-Stream structure is based on data chunks. It works only when enough incoming
transactions have arrived to form a new data chunk and the number of each data chunk share the same chunk size.
However, in reality, delaying the mining process until a given number of data is obtained is impractical, as people
tending to analyze public opinion based on the time stamps, but not on the batch number. For example, we are likely
to ask what the hot twitter topics in the past hour are, instead of what the hot twitter topic in the past 100 twitters are.
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Therefore, we revise the FP-Stream structure for a better practical application. The improved FP-Stream structure
is shown in Fig.3. The major diﬀerence between the improved and original FP-Stream structure is the tilted-time
window table embedded. The tilted-time window table in improved FP-Stream structure is extended and consists of
three diﬀerent parts. The tilt-window records time-point information in a stream, sup num records the corresponding
item-set number in corresponding time, and batch num records the batch number in corresponding time. This structure
allows FP-Stream algorithm to proceed twitter streams batch by batch, and the batch number can be changing with
time, which makes the FP-Stream algorithm more practical and ﬂexible.
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Figure 3: Hot Twitter Topic Detection System
Second, we all know that it is unrealistic to hold all stream-
ing data in the limited main memory. Thus, FP-Stream algo-
rithm divides patterns into three categories: frequent patterns,
sub-frequent patterns, and infrequent patterns. Let the support
threshold be σ, the error bound be . A pattern is frequent if
its support is no less than σ. It is sub-frequent if it s support is
less thanσ, but no less than . Otherwise, it is infrequent. The
frequent and sub-frequent patterns are the interest patterns in
a stream.
However, as we mentioned above, twitter data is quite dif-
ferent from the traditional Internet Web page data. The twitter
data is of short content and spreading rapidly. FP-Stream al-
gorithm is not well addressed yet in terms of its bounds of
memory consumption. Hence, we have to develop FP-Stream algorithm for eﬀectively mining frequent patters from
rapidly spreading twitter stream. In this paper, we extend the deﬁnition of the three pattern categories. A pattern is
frequent if its support is more than σ. It is sub-frequent if it s support is less than σ but no less than (σ − ). Other-
wise, it is infrequent. The frequent and sub-frequent patterns are what we are interested in. This way, the developed
FP-Stream algorithm will have high accuracy, require less memory, and consume less CPU time[10] for mining in a
twitter stream.
Generally, we are more interested in the latest information in the public opinion analysis tasks, as news is time-
sensitive. In order to discover practical and sensitive hot topics, we will design certain damping-factor for sup num
in the new FP-stream algorithm. By doing so, we can quartette that the latest information has the highest signiﬁcant
impact in the mining results.
3. Experiments
In our experiments, we use the twitter dataset [10] for testing. The dataset contains twitter short texts regarding
the swine ﬂu topic between April 22 and October 13, 2009. Our experiments are based on the texts collected from
April 26 to May 3, 2009.
After twitter data preprocessing, cleaning and stop-word removing, all the twitter texts can be transformed to
well-formatted transactions. We treat twitter texts generated in one day as a batch data. Note that the size of each
batch may be diﬀerent. By setting the support threshold to be 0.03, and the error bound value to be 0.001, we use the
FP-Stream algorithm to mine frequent patterns in twitter dataset. The frequent patterns is the hot twitter topics. The
mining results are shown as follows.
From the results in Table.1, we can come to the conclusion that the developed FP-Stream algorithm is a practical
and eﬀective approach for hot twitter topic detection.
Performance Study w.r.t. Time Consumption. Time consumption is an important measure for stream mining. The
corresponding results of the proposed algorithm are shown in Fig.4. We can observe that the time consumption of the
proposed algorithm is in the magnitude of second, which reduces with the decreasing support threshold. Therefore,
we can safely say that the time consumption of the proposed algorithm scales well with the support threshold value.
Performance Study w.r.t Memory Consumption. Memory consumption is another important measure for stream
mining. The results w.r.t. diﬀerent memory consumptions are shown in Fig.5. We can observe that the number of
nodes we reduced in the proposed algorithm decreases with the support threshold. Therefore, we can safely say that
our method scales well to the support threshold.
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Table 1: Mining Results With Diﬀerent Time
Mining Result Time Mining Result Time Mining Result Time
Flu 4.26-5.3 Flu Conﬁrmed 5.1-5.3 Flu Symtoms 5.3
Swine 4.26-5.3 Swine conﬁrmed 5.1-5.3 Swine Symtoms 5.3
Swine Flu 4.26-5.3 Swine Flu Conﬁrmed 5.1-5.3 Swine Hysteri 5.3
Mexico 4.30-5.3 Pandemic 5.3 Flu Hysteri 5.3
Cases 4.30-5.3 pigs 5.3 Swine Flu Pandemic 5.3
Flu Mexico 4.30-5.3 Symtoms 5.3 Swine Flu pigs 5.3
Swine Mexico 4.30-5.3 Hysteri 5.3 Swine Flu Symtoms 5.3
Swine Cases 4.30-5.3 Swine Pandemic 5.3 Swine Flu Hysteri 5.3
Flu Cases 4.30-5.3 Flu Pandemic 5.3 Flu Conﬁrmed Cases 5.3
Swine Flu Cases 4.30-5.3 Flu pigs 5.3 Swine Conﬁrmed Cases 5.3
Conﬁrmed 5.1-5.3 Swine pigs 5.3 Swine Flu Conﬁrmed Cases 5.3
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Figure 4: Performance Study w.r.t. Time Consumption
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Figure 5: Performance Study w.r.t. Memory Usage
4. Conclusions
Hot topic detection from twitter streams is an challenging research problem in data stream mining community.
Traditional hot topic detection approaches from Internet Web page data are based on clustering algorithms. However,
twitter data is quite diﬀerent from Web page data because twitter data (text) is often very short, sparse, and spreading
rapidly. To mine hot topics from twitter streams, we propose a more ﬂexible and practical approach based on data
stream frequent pattern mining. Speciﬁcally, a new stream frequent pattern mining algorithm is proposed based on
the FP-stream algorithm. Experiments have demonstrated its eﬀectiveness in mining the real-world twitter data.
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