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We present a new model of electron transport in warm and hot dense plasmas which combines
the quantum Landau-Fokker-Planck equation with the concept of mean-force scattering. We ob-
tain electrical and thermal conductivities across several orders of magnitude in temperature, from
warm dense matter conditions to hot, nondegenerate plasma conditions, including the challenging
crossover regime between the two. The small-angle approximation characteristic of Fokker-Planck
collision theories is mitigated to good effect by the construction of accurate effective Coulomb log-
arithms based on mean-force scattering, which allows the theory to remain accurate even at low
temperatures, as compared with high-fidelity quantum simulation results. Electron-electron colli-
sions are treated on equal footing as electron-ion collisions. Their accurate treatment is found to
be essential for hydrogen, and is expected to be important to other low-Z elements. We find that
electron-electron scattering remains influential to the value of the thermal conductivity down to
temperatures somewhat below the Fermi energy. The accuracy of the theory seems to falter only for
the behavior of the thermal conductivity at very low temperatures due to a subtle interplay between
the Pauli exclusion principle and the small-angle approximation as they pertain to electron-electron
scattering. Even there, the model is in fair agreement with ab initio simulations.
I. INTRODUCTION
Accurate prediction of the electrical and thermal con-
ductivity of dense plasmas is an ongoing challenge, with
a decades-long history mainly in the fields of stellar
modeling[1–3] and inertial confinement fusion (ICF)[4, 5].
In direct-drive ICF, thermal conduction by the electrons
is the main means by which laser energy is transferred
from the ablated plasma to the fuel capsule. The ICF
fuel hot spot can also lose energy due to thermal conduc-
tion with the colder surrounding fuel. In stellar evolu-
tion models, the electron thermal conductivity is impor-
tant to the evolution of low-mass stars and the cooling
of white dwarfs. Dense plasmas typically have densities
ranging from a fraction of solid density to several times
solid density, with temperatures from a few eV to a few
keV. The challenge in modeling conduction at these con-
ditions comes in two forms. First, one needs a kinetic
theory that is able to account for strong Coulomb inter-
actions between the ions, which may be partially ionized,
as well as Fermi degeneracy effects in the electrons. Sec-
ond, one needs realistic collision cross-sections that not
only reflect these influences, but also account for the in-
ternal electronic structure of the ions, which is strongly
temperature dependent at dense plasma conditions.
The extreme cases of low temperature and high
temperature are reasonably well-understood, and the
conductivities are given by the Ziman theory of liq-
uid metals[6], and the Spitzer-Ha¨rm theory of classical
plasmas[7], respectively. In between these two extremes
is several orders of magnitude in temperature over which
neither approach is well-justified. The Ziman approach
includes strong-coupling effects in the ions and Fermi
statistics for the electrons, but neglects electron-electron
∗ nshaffer@lanl.gov
scattering entirely, which is important in low-Z materi-
als at high temperatures. The Spitzer-Ha¨rm approach
includes the influence of electron-electron scattering on
equal footing with electron-ion scattering, but it is only
valid for hot plasmas where the ions are weakly coupled
and the electrons are nondegenerate.
The need for new theoretical predictions of dense
plasma conductivity is underscored by the fact that quan-
tum simulations of electron transport in plasmas be-
come impractical and possibly unreliable at high temper-
atures. The prevailing methodology, Kohn-Sham molec-
ular dynamics paired with the Kubo-Greenwood approx-
imation (“QMD”), scales prohibitively with increasing
temperature[8]. A recent QMD study on hot dense hy-
drogen by Desjarlais et al.[9] found that it is not only
extremely difficult to achieve numerical convergence of
the transport coefficients at high temperatures but that
the resulting predictions for the thermal conductivity are
systematically too large due to an incomplete account of
electron-electron scattering. The precise nature of this
error is an open question, but it is closely related to the
Kubo-Greenwood approximation[9–11]. This electron-
electron scattering error may be resolved by methods
which go beyond the Kubo-Greenwood approximation
such as time-dependent density functional theory[12, 13]
or GW corrections[14, 15], but these methods are also not
yet practical at high temperatures (although we note re-
cent advances within orbital-free[8, 16–18] and stochastic
density functional theory[19] approaches). This leaves ki-
netic theory as the only practical avenue for investigating
electron transport in dense plasmas across temperature
regimes from degenerate to classical.
In this paper, we present a new electron trans-
port model that combines the quantum Landau-Fokker-
Planck (qLFP) kinetic theory with the concept of mean-
force scattering. The qLFP theory is a generalization
of the classical Fokker-Planck equation used by Spitzer
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2and Ha¨rm that accounts for quantum statistics, which
is necessary to capture the effect of Pauli blocking at
high densities[20, 21]. Like its classical counterpart, the
qLFP theory is formally limited to weakly coupled plas-
mas, where transport happens mainly via glancing colli-
sions. We extend its domain of accuracy to lower temper-
atures by constructing Coulomb logarithms based on the
concept of mean-force scattering, where the scattering
cross-sections are calculated using the potential of mean
force as the interaction potential[22–26]. At high temper-
atures, the potential of mean force reduces to the Debye-
Hu¨ckel potential (static mean-field screening)[22, 27]. At
low temperatures, the potential of mean force models how
screening and inter-particle correlations influence the ef-
fective pairwise interaction. This allows for the account
of strong coupling effects in a plasma kinetic framework,
which enables the theory to be used at both low and high
temperature.
The combined account of strong coupling effects, ar-
bitrary electron degeneracy, and electron-electron scat-
tering is the main strength of our approach compared
with other recently developed quantum kinetic transport
models, which so far include only two of the three effects.
We mention here only a few of the most recent models;
for comprehensive bibliographies on earlier dense plasma
conductivity literature, we refer the reader to Refs. [28]
and [29], as well as a recent comparative study on the
AC conductivity by Veysman et al. [30]. The semiclas-
sical Lenard-Balescu model by Whitley et al.[31] is in-
tended for hot dense plasmas. They account for the
wavelike nature of electrons as well as electron-electron
scattering but do not include Pauli blocking or corre-
lation effects which are important at low temperatures.
Reinholz et al.[10] derived an electron-electron scatter-
ing correction to the electrical conductivity of a Lorentz
plasma, but that work does not consider the thermal
conductivity. Their approach is couched in the Zubarev
linear response formalism[32, 33], which in principle ac-
counts for ion correlations, electron-electron collisions,
and Pauli blocking in addition to other effects not con-
sidered here like electron-atom collisions [34, 35]. In their
practical results, Reinholz et al. adopted a dynamically
screened Born approximation similar to Whitley et al.’s
Lenard-Balescu approach, except that their calculations
account for Pauli blocking. However, neither model’s fi-
nal results account for correlation and screening effects
beyond the dynamic random phase approximation. Both
models also neglect the exchange channel for electron-
electron scattering, which is unimportant at high tem-
peratures but can become significant for T . 10TF [36].
The relaxation-time model by Starrett[25] includes Pauli
blocking and accounts for correlations using a mean-
force scattering cross-section for electron-ion collisions,
but electron-electron collisions are accounted for only
through the correction formula proposed in Ref. [10].
Starrett also does not consider the thermal conductiv-
ity.
The remainder of the paper is organized as follows.
Section II reviews some essential aspects of the qLFP ki-
netic theory, the approximations involved in using it to
predict transport coefficients, as well as our model for ex-
tending its range of applicability using accurate Coulomb
logarithms. Section III contains our results for the elec-
trical and thermal conductivity, emphasizing the temper-
ature dependence in compressed hydrogen plasma and
solid-density aluminum plasma. Comparisons with other
models and available QMD data are made. Section IV
contains detailed discussion of some important features
of our results, including the occurrence of a minimum
conductivity, the role of electron-electron scattering, and
a subtle consequence of the small-angle approximation
in the qLFP theory. Section V offers some concluding
remarks and directions for continued investigation.
II. THEORY
A. The Quantum Landau-Fokker-Planck Theory
The qLFP kinetic equation governs the evolution of the
one-particle phase-space distribution functions, fi, for a
mixture of K species. It reads[20, 21][
∂
∂t
+
p
mi
· ∂
∂r
+ F i · ∂
∂p
]
fi(r,p, t) =
K∑
j=1
Cij (1)
where F i is the external force acting on species i (we
consider only static, uniform electric fields here), and Cij
is the collision operator
Cij [fi, fj ] = Γij
∂
∂p
·
∫
K ·
[
∂fi
∂p
fj(p
′)f¯j(p′)
− ∂fj
∂p′
fi(p)f¯i(p)
]
dp′
ωj
(2)
in which f¯i(p) = 1 + ηifi(p), with ηi = −1, 0, 1 for
fermions, classical particles, or bosons, respectively. The
prefactor
Γij = 4pie
2
i e
2
jmij ln Λij (3)
involves the charge ei of each species, the reduced mass
mij = (m
−1
i + m
−1
j )
−1, and a Coulomb logarithm. The
tensor
K(k) =
1
2~k
(
I− kk
k2
)
(4)
projects onto the plane in momentum space normal to
the relative momentum, ~k = p − p′. Finally, ωi =
(2pi~)3/gi is the phase-space density per state, in which
gi is the multiplicity of each state, i.e., 2 for electrons.
The distribution functions are normalized so that
ni(r, t) =
∫
fi(r,p, t)
dp
ωi
(5)
3is the local density. In local thermodynamic equilibrium,
they are
f
(0)
i (r,p, t) =
{
e
−β(r,t)
[
p2
2mi
−µi(r,t)
]
− ηi
}−1
(6)
i.e., the Bose-Einstein, Maxwell-Boltzmann, or Fermi-
Dirac distribution with inverse temperature β =
(kBT )
−1 and chemical potential µi.
The approximations involved in using the qLFP col-
lision operator can be understood from its relation to
Uehling and Uhlenbeck’s (UU) Boltzmann-like collision
operator[37]
CUUij [fi, fj ] =
∫
[fi(pˆ)fj(pˆ
′)f¯i(p)f¯j(p′)
− fi(p)fj(p′)f¯i(pˆ)f¯j(pˆ′)]vijdσij dp
′
ωj
(7)
where hats denote post-collision momenta, dσij is the
differential cross-section, and vij is the relative veloc-
ity. The qLFP collision operator follows by considering
only collisions with small momentum transfer[20]. As
such, it inherits all the approximations of the UU theory
(e.g, isolated binary collisions) in addition to the small-
momentum-transfer approximation.
Formally, the distribution functions involved in the
qLFP and UU theories are the one-particle Wigner dis-
tributions. In the first equation of the Wigner hierar-
chy (Irving-Zwanzig equation), the external force term
and the pair collision term involve non-local operators
in space[38]. The derivation of the UU equation (and
thus qLFP) from the Wigner hierarchy requires expand-
ing these operators in powers of ~[39, 40]. Mori and Ono
interpret this as a semi-classical treatment of diffraction,
that the wavelength of electrons is assumed small com-
pared to spatial variations in the external potential as
well as compared to pair interaction length scales[39]. In
considering only weak external forces, the former is of no
consequence, but the latter implies that the qLFP equa-
tion involves a semi-classical view of scattering inherited
from the UU equation. Another possible interpretation is
that a binary collision picture requires the wavelength of
electrons must be small compared to the effective range
of interactions, otherwise the electrons will simultane-
ously diffract off many scatterers, the so-called multiple-
scattering effect[41, 42].
In traditional Fokker-Planck theories, Coulomb loga-
rithms appear in the collision operator due to an assump-
tion that collisions may be treated using weak Coulomb
(or linearly screened) scattering [20, 21, 43]. The loga-
rithm results from cutoffs imposed to regularize a diver-
gent integral over scattering angles (alternatively, mo-
mentum transfer). The assumed k−4 momentum de-
pendence of the cross-section is a useful analytic sim-
plification in the Chapman-Enskog solution of the qLFP
equation[44], but it is essentially a weak-scattering ap-
proximation that will break down at low temperatures
and high densities if left uncorrected. In the present
work, we replace the usual Coulomb logarithms with new
numerical values constructed from the cross-sections for
mean-force scattering, which accounts for static screen-
ing in the plasma and removes the need to impose hard
cutoffs on the momentum transfer. Such corrections are
described in Section II B.
B. Coulomb Logarithms
The values of the transport coefficients predicted by
the qLFP theory depend on the model adopted for
the Coulomb logarithms. In textbook theory, Coulomb
logarithms appear in the collision operator due to the
application of the Rutherford scattering cross-section
formula[43]
dσij ∼
∣∣∣∣ eiejmij~2k2(1− cos θ)
∣∣∣∣2 d(cos θ)dφ (8)
whose associated transport cross-sections
σ
(r)
ij (k) =
∫
(1− cosr θ)dσij (9)
∼ 4pir
∣∣∣eiejmij~2k2 ∣∣∣2
∫ 2k
0
dq
q
(10)
diverge logarithmically at small momentum transfer q2 =
2k2(1− cos θ). Divergences of this sort are usually ame-
liorated by applying ad hoc cutoffs. There is an exten-
sive literature arguing the plausibility of various cutoffs in
hopes to recover some of the physics of diffraction, screen-
ing, and/or large-angle scattering that is left out when as-
suming Coulomb-like scattering. Among the most widely
used is the prescription of Lee and More[45], who suggest
taking
ln ΛLM = max
{
2,
1
2
ln
(
1 +
b2max
b2min
)}
(11)
with bmin = max{ Ze23kBT , ~√12mekBT } and bmax =
max{λD, aI} where λD is the (total) Debye length and
aI is the ion-sphere radius. However, no cutoff proce-
dure can fix the fact that Eq. (8) is an unrealistic cross-
section for dense plasmas. If the qLFP theory is to be
used as a quantitative theory of transport properties of
dense plasmas, one should instead base the Coulomb log-
arithms on cross-sections that contain the relevant high-
density physics – diffraction, screening, exchange, and
correlations – rather than trying to insert these effects
ad hoc. This is accomplished by treating the scattering
physics quantum mechanically, which naturally incorpo-
rates diffraction and exchange, as well as by choosing an
appropriate effective scattering potential. The question
is then what potential should be used to ensure these
effects are adequately modeled.
Over the past several years, mean-force scattering has
proved to be a useful concept for describing transport
4in correlated plasmas within a binary collision kinetic
theory[22–25, 46]. The principle is that scattering be-
tween particles in a plasma should be described not by
the Coulomb interaction but by the potential of mean
force, V mfij (r). The potential of mean force corresponds
to the effective force between two particles one obtains by
fixing their positions a distance r apart and canonically
averaging over all configurations of the remaining parti-
cles of the plasma. In a weakly coupled plasma, V mfij (r)
recovers the Debye-Hu¨ckel potential
V mfij (r)→
eiej
r
e−κr (12)
where κ is the Debye wave number[27]. In strongly cou-
pled plasmas, V mfij (r) reflects the onset of short-ranged
order in the plasma. For electron transport, one needs
only the electron-ion and electron-electron mean-force
potentials, which we obtain from an average atom model
as described in Refs. [25] and [47] respectively, as well
as references therein. This average-atom model also pro-
vides the effective ion charge, Z, and the electron chem-
ical potential, µe. They are related by
ne = 2
(
mekBT
2pi~2
) 3
2
Q 1
2
(βµe) = ZnI = Zρ/mI (13)
where Q 1
2
is a Fermi-Dirac integral defined by
Qν(z) = 1
Γ(ν + 1)
∫ ∞
0
xν
ex−z + 1
dx (14)
Details on the average atom model may be found in
Ref. [48], where the relevant ionization, electron density,
and chemical potential are notated as Z¯, n¯0e, and µ
id
e re-
spectively.
The electron-ion and electron-electron mean force po-
tentials are used to obtain the transport cross-section rel-
evant to electron-ion collisions and electron-electron col-
lisions, respectively. First, radial Schro¨dinger equations
are solved for scattering state wave functions[
d2
dr2
− l(l + 1)
r2
− 2mIe
~2
V mfeI (r) + k
2
]
P Ikl(r) = 0 (15)
[
d2
dr2
− l(l + 1)
r2
− me
~2
V mfee (r) + k
2
]
P ekl(r) = 0 (16)
to obtain the scattering phase shifts, δIl (k) and δ
e
l (k).
For electron-ion scattering, we evaluate the momentum-
transfer cross-section,
σ
(1)
Ie (k) =
4pi
k2
∞∑
l=0
(l + 1) sin2(δIl+1 − δIl ) (17)
and for electron-electron scattering, we evaluate the vis-
cosity cross-section,
σ(2)ee (k) =
4pi
k2
∞∑
l=0
(l + 1)(l + 2)
2l + 3
sin2(δel+2−δel )
[
1− 1
2
(−1)l
]
(18)
taking care not to neglect that electrons are
indistinguishable[49].
It is perhaps not obvious why the viscosity cross-
section should be used for electron-electron scatter-
ing. One reason is that the momentum-transfer cross-
section gives high-k behavior that is inconsistent with the
qLFP equation. Consider a Debye-Hu¨ckel potential for
electron-electron scattering. In the first Born approxima-
tion, one finds for the differential, momentum-transfer,
and viscosity cross-sections[50].
dσee
dΩ
≈ pia
2
B
2
12k4 cos2 θ + (κ2 + 2k2)2
[4k4 cos2 θ − (κ2 + 2k2)2]2 (19)
σ(1)ee (k) ≈
pia2B
k2
 4k2
κ2(κ2 + 4k2)
−
ln
(
1 + 4k
2
κ2
)
2κ2 + 4k2
 (20)
∼ pia
2
B
k4
[
k2
κ2
− 1
2
ln(2k/κ)− 1
4
+ O(k−1)
]
(21)
σ(2)ee (k) ≈
pia2B
k4
[
16k4 + 20κ2k2 + 5κ4
16k4 + 8κ2k2
ln
(
1 +
4k2
κ2
)
− 5
2
]
(22)
∼ pia
2
B
k4
[
2 ln(2k/κ)− 5
2
+ O(k−1)
]
(23)
Recalling that the qLFP theory assumes cross-sections
with Rutherford-like behavior, it is clear that the asymp-
totic k−2 dependence of the momentum-transfer cross-
section is unsuitable, whereas the k−4 ln k dependence of
the viscosity cross-section is exactly the prescribed scal-
ing. The choice to use the viscosity cross-section is fur-
ther supported in the high-T limit. There, the Chapman-
Enskog solution of the classical Boltzmann equation
shows that σ
(2)
ee is the electron-electron transport cross-
section which appears in the transport coefficients[51].
From the cross-sections, σ
(1)
Ie and σ
(2)
ee , it is necessary
to construct Coulomb logarithms. To this end, it is useful
to write them in the form
σ
(1)
Ie (k) = σ¯Ie(k) ln ΛIe(k) (24)
σ(2)ee (k) = σ¯ee(k) ln Λee(k) (25)
where σ¯ij(k) = pi(eiejmij/~2k2)2 is a reference Coulomb-
like cross-section. In the qLFP theory, the Coulomb logs
are to be taken as constants, but clearly they will not
be in general. A procedure for reducing the residual k
dependence of the cross-sections into constant Coulomb
logarithms is needed.
Electron-ion scattering is expected to be the dominant
collision process at temperatures below the Fermi en-
ergy. At low temperatures, it is also expected that the
small-angle approximation will break down. In order to
get the best possible accuracy at low temperatures, we
5construct an electron-ion Coulomb logarithm based on a
mean-force relaxation time approximation[25, 52]. This
is a separate kinetic theory which ignores the effects of
electron-electron collisions, but does not require a small-
angle approximation (see Appendix A for a derivation).
It recovers the transport coefficients for a Lorentz gas at
high temperatures and is in good agreement with avail-
able QMD data on electrical conductivity at low temper-
atures where electron-electron scattering is expected to
be unimportant[25]. We construct a Coulomb logarithm
by considering the electrical conductivity in the relax-
ation time approximation (corresponding to the “direct”
averaging approach in the language of Ref. [53])
σRT = −1
3
e2
∫
τ()v2
∂f
(0)
e
∂
dp
ωe
(26)
where τ−1 = nIvσ
(1)
Ie is an energy-dependent relaxation
time. If the momentum-transfer cross-section is instead
approximated by Eq. (24) with a constant Coulomb loga-
rithm, one finds that the electrical conductivity simplifies
to
σRT ≈ 32
3pi
Q2(βµe)
Q 1
2
(βµe)
neτ¯
me
(27)
with the mean relaxation time
τ¯ =
3
4
√
2pi
m
1
2
e (kBT )
3
2
Ze4ne ln ΛIe
(28)
We define the electron-ion Coulomb logarithm by re-
quiring that Eq. (27) and Eq. (28) together reproduce
Eq. (26) as a function of density and temperature,
ln ΛIe =
2
5
2
pi
3
2
Q2(βµe)
Q 1
2
(βµe)
(kBT )
3
2
Zm
1
2
e σRT
(29)
which essentially just recasts the relaxation-time approx-
imation into an effective Coulomb logarithm, similar to
the construction of Ref. [52]. In this way, we are as-
sured that the electron-ion scattering contributions to
the transport coefficients will agree with the mean-force
relaxation time approximation, which is known to be ac-
curate at temperatures well below the expected range of
validity of qLFP[25].
For electron-electron scattering, we note the appear-
ance of a logarithm in Eq. (23). We construct an electron-
electron Coulomb logarithm by rearranging this expres-
sion for the logarithm and averaging over k,
ln Λee =
1
2
〈
σ
(2)
ee (k)
σ¯ee(k)
〉
+
5
4
(30)
The average is with respect to the distribution of relative
momenta of two electrons
〈A〉 =
∫ ∞
0
A(x)Fee(x)dx (31)
where x = ~k/
√
(me/2)kBT is the dimensionless relative
momentum and
Fee(x) =
4
pi
| Q 1
2
(βµe)|−2
×
∫ ∞
0
ln
∣∣∣∣∣1 + eβµe−(x−y)
2
1 + eβµe−(x+y)2
∣∣∣∣∣ xy dyey2−βµe + 1 (32)
Because this construction is based on the analytic form
of the Born approximation with a simple potential, it is
suitable for high temperatures, where electron-electron
scattering is expected to be most important. However,
we note that at low temperatures, the second term in
Eq. (30) will artificially dominate the value of ln Λee, so
that Eq. (30) should be modified. In Sec. III it will be
shown that rolling off the offset according to
ln Λee =
1
2
〈
σ
(2)
ee (k)
σ¯ee(k)
〉
+
5
4
erf
[
(2T/3TF )
3
]
(33)
produces substantially improved low-temperature behav-
ior. The error-function rolloff adopted here is just one of
many physically plausible functional forms. We limit our
scope to this one only for definiteness, not because it
holds any special physical significance.
Figure 1 shows Coulomb logarithms for the two ma-
terials considered in Sec. III, highly compressed hydro-
gen and solid-density aluminum. The mean-force model
recovers the expected logarithmic temperature scaling
at high temperature without needing the ad hoc De-
bye screening cutoffs used in traditional theory. At
lower temperatures, non-logarithmic behavior is cap-
tured without needing to patch together different phys-
ical models as in the Lee-More Coulomb logarithm.
The “wiggles” in the aluminum ln ΛIe are also due to
the mean-force potential and are discussed further in
Sec. III B. For electron-electron scattering, we also see
the effect of the low-temperature correction proposed in
Eq. (33); rather than ln Λee → 54 (thin curve in Fig. 1),
the modified Coulomb logarithm rapidly decreases, which
is more physically reasonable behavior. For comparison,
we also show the electron-electron Coulomb logarithm
implied by the practical formula by Potekhin et. al [54]
for the electron-electron collision rate in degenerate plas-
mas. In their notation, we obtain
ln ΛPCYee =
5x4
2
√
3y3
J(x, y) (34)
where x = pF /mec, y =
√
3~ωpe/kBT , pF = ~(3pi2ne)
1
3
is the Fermi momentum, ωpe =
√
4pinee2/me is the
plasma frequency, c is the speed of light, and J(x, y) is a
dimensionless quantity given by Eq. (A3) of Ref. [54].
The Coulomb logarithm is identified by matching the
nonrelativistic and static-screening limit (x, y  1) of
Potekhin et. al’s formula to the analytic expression for
the electron-electron contribution to the thermal conduc-
tivity derived by Lampe, Eq. (16) of Ref. [55]. Since
6(a)
(b)
FIG. 1. Coulomb logarithms for (a) compressed hydrogen
at 40 g cm−3 and (b) solid-density aluminum at 2.7 g cm−3.
Thick solid curves are the mean-force model. The thin
solid curve is the electron-electron mean-force model with-
out low-temperature correction, Eq. (30) versus Eq. (33). The
green dotted curve (LM) is the Lee-More Coulomb logarithm,
Eq. (11), with their additional mean free path correction,
Eq. (35). The red dashed curve is the Coulomb logarithm
of Potekhin et. al, Eq. (34).
the model of Ref. [54] is not intended for high temper-
atures, its behavior in this regime is not correct, with
the e-e Coulomb logarithm being far too small in the
classical limit. At low temperatures, where their model
is indended to be used, the Coulomb logarithm rapidly
approaches zero, i.e., that electron-electron scattering
ceases to influence transport. This limit is approached
somewhat more rapidly than in the present model.
For ion-ion scattering, no special model for the
Coulomb logarithm is necessary. The values of the elec-
tron transport coefficients are insensitive to the ion-ion
collision physics. To a good approximation, one can take
the ions to be in local thermodynamic equilibrium on the
time scales relevant to electron hydrodynamics, so that
the ion-ion collision operator is identically zero. Opera-
tionally, this can be achieved by setting ln ΛII = 0. In our
calculations, we find no meaningful difference between
zeroing the ion-ion Coulomb logarithm versus using the
model of Brysk et al.[56].
III. RESULTS
In this section we present results for the electron trans-
port coefficients from the Chapman-Enskog solution of
the linearized qLFP kinetic equation, detailed in Ref. [44]
(with some minor corrections listed in Appendix B). See
Appendix C for a condensed practical discussion of the
method, as well as formulas for the electrical conduc-
tivity [Eq. (C28)] and thermal conductivity [Eq. (C29)].
Our solution expands the distribution functions in Dali-
gault’s polynomial basis, which guarantees optimal and
monotonic convergence with respect to the basis size.
The lowest degree polynomials coincide (up to constant
factors) with those used by Lampe[57]. We find that
for degenerate conditions, two polynomials are generally
sufficient to converge the electrical and thermal conduc-
tivities within one percent, but that nondegenerate con-
ditions typically require three polynomials. The rapid
convergence of Daligault’s polynomial basis at arbitrary
degeneracy is the main technical benefit of the Chapman-
Enskog approach. We would expect similar benefits if
Daligault’s polynomials were used as relevant observ-
ables in the Zubarev linear response approach[10, 32, 33],
which could alleviate the reported convergence difficul-
ties at intermediate temperatures[58]. The electrical and
thermal conductivities shown here are computed in the
five- and four-polynomial approximations respectively.
We have also computed the thermoelectric coefficient and
have found it to be less sensitive to the detailed collision
physics than the conductivities. For this reason and to
keep the discussion focused, we do not show our results
for the thermoelectric coefficient.
We consider two prototypical cases below: highly com-
pressed hydrogen as well as solid-density aluminum. Hy-
drogen is singled out for its importance in ICF and as-
trophysical modeling, as well as it being the material
which is most sensitive to electron-electron collisions.
Aluminum provides an interesting contrast because it is
partially ionized at the conditions considered and has
relatively simple, but nontrivial, shell structure which is
strongly temperature dependent. We evaluate the qLFP
electrical and thermal conductivities using Eqs. (C28)
and (C29) respectively, taking ln ΛIe from Eq. (29) and
ln Λee from Eq. (33). We also show the qLFP re-
sults when Eq. (30) is used for ln Λee, that is, without
low-temperature correction. We compare with available
QMD data, as well as the analytic model by Lee and
More[45] and the tables by Rinker[59, 60]. When evaluat-
ing the Lee-More model, we use only their plasma model
with the collision rate given in terms of the Coulomb log-
arithm, Eq. (11), except at very low temperatures where
their model’s mean free path τ¯
√
3kBT/meQ 1
2
/Q−1 is
smaller than aI , the Coulomb logarithm is replaced by
ln ΛLM =
√
3pi
2
(
aIkBT
Z2e2
)2 Q 1
2
(βµe)
Q−1(βµe) (35)
which corresponds to replacing the mean free path with
aI in their formulas. We evaluate the model using
7the same average-atom ionization, electron density, and
chemical potential as for the qLFP calculations.
A. Compressed Hydrogen
Our results for compressed hydrogen are shown in Fig-
ure 2. The conditions considered are the 40 g cm−3 iso-
chore from temperatures of 10 eV to 4 keV. Through-
out, the solid blue curves are our qLFP results, the
dash-dotted orange curves are qLFP without electron-
electron scattering, the dotted green curves are the Lee-
More plasma model, and the red dashed curves are an
interpolation of Rinker’s tables. At high temperatures,
we compare with the QMD and Lenard-Balescu results
of Desjarlais et al.[9] for the electrical and thermal con-
ductivity. The deuterium thermal conductivity model by
Hu et al.[5] is also shown, with the mass density appro-
priately scaled for hydrogen. The thin-set qLFP curves
represent the Coulomb logarithms and transport coeffi-
cients obtained when ln Λee is given by Eq. (30), i.e., not
corrected at low temperatures.
At 40 g cm−3, the transition from classical to Fermi
statistics happens in the vicinity of T = 300 eV, where
T ≈ TF . Well above this temperature, the electrons are
nondegenerate, the plasma is weakly coupled, and all
models recover the qualitative scaling of the transport
coefficients known from classical plasma theory[61]
σ ∝ T 32 / lnT λ ∝ T 52 / lnT (36)
which can be derived from dimensional analysis assuming
a Coulomb cross-section. At high temperatures, we also
find good quantitative agreement between the qLFP the-
ory and Desjarlais et al.’s semiclassical Lenard-Balescu
calculations, the differences being only a few percent.
This is because at high temperatures, the potential of
mean force used in the qLFP calculations becomes the
Debye-Hu¨ckel potential, in which case the qLFP colli-
sion operator is the same as the static screening limit of
Lenard-Balescu. Dynamic screening makes only a small,
constant correction to the Coulomb logarithm at high
temperature[32, 62–65], which explains the agreement
between qLFP and Lenard-Balescu in this regime.
The only source of major discrepancy between predic-
tions at high temperature is the treatment of electron-
electron scattering. There are two ways in which
electron-electron scattering can influence transport. The
first is the direct (or “explicit” in the words of Ref. [9])
transport of energy (but not momentum) via electron-
electron collisions from one part of the plasma to an-
other. The second is the indirect role of electron-electron
scattering in determining the shape of the steady-state
electron distribution function in response to an applied
electric field and/or temperature gradient. The thermal
conductivity is affected by both mechanisms, while the
electrical conductivity is affected only by the indirect re-
shaping effect. Models which neglect electron-electron
scattering entirely, e.g., Lee-More or the “no e-e” qLFP
results in Fig. 2, essentially predict the transport coeffi-
cients of a Lorentz gas. A Lorentz gas model of hydro-
gen is known to predict an electrical conductivity that is
about a factor of two too large and a thermal conductiv-
ity a factor of four too large at high temperature; Spitzer
and Ha¨rm’s classical results are 1.719 and 4.241, respec-
tively [7], which are close to the values of our numerical
qLFP results (see Fig. 6 below). The QMD calculations
by Desjarlais et al. predict an electrical conductivity that
is in good agreement with the qLFP and Lenard-Balescu
theories, but a thermal conductivity that is roughly a
factor of two too large compared with the kinetic theo-
ries. When electron-electron collisions are dropped from
the qLFP calculations (“no e-e”), the resulting electrical
and thermal conductivities are each about a factor of two
larger than the QMD results. These findings support the
conclusions of Ref. [9] that the Kubo-Greenwood QMD
calculations contain the indirect electron-electron reshap-
ing effect relevant to both the electrical and thermal con-
ductivity, but they do not contain the direct scattering
effect which further reduces the thermal conductivity.
The transition region from Maxwell-Boltzmann to
Fermi-Dirac statistics occurs for temperatures below
about 500 eV. Here, the scaling of the transport coef-
ficients deviates significantly from the classical scaling as
the characteristic electron energy scale transitions from
the temperature to the chemical potential. The tran-
sition region culminates in a minimum in the electrical
conductivity around 100 eV. The cause of this minimum
is discussed in Sec. IV A. For low temperatures below the
electrical conductivity minimum (eβµe  1), the electri-
cal conductivity approaches the value
σ → 2
√
2
3pi2
e2
√
me
~3
µ
3
2
e τ(µe) (37)
If the temperature dependence of τ is neglected, then
one finds from a Sommerfeld expansion of the relaxation-
time approximation that conductivity should decrease
quadratically with temperature, σ ∝ T−2[66]. How-
ever, we find that the hydrogen conductivity approaches
the minimum significantly slower than this (empirically,
about T−0.3) owing to fact that the cross-section actu-
ally has non-trivial temperature dependence through the
potential of mean force.
The thermal conductivity at low temperatures is ob-
served to scale roughly proportional to T , which is
the scaling predicted by theories which neglect electron-
electron scattering. While all thermal conductivity mod-
els shown in Fig. 2 roughly follow this scaling, the treat-
ment of electron-electron scattering can make order-of-
magnitude differences in the value of the thermal con-
ductivity at low temperatures This sensitivity will be
discussed further in Sec. IV B.
The thermal conductivity fit by Hu et al. warrants spe-
cial mention. The fit is constrained by QMD data at
low temperatures (T . TF ) and Spitzer-type model at
high temperatures (T & 3TF ), but is unconstrained in
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FIG. 2. Electrical conductivity (a) and thermal conductivity (b) of hot dense hydrogen plasma. The thin and thick qLFP
curves are with and without low-temperature correction, as in Fig. 1.
between. In Fig. 2, this range corresponds to 300 eV .
T . 900 eV, where it is seen that Hu et al.’s interpolation
overestimates the thermal conductivity relative to qLFP
and Lenard-Balescu (for visual reference, recall that the
Desjarlais et al. QMD data is about a factor of two larger
than the theoretical models). Now that reliable theo-
retical models in this regime are available, interpolative
models such as Hu et al.’s can be systematically improved
for hot dense plasma conditions.
B. Solid Density Aluminum
Our results for solid-density (ρ = 2.7 g cm−3) alu-
minum are shown in Figure 3. Some qualitative behaviors
of the transport coefficients are similar to those seen in
hydrogen. For instance, aluminum also exhibits a min-
imum electrical conductivity, and the temperature scal-
ings on either side is similar to those found for hydrogen,
with the exception that the low-temperature behavior of
the electrical conductivity seems somewhat more com-
plex. There are, however, two important ways in which
aluminum differs from hydrogen.
The first is that over the density and temperatures
investigated, the ionization state of aluminum strongly
varies, there being three conduction electrons per atom
(Z = 3) below about 10 eV, which steadily increases with
temperature to nearly full ionization (Z = 13) at 1 keV.
The aluminum mean ionization predicted by the average-
atom model of Ref. [48] is plotted in Fig. 4, showing a
mostly smooth transition from Z = 3 at low temperature
to near complete ionization at high temperature, with
occasional starts and stops in between due the ionization
of subshells. It is known that for classical plasmas, the
influence of electron-electron scattering on the electrical
conductivity is O(Z−1) compared to that of electron-ion
scattering[69, 70]. This is a consequence of the scaling of
the collision operator as
Cij ∝ e2i e2jninj ln Λij (38)
which holds true for the qLFP operator as well at high
temperature. The large ion charge at high tempera-
ture leads to electron-electron scattering being relatively
unimportant for hot aluminum. At low temperature,
one expects that Pauli blocking should further suppress
electron-electron collisions relative to electron-ion ones;
however, this is not the case for qLFP for reasons dis-
cussed later in Sec. IV B.
The second way in which our aluminum predictions
differ qualitatively from hydrogen is that the binary scat-
tering physics is much more complicated, owing both
to the shell structure of partially ionized aluminum and
stronger electron-ion coupling compared to hydrogen due
to the higher ionic charge. The combined effects of ef-
fects partial ionization and strong coupling result in sig-
nificant non-monotonicity in the aluminum electron-ion
mean-force potential, leading to resonant scattering. If
the electron-ion potential is monotonic (as is the case for
hydrogen at most temperatures), then each angular mo-
mentum channel can support at most a single resonance
from the interplay between the centrifugal barrier and the
pair interaction. However, when the mean-force potential
has local maxima due to ionic correlations and/or shell
structure, each of these can create additional centrifugal
barriers and thus additional resonances. The influence
of resonant scattering is strongly temperature-dependent
because each resonance only occurs over a narrow band
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FIG. 3. Electrical conductivity (a) and thermal conductivity (b) of solid-density aluminum plasma (ρ = 2.7 g cm−3). The thin
and thick blue curves are qLFP curves with and without low-temperature correction, as in Fig. 1. The dotted green curves are
the Lee-More model [45]. The dashed red curves are interpolations of Rinker’s tables [59, 60]. The circles and triangles are
QMD data by Witte et al. [67] using PBE and HSE exchange-correlation functionals respectively. The black outlined regions
are estimated ranges of thermal conductivity measured by McKelvey et al. [68].
of energies. In order for a particular resonance to con-
tribute to transport, its energy band must coincide with
energies that are substantially occupied and not blocked
by the exclusion principle, i.e., where f
(0)
e [1−f (0)e ] is non-
vanishing, viz. Eq. (26). The overall effect is clearest in
the electron-ion Coulomb logarithm, plotted in Fig. 1b,
which exhibits local minima and maxima between 50 eV
to 150 eV, over which successive resonances are empha-
sized and then de-emphasized by the thermal distribution
of electrons. These resonant scattering features in ln ΛeI
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FIG. 4. Mean ionization state of aluminum at a density
ρ = 2.7 g cm−3 as predicted by the average-atom model of
Ref. [48].
are not as dramatic in the transport coefficients. This
is in part due to the logarithmic scale in the plots, but
also because small variations in the Coulomb logarithm
are swamped out by the stronger algebraic temperature
scaling of the electrical and thermal conductivity (T
3
2
and T
5
2 respectively).
We also note that the electron-electron Coulomb loga-
rithm shows a significant drop between 30 eV to 100 eV,
which is similarly due to non-monotonicities in the
electron-electron mean-force potential caused by the in-
direct influence of strong ion coupling. However, this
feature, like electron-electron scattering generally for alu-
minum, does not influence the transport coefficients in
this temperature range.
The qLFP results for the electrical conductivity and
thermal conductivity are compared with the values ob-
tained in two sets of QMD simulations by Witte et
al. [67], the Lee-More model, Rinker’s model, and ex-
perimental estimates by McKelvey et al [68]. We find
that at the low temperatures where QMD data is avail-
able, the electrical conductivity is slightly more accu-
rately predicted by qLFP when electron-electron colli-
sions are neglected. For the thermal conductivity, the in-
clusion of electron-electron collisions gives better agree-
ment with the QMD data above 3 eV, but below this
qLFP compares better when electron-electron collisions
are neglected, see Fig. 5. The reason for this has to do
with the breakdown of the small-angle approximation at
low temperature, which leads qLFP to over-emphasize
the importance of electron-electron collisions, discussed
further in Sec. IV B. Nevertheless, it is striking that
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FIG. 5. Low-temperature behavior of the thermal conductiv-
ity of solid-density aluminum. Curves and symbols have the
same meaning as in Fig. 3.
even at temperatures as low as 3 eV to 10 eV (less than
TF ≈ 12 eV), the electron-electron scattering contribu-
tion to the thermal conductivity is important to include.
Evidently, Pauli blocking only extinguishes the influence
of electron-electron scattering at very low temperatures.
Compared with Rinker’s tables, qLFP produces signif-
icantly better predictions for the electrical and thermal
conductivity below about 30 eV. Rinker’s calculations
suffer from a poor ionization model, which predicts for
aluminum that Z → 1 as T → 0 instead of the physically
correct Z = 3. This error leads to free electron densities
and chemical potentials that are too small as well. Since
the low-temperature transport coefficients are sensitive
to the value of the scattering cross-sections at the Fermi
surface, an incorrect Z in Rinker’s tables translates to
large errors in the transport coefficients, seen clearly in
Fig. 5. The experimental results by McKelvey et al. are
able to rule out the Lee-More model in spite of the large
uncertainty. They also corroborate the QMD results by
Witte et al. and give some further confidence that qLFP
produces the best predictions for the thermal conductiv-
ity of aluminum of the models considered, even at warm
dense matter conditions.
IV. DISCUSSION
A. The Conductivity Minimum
One cause of the predicted minimum in the electri-
cal conductivity is the onset of spatial ordering in the
ions; the plasma begins to take on characteristics of a
liquid metal. In liquid metals, the standard theory of
conduction is based on the Ziman formula, which has
been applied to warm and hot dense plasmas by many
authors[53, 71–74]. In particular, Burrill et al. demon-
strated that the electrical conductivity minimum can
only be captured by a Ziman-type theory when ionic cor-
relations are accounted for. Here, the qLFP results are
based on a gas kinetic theory, but the ionic structure is
accounted for in the mean-force scattering potential, so
the electrical conductivity minimum is obtained. In con-
trast, similar gas-kinetic models with analytic Coulomb
logarithms, e.g., Lee-More, either do not capture the
conductivity minimum (as for compressed hydrogen) or
severely misplace it (as for solid aluminum) and are not
suitable for this transitional temperature regime.
However, there is a simpler argument for why a conduc-
tivity minimum must occur based only on Pauli block-
ing. At low temperatures, the electron mean free path
elongates due to the exclusion principle. Since an elec-
tron’s energy changes very little when colliding with an
ion, only electrons near the Fermi surface with energies
E ≈ µe ± kBT collide with ions. Thus, with decreasing
temperature, the fraction of electrons which can resist a
current diminishes, so the conductivity must increase. In
this way of thinking, the conductivity minimum is just a
necessary consequence of any model that captures correct
qualitative behavior at both low and high T .
B. Electron-Electron Scattering
In both the compressed hydrogen and solid-density alu-
minum cases considered in Sec. III, qLFP predicts that
at low temperatures, electron-electron collisions affect
the thermal conductivity more than they do the electri-
cal conductivity. The inclusion or omission of electron-
electron collisions in qLFP does not significantly affect
the value of the electrical conductivity at low tempera-
tures, whereas the thermal conductivity still depends on
electron-electron collisions down to the lowest tempera-
tures considered. Analytically, this comes through in the
explicit calculation of the qLFP electrical and thermal
conductivities in the one-polynomial approximation and
using me  mI , (both of which are good approximations
in this case)[44][75]
[σ]1 =
9µ
3
2
16pi
√
2meZe2 ln ΛIe
+ O(βµe)
− 52 (39)
[λ]1 =
5pi3k3BT
2√µe
36
√
2mee4 ln Λee
+ O(βµe)
− 32 (40)
It is seen that [σ]1 depends only on the electron-ion col-
lisions, while [λ]1 depends only on the electron-electron
collisions. In fact, the thermal conductivity at low tem-
peratures is identical with that of an electron gas[76].
This result is at rather striking odds with the conven-
tional theory of conduction in simple metals (solid and
liquid), where one expects electron-electron collisions
to be insignificant to both electrical and thermal con-
duction, which should be approximately related by the
Wiedemann-Franz law[77].
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The reason for this has to do with the fact that
Pauli blocking of electron-electron collisions in degener-
ate plasma is somewhat more nuanced than electron-ion
collisions, a point first articulated by Lampe[55]. At low
temperatures, an electron is only likely to participate in
a collision if its pre- and post-collision energies lie within
a range E ≈ µe ± kBT . For electron-ion collisions, the
tiny change in the electron’s energy after colliding means
that only those electrons within this smeared-out Fermi
surface suffer meaningful collisions. For electron-electron
collisions, both particles’ energies are restricted to the
vicinity of the Fermi surface. Lampe’s insight is that
this condition implies large-angle electron-electron colli-
sions are more strongly Pauli blocked than electron-ion
ones, whereas small-angle collisions are less so[55].
We can then conclude that the persistent influence of
electron-electron collisions in the thermal conductivity at
low temperatures is an artifact of the small-angle approx-
imation. Plasmas at these conditions are not only degen-
erate but also strongly coupled and strongly screened,
which leads to transport being controlled mainly by
the low-energy and large-angle scattering part of the
cross-sections. Consequently, one should expect that
electron-ion and electron-electron collisions should both
be strongly Pauli blocked, but the electron-electron ones
more so. This would lead to both electrical and ther-
mal conductivities being determined mainly by electron-
ion collisions. However, the small-angle approxima-
tion in qLFP changes things substantially for the rea-
sons pointed out above and by Lampe. The small-
angle approximation does not change the degree to which
electron-ion collisions are Pauli blocked, but it does
weaken the Pauli blocking effect on electron-electron
collisions so that both processes are about equally re-
stricted. For thermal conduction, qLFP then predicts
that electron-electron scattering is the dominant process
because it is a much more efficient means of changing
individual electrons’ energy than electron-ion collisions.
This approximate treatment of electron-electron Pauli
blocking in qLFP means that the theory, while successful
over a wide range of temperatures, does eventually break
down for sufficiently degenerate plasmas.
The importance of electron-electron scattering in the
electrical and thermal conductivity has also been quanti-
tatively investigated in recent years by Reinholz et al. [10]
and Desjarlais et al. [9]. Ref. [10] presents a practical for-
mula for an electron-electron collision correction
Rσ =
σ
σ(no e-e)
(41)
which is the ratio of the electrical conductivity to that of
a Lorentz plasma. Their formula, which may be found
in Eq. (34) of Ref. [10], is based on the Zubarev linear
response theory, with collision integrals evaluated in the
dynamically screened Born approximation. In Fig. 6 we
compare the practical formula of Reinholz et al. to our
qLFP results for hydrogen at ρ = 1 g cm−3.[78] Reinholz
et al.’s model predicts slightly weaker electron-electron
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FIG. 6. Electron-electron correction factor to the electrical
conductivity, Rσ, and thermal conductivity, Rλ, for com-
pressed hydrogen at ρ = 1 g cm−3. Solid blue and green lines
are the present qLFP model. The dashed orange line is the
practical formula by Reinholz et al. [10]. The dotted black
lines are the Spitzer-Ha¨rm result [7].
scattering influence in the electrical conductivity at high
temperature compared to our qLFP model, which is seen
to approach the Spitzer-Ha¨rm value Rσ ≈ 0.5816 ob-
tained from the classical Fokker-Planck equation [7]. At
the highest temperatures of the isochore shown, hydro-
gen is nondegenerate and weakly coupled, so the main
physical difference between the approaches at high tem-
peratures is dynamic screening, which is accounted for
in Reinholz et al.’s calculations but not in qLFP [10, 21].
We also show qLFP results for the electron-electron scat-
tering correction to the Lorentz gas thermal conductivity
Rλ =
λ
λ(no e-e)
(42)
and the corresponding Spitzer-Ha¨rm value Rλ = 0.2358.
C. The Small-Angle Approximation
We now assess the small-angle approximation in
greater detail by looking at the energy-resolved distri-
bution of deflection angles for electron-ion and electron-
electron mean-force scattering, plotted for solid-density
aluminum in Fig. 7. The deflection angle distribution is
related to the differential cross-sections by Dij(E, θ) =
2pi sin θ
dσij
dΩ , and its relative magnitude at large and small
deflection angles gives an indication for whether scatter-
ing at a particular energy is mainly large- or small-angle.
The energies that contribute most to near-equilibrium
transport are those corresponding to the root-mean-
square relative momentum, which is indicated by the ver-
tical dashed lines in each panel of Fig. 7. This value varies
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FIG. 7. Distribution of deflection angles, Dij(E, θ), for elastic electron-ion (upper) and electron-electron (lower) scattering in
solid-density aluminum at temperatures of 1, 10, 100 and 1000 eV (left to right). The color scale in each panel shows only
the relative magnitude of the angle distribution, with dark and light shades being large and small values of the distribution,
respectively. The dashed red line marks the energy corresponding to the root-mean-square relative velocity at each temperature.
from 35µe as T → 0 to 32kBT as T →∞. Near this energy,
if Dij is peaked at small angles (less than 45
◦, say), then
the qLFP theory is expected to be a good description of
transport. Note that the electron-electron cross-section
is always symmetric about 90◦ due to the indistinguisha-
bility of electrons, so it is only necessary to consider the
range θ < 90◦ in assessing the quality of the small-angle
approximation for electron-electron scattering.
In the 100 eV and 1000 eV cases shown, both DeI and
Dee are strongly forward-peaked, with almost all colli-
sions involving deflections angles smaller than 45◦. Even
as low as 10 eV, electron-ion scattering involves mostly
small deflections. Large-angle electron-ion collisions at
10 eV occur only at very low energies or due to resonance
scattering, which appears as a faint band around 90◦ in
the figure. In contrast, electron-electron scattering at
10 eV is predominantly large-angle. The case of 10 eV is
especially important because Pauli blocking becomes im-
portant around this temperature. It appears that at this
temperature, qLFP accurately treats the Pauli blocking
of electron-ion collisions but not electron-electron colli-
sions (see IV C). At 1 eV, both types of scattering are pre-
dominantly large-angle. In addition, one sees prominent
symmetry oscillations for electron-electron scattering due
the interference between the forward- and backward-
scattered electrons[79].
V. CONCLUSIONS
We have demonstrated that the qLFP collision the-
ory, combined with accurate Coulomb logarithms based
on mean force scattering, leads to predictions of elec-
trical and thermal conductivity which are accurate over
a wide range of temperatures relevant to dense plas-
mas. Our calculations take electron-electron scattering
into account on equal footing with electron-ion scatter-
ing, reproducing the classical result that electron-electron
scattering is important to the conductivity of low-Z ma-
terials. We find that electron-electron scattering is im-
portant to the low-temperature behavior of the thermal
conductivity as well, even at temperatures somewhat less
than the Fermi energy. It is only at very low temper-
atures that Pauli blocking eliminates the influence of
electron-electron scattering on thermal conduction. It is
in this regime where the qLFP small-angle approximation
finally breaks down in a way that cannot be recovered by
our mean-force Coulomb logarithm model.
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Appendix A: Relaxation-Time Approximation of the
Uehling-Uhlenbeck Collision Integral
In Sec. II B, it was argued that accurate electron-ion
Coulomb logarithms could be inferred from the transport
coefficients obtained from a relaxation-time collision op-
erator. In this Appendix, the relaxation-time collision
operator is derived as an accurate approximation to the
UU collision operator for the contribution of electron-ion
scattering to near-equilibrium electron transport.
For electron-ion collisions, the UU collision integral is
CUUeI =
∫
[fe(pˆ)f¯e(p)fI(pˆ
′)−fe(p)f¯e(pˆ)fI(p′)]vIedσIe dp
′
ωI
(A1)
For the study of conduction by electrons, one can take
the ion distribution to be an isotropic Maxwellian
fI(p
′) ≈ f (0)I (p′) (A2)
and expand the electron distribution function in Legen-
dre polynomials
fe(p) ≈ f (0)e (p) + µg(p) (A3)
where µ is the cosine of the angle between p and the di-
rection of transport, and g(p) is the deviation from equi-
librium. For simplicity, it is assumed that the conduction
force and temperature gradient are parallel so that the
induced electric current and heat flux are also parallel.
The distribution function is assumed symmetric about
this axis so that there is no azimuthal dependence.
Due to the smallness of me/mI , electron-ion collisions
involve negligible energy transfer between the electron
and ion. To a good approximation, one can say that
pˆ′ = p′ and pˆ = p, so that electron-ion collisions only
rotate the electron’s momentum vector. Further, one
may approximate the relative velocity by the electron’s,
vIe ≈ v = p/me. Retaining only terms up to O(µ), not-
ing that the isotropic term vanishes, and performing the
integral over the ion momenta leaves
CUUeI ≈ nIvg(p)
∫
(µˆ− µ)dσIe (A4)
The change in µ due to a collision is given by µˆ − µ =
−µ(cos θ − 1), where θ is the deflection angle, which al-
lows the remaining integral to be written in terms of the
momentum-transfer cross-section∫
(µˆ− µ)dσIe = −µσ(1)eI (v) (A5)
Finally, since µg = fe − f (0)e , we have reduced the UU
collision operator to a relaxation-time approximation
CUUeI ≈ −
fe(p)− f (0)e (p)
τ(p)
(A6)
which is suitable for describing how collisions with ions
affect electron transport.
Appendix B: Corrections to Some Formulas
Appearing in Ref. [44]
In this Appendix, we point out some minor errors in
key formulas of Ref. [44]. Namely, Eqs. (27a), (31), (32),
(48), (49), (52), (56), and (59) contain unnecessary fac-
tors of βΠ/n, which should instead be absorbed into the
definition of the diffusion force, Eq. (24). Also, Eqs. (73)
and (74) have incorrect species labels on the chemical
potentials, as can be seen by comparing with Daligault’s
Eqs. (50) and (64) (which are correct) and noting how
the partial bracket integrals assign species labels to their
operands. These errors do not affect Daligault’s numeri-
cal results for the transport coefficients of plasmas in the
nondegenerate limit, nor do they affect any of the results
for the electron gas. Our own calculations indicate that
most of the qualitative results for degenerate plasmas
still hold as well, they just cannot be used in quantita-
tive comparisons with one’s own implementation.
Appendix C: Practical Distillation of the
Chapman-Enskog Solution
A detailed derivation of the Chapman-Enskog solution
to the qLFP equation and the corresponding expressions
for transport coefficients may be found in Ref. [44]. In
this Appendix, we summarize those aspects of the theory
necessary for a practical implementation.
The Chapman-Enskog method seeks a solution to the
qLFP kinetic equation near local thermal equilibrium.
The distribution function of each species is expanded to
first order in an asymptotic series
fi = f
(0)
i + f
(1)
i (C1)
where the deviation from local thermal equilibrium is
written as
f
(1)
i = f
(0)
i [1 + ηif
(0)
i ]φi (C2)
with the unknown function φi having the form
φi = − 1
n
K∑
j=1
Dji · dj +
1
n
Ai · ∇ lnβ (C3)
where dj is the diffusion force on species j and D
j
i and
Ai are unknown functions of momentum, temperature,
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and chemical potential to be determined. Once known,
Dji and Ai determine the diffusive and thermal trans-
port coefficients. In general there is a third term for
viscous transport, which we neglect. Viscosity is dom-
inated by the classical ions, for which accurate results
based on the classical Boltzmann collision operator are
already known[23].
The coefficients Ai and D
j
i are the solutions to linear
integral equations involving the linearized qLFP collision
operator, Iij ,
K∑
j=1
ninj
n
Iij [D
k] =
(
δik − ρi
ρ
)
P
mi
f
(0)
i [1+ηif
(0)
i ] (C4a)
K∑
j=1
ninj
n
Iij [A] =
[
βP 2
2mi
−
5Q 3
2
(βµi)
2Q 1
2
(βµi)
]
P
mi
f
(0)
i [1+ηif
(0)
i ]
(C4b)
where P = p −miu is the momentum in the frame co-
moving with the fluid at the local velocity u(r, t). The
indices i and k run over all species labels. The unknowns
Dk and A are written without species subscripts because
they are assigned by the operator Iij , the detailed form
of which not important for the present discussion but
can be found in Ref. [44]. The solution to these integral
equations is carried out by expanding Ai and D
j
i in a
basis of orthogonal polynomials introduced by Daligault
Dji (P ) =
1
2
βP
r−1∑
p=0
dj,ri,pH(p)3
2 ,i
(βP 2/2mi) (C5)
Ai(P ) = −1
2
βP
r∑
p=0
ari,pH(p)3
2 ,i
(βP 2/2mi) (C6)
The truncation of the expansions results in the so-called
“order-r” Chapman-Enskog approximation for the trans-
port coefficients. The polynomials H(n)ν,i (x) are con-
structed to ensure optimal, monotonic convergence with
respect to r. They depend parametrically on the chemi-
cal potential
H(n)ν,i (x) =
n∑
p=0
cn,pν (βµi)x
p (C7)
and the coefficients can be determined from the recur-
rence relation
cn,pν = s
n,p
ν −
n−1∑
q=p
cq,pν
∑n
in=0
∑q
iq=0
sn,inν c
q,iq
ν Nν+in+iq∑q
iq=0
∑q
jq=0
c
q,iq
ν c
q,jq
ν Nν+iq+jq
(C8)
initiated with c0,0ν = 1. The other quantities appearing
in the recurrence relation are the Sonine polynomial co-
efficients
sn,pν =
(−1)p
p!(n− p)!
Γ(ν + n+ 1)
Γ(ν + p+ 1)
(C9)
and numerical factor
Nν = Γ(ν + 1)Qν−1(βµ) (C10)
where the species index on the chemical potential is the
same as for the polynomial being evaluated.
The expansions Eq. (C5) and (C6) turn the integral
equations for Ai and D
j
i into linear systems of equations
for the coefficients ari,p and d
j,r
i,p. Once obtained, these
determine the mutual diffusivities
[Dij ]r =
1
2n
dj,ri,0 (C11)
thermal diffusivities
[DTi]r = − 1
2n
ari,0 (C12)
and partial thermal conductivities
[λ′i]r =
5kB
4
7Q 52 (βµi)2Q 1
2
(βµi)
− 5
2
[Q 3
2
(βµi)
Q 1
2
(βµi)
]2 ari,1
(C13)
where the square-bracket notation denotes the order-r
approximation to the transport coefficients. The linear
systems of equations to be solved for the expansion coef-
ficients are
K∑
j=1
r∑
q=0
Lj,qi,pd
k,r
j,q =
8
25kB
(
δik − ρi
ρ
)
δp0 (C14)
K∑
j=1
r∑
q=0
Lj,qi,pa
r
j,q =
4
5kB
7Q 52 (βµi)2Q 1
2
(βµi)
− 5
2
[Q 3
2
(βµi)
Q 1
2
(βµi)
]2 δp1
(C15)
where the matrix elements are
Lj,qi,p = Λ
j,q
i,p −
ρi
ρK
ΛK,0i,p δq0(1− δiK) (C16)
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Λj,qi,p =
8
√
mimj
75k2BT
p∑
kp=0
q∑
kq=0
[
δijc
p,kp
3
2
(βµi)c
q,kq
3
2
(βµi)
K∑
h=1
ninh
n2
A′ih,kqkp + c
p,kp
3
2
(βµi)c
q,kq
3
2
(βµj)
ninj
n2
A′′ij,kqkp
]
(C17)
A′ij,pq =
p+q∑
m=1
{
[4pq + 2(p+ q)]
(
p+ q − 1
m− 1
)
+
(
p+ q
m
)}
(p+ q −m)!Am,p+q−m,0ij + (p+ q)!A0,p+q,0ij (C18)
A′′ij,pq = −
√
mi
mj
(
p∑
m=1
q∑
n=1
(
mj
mi
)m{(
q − 1
n− 1
)[
4pq
(
p− 1
m− 1
)
+ 2q
(
p
m
)]
+
(
q
n
)[
2p
(
p− 1
m− 1
)
+
(
p
m
)]}
(p−m)!(q − n)!Am+n,q−n,p−mij
+
p∑
m=1
(
mj
mi
)m [
2p
(
p− 1
m− 1
)
+
(
p
m
)]
(p−m)!q!Am,q,p−mij
+
q∑
n=1
[
2q
(
q − 1
n− 1
)
+
(
q
n
)]
p!(q − n)!An,q−n,pij + p!q!A0,q,pij
)
(C19)
Ap,q,rij = Γij
β
3
2m
1
2
j
2
1
2pimimij
1
Q 1
2
(βµi)Q 1
2
(βµj)
∫ ∞
0
x2pQ′q(βµi − x2)Q′r(βµj − mjmi x2)dx (C20)
where Q′ν(z) =
d
dzQν(z) is the derivative of the Fermi-
Dirac integral. These formulas are complicated but
straightforward to implement. We mention only a few
technical points:
• One must use an efficient and reasonably robust
implementation of the Fermi integrals, or equiva-
lently polylogarithms. In our experience, Goano’s
algorithm (TOMS Algorithm 745) worked well[80].
• The integrand for Ap,q,rij decays exponentially
quickly at large x and can be accurately truncated
and evaluated with simple quadrature rules. The
results shown in this work all truncated at x = 15
and used a trapezoidal rule with a uniformly spaced
mesh of 750 points, which was never appreciably
different from truncating at x = 10 and a mesh of
500 points.
• We found it useful to exploit the symmetry rela-
tion Ap,q,rij =
(
mj
mi
)1−p
Ap,r,qji when mj > mi to
avoid large negative arguments of the Fermi func-
tion Q′r(βµj − mjmi x2), which we found was prone
to floating-point underflow leading to spurious di-
vision by zero.
Eq. (C14) and (C15) can be written in form that is
more convenient for software implementation by intro-
ducing composite indices (ip) = Ki+p and (jq) = Kj+q
to define a Kr-by-Kr matrix L with elements
L(ip)(jq) = L
j,q
i,p (C21)
and several length-Kr vectors dk, a, uk, and v with
elements
dk(jq) = d
k,r
j,q (C22)
a(jq) = a
r
j,q (C23)
uk(ip) =
8
25kB
(
δik − ρi
ρ
)
δp0 (C24)
v(ip) =
4
5kB
7Q 52 (βµi)2Q 1
2
(βµi)
− 5
2
[Q 3
2
(βµi)
Q 1
2
(βµi)
]2 δp1 (C25)
Then the solution for the expansion coefficients is ob-
tained by solving the K + 1 independent linear systems
L · dk = uk (C26)
L · a = v (C27)
The transport coefficients may then be immediately eval-
uated from Eq. (C11), (C12), and (C13).
The more familiar electrical and thermal conductivities
may be obtained from these. The electrical conductivity
is
[σ]r =
1
nkBT
K∑
i=1
K∑
j=1
einiejnj [Dij ]r (C28)
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the thermal conductivity is
[λ]r =
K∑
i=1
(ni
n
[λ′i]r − nkB [kTi]r[DTi]r
)
(C29)
and the electronic contribution to the thermoelectric
power is
[α]r = −kB
e
(
n
ne
[kTe]r +
5Q 3
2
(βµe)
2Q 1
2
(βµe)
)
(C30)
The thermal conductivity and thermoelectric power re-
quire the thermodiffusion ratios which are determined by
solving ∑
j=1
[Dij ]r+1[kTj ]r = [DTi]r (C31)
with the constraint
∑
j [kTj ]r = 0. Note that an order-r
approximation to the thermal conductivity and thermo-
electric power requires an order-(r+ 1) approximation of
the electrical conductivity. This is because the Chapman-
Enskog “order” regrettably refers to the number of poly-
nomials retained in Eq. (C5) and Eq. (C6), rather than
the highest degree of polynomial. The offset by one order
just reflects that a consistent calculation of thermal and
electrical conductivities should use the same truncated
polynomial basis for each.
Finally, we list several useful symmetry properties and
constraints that are useful in checking a software imple-
mentation of the Chapman-Enskog solution.
• Species-interchange symmetry of the Λ matrix ele-
ments: Λj,qi,p = Λ
i,p
j,q
• Symmetry of the mutual diffusion coefficient ma-
trix: Dij = Dji
• Positivity of the diagonal elements of the mutual
diffusion coefficient matrix: Dii > 0
• Momentum conservation constraints on the mutual
and thermal diffusion coefficients:
∑K
j=1
ρj
ρ Dij = 0
and
∑K
i=1
ρi
ρ DTi = 0
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