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ABSTRACT 
This thesis develops efficient algorithms for local optimization problems encountered 
in predictive docking of biological macromolecules. Predictive docking, defined as 
computationally obtaining a model of the bound complex from the coordinates of 
the two component molecules, is one of the fundamental and challenging problems in 
computational structural biology. Docking methods generally search for the minima 
of an energy or scoring function that estimates the binding free energy or, more fre-
quently, the interaction energy, of the two molecules. These energy functions generally 
have large numbers of local minima, resulting in extremely rugged energy landscapes. 
Therefore, independently of the algorithm used for sampling the conformational space, 
virtually all docking algorithms include some type of local continuous minimization 
of the energy function . 
Most state-of-the-art algorithms allow for the free movement of all atoms of the two 
molecules and rely on the minimization of the energy function to enforce structural 
constraints of the molecules. In contrast this thesis exploits the partial or complete 
rigidity of the molecules when defining the conformational space. As a result, the lo-
cal optimization problems are formulated as optimization problems on appropriately 
Vlll 
defined manifolds. In the case of rigid docking, a novel manifold representation of 
rigid motions of a body is introduced that resolves many of the optimization diffi-
culties associated with the commonly used manifold for this purposed , the so-called 
Special Euclidean group, SE(3). These difficulties arise from a coupling that SE(3) 
introduces between the rotational and translational move of the body. The new 
representation decouples these moves and results in a more appropriate and flexible 
optimization algorithm. Experimental results show that the proposed algorithm is an 
order of magnitude more efficient than the current state-of-the-art algorithms. 
The proposed manifold optimization approach is then extended to the case of 
flexible docking. The novel manifold representation of rigid motions is combined 
with the so-called internal coordinate representation of flexible moves to define a 
new manifold to which the original manifold optimization algorithm can be directly 
extended. Computational results show that the resulting optimization algorithm is 
substantially more efficient than energy minimization using a traditional all-atom 
optimization algorithm while producing solutions of comparable quality. 
It is shown that the application of the proposed local optimization algorithm as 
one of the components of a multi-stage refinement protocol for protein-protein docking 
contributes significantly to the refinement stage by helping to move the distribution 
of docking decoys closer to the corresponding bound structures. 
Finally, it is shown that the approach of the thesis can be substantially generalized 
to address the problem of minimization of a cost function that depends on the location 
and poses of one or more rigid bodies, or bodies that consist of rigid parts hinged 
together. This is a formulation used in a number of engineering applications other 
than molecular docking. 
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Chapter 1 
Introduction 
1 
1.1 Macromolecular Docking 
This dissertation is concerned with the development of efficient local optimization 
algorithms for predictive docking. The problem of predictive docking, considered as 
one of the fundamental and challenging problems in computational structural biology, 
can be stated as follow: consider two biological molecules; start with the coordinates of 
the unbound component molecules and obtain computationally a model of the bound 
complex (Halperin et al., 2002),(Smith and Sternberg, 2002),(Vajda and Kozakov, 
2009). The larger component molecule is often considered as the receptor and the 
other is called the ligand. We focus on protein receptors and the ligand can be 
another protein or a drug-sized small molecule, Figure 1·1. 
Proteins are macromolecules in biological cells t hat consist of linear chains of 
amino acids ranging in size from tens to several thousand amino acids. T hey play 
crucial roles in cell structure and function. Most proteins perform their function in 
living cells by interacting with each other and with other chemical entities to form 
complex es consisting of two or more macromolecules. Protein-protein interactions 
play a central role in metabolic control, immune response, signal transduction, and 
gene regulation. Proteins also interact with a large number of small molecules that 
serve as substrates, inhibitors , or co-factors in metabolic reactions, as well as with 
external compounds acting as drugs in modulating biological behavior. 
Although structures of many individual proteins have been resolved and are avail-
2 
a 
b 
Figure 1·1: The goal of docking is to predict the bound complex. a is the unbound 
receptor , b is the unbound ligand and c is the docked complex. The PDB (Berman 
et al., 2000) ID of the docked complex is 1AY7. 
able in the protein data bank (PDB) (Berman et al., 2000), much fewer structures 
of protein complexes are available. Experimental techniques such as X-ray crystal-
lography or Nuclear Magnetic Resonance (NMR) can provide the structure of many 
complexes but they are time-consuming, expensive, and not universally applicable 
as many molecular complexes are short-lived and exist only under well defined eel-
lular conditions. As a result, computational methods are of critical importance for 
predicting the structure of complexes. For protein complexes in which structures 
of individual proteins are available, the goal is to start from structures of individ-
u al proteins and predict the structure of the complex. This is a difficult and still 
unsolved problem because of conformational changes and complex molecular interac-
tions during binding. The conformational changes can range from small side chain 
rearrangement of interface residues to changes of backbone conformation. Develop-
ment of new computational methods for protein-protein docking is an active area 
of research and significant progress in this area has been achieved as assessed by 
3 
the CAPRI(Kozakov et al., 2010)(Critical Assessment of Prediction of Interactions) 
competition. 
Computational docking methods attempt to predict the most likely structure of 
a receptor-ligand complex by minimizing an energy-like scoring function (Vajda and 
Kozakov, 2009). To specify the search space of the optimization problem, it is as-
sumed that the receptor is fixed at the origin of the coordinate system; then, the 
essential search space of docking consists of the 6 dimensional space of rotations and 
translations of the ligand as well as n additional variables that describe the conforma-
tional changes in one or both molecules, resulting in an extended ( 6 + n) dimensional 
space. Thus, the docking problem is formulated as searching for the global minimum 
(or the lowest minima) of a scoring function in this space. 
All successful docking methods perform this minimization in a multistage fashion. 
At the first stage a simplified and approximate energy potential is used to score 
billions of conformations. The search is over the whole conformational space and can 
only be performed in a reasonable amount of time if there exits a computationally 
efficient method for scoring. Depending on the method, different strategies are used 
to perform this task, including Fast Fourier Transform (FFT) techniques, which use 
an energy potential that can be written as a correlation function (Katchalski-Katzir 
et al., 1992),(Chen et al., 003a),(Kozakov et al., 2006), or by geometric matching 
(Schneidman-Duhovny et al., 2003). The simplified energy potentials used at the 
first stage tend not to produce complexes very close to the native. Moreover, they 
produce a large number of complexes with good scores that are far away from the 
native conformation. 
At the second stage, a fraction of the conformations with the best scores, often 
around 1,000-2,000 conformations, are kept to further refine. These conformations are 
clustered to reveal energy "funnels." Typically, depending on the proteins involved 
4 
and the sampling grid adopted in the FFT driven screening, the funnels contain 
conformations that can be up to 10-15 A RMSD (Root Mean Squared Distance) of 
all atoms of the complex from the native. One needs to retain 30 or more such 
clusters/funnels to have a high probability of including a near-native conformation. 
In fact , with 30 clusters at least one near native conformation is retained in 93% of 
all cases (Comeau et al., 2004). The refinement stage involves further minimization 
of the energy function in both 6 dimensions and ( 6 + n) dimensions in order to 
produce a ranked list of about ten conformations containing at least one high-quality 
conformation less than 5 A RMSD from the native, (see, e.g., (Vajda and Kozakov, 
2009), (Fernandez-Recio et al., 2002) ,(Gray et al., 2003) ,(Paschalidis et al., 2007)). 
Independently of the algorithm used for the sampling stage, all docking algorithms 
include some type of local continuous minimization of the scoring function in order to 
remove steric clashes and to obtain more reliable energy values (Vajda and Kozakov, 
2009). Given the grid-based sampling at the first stage, during refinement one has 
to move off-grid and generate new conformations. The energy landscape is extremely 
rugged containing a large number of local minima due to the van der Waals term in 
the energy function. In this context, moving means rigid body motion of the ligand 
with respect to the fixed receptor (translation and rotation) but also taking into 
account some flexibility of the proteins (at least for the side-chains in the interface). 
The research reported in this thesis is focused on developing efficient local continuous 
optimization algorithms for rigid as well as flexible docking. 
1.2 Rigid body energy optimization 
The first problem considered in this thesis is rigid body local optimization where it 
is assumed that the receptor and ligand are rigid bodies. One possible formulation 
of local energy minimization as an optimization problem is to assume that all atoms 
5 
can move freely and then rely on the minimization of the energy function to enforce 
the structural constraints due to covalent and non-covalent interactions. We refer to 
this approach as All-Atom {AA) optimization. In this case, the conformational space 
is simply the 3n-dimensional Euclidean space IR3n where n is the total number of 
atoms of the complex. The common local optimization algorithms used for docking 
either define the problem as an all atom optimization where the rigidity is indirectly 
imposed by atomic forces, or they include rigidity constraints by adding them to the 
objective function of optimization via Lagrange multipliers. 
Alternatively, one can define the rigid body minimization problem as the mini-
mization of a scoring function where the score depends on the location of a rigid body 
in the 3 dimensional space, IR3 . In this case, the optimization is naturally defined 
on the space of translations and rotations of the rigid body, which can be repre-
sented as a nonlinear manifold. Therefore, with this representation, the rigid body 
optimization can be formulated as a manifold optimization problem. The advantage 
of a manifold optimization formulation, compared to these alternatives, is that the 
optimization is defined on a low-dimensional space. Many standard optimization al-
gorithms on Euclidean spaces generalize to Riemannian manifolds (see, e.g., (Smith, 
1994), (Absil et al., 2008), (Ma et al., 2001)). Consider, for example, the steepest 
descent algorithm. Once the steepest descent direction on the manifold is identified, 
the generalization of the line search for Euclidean spaces corresponds to searching 
along a geodesic on the manifold. As has been pointed out (see, e.g., (Absil et al., 
2008)), the efficiency of such generalizations partially depends on the ease with which 
we can compute geodesics of the manifold. 
In this thesis, we consider the local rigid body optimization explicitly as a manifold 
optimization problem and use the properties of the manifold of rigid body transforma-
tions to obtain efficient local optimization algorithms. We propose a formulation of 
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rigid body minimization that is different from the common formulation and resolves 
some of the difficulties associated with the common approach. 
The space of rigid body transformations in IR3 is commonly represented by the 
Special Euclidean group (or simply the Euclidean group) SE(3) (see, e.g. (Selig, 
2005),(Gwak et al., 2003; Tron and Vidal, 2009)). As will be detailed in the thesis 
SE(3) is a semi-product of the groups of rotation, S0(3), and translations, JR3 . As a 
result there is a "mismatch" between the natural Riemannian metric on S0(3) x JR3 , 
as a direct product of S0(3) and IR3 manifolds, and the group structure of SE(3). 
This is often highlighted by stating that SE(3) does not have a natural hi-invariant 
Riemannian metric. An implication of this mismatch is that geodesics of SE(3) are 
not easy to compute. Such features make direct generalizations of standard Euclidean 
optimization algorithms to SE(3) non-trivial. 
Various remedies have been suggested to address the difficulties associated with 
optimization on SE(3). For example, (Gwak et al., 2003) proposes a cyclic coor-
dinate decent approach where the optimization algorithm cycles through the steps 
of optimizations over the S0(3) component and the IR3 component iteratively, tak-
ing full advantage of the group structures of the component manifolds. By contrast, 
(Tron and Vidal, 2009) discards the group structure of SE(3) altogether and considers 
optimization over S0(3) x IR3 as a Riemannian manifold only. 
We consider an alternative formulation of rigid body minimization by formulating 
the minimization problem on the direct product of the groups of rotations, S0(3), 
and translations IR3 , namely S0(3) x IR3 . As a result, we are able to avoid the 
difficulties associated with optimization on SE(3) . The new formulation provides an 
additional flexibility to the user, namely choosing the initial center of rotation. This 
flexibility, as we point out in the thesis, can be used to improve the performance of 
the optimization algorithm. It is worth noting that our new formulation is not tied to 
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any particular application and is generally applicable to all rigid body optimization 
problems. 
1.3 Rigid-body minimization algorithm for molecular dock-
Ing. 
We use the new formulation to address the rigid body local minimization problem 
in molecular docking. We have developed optimization algorithms that are more 
efficient than the state-of-the-art algorithms currently in use. 
In the first application of our algorithm we consider protein-protein docking, see 
Figure 1·2 and compare its performance with one of the commonly used rigid body 
minimization algorithms, namely CHARMM (Brooks et al. , 1983), (MacKerel Jr. 
et al. , 1998) rigid body minimization. In the second application of t he algorithm we 
considered protein-small molecule docking and replaced the minimization step of the 
protein-small molecule docking algorithm, FTMAP (Brenke et al. , 2009), with our 
algorithm, see Figure 1·3. In both cases the new algorithm generates solut ions of 
equal or slightly better quality compared to the alternative algorithms but the results 
are obtained at about an order of magnitude less computational cost . 
1.4 Flexible energy optimization 
We extend our rigid body minimization algorithm on manifolds to a general ap-
proach for minimization of flexible macromolecules, and present its application to 
small molecular docking. The goal is to integrate moving a rigid ligand in the 6 
dimensional rotational/translational space with internal rotations around rotatable 
bonds within the two molecules. We represent these flexibilities using the internal co-
ordinates of the ligand and receptor (Jain et al. , 1993) , (Schwieters and Clore, 2001), 
and combine the internal coordinate representation with our manifold representation 
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Figure 1· 2: Example of rigid body minimization with the protein receptor and protein 
ligand. The protein receptor is fixed and represented in wheat color. The blue protein 
corresponds to the ligand configuration before rigid body minimization and purple 
protein corresponds to the ligand after rigid body minimization. 
of the rigid moves of the ligand with respect to the receptor. We show that the re-
sulting overall search space is also a manifold for which geodesics can be efficiently 
computed and thus our manifold optimization method developed for rigid body min-
imization can be extended to problems of finding the relative spatial orientation of 
two molecules with internal degrees of freedom. 
The effectiveness of the method is shown for different docking cases of increasing 
complexity. First we replace local full atom minimization of fragment-size ligands with 
a single rotatable bond, with our approach, as part of a protein mapping algorithm 
developed for the identification of binding hot spots. Second, we minimize flexible 
ligands to rigid protein receptors, an approach most frequently used in current docking 
algorithms, Figure 1·4. In the third problem we account for flexibility in both the 
ligands and the receptors. Results show that energy minimization using our manifold 
optimization algorithm is substantially more efficient than energy minimization using 
a traditional all-atom optimization algorithm while producing solutions of comparable 
quality. In addition to the specific problems considered, the method is general enough 
to be used in a large class of applications such as docking multi domain proteins with 
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Figure 1·3: Example of rigid body minimization with the protein receptor and probe 
ligand. The protein receptor is fixed and represented in yellow color. The blue probe 
corresponds to the ligand configuration before rigid body minimization and the green 
probe corresponds to the ligand after rigid body minimization. 
flexible hinges. Furthermore, we present a detailed comparison of the traditional 
all-atom and of the manifold-based optimization algorithms. 
Figure 1·4: Example of flexible minimization with the protein receptor and small 
molecule ligand. The protein receptor is fixed and represented in wheat color. The 
green molecule corresponds to the ligand configuration before flexible minimization 
and yellow molecule corresponds to the ligand after flexible minimization. 
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1.5 Incorporation in multistage refinement protocols 
We next consider a multi-stage refinement procedure for the previously developed 
FFT based rigid body protein-protein docking algorithm called PIPER (Kozakov 
et al., 2006). The refinement procedure consists of two main stages: rigid body 
FFT resampling and off-grid optimization. In the first stage the algorithm performs 
resampling of important regions of the orientational space identified in the initial 
FFT simulation. The second stage performs multi steps of rigid body perturbation, 
side chain repacking, off-rotamer minimization of the side chains and rigid body 
minimization. New configurations are accepted according to the Metropolis criterion. 
We use our efficient rigid body minimization algorithm as described before as one 
of the main components of the refinement procedure. Application of our refinement 
procedure to a benchmark set containing 49 systems shows that it improves the 
results. The performance is quantified by the increase in the number of conformations 
under 5 A RMSD relative to the bound structures. 
In addition to the protein-protein docking problem, we briefly describe the applica-
tion of our flexible local minimization for protein-small molecule and protein-peptide 
docking. One of the main components of the state of the art computational protocols 
for protein-small molecule docking and protein-peptide docking is the flexible local 
optimization. Designing efficient and accurate computational docking approaches for 
protein-small molecule docking and protein-peptide docking is an important tool for 
drug development process. Peptides have been suggested as promising leads for drug 
design for deceases like AIDS, as they may block existing protein-protein interactions 
(Petsalaki and Russell, 2008),(Naider and Anglister, 2009), (Maes et al., 2012). Con-
formational changes are usually observed in protein-peptide interactions as peptides 
often go through simultaneous folding upon encountering the receptor. Also differ-
ent peptides assume different backbone conformations within the same binding site. 
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Flexible peptides have large number of rotatable bonds and therefor computational 
method to model the high resolution protein peptide interactions needs to take into 
the account both peptide and protein conformational changes (London et al., 2011). 
As a result , incorporating fast and efficient flexible local optimization algorithm is a 
promising direction to enhance the performance of the computational protein-small 
molecule and protein-peptide docking protocols. 
1.6 A General framework for rigid and flexible docking 
Finally, we describe a general framework for formulation rigid and flexible docking 
problems as manifold optimization problems. Specifically, we consider the problem of 
minimization of a cost function that depends on the location and poses of one or more 
rigid bodies, or bodies that consist of rigid parts hinged together. As we point out, 
this is a formulation used in a number of engineering applications such as workpiece 
or camera localization or calibration (see, e.g., (Li et al. , 1998), (Gwak et al., 2003), 
(Tron and Vidal, 2009), (Tron et al., 2011)) or computer vision (see, e.g., (Arun et al., 
1987), (Ma et al., 2001)). As a result we formulate the problem more abstractly and 
without direct reference to docking problems. 
1. 7 Thesis contribution 
1. An alternative formulation of rigid body minimization. We have pro-
posed an alternative formulation of rigid body minimization by formulating 
the minimization problem on the the direct product of the groups of rotations , 
S0(3), and translations JR3 , namely S0(3) x JR3 . As a result, the difficulties 
associated with optimization on SE(3) can be fully avoided. The new formu-
lation provides an additional flexibility to the user, namely choosing the initial 
center of rotation. This flexibility can be used to improve the performance of 
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the optimization algorithm. In addition our new formulation is not tied to any 
particular application and is generally applicable to all rigid body optimization 
problems. 
2. Rigid body minimization algorithm for molecular docking. We use the 
proposed formulation to address the rigid body local minimization problem in 
molecular docking. Our goal in this part was to develop optimization algorithms 
that are more efficient than the state of the art algorithms currently in use. The 
first application of the proposed algorithm is to protein protein docking. We 
compare the proposed algorithm with one of the commonly rigid body mini-
mization algorithms, namely CHARMM rigid body minimization. The second 
application of our algorithm is to protein small molecule docking. We replaced 
the minimization step in protein small molecule docking algorithm, FTMAP, 
with our new formulation. 
3. Energy minimization on manifolds for docking flexible molecules. We 
extend our rigid body minimization algorithm on manifolds, to a general ap-
proach for minimization of flexible macromolecules. We show adding rotational 
degrees of freedom to the rigid moves of the ligand results in S0(3) x JR3 x ST 
as an optimization search space that is a manifold to which our manifold opti-
mization approach can be extended. The effectiveness of the method is shown 
for different docking cases of increasing complexity. Results show that energy 
minimization using our manifold optimization algorithm is substantially more 
efficient than energy minimization using a traditional all-atom optimization al-
gorithm while producing solutions of comparable quality. In addition to the 
specific problems considered, the method is general enough to be used in a 
large class of applications such as docking multi domain proteins with flexible 
hinges. 
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4. Role of rigid and flexible optimization in refinement procedures. We 
discuss the incorporation of our rigid and flexible local optimization algorithm 
in a multi-stage refinement procedure for protein-protein docking. The refine-
ment procedure consists of two main stages: rigid-body FFT resampling and off 
grid optimization. In the first stage the algorithm performs resampling of im-
portant regions of rotational space identified by PIPER (Kozakov et al., 2006). 
The second stage performs multi steps of rigid body perturbation, side chain 
repacking, off-rotamer minimization of the side chains and rigid body minimiza-
tion. Our efficient rigid body minimization algorithm is used as one of the main 
components of the refinement procedure. We also briefly describe the role of our 
flexible optimization for protein-peptide and protein-small molecule docking. 
5. General rigid and flexible optimization. We consider the problem of min-
imization of a cost function that depends on the location and poses of one or 
more rigid bodies, or bodies that consist of rigid parts hinged together. We 
present a unified setting for formulating this problem as an optimization on an 
appropriately defined manifold for which efficient manifold optimizations can be 
developed. This setting is based on a new representation of the rigid movements 
of a body that is different from what is commonly used for this purpose. We 
illustrate this approach by using the steepest descent algorithm on the manifold 
of the search space and specify conditions for its convergence. 
1.8 Thesis outline 
The rest of the thesis is organized as follows. In Chapter 2 we introduce our alterna-
tive formulation of rigid body motion as a manifold and we use this new formulation 
in Chapter 3 to address the rigid body local minimization problem in molecular 
docking. The goal of Chapter 4 is to extend our rigid body minimization algorithm 
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to a general framework for minimization of flexible macromolecules. In Chapter 5 
we present the application of our rigid body minimization algorithm as a part of a 
multi-stage refinement protocol for protein-protein docking. The goal of Chapter 6 
is to present a general framework for minimizing a cost function with respect to rigid 
and flexible movements of a body and perform the minimization directly on the cor-
responding manifolds. We conclude and present future research directions in Chapter 
7. 
- - - --------
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Chapter 2 
Manifold of Rigid Body Transformations 
In this chapter we introduce our new representation of rigid body transformations 
as a manifold. As stated before, the common approach to representing rigid body 
transformations/motion is via the Euclidean group SE(3), see, e.g., (Murray et al., 
1994), (Chirikjian, 2010). The Euclidean group SE(3) is a manifold as well as a 
group, as a result it is a so-called a Lie group. The main difference between the 
representation we introduce and the traditional representation, as will be described 
below, is the group structure we associate with rigid body transformations. Before 
introducing the alternative representation, we give a brief review of the Euclidean 
group SE(3). 
2.1 Euclidean group SE(3) 
Let 
S0(3) = { R E JR3 x 3 ; Rr R =I; det(R) = 1} 
denote the group of orientation-preserving rotations on IR3 and consider the set 
S0(3) x JR3 = {(R, t); R E S0(3), t E JR3 }. Let g = (R, t) and g' = (R' , t') be 
two elements of S0(3) x JR3 . Then, the group "multiplication" of SE(3) is defined by 
g' g = (R' R, R't + t') . 
The action of SE(3) on IR3 is defined as follows (see, e.g., (Selig, 2005), section 
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2.4). For g E SE(3), let g : JR3 --+ JR3 be defined by 
g(q) = Rq + t. 
This mapping defines an action of the SE(3) group on JR3 since 
g' o g(q) = g'(g(q)) = R'(Rq + t) + t' = R'Rq + R't + t' = g'g(q) . 
Therefore 
g' 0 g = g'g 
where o denotes composition of functions. 
Remark. We note that there is not a unique way to associate (R, t) with a rigid body 
motion. The unspecified element is the center of rotation. In the case of the Euclidean 
group SE(3), the center of rotation is the origin of a fixed coordinate system if we 
take what is referred to as an active view (see (Selig, 2005), Section 2.5). 
It can be easily verified that this action corresponds to rigid body transformations 
of JR3 (in the stricter sense defined in (Murray et al., 1994), ch 2) . Moreover, SE(3) 
has a group representation known as the homogeneous representation where 
( R, t) --+ [ ~ ~ ] . 
The group multiplication of SE(3) corresponds to matrix multiplication of 4 x 4 
matrices with the above stn:ttture. 
We now introduce the alternative representation. 
2.2 Direct product group 80(3) x IR3 
The direct product "multiplication" on S0(3) x JR3 is naturally defined by 
g' * g = ( R' R, t' + t). 
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We use * to denote the direct product multiplication and to distinguish it from the 
multiplication of 8E(3). 
The novel element of our representation is the action we associate with this group. 
We define this action on IR3 x IR3 as follows. For g E 80(3) x JR3, let g : JR3 x JR3 -t 
IR3 x IR3 be defined by 
g(q,p) = (R(q-p)+p+t,p+t), 
(q ,p E JR3). 
In words, the action of g on the first component q E IR3 is to rotate q according 
to the rotation matrix R but with the center of rotation p and translate it by t . The 
action of g on the second component simply translates the point p by t. Equivalently, 
we can think that the action on the second component is of the same type as the action 
on the first component since R(p- p) + p + t = p + t. 
The following is an immediate result . 
Theorem 2.1. The above transformations define an action of the group 80(3) x JR3 
on IR3 x IR3 . 
Proof. Let g = (R, t ) and g' = (R' , t') . Then, 
g' 0 g ( q) p) = g' (g ( q) p)) g'(R(q- p) + p + t ,p + t) 
( R' ( R( q - p) + p + t - (p + t) ) 
+p+t+t' ,p+t+t') 
( R' R( q - p ) + p + t + t' , p + t + t' ) 
(g' * g) ( q ) p). 
D 
We define the following representation for the direct product group 80(3) x IR3 . 
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Let (q,p, 1)T E JR? . Then, let 
l
RI-Rt] (R, t) --+ 0 I t 
0 0 1 
The group multiplication of S0(3) x JR3 corresponds to matrix multiplication of 
7 x 7 matrices with the above structure. 
We next show that, for any center of rotation p E JR3, the action of S0(3) x JR3 
on JR3 x JR3 is a rigid body transformation of the first component JR3. 
Let ni : JR3 x JR3 --+ JR3 (i = 1, 2) be projections on the first and second coordinate 
(n1(q,p) = q, n2(q,p) = p). For any fixed p E 1R3 , let 
be defined by 9p(q) = g(q,p). Then, we have 
Theorem 2.2. For any p , 
7rl 0 9p : JR3 --7 JR3 
is a rigid body transformation of lR3 . 
Proof. Fix p E JR3. Let q, q' E JR3, then 
lln1 o 9p( q) - n1 o 9p( q') II = 
IIR(q- p) + p + t- (R(q- p) + p + t)ll = 
IIR(q- q')ll = llq- q'll· 
The last equality is due to the fact that R is a rotation matrix. Following the definition 
in (Murray et al., 1994) , we also need to show that n 1 o gp is orientation-preserving. 
In other words, it sends right-handed coordinate frames to right-handed coordinate 
frames. We show that the action of n 1 o 9p on vectors in JR3 is the same as the action 
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of SE(3) on such vectors . Therefore, the result follows from the fact that SE(3) is 
orientation-preserving ((Murray et al., 1994), Proposition 2.7). 
Let q, q' E JR3 as above. Then, under the n 1 o gP transformation, the vector q'- q 
is transformed into the vector n 1 o gp(q') - n 1 o gp(q). We showed above that the 
latter is equal to R(q- q'). Under SE(3) transformation and g = (R, t), q'- q is 
transformed into the vector Rq' + t- (Rq + t) = R(q'- q). Hence the proof that 
n 1 o gP is orientation-preserving. 
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A critical feature of this formulation of rigid body transformations is that, by 
contrast to the SE(3) formulation , translational moves and rotational moves are 
decoupled. For example, let g = (I , t) , i.e., translation only by t and g' = (R, 0) , i.e. , 
rotation only by R. Then it can be easily seen that in SE(3), 
gg' =1- g'g 
where as in S0(3) x JR3 
g * g' = g' *g. 
The above can be verified by considering the homogeneous representation of g an g' 
in SE(3) and S0(3) x JR3 respectively. 
The following properties hold for our alternative representation: (i) S0(3) x JR3 
which is a direct product manifold inherits its Riemannian metric in a natural way 
from its component factor manifolds; (ii) the geodesics of the product manifold is the 
product of geodesics of the two factor manifolds; and, (iii) the exponential map on 
the product map is the product of the exponential map on the factor manifolds. (For 
a brief review of product Riemannian manifolds and optimization on them, see, e.g., 
(Ma et al., 2001), Appendix A). 
As an illustration of the difference between the two rigid body transformations in 
Figure 2·1 we show how a triangle in JR2 is moved by a sequence of moves correspond-
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Figure 2-1: A sample path in S0(2) x JR2 , blue dots correspond to the center of the 
rotation at each step; b) A sample path in SE(2). 
ing to repeated application of g = (R, t) as an element of SE(2) and an element of 
S0(2) x JR2 . The two figures show t he transformations corresponding to same choice 
of g. (Note that the two rigid body transformations can be more generally defined 
for SE(n) and SO(n) x JRn .) 
The rigid body motion that we associate with S0(3) xlR3 is a natural motion in the 
context of the molecular docking problem. Furthermore, since the group S0(3) x JR3 is 
a direct product of S0(3) and JR3 both as groups and as Riemannian manifolds, there 
is no mismatch between the group and the natural Riemannian structures and we do 
not face the complications that are associated with SE(3) rigid body transformations. 
Furthermore, in the S0(3) x JR3 formulation the user can choose the initial center 
of rotation. This gives a valuable flexibility to the user to better match the moves of 
the optimization with the dynamics of molecular interactions. 
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2.3 Local parametrization of S0(3) x IR3 
In this thesis we use a local parametrization via the exponential coordinate parameters 
to develop our optimization algorithms. In this parametrization, at each point of 
80(3) x JR3 , the tangent space at the point which is a linear space/manifold is mapped 
to the nonlinear manifold using the so-called exponential map. The geodesics of the 
tangent space, namely straight lines, are mapped to the geodesics of the manifold. 
For this reason, the exponential map parametrization is a particularly suitable local 
parametrization. Compared to 8E(3), geodesics of 80(3) xlR3 are easy to characterize 
and to efficiently compute and the exponential map parametrization can be easily 
implemented. 
JR3 is a linear manifold, therefore, it tangent space is identified with JR3 , and the 
exponential map on JR3 is simply the identity map from JR3 to JR3. 
The tangent space of 80(3) at J, the identity of the group, is denoted by so(3) 
and can be identified with the space of 3 x 3 skew-symmetric matrices. For w = 
(w1,w2,w3)T E JR3, let 
[w] = [ ~3 
-w2 
If the tangent space so(3) is identified with JR3 , the standard Euclidean norm on 
JR3 given by dw 2 defines a Riemannian metric on 80(3). For w, w' E JR3 we have 
< w, w' >= -~tr([w][w']) = ~tr([w]T[w']) 
where tr(A) denotes the trace of matrix A. 
The exponential map at identity I E 80(3) maps the tangent space at identity, 
i.e. , so(3), to S0(3). It is defined by 
22 
where the term on the right is a matrix exponential. The right hand side simplifies to 
give what is known as the Rodrigues formula (see, e.g., (Selig, 2005) , section 4.4.1 ) 
[w] _I sin( llwll) [ ] (1- cos( llwll) [ ]2 
e - + llwll w + llwll 2 w 
where llwll is the Euclidean norm of w . 
The tangent space at any other point R E S0(3) is identified with JR3 and the 
exponential map is simply defined as expR(w) = Re[wJ. 
Geodesics of S0(3) are given by R(u) = Roe[wJu , w E IR3 and u E IR, they are 
one-parameter subgroups of S0(3), and they correspond to the projection by the 
exponential map of lines going through the origin on the tangent space. 
The exponential map of S0(3) x JR3 can be easily obtained from that of S0(3). 
Consider t he exponential map at the identity of the product Lie group S0(3) x JR3 , 
i.e. , (I , O). The tangent space can be identified with JR6 . Let (w ,v ) E JR6 be a point 
in the tangent space. Then, 
exp(I,o)(w ,v ) = (e[wl, v) . 
Therefore, 
exp(I,O) : IR6 -+ S0(3) X JR3 
defines a local parametrization for S0(3) x IR3 in the neighborhood of (I , 0). 
2.4 Gradient calculation 
In this section, we assume that our representation of rigid body motion, namely 
S0(3) x JR3 , is used to transform a rigid body, in our case a biological macromolecule. 
Assuming that an "energy" value is associated with each configuration of the body, 
we specify formulas for computing the gradient of a energy function with respect to 
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the parameters of the exponential parametrization. As will be shown in t he following 
chapters , it is sufficient to show how to compute the partial derivatives of the posi-
tion of individual atoms of the macromolecule with respect to the parameters of the 
exponential parametrization. 
Assume q = (x , y , z) is the init ial position of an arbitrary atom of the body and 
q' = (x' , y', z' ) is the position of the atom after a rigid motion. (All positions are with 
respect to a fixed reference frame.) 
q' = R( q- 0 ) + 0 + t. 
We denote the partial derivatives by ~~, ~~ and ~~ where v is a scalar component 
of (w, t). Then, we have: 
The partial derivatives with respect to: 
(1) translational parameters t1 , t 2 , t 3 . 
In this case, we have 
f)z 
8t2 = 1' 
and all other partial derivatives are zero. 
(2) rotational parameters: w1 , w2 , w3 . 
We have: 
where 
C D 
~ 
R =I sin(llwll) [ ] (1- cos( llwll) [ ]2 + llwll w + llwll 2 w . 
Therefore, 
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where 
ac = llwll cos( llwll) - sin(llwll ) ~[w] + sin(llwll ) a[w] 
awi llwll2 llwll llwll awi ' 
and 
an = llwll sin(w) - 2(1- cos( llwll )) llwll wi [w]2 + (1- cos( llwll ) + a[w]2 
awi llwll 3 llwll llwll2 awi . 
We have 
and it easy to verify t hat 
a[w] = l ~ ~ ~1 l ' a[w] = l ~ ~ ~ l ' a[w] = l ~ ~1 0~ ] · 
awl 0 1 0 aw2 -1 0 0 aw3 0 0 
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Chapter 3 
Rigid Body Energy Minimization on 
Manifolds for Molecular Docking 
In this chapter we describe a highly efficient minimization algorithm in the 6 dimen-
sional space of rigid affine transformations of macromolecules. This step is an integral 
component of many predictive docking algorithms. We use our new representation of 
rigid body transformations that was introduced in the previous chapter, namely the 
direct product of the Lie groups 80(3) and JR.3 . Given this formulation, the rigid body 
optimization problem can be naturally defined as an optimization on 80(3) x JR.3 . We 
define a local parametrization of the manifold via the exponential coordinates that 
allows us to use any of the traditional Euclidean minimization methods. We have 
selected the LBFGS (Liu and Nocedal, 1989) quasi-Newton method since it uses only 
gradient information to obtain second order information about t he energy function 
and avoids the far more costly direct Hessian evaluations. 
We describe applications of the new algorithm to both protein-protein and protein-
fragment docking. The first application complements can be used in conjunction 
with the docking program PIPER (Kozakov et al. , 2006), also implemented in the 
heavily used docking server ClusPro (Comeau et al. , 2004). PIPER uses the "smooth" 
potential in its scoring function; while this helps to retain more near-native docked 
conformations, it also implies that the structures generated by PIPER are generally 
not free of steric clashes. To remove steric clashes, the current version of ClusPro 
minimizes the CHARMM energies of the docked structures generated by PIPER. As 
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will be shown, this step can be made much more efficient by the application of the 
novel method described in this chapter. 
The second application of the optimization algorithm of this chapter is to protein-
small molecule docking and can be used in conjunction with the protein mapping 
program FTMap (Brenke et al., 2009), also implemented as a server. Mapping places 
molecular probes-small organic molecules that vary in size and shape-on a dense grid 
around the protein to identify potentially favorable binding positions. The method is 
based on X-ray and NMR screening studies showing that the binding sites of proteins 
also bind a large variety of fragment-sized molecules. Similarly to PIPER, for each 
probe type the first step of FTMap is global sampling of the 6 dimensional space using 
the FFT correlation approach. In the current version the docked structures generated 
by this calculation are minimized off-grid using the CHARMM potential, primarily 
for the removal of steric clashes and obtaining better energies, since only a few of the 
lowers energy probe clusters are retained for further processing. As in protein-protein 
docking, the traditional all-atom CHARMM minimization is computationally more 
expensive than the grid-based sampling, and thus replacing it with the novel method 
provides substantial benefits. 
3.1 Energy Function 
We assume that the receptor and ligand are specified by the coordinates of their indi-
vidual atoms with respect to a fixed coordinate frame. Let mr and mz denote, respec-
tively, the number of atoms of the receptor and ligand. Then, qr = ( q1 , · · · , Qmr) E 
~3 x m1 and q 1 = (q1 , ... , qmJ E JR3 xm1 correspond to specific configurations of the 
receptor and ligand. 
The energy function , denoted by E ( qr, q1) , reflects electrostatics, and van der 
Waals interactions as well as bonded energy terms. As stated earlier, we hold the 
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receptor fixed and consider rigid movements of the ligand. Therefore, the energy 
function can be viewed as a function of the coordinates of the ligand only, i.e., E( q 1). 
Therefore, more abstractly, the energy function can be viewed as 
E : JR3 Xmt ----+ JR. 
For simplicity, we drop reference to the receptor and simply write E( q) for q = 
(q1 , ... , qm1) E JR3 xm1• The energy function is a sum of a large number interaction 
terms that are explicitly given as functions of the coordinate of the atoms of the 
receptor and ligand. For details, see (Sherr et al., 2007). Here, we simply point out 
that the evaluation of the energy function is computationally a very costly operation 
due to the very large number of interaction terms. 
3.2 The Optimization Algorithm 
Given the exponential map parametrization, the rigid body energy minimization is 
defined on the 6-dimensional Euclidean space JR6. As stated earlier, to solve the 
resulting local minimization problem which is now defined on a Euclidean space, we 
have selected the quasi-Newton method of Limited memory BFGS (LBFGS) (Liu and 
Nocedal, 1989). In our parametrization, the gradient and the Hessian of the energy 
function with respect to the parameters of optimization can be explicitly calculated. 
However, these are costly operations, evaluating the Hessian being significantly more 
costly than evaluating the gradient. Our choice of LBFGS has been based on the fact 
that it uses only gradient information to obtain second order information about the 
energy function. 
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3.2.1 Gradient of the energy function 
Let q = (q1 , ·. · , qmJ be the initial position of the ligand and p a fixed point in 
JR3 , representing the initial center of rotation. Furthermore, consider the exponential 
coordinate parametrization of S0(3) x IR3 described above and let (w, v) E IR6 be 
a point in the tangent space of S0(3) x IR3 at (I, 0). w represents the orientation 
parameters and v, the translation parameters. Then, the energy function can be 
views as a function of ( w , v). More specifically, 
E[(w ,v)] = 
E[exp([w])(q1 - p) + p + v, · · · , exp([w])(qm1 - p) + p + v] . 
The only components of gradient evaluation that require some discussion are the 
terms aexp([w)) 
awi 
Using Rodrigues formula, we have 
8exp([w]) = ~(sin(JJwJJ) [w] + (1- cos(JJwJJ) [w] 2 ) 
8wi 8wi JJwJJ Jjwjj 2 · 
For JJwJJ near zero, we make the following approximations. sin(JJwJI) "' 1 llwJJ 2 d JJwll - -3! an 
1-cos( JJwll) 1 JJwJJ 2 
llwJJ 2 ~ 2- 4!· 
3.2.2 Limited memory BFGS (LBFGS) 
We denote the elements of IR6 by x. The LBFGS method consists of the following 
iterations(Liu and Nocedal, 1989) 
(3.1) 
where 
(3.2) 
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where V Ek is the gradient of the energy function, Hk is the LBFGS approximation 
of the inverse of the Hessian of the energy function as described in (Liu and Nocedal, 
1989), and a.k is an appropriately selected step-length satisfying the so-called Wolf 
conditions (Liu and Nocedal, 1989). 
As pointed out in (Liu and Nocedal, 1989), the choice of H0 influences the behavior 
of the algorithm. When the diagonal entries of the Hessian are all positive, it is 
recommended to let H0 be a diagonal matrix with the diagonal entries of the inverse 
of the Hessian . Given that in our problem the diagonal entries of the Hessian are 
sometimes negative, we use the identity matrix as the initial H0 . We use the line 
search described in (Xie and Schlick, 2002). 
To avoid moving away from a local minimum that is in the vicinity of the initial 
configuration, we avoid big rotational moves in the iterations of the algorithm. In 
the initial configuration there may be clashes between the ligand and the receptor 
and the energy and its gradient may be very high; As a result it is possible that 
at the first step the algorithm may suggest a big rotational move. In such cases, 
we scale the diagonal elements of the initial Hessian approximation corresponding to 
the rotational parameters to avoid big rotational moves. At subsequent steps, if the 
algorithm suggests making a big rotational move, we re-initialize the Hessian to the 
identity matrix and restart LBFGS. 
Figure 3·1 (a) & (b) give a schematic of our parametrization approach. The local 
optimization is performed on the tangent space. Figure 3·1(a) shows the evolution 
of the optimization algorithm on the tangent space until a local minimum is reached. 
The solution is then mapped to the manifold of rigid body transformations. Figure 
3·1(b) shows the evolution of the optimization algorithm in terms of the movement of 
the ligand. The ligand is shown by a small sphere with an attached coordinate frame 
that shows its orientation. Translational moves can be seen by the movement of the 
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center of the sphere and rotational moves by the rotation of the coordinate frame. 
b 
Figure 3·1: (a) The sphere represents the S0(3) x IR3 manifold and the plane repre-
sents the tangent space at the identity. The dots on the tangent space correspond to 
optimization steps and the position of each dot corresponds to the first two coordi-
nates of the exponential map parametrization at the identity. The position of local 
optimization algorithm on the tangent space after every ten steps is shown by a color 
dot. Colors correspond to the energy value at that step of the optimization. Red 
represents high energy and blue represents low energy. Each step of the optimization 
is connected by a line to the next step. (b) Each sphere represents the center of mass 
of the ligand at every ten step of the optimization of the 1AY7 complex. The color 
codes are the same as in (a). The axes connected to each sphere show the rotational 
axes of the ligand at that step of the optimization. 
Figure 3·2 presents the configuration of the receptor and ligand for the complex 
1AY7 before and after the application of the local minimization minimization. 
3.3 Results and Discussions 
In this section we describe the experimental setup and results from the application of 
the proposed manifold optimization algorithm to protein-protein docking and protein-
small molecule docking. We compare the performance of the manifold optimization 
31 
b 
Figure 3·2: 1AY7 complex before rigid body minimization, the coordinate axes is 
centered at the center of rotation. b) 1AY7 complex after rigid body minimization, 
the axes rotate and translate with the ligand and sit in a new place. 
algorithm with the optimization algorithms currently being used. Our comparison is 
based on the quality of solutions generated and the computational efficiency of the 
algorithms. The results show that the quality of solutions produced by the manifold 
optimization algorithm is equal or slightly better than the alternatives tested but its 
computational efficiency is significantly superior to them. 
3.3.1 Application to protein-protein docking 
As mentioned in the introduction, the first application of the new method is to the off-
grid minimization of structures generated by the PIPER docking program (Kozakov 
et al., 2006). Currently, the rigid body minimization option of the CHARMM package 
is used for this purpose. Therefore, we compare the proposed manifold optimization 
with the rigid body minimization option of the CHARMM package. 
The results reported here are based on the application of the two algorithms to 9 
enzyme-inhibitor, 6 antigen-antibody, and 4 other complexes selected from the protein 
docking benchmark set (Hwang et al., 2008). In each case the unbound structures 
of the component proteins of the complex were downloaded from the Protein Data 
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Bank (Berman et al., 2000). These structures were docked using PIPER. Then, for 
each protein pair, the 1500 lowest energy structures were refined by minimizing their 
CHARMM energy using the rigid body minimization option of the CHARMM and 
the proposed manifold optimization algorithm. We compare the two algorithms based 
on the quality of solutions they generate and their computational efficiency. 
As discussed earlier, in our algorithm we have the flexibility of selecting a center of 
rotation for rigid body transformation. We examined two different centers of rotation: 
(i) the center of mass of the ligand and (ii) the center of mass of the contact residue 
interfaces of the ligand. The contact residue interface of the ligand is defined as the 
residues of the ligand which have at least one atom within 10 A of an atom of the 
receptor. Our experiments showed that option (ii) produced better results. These 
results are reported in what follows. 
For the quality of the solutions, we consider the ensemble of 1500 solutions pro-
duced for each protein pair. The solutions where the local minima found by the two 
algorithms are within 0.01 A RMSD distance of each other, or when the difference 
between the energies of the solutions found are less than 0.01 kcall are considered as 
mo 
ties. If the local minimum found by one of the algorithms is further than 10 A from 
the initial conformation, the solution is considered as a failure, as we expect to find 
some local minimum within a 10 A RMSD range of the initial conformation. The 
cases where both algorithms fail and there is no basis for comparison are removed 
from those reported. In all other cases, the quality of the solution of one algorithm 
relative to the other is considered as superior if it has a lower energy (by more than 
0.01 ~~f). For each complex, the number of cases where one algorithm was found to 
be superior to the other as well as the number of ties are reported in 4.2. 
As for the measure of computational efficiency of each algorithm, we have selected 
the number of energy function evaluations needed to converge to a local minimum. 
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Given that energy function evaluations are the most costly operations, the number of 
energy evaluations is used as a measure of run time efficiency of the algorithm. Since 
the same energy function is used for both algorithms, the number of energy function 
evaluations is a fair comparison between runtime of the two algorithms. 
Results for the comparison of the two algorithms with center of rotation as the 
center of mass of the contact residue interfaces is in Table 3.1. Each complex is 
identified by its 4-letter PDB (Berman et al., 2000) code in the first column of the 
table. The second column identified the type of the complex (E: Enzyme-inhibitor, A: 
Antigen-antibody, and 0: Other). The third column gives the number of conforma-
tions in which CHARMM (denoted by CH) converged to a local minimum with lower 
energy that one produced by the manifold optimization algorithm (denoted by MO). 
The fourth column presents the number of cases in which the manifold optimization 
algorithm was superior to CHARMM and the fifth column gives the number of cases 
where the two algorithms performed similarly. The sixth column gives the average 
number of energy function evaluations in CHARMM and finally the last column is 
the average number of energy function evaluations of the manifold optimization al-
gorithm. 
Based on the results reported in Table 3.1, it can be seen that our proposed 
algorithms has a better performance based on the quality of solution criterion, but 
more importantly, it is on the average about 7.4 times faster than CHARMM. 
3.3.2 Application to protein mapping 
Our second application of the manifold optimization algorithm is to protein-small 
molecule docking to be used as a complement our protein mapping program FTMap 
(Brenke et al., 2009). Mapping places molecular probes-small organic molecules that 
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Table 3.1: Comparison of the quality of solutions & computational efficiency of man-
ifold optimization (MO) with CHARMM rigid body minimization (CH). 
vary in size and shape-on a dense grid around the protein to identify potentially 
favorable binding positions. Similarly to PIPER, for each probe type the first step 
of FTMap is global sampling of the 6 dimensional space using the FFT correlation 
approach. In the current version the docked structures generated by this calculation 
are minimized off-grid using the CHARMM potential and an all-atom minimization. 
We therefore compare the proposed manifold optimization with this all atom mini-
mization. 
To compare the two algorithms 13 protein structures, shown in Table 3.2, were se-
lected from the Protein Data Bank (Berman et al. , 2000). All ligand and bound water 
molecules were removed prior to mapping. 16 small organic molecules (ethanol, iso-
propanol, isobutanol, acetone, acetaldehyde,dimethyl ether, cyclohexane, ethane, ace-
tonitrile, urea, methylamine, phenol, benzaldehyde, benzene, acetamide and ndimethyl-
formamide) are used as probes. For each target FTMap performs a grid search using 
the Fast Fourier Transform(FFT) correlation approach to find the low energy docked 
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positions of the probes. Each complex is evaluated using an energy expression that 
includes van der Waals and electrostatic interaction energy terms as well as solvation 
effects (Brenke et al., 2009). In the current version of FTMap, the 2000 most favorable 
docked positions of each probe are then energy-minimized using the CHARMM force 
field and a all-atomic minimization. During this minimization the probe molecules 
are considered fully flexible, but the atoms of the receptor protein are taken as fixed. 
Similarly to the protein docking case we compare the two off-grid minimization 
algorithms based on the quality of their solutions and their computational efficiency. 
The cases where the local minima found by the two algorithms are within 0.05 A 
RMSD distance of each other or their energy differences are less than 0.01 kcall are 
mo 
considered ties. For the manifold optimization algorithm selecting the center of rota-
tion as the center of mass of the ligand produced better results and these results are 
reported. 
The results for the comparison of the two algorithms are presented in Table 3.2. 
Complexes are identified by their 4-letter PDB (Berman et al., 2000) code in the first 
column of the table. The second column gives the number of conformations in which 
all-atomic minimization (denoted by AA) converged to a local minimum with lower 
energy. The third column presents the number of cases in which manifold optimization 
produced a better result. The forth column gives the number of ties between the two 
algorithms. The fifth column is the average number of energy function evaluation 
in all-atomic and finally the last column is the average number of energy function 
evaluations by the manifold optimization algorithm. As can be seen, the quality of 
the solutions of the two algorithms are similar with slightly lower performance by the 
manifold optimization algorithm, while the manifold optimization algorithm is 6.8 
times faster than the all-atomic minimization algorithm. 
It is worth noting that of the two 16 probes considered, 5 probes are not fully 
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rigid as they have a rotatable OH bond. We removed these probes from the set and 
rerun the two algorithms. Results are reported in Table 3.4. As expected the quality 
of the solutions of the manifold optimization algorithm relative to the all-atomic 
optimization improved significantly. 
Table 3.2: Comparison of the quality of solutions & computational efficiency of man-
ifold optimization (MO) against all-atomic minimization (AA) for all probes. 
Here we give another comparison between the two optimization algorithms based on 
the hot spots they identify. The goal of FTMAP (Brenke et al., 2009) is to find 
the hot spot on the receptor, namely the positions which attracts the probes after 
minimization. To compare the two algorithms based on this criterion we discretize 
the space by considering a grid of cell size 0.8 A. We assign each atom of a probe 
after minimization to a grid point that is closest to it and compute the total number 
of atoms assigned to each grid point by each algorithm. This leads to two grid-size 
vectors of integers. 
We consider two different measures to evaluate the similarity of these two vectors 
that reflect the similarity of hot spots identified by the two algorithms. We calculate 
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the norm of the difference of these two vectors and normalize it by dividing the 
difference it by the norm of the vector of all-atomic minimization. The second measure 
is the correlation between the two vectors. The results are presented in Table 3.3 
which demonstrate the results based on the probes. The results indicate that the 
performance of the two algorithms as far as identifying hot spots are concerned are 
very similar. 
Table 3.3: Comparison of the density of solutions of manifold optimization (MO) 
with all-atomic optimization (AA). The results are shown for each probe. 
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Table 3.4: Comparison of the quality of solutions & computational efficiency of man-
ifold optimization (MO) against all-atomic minimization (AA) for selected probes 
(those without the OH rotatable bond). 
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Chapter 4 
Flexible Protein-Ligand Docking using 
Manifold Optimization 
4.1 Introduction 
In this chapter, we extend our manifold optimization approach to flexible protein-
ligand docking by allowing for some ligand and receptor flexibility. We represent 
these flexibilities using the internal coordinates of the ligand and receptor (Jain et al., 
1993) , (Schwieters and Clore, 2001), and combine the internal coordinate representa-
tion with our manifold representation of the rigid moves of the ligand with respect to 
the receptor. We show that the resulting overall search space is also a manifold for 
which geodesics can be efficiently computed and approximated, and thus our mani-
fold optimization method developed for rigid docking can be extended to problems 
of finding the relative spatial orientation of two molecules with internal degrees of 
freedom. 
Although our combined method is very general and applies a broad range of 
problems such as the efficient docking of two multi-domain proteins that have flexible 
hinges linking domains that can be considered rigid, we focus on docking small ligands 
to proteins. The method is applied to three problems of increasing complexity. First 
we dock fragment-size ligands with a single rotatable bond as part of a protein map-
ping method developed for the identification of binding hot spots. Second, we consider 
docking flexible ligands to rigid protein receptors, an approach most frequently used 
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in structure-based drug discovery. In the third problem we account for flexibility in 
both the ligands and the receptors. Results show that energy minimization using our 
manifold optimization algorithm is substantially more efficient than energy minimiza-
tion using a traditional all-atom optimization algorithm while producing solutions of 
comparable quality. Furthermore, we present a detailed comparison of the traditional 
all-atom and of the manifold-based optimization algorithms. 
4. 2 Materials and Methods 
To avoid cumbersome notation and to simplify the discussion, in what follows, we 
limit the internal flexibilities of the ligand to torsional moves along rotatable bonds. 
We explicitly identify the manifold of the conformational space in this context. This 
manifold can be viewed as combining internal coordinates of the ligand with the rigid 
motion of the entire ligand with respect to a reference coordinate frame. Next , we 
specify our local optimization algorithm. This algorithm uses a local parameterization 
of the manifold involving exponential maps, similarly to the algorithm we have de-
veloped for rigid docking.(Mirzaei et al., 2012a) As emphasized below, our particular 
formulation of rigid motions of the ligand makes the computation of this exponential 
parameterization possible. 
4.2.1 Ligand flexibility and representation 
We assume that the ligand is composed of a set of rigid clusters, i.e., arbitrary sets of 
atoms that may be grouped as rigid bodies. In the case of docking small ligands such 
clusters can be formed by chemical groups in which the atoms move very little relative 
to each other, e.g., in phenyl or naphthalene groups (see Figure 4·1). However, 
in protein-protein docking individual domains, connected by flexible hinges, may 
be frequently represented as rigid clusters , and hence we will refer to the bonds 
connecting rigid clusters as hinges.(Jain et al. , 1993) ,(Schwieters and Clore, 2001) 
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Figure 4·1: a) The atoms of the ligand of 2FJP complex decomposed into rigid 
clusters; each cluster is colored differently and a number is assigned to it. b) The tree 
structure of the corresponding rigid decomposition. Two rigid clusters are connected 
if there is a covalent bond between the corresponding clusters in the molecule. 
In general, freely rotating and translating clusters will have six degrees of freedom; 
however, as a first approximation, it is reasonable to assume that bond lengths and 
bond angles do not change significantly upon binding and can be initially assumed 
fixed (see, e.g., (MacKerel Jr. et al., 1998), (Meiler and Baker, 2006)). By fixing bond 
lengths and bond angles, the only internal flexibilities of the ligand are torsional moves 
about rotatable bonds. A bond for which only changes in the torsional angle are 
permitted is modeled as a one degree-of-freedom rotational hinge. Following (Morris 
et al., 2009),(Jain et al., 1993), (Schwieters and Clore, 2001),(Mirzaei et al., 2014), 
we use a torsion tree to represent the rigid and rotatable parts of the ligand. 
4.2.2 Tree topology model 
We form a topology graph G = (V, E) of the ligand such that each node of the graph 
corresponds to a rigid cluster of the molecule. Two nodes are connected by an edge if 
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and only if there is a rotatable covalent bond between the corresponding rigid clusters 
in the molecule. We assume that the resulting graph does not have any cycles and is 
a connected graph; in other words , it is a tree. We select one particular node/cluster 
of the tree as the root cluster. Once the root cluster is selected, the parent of each 
node in the tree is uniquely and completely determined. For example, in Figure 4·1, 
cluster 1 is chosen as the root cluster; cluster 1 is the parent of clusters 4 and 5 and 
2, cluster 4 is the parent of cluster 6, and cluster 2 is the parent of cluster 3. Each 
hinge is defined between a pair of parent-child clusters and connects an atom in the 
parent cluster to an atom in the child cluster. As shown in Figure 4·2, we assign a 
coordinate frame , that is initially parallel to a fixed reference coordinate frame, to 
each hinge. The center of the coordinate frame is the end atom of the hinge in the 
corresponding child cluster. The motion of hinges is characterized by the motion of 
these frames with respect to the reference coordinate frame. 
4.2.3 General equation for the ligand displacement 
We use the following notations: 
• R denotes a rotation matrix and t denotes a translation vector for the whole 
ligand. 
• 0 denotes the center of mass of the ligand. 
• We denote atoms in cluster A having mA atoms as (A, 0), · · · , (A, mA - 1) 
and their Cartesian coordinates with respect to the fixed reference frame as 
• Let hinge k, denoted by hk, be the hinge between parent cluster A and child 
cluster B . Assume hinge k is between atoms QA,a~~: E A and QB ,o E B . 
- Ok = QB,o is the center of coordinate frame corresponding to hinge k. 
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Figure 4·2: Illustration of the tree model of a molecule. The black lines represent 
hinges between parent/child clusters. For each hinge, we attach a coordinate frame 
to its child cluster. For example, hinge 3 is between atom q2,6 from cluster 2 and 
atom q3,0 from cluster 3. Cluster 2 is the parent of cluster 3 and there is a coordinate 
frame corresponding to hinge 3 attached to cluster 3. The center of the coordinate 
frame is atom q3,0 which is the end atom of hinge 3. 
uk is the unit vector in the direction QB ,o- QA,ak· 
ek is the torsion angle around hinge k . 
Rk is the rotation matrix corresponding to ek torsion rotation around hinge 
k . 
We recall that if an axis-angle parametrization is used to describe a rotation, say 
unit vector u = (u1 , u2 , u3 ) and rotation parameter e, then the rotation matrix of the 
corresponding rotation is given by 
R = eB[u] 
where 
[u] = [ ~3 
-u2 
-u3 
0 
' 
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Therefore, with the notation introduced above, we have 
( 4.1) 
A rotation around hinge k would move the atoms in cluster A if and only if hinge 
k appears on the path from cluster A to the root cluster. To find the position of 
atom (A, i) E A after hinge rotations, we need to first find the path from cluster A 
to the root cluster. Let P = {hp, .. , h0 } be the hinges on the path from cluster A to 
the root cluster , listed in the order they appear on the path. We can apply hinge 
rotations in different order: for example, we can apply them in the order that they 
appear on path P or in the reverse order of their position on path P . To compute 
the gradient of the energy function with respect to torsional parameters, it is most 
advantageous to apply the hinge rotations in the order that they appear on path P. 
While this assertion is not surprising, we discuss the mathematical consequences of 
following the path and provide an example to show that any alternative strategy leads 
to complications (also, see, e.g., (Jain et al., 1993)). 
Assume that QA,i denotes the Euclidean coordinates of atom i in cluster A with 
respect to the fixed reference frame; then, after rotation with rotation matrix Rh,., 
we have 
where qA_~'f is the new position of atom i in cluster A and Oh,., as mentioned before, 
is the center of the coordinate frame assigned to hinge hk. If we apply torsional 
rotations on the path from cluster A to the root cluster, then the new position of 
atom i in cluster A would be 
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The closed form formula for qJ,.~'f, which can be easily verified by induction on the 
length of the path, is as follows: 
After applying the internal motions of the ligand, we also need to rotate and 
translate the ligand as a rigid body. Recall that R and t represent, respectively, a 
rotation and a translation of the whole ligand. 
We use our formulation of rigid body motion introduced in (Mirzaei et al., 2012a), 
(Mirzaei et al., 2012b) and described in the previous chapter for this purpose. In this 
formulation of rigid body motion, we allow the user to choose a center of rotation. 
Let p denote this center of rotation ( t and p are defined with respect to the fixed 
reference frame). Then, the rigid motion of the atoms of the ligand corresponding to 
R, t, and p, is defined as follows. Let q denote the three dimensional coordinates of 
an atom of the ligand with respect to the fixed reference frame. Then, after the rigid 
motion, the new coordinates of this atom is given by 
R(q-p)+p+t. 
Furthermore, with this rigid motion, the center of rotation, p, also moves to a new 
center of rotation given by p + t; in other words, it is translated by t. In words, 
instead of rotating atoms of the ligand with respect to a fixed center of rotation, as is 
the case in rigid body motions represented by the manifold SE(3), we rotate atoms 
of the ligand with respect to a moving center of rotation that keeps a fixed relative 
distance to the atoms of the ligand. Thus, in what follows, we select the center of 
rotation to be the center of mass of the ligand. After a rigid body move, the new 
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position of (A, i) atom, namely q'A~r, will be 
q~~r = R(qA,i - o) + o + t. 
4.2.4 The order of selecting rotations in ligand displacement 
As has been noted in the literature, the order of selecting rotations has an impact on 
the efficiency of computations.(Jain et al. , 1993),(Schwieters and Clore, 2001) We use 
an example to illustrate this issue in the context of local optimization. In Figure 4·2 
t he path from cluster 3 to the root cluster is P = {3, 2}. Let q3,i be the coordinates of 
an atom in cluster 3. If we move along path P we first rotate hinge 3 and then rotate 
hinge 2. By rotation around hinge 3, we will not touch atoms (2, 0) and (1, 0) which 
are the atoms corresponding to hinge 2. Therefore, the axis of rotation corresponding 
to hinge 2 would be q 2,0 -q1,0 . The new position of atom (3, i) can be easily calculated 
as follows: 
On the other hand, if we move in the reverse order along path P and move the 
atoms in cluster 3 by first rotating hinge 2, we would move atoms (2, 6) and (3 , 0) 
which are the two ends of hinge 3. As a result , t he axis of rotation corresponding 
to hinge 3 is no longer u2 = q3,0 - Q2,6 ; it is R2(Q3,o- Q2,6); therefore, the rotation 
matrix corresponding to a rotation about hinge 3 would be e03R 2 [u 2 ], which is no 
longer a function of ()3 only; in fact, in general, it is a function of all previous hinge 
rotations along the path. By contrast , when we move from the cluster to the root , 
each rotation matrix Ri corresponding to ()i rotation about hinge i is only a function 
of ()i · 
For local minimization of the energy function, we need to calculate the gradient of 
the Cartesian coordinates of atoms with respect to torsional rotation parameters. By 
selecting to move on the path from the cluster towards the root , the energy functions 
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will have a simpler form and the gradients can be more easily computed. 
4.2.5 The manifold of conformational space: S0(3) x IR3 x Td 
As stated in the previous chapter, the manifold of the conformational space corre-
sponding to our representation of rigid-body is S0(3) x IR3 . To specify the man-
ifold associated with torsional flexibilities, assume that the ligand has d rotatable 
bonds/hinges and let ei be the rotational parameter associated with the ith hinge. 
Allowing 8/s to be any real number, 8 = (81 , · · · , Bd) E JRd represents an internal 
ligand motion. On the other hand, for any two e and B' such that 
i1 , · · · , id integers, 
they represent the same torsional motion of the ligand. The above relationship de-
fines an equivalence relation on !Rd. The quotient space of JRd with respect to this 
equivalence relation is a so-called d-dimensional torus manifold 
d times 
See, e.g., (Selig, 2005), section 3.2. The conformational space of the overall movements 
of the ligand including rigid and internal motions is, therefore, given by the direct 
product of S0(3) x IR3 and Td. Thus, as in the case of rigid body optimization 
considered in (Mirzaei et al., 2012b), the search space of the optimization is a direct 
product manifold whose geodesics and exponential coordinates, as we show in the 
next section, are easy to compute. As a result, the basic local optimization approach 
of the previous chpater (see also, (Mirzaei et al., 2012b)) can be adopted in this case 
as well. 
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4.2.6 Local optimization algorithm 
We use a local parameterization of the conformational space 50(3) x JR3 x Td us-
ing the exponential map defined on the tangent space of the manifold at (I , 0, 0) . 
Our motivation for using a local parameterization is to be able to take full advan-
tage of the well-developed Euclidean optimization algorithms. Furthermore, local 
parameterization based on the exponential map is particularly well-suited for the lo-
cal optimization we consider because, in the vicinity of (I, 0, 0), lines on the tangent 
space are mapped onto geodesics on the manifold; therefore, line search on the tangent 
space corresponds to moving along geodesics on the manifold. 
4.2. 7 Exponential parameterization of 50(3) x JR3 x Td 
Given that the manifold of the conformational space is a direct product of its compo-
nent manifolds, the geodesics of the product manifold is the product of geodesics of 
the factor manifolds , and the exponential map on the product manifold is the product 
of the exponential maps on the factor manifolds. This fact simplifies the computat ion 
of the exponential map. (For a brief review of product Riemannian manifolds and 
optimization on them, see, e.g., (Ma et al., 2001), Appendix A). JR3 is a trivial man-
ifold and its exponential map is the identify function of JR3 ; the exponential map on 
Td is the product of exponential maps defined for each coordinate, defined on lR and 
given by exp(Bi) = (cos(Bi), sin(Bi)) and the detailed description of the exponential 
map on 50(3) could be found in chapter 2. 
4.2.8 Gradient of the energy function 
Consider the exponential coordinate parameterization of 50(3) x JR3 x Td described 
above, and let (w, t , B) E JR6+d be a point in t he tangent space of 50(3) x JR3 x Td 
at (I , 0, 0) , where w = (w1 , w2, w3), t = (t1 , t2, t3), and (} = (B1 , · · · , Bd) represents 
the orientation, translation, and torsional parameters, respectively. Then, the energy 
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function can be viewed as a function of (w, t , e). Assume that the ligand consists of m 
atoms and q =(qt.··· , Qrn) is the initial position of the ligand, where q i =(xi , Yi , zi), 
i = 1, · · · , m, and let v represent one of the scalar components of (w , t , e) , namely, 
one of Wj, j = 1, 2, 3, Or tj, j = 1, 2, 3, or e j, j = 1, · · · d; then, the derivative of the 
energy function with respect to v can be written as: 
The terms ~~, ~! ~~ are easy to compute; see, e.g. , (Brooks et al., 1983). We provide 
details for computing ax; By; and Bz; . 
av' av av 
Assume q0 is the initial position of an arbitrary atom of the ligand, q' = ( x' , y' , z') 
is the position of the atom after internal torsional rotations and q = ( x, y, z) the 
position of the atom after the rotation and translation of the whole molecule as a rigid 
body. (All positions are with respect to a fixed reference frame). Here we provide 
formulas for computing ~~' ~~ and ~~ where vis a scalar component of (w, t , e) . 
Assume that the atom is member of a cluster and that hp , · · · , h0 are the hinges 
on the path from the cluster to the root cluster. Using the notation introduced in 
this chapter, we have 
and 
q = R(q'- 0) + 0 + t. 
In chapter 2 we provide the formula for calculating the partial derivative with 
respect to the rotational and translational parameters. The partial derivatives with 
respect to: 
(1) torsional parameters: el, ... ' ed. 
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Fori= 1, · · · , d we clearly have 
If hi is not a hinge on path P = { hp , · · · , h0} then 
8q' 
aei = o. 
If hi is a hinge on path P = {hp, · · · , h0 }, then 
c D 
and we have 
aq' ac aD 
aei = R( aei + aei ), 
where 
For rotational matrix corresponding to the torsional rotation about hinge hi, 
we have 
4.2.9 The optimization algorithm 
Given the exponential map parameterization, our energy minimization problem is 
defined on the (6 +d)-dimensional Euclidean space JR(6+d). From among the many 
deterministic algorithms available to solve local minimization problems on a Euclidean 
space, we have selected the limited memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS) 
method (Liu and Nocedal, 1989), quasi-Newton type approach. In our parameter-
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Figure 4·3: a) Structure of the cyclin-dependent kinase CDK2 with a small molec-
ular inhibitor (PDB ID 2G9X) before minimization. b) The 2G9X complex after 
minimization. 
ization, the gradient and the Hessian of the energy function with respect to the 
parameters of optimization can be explicitly calculated. 
Figure 4·3 shows the position of a ligand for the receptor-ligand complex 2G9X 
before and after minimization. 
4.3 Results and Discussions 
In this section we provide three sets of experimental results from the application of our 
manifold optimization algorithm to protein-small molecule docking. The results are 
reported in increasing order of fiexibilities considered. We compare the performance 
of the manifold optimization algorithm with all-atomic optimization, the commonly 
used algorithm for protein-small molecule docking. The overall conclusion from these 
results is that in all cases the overall quality of solutions produced by the manifold 
optimization algorithm is equal or better than that of all-atomic optimization while its 
computational efficiency is superior to that of all-atomic optimization. Furthermore, 
in a separate section, we compare the behavior of the two algorithms in some detail 
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and draw conclusions that provide valuable insight about their performance. 
4.3.1 Application to protein mapping 
In the first set of experiments we apply the proposed manifold optimization algorithm 
to protein-small molecule docking in the context of the protein mapping program 
FTMap developed by our group.(Brenke et al., 2009) The objective of mapping is to 
identify potentially favorable binding sites of the protein called hot spots. The FTMap 
mapping algorithm places molecular probes, small organic molecules that vary in size 
and shape, on a dense grid around the protein and finds favorable positions of the 
probes using empirical free energy functions. For each probe type, the first step of 
FTMap consists of global sampling of the 6d space of translations and rotations of 
the probe using a Fast Fourier Transform (FFT) correlation approach. In the next 
step, FTMap performs an off-grid local minimization of the docked structures. The 
resulting structures are then clustered and the consensus clusters formed by clusters 
of several probes are identified as hot spots of the protein. In the current version 
of FTMap, the off-grid local minimization step is implemented using the CHARMM 
(Brooks et al., 1983) potential and all-atomic minimization. In our experiments we 
compare the performance of all-atomic ( AA) minimization and our manifold opti-
mization (MO) algorithm for off-grid local minimization of the probes. 
Of the 16 probes considered in FTMAP, 10 probes have no rotatable bonds and 
are fully rigid whereas the other 6 are flexible, each having a single C-0 rotatable 
bond allowing for the rotation of the H atom of an OH group. We have reported the 
results of the comparison of our rigid-body manifold optimization algorithm with all-
atomic optimization for the rigid probes (Mirzaei et al., 2012a). Here, we compare our 
flexible manifold optimization (MO) algorithm with all-atomic minimization based on 
the remaining 6 flexible probes. The flexibility of these probes are captured by a single 
torsional angle. 
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To compare the two algorithms, 14 protein structures were selected from the 
Protein Data Bank (PDB);(Berman et al., 2000) seven of these proteins have been 
the subject of a recent hot spot study in our group.(Hall et al., 2012) All ligand and 
bound water molecules were removed prior to mapping. Each complex is evaluated 
using an energy expression that includes van der Waals and electrostatic interaction 
energy terms as well as solvation effects. In the current version of FTMap, the 
2000 most favorable docked positions of each probe are energy-minimized using the 
CHARMM force field and all-atomic minimization. During this minimization the 
probe molecules are considered fully flexible , but the atoms of the receptor protein 
are taken as fixed. 
We compare the two minimization algorithms based on the quality of their so-
lutions and their computational efficiency as follows. Those cases where the local 
minima found by the two algorithms are within 0.05 A RMSD distance of each other 
or their energy differences are less than 0.01 ~~f are considered ties. In all other cases, 
the quality of the solution of one algorithm relative to the other is considered superior 
if it has a lower energy. We have selected the number of energy function evaluations 
needed to converge to a local minimum as the measure of computational efficiency of 
each algorithm. Given that energy function evaluations are the most costly opera-
tions and the same energy function is used for both algorithms, the number of energy 
function evaluations is a fair and appropriate basis for comparing the runtime of the 
two algorithms. 
As the convergence rate of all-atomic minimization is low, we stop the algorithm 
after a maximum of 500 energy function evaluations. Also, to obtain a more reliable 
energy value for flexible manifold optimization, we relax the bond lengths and bond 
angles of the conformations after manifold minimization by performing 20 steps of 
all-atomic minimization. 
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The results of the comparison of the two algorithms based on the six flexible 
probes are reported in Table 4.1. Note that for each protein, the comparison is based 
on about 12,000 cases of local minimization. Proteins are identified by their 4-letter 
PDB code(Berman et al., 2000) in the first column of the table. The second column 
gives the number of ties between the two algorithms. The third column is the number 
of conformations for which manifold optimization (MO) converged to a local minimum 
with a lower energy. The fourth column is the number of conformations for which 
all-atomic minimization produced a better result. The fifth column is the average 
number of energy function evaluations of manifold optimization and the last column 
is the average number of energy function evaluations of all-atomic minimization. 
As can be seen from the table, the quality of the solutions of the manifold optimiza-
tion algorithm is better than all-atomic optimization, while the manifold optimization 
algorithm is 5.1 times faster than the all-atomic minimization algorithm. 
Table 4.1: Comparison of the quality of solutions & computational efficiency of man-
ifold optimization (MO) with all-atomic minimization (AA) for flexible probes. 
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4.3.2 Application to protein-small molecule docking 
In our second and third set of experiments, by comparison with the first set, the 
number of rotatable bonds are substantially increased, and, in the third set of ex-
periments, we also allow movement of some of the side chains on the interface of the 
receptor. It is important to highlight the fact that the search space of our manifold 
optimization does not include adjustments to bond lengths and bond angles of the 
ligand while these fiexibilities are included in all-atomic optimization. Therefore, to 
make the comparison of the two algorithms more meaningful, after the completion 
of our manifold optimization we apply a fixed number of relaxation steps using all-
atomic optimization. To compare the performance of the two algorithms we include 
these additional all-atomic optimization steps in assessing the computational cost of 
our manifold optimization. 
The small molecule ligands we consider have been the subject of a study of our 
group in the context of Fragment Based Drug Design (FBDD).(Hall et al., 2012) They 
are presented in Figure 4·4. The number of rotatable bonds of these ligands varies 
between 6 and 13. 
In each case, unbound structures of the components of the complex, selected from 
the Protein Data Bank (Berman et al., 2000), were docked using the docking program 
AutoDock.(Morris et al., 2009) For each complex, 150 structures with the lowest scores 
were selected and they were refined by minimizing their CHARMM (Brooks et al., 
1983) energy using all-atomic minimization and our manifold optimization algorithm; 
we used 250 relaxation steps (using all-atomic minimization) after the completion of 
our manifold optimization. In the case of all-atomic minimization, due to the low 
rate of convergence rate, we selected a cap of the 1000 minimization steps after which 
the algorithm was stopped. 
The two algorithms are compared based on 1200 test cases. As in the case of our 
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Figure 4·4: Small molecule ligands used in the second and third set of experiments. 
The number of rotatable bonds of each ligand is shown by d. 
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protein mapping experiments, we compare the two off-grid minimization algorithms 
based on the quality of their solutions and their computational efficiency. The results 
of the comparison are shown in Table 4.2. Each protein is specified by its 4-letter PDB 
code in the first column of the table. The second column identifies the ligand of the 
complex. The third column reports the number of ties between the two algorithms. 
The fourth column is the number of conformations in which manifold optimization 
(MO) converged to a local minimum with a lower energy. The fifth column is the 
number of conformations for which all-atomic minimization produced a better result . 
The sixth column is the average number of energy function evaluations of the mani-
fold optimization algorithm and the seventh column represents that average for the 
all-atomic optimization algorithm. Based on these results, it can be seen that the 
manifold optimization algorithm has a slightly better performance based on the qual-
ity of solution criterion, however, it is on the average 2.8 times faster than all-atomic 
minimization. 
c1ency 
Table 4.2: Comparison of the quality of solutions and computational efficiency of 
manifold optimization (MO) with all-atomic minimization (AA) for protein-small 
molecule test cases. 
Figure 4·5 provides a more refined comparison between the two algorithms based 
on the minimum energy values they find. The frequency graph gives the overall 
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number of cases (across all ligands) where the difference between the minimum energy 
that each algorithm finds falls within a specified range. The heatmap plot in Figure 
4·5 is a graphical representation of the difference between minimum energies for each 
ligand. The overall conclusion from Figure 4·5 is that the minimum energies that 
the two algorithms find are overall close to each other, i.e., the two algorithms locate 
minimum conformations with comparable energies. 
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Figure 4·5: Bar diagram and heatmap plots of the energy differences between the final 
conformations of all-atomic minimization (AA) and manifold optimization (MO) for 
protein-small molecule test cases. 
Finally, we take a closer look at the two phases of manifold optimization: the ac-
tual manifold optimization phase and the relaxation phase. Recall that in computing 
the computational cost of the manifold optimization algorithm, we have taken the 
cost of both phases into account. The average cost of manifold optimization phase 
across all ligands is about 113 function evaluations; the cost of relaxation phase, on 
the other hand, is more than twice that, namely 250 function evaluations. 
Table 4.3 gives the average amount of movement for each phase in terms of the 
RMSD between the structures at the start and the completion of each phase. As can 
be seen, the bulk of the movement of the ligand (on average 1.86 A RMSD) takes 
10 
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place during manifold optimization; changes during the relaxation phase most likely 
correspond to bond length and angle adjustments that lower the energy of the complex 
but do not move the ligand significantly (on average 0.25 A RMSD). One implication 
of this observation is that in some applications, such as identifying hot spots, it may 
be possible to forego the relaxation phase since the manifold optimization phase may 
be sufficient to locate the hot spots. In such cases, manifold optimization may be 
an order of magnitude more efficient when compared to all-atomic optimization. We 
elaborate further on this issue in the section on the comparison of the behavior of 
manifold and all-atomic optimization algorithms. 
Table 4.3: Average change in RMSD during manifold optimization phase and the 
relaxation phase. 
4.3.3 Application to receptor with side chain flexibility 
The only difference between our third and second set of experiments is that we now 
allow adjustments to some of the side chains on the interface of the receptor. For 
each ligand, we consider side chains of the receptor that are within 5 A RMSD from 
the ligand, and for which the repulsive van der Waals between them and the rest 
of the complex is greater than 6 ~~f, as flexible/movable side chains. The manifold 
optimization search space in this case includes torsional rotations of the flexible side 
chains. 
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In the third set of experiments we perform 500 steps of all-atomic minimization 
during the relaxation phase of manifold optimization. For the all-atomic minimization 
algorithm, we put a cap of 1500 steps after which the algorithm is stopped. The 
results of the comparison of the two algorithms are shown in Table 4.4. The format 
of the table is the same as Table 4.3: Each complex is identified by its 4-letter PDB 
code in the first column of the table; the second column identifies the ligand of the 
complex; the third column gives the number of ties between the two algorithms; 
the fourth column is the number of conformations in which manifold optimization 
converged to a local minimum with lower energy; the fifth column is the number 
of conformations in which all-atomic minimization produced better result; the sixth 
and seventh columns report the average number of energy function evaluation for, 
respectively, the manifold and the all-atomic optimization algorithms. Table 4.4 shows 
that the manifold optimization algorithm produces slightly better results, based on 
the quality of solution criterion, however, on average it completes this task about 2.3 
times faster than the all-atomic minimization algorithm. 
Table 4.4: Comparison of the quality of solutions and computational efficiency of 
of manifold optimization (MO) with all-atomic minimization (AA) for protein-small 
molecule test cases with receptor side chain flexibility. 
Figure 4·6 provides a more refined comparison of the two algorithms based on 
the lowest energy they identify. The frequency graph gives the overall number of 
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cases (across all ligands) where the difference between the minimum energy that each 
algorithm finds falls within a specified range. The heatmap plot in Figure 4-6 is 
a graphical representation of the difference between the minimum energies for each 
ligand. The overall conclusion from Figure 4-6 is that the energies of the minimum 
conformations the two algorithms find are close to each other, i.e., the two algorithms 
locate minimum conformations with comparable energies. 
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Figure 4-6: Bar diagram and heatmap plots of the energy differences between the final 
conformations of all-atomic minimization (AA) and manifold optimization (MO) for 
protein-small molecule optimization with receptor side chain flexibility. 
Finally, Table 4.5 gives the average amount of movement for the manifold opti-
mization and relaxation phases of the manifold optimization algorithm in terms of 
the RMSD between the structures at the start and the completion of each phase. As 
in the second set of experiments, the bulk of the movement of the ligand (on average 
1.83 A RMSD) takes place during manifold optimization; the movement during the 
relaxation phase is smaller (on average 0.37 A RMSD). The average cost of the man-
ifold optimization algorithm across all ligands is about 150 function evaluations; the 
cost of relaxation phase, on the other hand, is more than three t imes that, namely 500 
function evaluations. In cases when we can forego the relaxation phase, the manifold 
10 
-5 
-10 
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optimization algorithm is an order of magnitude more efficient when compared to 
all-atomic optimization algorithm. 
Table 4.5: Average change in RMSD during manifold optimization phase and the 
relaxation phase for the third set of experiments. 
The overall conclusions from the third set of experiments are the same as those 
we arrived at in the second set of experiments: Manifold optimization and all-atomic 
optimization produce conformations that have comparable energies; however, man-
ifold optimization performs this task more efficiently. Furthermore, if we eliminate 
the relaxation phase of manifold optimization, justifiable in some projects, manifold 
optimization is an order of magnitude more efficient than all-atomic optimization. 
4.3.4 Comparing the behavior of the algorithms 
In this section we examine more closely the dynamics of the manifold and all-atomic 
optimization algorithms in order to gain a better understanding of their behavior. 
To this end, we plot (i) the energy of the intermediate conformations in the course 
of optimization as a function of the number of energy evaluations of each algorithm, 
and (ii) the amount of displacements (in RMSD) of the ligand relative to the ini-
tial conformation, again as a function of the number of energy evaluations of each 
algorithm. 
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In Figure 4· 7 and 4·10, the energy of the intermediate complex at each energy 
evaluation is plotted (on the vertical axis) against the number of energy evaluations 
(on the horizontal axis) for each optimization algorithm. The plots represent a single 
trajectory for each optimization algorithm. The trajectory of the manifold optimiza-
tion algorithm is represented by the red curve and that of the all-atomic optimization 
by the green curve. 
Recall that the manifold optimization algorithm has two phases of (a) a manifold 
optimization phase and (b) a relaxation phase implemented by all-atomic optimiza-
tion. It is easy to identify these two phases on the red trajectories for each ligand. 
As we have noted, and as is visible in Figure 4· 7 and 4·10, the manifold optimization 
phase is often completed within 100-200 energy evaluations. Figure 4·7 and 4·10 show 
that the energy of the resulting configuration is reduced further and significantly in 
the relaxation phase; the sharp drop of the energy in the early part of the relaxation 
phase suggests that this reduction is most likely achieved by a simple adjustment of 
the bond lengths and bond angles of the ligand, adjustments that were not within the 
search space of the manifold optimization algorithm. The rapid reduction of the en-
ergy in the early part of the all-atomic optimization algorithm (green curve) reinforces 
this conclusion. After this initial period, as can be seen, the all-atomic optimization 
algorithm reduces the energy in a significantly more gradual fashion. 
Figure 4·8 and 4·9 are the results of averaging 150 optimization trajectories for 
each ligand, each trajectory corresponding to an initial conformation obtained from 
AutoDock. Again, the red curve represents the manifold optimization algorithm and 
the green curve the all-atomic optimization. As can be seen, the same behavior that 
was observed in the single trajectory case in Figure 4· 7 and 4·10 is observable in the 
average case as well, suggesting that the conclusions we arrived at above are more 
broadly valid and that they have not been the artifact of a single non-representative 
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trajectory. 
We now turn to the question of the displacement of the ligand by the two opti-
mization algorithms. Figure 4·11 includes 8 graphs, one for each ligand. Each graph 
shows the displacements of the ligand after 50, 100, 150, 200, 400, 500, 750 and 1000 
steps of the all-atomic optimization algorithm. At each of these points, the box plot 
of the displacements of ligand, relative to its initial conformation, is plotted. The 
box plot is for 150 different optimization trajectories corresponding to different initial 
conformations and the displacements are measured in A RMSD. 
Figure 4·12 presents the same displacements for the manifold optimization algo-
rithm. Note that for the manifold optimization algorithm, displacements of the ligand 
are shown after 20, 40, 60, 80 and 100 steps of the algorithm. A comparison of the 
graphs for the two optimization algorithms shows that the manifold optimization al-
gorithm moves the ligand more rapidly towards a local minimum while the movement 
of the all-atomic optimization is more gradual. This pattern is observed across all lig-
ands and can only be attributed to the inherent difference between the behavior of the 
two algorithms: the significantly more rapid movement of the manifold optimization 
algorithm, possibly due to its lower dimensional search space, explains its superior 
computational efficiency to the slower moving all-atomic optimization algorithm. 
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Figure 4·11: The displacement ofthe ligand by t he all-atomic optimization algorithm. 
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Chapter 5 
Multi Stage Refinement Protocols for 
Macromolecular Docking 
Multi-stage protein docking approach has been implemented in several programs in-
cluding the successful and widely used docking protocol called RosettaDock (Gray 
et al. , 2003). RosettaDock employs two docking stages. In the first stage a Monte 
Carlo algorithm is used to globally search the orientation space with a low resolu-
tion protein model. In the second stage, Monte Carlo minimization is employed to 
simultaneously optimize rigid-body orientations and side chain positions using a high 
resolution protein model. 
Our group has develop a multi-stage refinement algorithm similar to RosettaDock 
that combines rigid-body FFT resampling with off-grid optimization. In the first 
stage, FFT is used to perform local resampling of regions of the orientation space 
that are identified in the initial FFT simulation. Then the resulting orientations are 
further refined by simultaneously optimizing rigid-body orientations and side-chain 
positions employing an atom based scoring function. 
5.1 Refinement Protocol for Protein-Protein Docking 
5.1.1 Rigid body docking and resampling with PIPER 
Docked conformations are generated using the ClusPro (Comeau et al. , 2004) server 
running the PIPER rigid-body docking algorithm. PIPER performs an exhaustive 
evaluation of the simplified energy function in a discretized 6 dimensional space which 
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corresponds to the rigid-body movement of one protein with respect to the other. 
The larger docking protein is considered the receptor, and its center of mass is fixed 
at the origin of the coordinate system. The other partner is considered the ligand 
and all its possible orientational and translational positions are evaluated at the 
given level of discretization. In PIPER the rotation set contains 70,000 uniformly 
distributed rotations which approximately corresponds to sampling at every 5 degrees 
in the space of Euler angles. As it has been discussed in (Kozakov et al., 2006), 
increasing the number of rotations generally improved the results and the number of 
rotation points was chosen as a compromise between performance and computational 
efficiency. The translational space is represented as a grid with 1.2 A cell size which 
corresponds to the displacements of the ligand center of mass with respect to the 
receptor's center of mass. For each rotation in the rotation set, one or several lowest 
energy translations for the given rotation arc reported. Finally, results from different 
rotations are collected. The scoring function in PIPER is the linear combination of 
terms representing shape complementarity, electrostatic, and desolvation. 
According to the above formulas , the shape complementarity term E shape accounts 
for both attractive and repulsive interactions to remove atomic overlaps. The more 
specific form of Eshape has been described in (Kozakov et al., 2006). The electrostatic 
term, E elec is given by a simplified generalized Born-type expression. The coefficients 
w 1 , w 2 , and w3 have been optimized for different types of complexes. In our refinement 
protocol, the generated conformations were sorted based on the total score and top 
500 were selected from different weight sets of the scoring function. 
In PIPER a greedy algorithm has been used to cluster the top score conforma-
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tions(Kozakov et al. , 2005) . The algorithm counts the number of neighbors for every 
structure and selects the structure with the largest number of neighbors within 9 A 
distance. This structure and all its neighbors form a cluster and the structure with 
the highest number of neighbors within the selected cluster radius is considered as 
the center of the cluster. The members of this cluster are removed, and the algorithm 
select the next structure with the highest number of neighbors from the remaining 
structures. In our protocol for each system the best cluster relative to the bound 
structure was identified and the corresponding cluster center orientation was used for 
further analysis. 
The goal of resampling is to generate more conformations in the regions of interest. 
Three sets of orientations corresponding to different weights of the scoring function 
were sorted based on energy and then filtered with a cutoff radius of 10 A RMSD 
relative to the cluster center orientation. Lowest energy orientations were retained 
equally from three filtered orientation sets, resulting in 1000 total orientations. When 
the number of orientations in any of the filtered orientation set was fewer than 333, 
the missing orientations were taken equally from other orientation sets. Orientations 
prepared using this procedure belong to the region of interest and are used to further 
resample in the corresponding region. 
For resampling a dense orientation set consisting of 250,000 uniformly distributed 
orientation was prepared using an algorithm described in (Lindemann et al., 2004). 
Orientations from a dense set were compared to 1000 prepared orientations and the 
similar ones were selected for further PIPER resampling. For the criterion of similarity 
we chose distance two rotation matrix in S0(3). The distance between two rotations 
in S0(3) can be calculated using the following expression (Paschalidis et al., 2007): 
e (trace(R'{; RI)- 1) = areas -----'-----~-----'---
2 
74 
where Ro and R 1 are rotation matrices corresponding to the original and dense rota-
tion. The cutoff value for the distance has been chosen to be 5 degree. This procedure 
typically resulted in 2000-5000 rotations that belongs to the region of interest. For 
each rotation, the lowest energy translation is reported . Three sets of scoring weights 
were used resulting in three set of orientations. Orientations were selected equally 
from three rotation sets resulting in the total of 1000 orientations. These orientations 
were used as starting points for off-grid optimization. 
5.1.2 Off grid optimization 
The conformations generated by PIPER resampling often have clashes between the 
receptor and the ligand. In order to remove these clashes we further refine confor-
mations using off-grid optimization procedure. Before running the main optimization 
procedure, each conformation is first initialized by removing steric clashes between lig-
and and receptor atoms. The initialization procedure consists of the following three 
steps: sliding, side chain repacking and rigid body minimization. Sliding removes 
sever steric clashes caused by overlap of ligand and receptor backbone atoms. Sliding 
translates ligand away from the receptor along a vector connecting the center of mass 
of the interfaces of the receptor and ligand until steric clashes are resolved. Sliding 
is followed by side chain packing which attempts to resolve steric clashes due to the 
overlap of receptor and ligand side chain atoms. Side chain packing is followed by 
off-rotamer minimization to further resolve steric clashes between side chain atoms. 
Initialization is completed by rigid body minimization which searches for a new local 
minima for the corresponding conformation. 
After initialization each configuration is subject to five steps of off grid optimiza-
tion. Each step of the off grid optimization consists of small rigid body perturbation 
of the ligand followed by side chain repacking, off-rotamer minimization of clashing 
side chains and rigid body minimization. The resulting orientations are accepted 
Random start--
ing position 
Rigid body 
perturbation 
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Figure 5·1: Detail of the off-grid optimization. 
or rejected according to the Metropolis criterion to focus the search on low energy 
regions. Accepted configurations are saved after each step of optimization and at 
the end the lowest energy orientation is retained for further analysis, see Figure 5·1. 
Below we describe in detail each step of the optimization procedure. 
• Sliding: PIPER uses softened grid-based van der Waals energy function which 
often results in several steric clashes between ligand and receptor atoms when 
evaluated with our atom based scoring function. These steric clashes can result 
in large moves during rigid body minimization. To resolve these clashes the van 
der Waals interaction energy is evaluated between ligand and receptor backbone 
atoms and beta carbon atoms. If van der Waals interaction energy is larger than 
the threshold value of 50 ':~f then the ligand is translated away from a receptor 
with a 0.1 A increment along a vector connecting the center of mass of the ligand 
and the center of mass of the receptor protein. After translation the interaction 
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energy is re-evaluated and sliding is repeated until the van der Waals interaction 
energy drops below 50 ~~f. This value was found to give the best compromise 
between moving the ligand too far away from the receptor and keeping it too 
close. 
• Rigid body perturbation: We use the Shoemake quaternion algorithm 
for generating uniform rotations using unit quaternions (Shoemake, 1992). We 
randomly generate a relatively small translational vector and move the ligand 
as a rigid body with the corresponding rotation and translation. 
• Side chain packing: Side chain packing procedure is performed to resolve 
steric clashes between receptor and ligand side chain atoms. We used a new 
distributed algorithm for solving the side-chain repacking (SCR) problem aris-
ing in the context of protein docking (Moghadasi et al. , 2012),(Moghadasi et al. , 
2013). The SCR problem has been formulated as a Maximum Weighted Inde-
pendent Set (MWIS) problem, and solved by using a message-passing algorithm 
that can be efficiently implemented in a network of processors and involves 
only local communications between neighboring processors. It solves SCR ap-
proximately, obtaining effective feasible solutions for general problem instances. 
Computational results on a protein docking benchmark set suggest that these 
solutions lead to accurate predictions of side chain conformations, which sig-
nificantly improves docking protocols. These fairly accurate and effective pre-
dictions are obtained despite the fact that the algorithm only solves a relaxed 
version of the problem and can not in general guarantee an optimal solution. 
• Off rotamer minimization: To further resolve steric clashes between side 
chain atoms of receptor and ligand, we employ off-rotamer minimization. Dur-
ing the rotamer minimization step, we select the side chains with the van der 
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Figure 5·2: d corresponds to the number of rotational bond in each side chain. 
Waals interaction energy larger than 1~~f1 and minimize them one at a time. 
For each clashing side chain we build the torsion tree and use our flexible op-
timization method to minimize the corresponding side chain. Figure 5·2 gives 
the list of 20 different amino acids and for each amino acid the lowest red atom 
corresponds to the oxygen backbone atom and the lowest blue atom corresponds 
to the nitrogen. For each amino acid, the side chain atoms are connected to the 
backbone of the protein through a carbon atom which corresponds to the green 
atom in 5·2. 
• Rigid body m inim ization: We fix the position and orientation of the receptor 
and move the ligand as a rigid body. We use our novel representation and 
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Table 5.1: Weights of the different terms of the energy function which used at the 
optimization procedure. 
algorithm for rigid body minimization to minimize the energy/ scoring function. 
The scoring function employed in our optimization procedure consists of the fol-
lowing terms: 
Ehb corresponds to the hydrogen bond energy, Esol corresponds to the implicit solva-
tion energy, Edars corresponds to the statistical potential, Eva and Eve are respectively 
corresponds to the attractive and repulsive components of the modified Lennard-Jones 
potential, Ecs and Eel are respectively corresponds to the short and long range com-
ponents of the Coulomb potential, E9r is the harmonic restraint potential applied to 
the geometric center of the ligand. We used different weights for the energy terms 
during side chain packing and rigid body minimization as described in Table 5.1. 
In our refinement procedure the difference between two protein structures is mea-
sured using Root Mean Square Deviation (RMSD). RMSD is calculated based on the 
interface alpha carbon atoms of the ligand. We chose to include only ligand alpha 
carbon atoms because the receptor is fixed. The choice of using only interface al-
pha carbon atoms instead of all alpha carbon atoms was dictated by our desire to 
decrease the effect of ligand size or shape on the quality of our docking prediction. 
For example, for two ligands with similar interface but different size or shape when 
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RMSD is calculated based on all alpha carbon atoms it can result in large RMSD 
difference compared to when we calculate the RMSD based on the interface alpha 
carbon atoms. Interface alpha carbon atoms of the ligand were included if any atom 
of its residue is closer than 10 A to any alpha carbon atom of the receptor. 
5.1.3 Results and discussions 
We selected a number of systems from the "Others" subset of Benchmark 4 dataset 
(Hwang et al. , 2010) to test our refinement protocol. We selected the systems from 
the "Others" with at least ten conformations under 10 A RMSD from native confor-
mation after initial PIPER simulation. To quantify the effect of different stages of 
our refinement protocol we calculated the number of conformations under 5 A RMSD 
relative to the corresponding bound structures. Results are reported in Table 5.2. 
Complexes are identified by their 4-letter PDB (Berman et al., 2000) code in the 
first column of the table. The second column gives the RMSD between the cluster 
center and the bound structure after initial PIPER simulation. As we mentioned 
before the cluster center is the conformation with the lowest energy in the PIPER 
simulation. The third column is the number of low energy conformations that ini-
tial PIPER simulation reported and we use these conformations as inputs for our 
refinement protocol and the fourth column is the number of conformations under 5 
A RMSD from the bound structure among these low energy conformations. The fifth 
column is the number of conformations under 5 A RMSD from the bound structure 
after PIPER resampling step and the sixth column is the number of conformations 
under 5 A RMSD from the bound structure after off grid optimization step. As can 
be seen both stages of our refinement protocol increase the number of conformations 
under 5 A RMSD from the bound structure. One of the main goals of our refinement 
procedure was to increase the number of conformations close to the native structure. 
To assess how well this goal has been achieved we calculated the distribution of the 
80 
conformations relative to the corresponding bound structures at different stages of 
the refinement procedure. Results for four systems are shown in Figure 5·3. This 
figure indicates that in the first two systems both stages help to move the distribution 
toward the native structure. In the two other cases the distribution moved away from 
the native structure. This happened due to the presence of energy minima which are 
located more than 5 A RMSD away from the native structure and our refinement 
procedure moved conformations into other energy minima. 
Complex RMSD N umber of PIPER PIPER Off grid 
PIPER Outputs ::;5A R esampling ::; 5 A Optimization ::; 5 A 
1a2k 4.411 1000 211 2YY 87 
1akj 6.22!:.1 605 165 1 ~3 152 
atn 1l.b£"{ 1UUU :LU u 4 
1azs :L.l:JM 1UUU 441 71~_ bOLl 
1b6c 4.004 1000 :L::SO 405 512 
1buh 3.!:.101 1UOO lU:L 144 1~2 
1el:Jb 4.f::S:L lUUU lH:S :L4U ::S:LU 
eer b.::Sb:L w~ b 4 ::su 
lt5l lU.bf 1 1000 67 ~7 1:Lf 
lttw ~.Ub 1000 47 52 5Y 
1gla 4.77 1000 144 10~ 104 
lgpw ::s.::su~ lUUU U:L 4l:Jl bll 
1grn b.4~l:J b5::S ~b £04 170 
1h!:Jd lU.::S£5 581 0 0 u 
1he1 b.45~ !:.161 144 2~5 201 
1i2m 1Q. 7!:Jb_ 1000 45 4£ 02 
1.]:4.] ~.:L0l:J lUUU b 0 04 
1jkY 3.566 1000 216 355 377 
1jwh 4.717 1000 ::S67 414 457 
ljzd 11 .35!:1 72~ 15 b6 40 
1k5d 14.16£ lUUU u u u 
1k'f4 ::S.::Sl::S 1UUU £44 47~ bb!:l 
1kxp ::s.~ti 1000 170 3!:.16 535 
llfd 13.246 1000 0 0 0 
lm!O ~ 1000 ::S~:L btil 705 
1otu 3.712 '(ll :L£4 5r::s 50£ 
lrbq 11.4:Lb lUUU UJ ~ 14 
1rlb 6.353 1000 lU5 £04 j):L~ 
1rvb l::S.4U:L lUUU u u u 
1syx 5.:Lb l lUUU 1b4 £1 4 UJ:L 
lwql f.l:JU~ ~4U 5!:1 !:14 103 
1xd3 3.064 1000 :l!:J6 004 ::SO !:I 
l xqs I .l:iUl:J lUUU l<:t> 1 4l:l lUl 
l zUk 0.44~ 1000 Y2 ~o !:J::S 
Total 01777 4572 'f::S~l 'f ti::S4 
Table 5.2: Results of running refinement protocol on 49 complexes. Columns 4 & 5 
& 6 corresponds to conformations under 5 A RMSD relative to bound structure at 
different stages of our refinement procedure. 
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Figure 5·3: Distribution of RMSD between the conformations after initial PIPER 
(black curve), PIPER resampling(red curve) and off grid optimization(green curve) 
to the bound(native) structure. Plot (a) corresponds to lb6c complex, plot (b) corre-
sponds to lk7 4 complex, plot (c) corresponds to l azs complex and plot (d) corresponds 
to lz5y complex. 
5.2 Protein-Peptide Docking 
Peptides are short chain of amino acids linked together by peptide bonds. Protein 
peptide interactions play major roles in cellular regulations including signal transduc-
tion, transcription regulation and immune responses (Raveh et al., 2010),(Petsalaki 
and Russell, 2008). Protein peptide interactions estimated to account for around 
15-40 % of protein-protein interactions (Petsalaki and Russell, 2008). Peptides have 
been suggested as promising leads for drug design for decease like AIDS, as they may 
block existing protein-protein interactions (Petsalaki and Russell, 2008),(Naider and 
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Anglister, 2009),(Maes et al., 2012). Conformational changes are usually observed in 
protein peptide interactions as peptides often go through simultaneous folding upon 
encountering the receptor. Also different peptides assume different backbone con-
formations within the same binding site. A flexible peptide has a large number of 
rotatable bonds and as a result computational methods to model the high resolution 
protein peptide interactions need to take into the account both peptide and protein 
conformational changes (London et al., 2011). 
The first and one of the main steps toward predicting an accurate model for protein 
peptide interaction is identifying the potential binding sites on the protein surface. 
If the biding residues can be identified, computational docking approaches may be 
focused on these areas instead of doing exhaustive search in the whole space (London 
et al., 2011). PeptiMap is based on the observation that protein functional sites, 
including peptide binding sites, also bind small organic molecules of various shapes 
and polarity, as observed by nucleic magnetic resonance (NMR) and X-ray crystal-
lography experiments (Mattos and Ringe, 1996),(Brenke et al., 2009). Approaches 
like PeptiMap (Lavi et al., 2013) use specific binding characteristics of peptides to 
optimize their protocol for robust and accurate predictions of peptide binding sites. 
Multi domain proteins can have multiple peptide binding sites on each of the domains 
and therefore searching on every domain is recommended. Peptides do not bind to 
inner buried sites of the proteins, which could be potential ligand binding sites, and 
therefore PeptiMap(Lavi et al., 2013) removes these internal sites. 
In the first step, PeptiMap(Lavi et al., 2013) decompose the protein into domains. 
In the second step, like FTMap (Brenke et al., 2009), PeptiMap performs grid based 
sampling of the protein surface with FFT and samples the protein surface for 16 small 
probes. The 2000 poses with the lowest energy for each probe type are retained. In 
the third step, for each probe type, the 2000 retained poses are clustered using a 
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simple greedy algorithm and clusters with less than 10 probes are removed and the six 
largest clusters are retained for further analysis. In the fourth step, the energy of each 
retained protein probe complex is minimized whereas the polar hydrogen atoms of the 
protein and all atoms of the probes are free to move but the rest is fixed. Poses with 
positive energies after minimization are discarded. After the energy minimization, 
the algorithm reclusters the resulting probe poses and discards the clusters with less 
than ten members; the clusters are ranked on the basis of the Boltzmann averaged 
energy, and the six lowest energy clusters are retained for every probe type, and 
consensus clusters are generated by grouping probe clusters. PeptiMap ranks the 
consensus clusters by the number of non bonded contacts between the protein and all 
probes of the consensus cluster. A residue of the protein and a probe are considered 
to be in contact if any atom of the residue is less than 4 A from any atom of the 
probe. To identify the potential binding site, PeptiMap first selects the consensus 
cluster with the highest number of contacts. This cluster is then expanded by adding 
any neighboring consensus clusters. The first consensus cluster is then removed, and 
the procedure is repeated using the next consensus cluster with the highest number 
of contacts to identify lower ranked predictions of the peptide binding site. Then 
PeptiMap discards sites located in non accessible regions in the protein and expands 
final sites that are retained by adding to the site probe cluster representatives that are 
not already part of the site but are closer than 4 A to probe cluster representatives that 
are already part of the site. PeptiMap removes internal sites within the protein core. 
In order to identify internal binding sites, the algorithm builds 100 rays uniformly 
covering a sphere from the center of the site (Lindemann et al., 2004), and identifies 
which of those contact the protein. A binding pocket is considered internal if 80 % of 
the rays contact the protein. Internal sites are masked and the steps of the algorithm 
are repeated. 
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The next step in protein peptide docking is to model the peptide backbone in 
the binding site and refine the protein peptide complex to high resolution. FlexPep-
Dock(London et al., 2011) is a successful protocol within the well established Rosetta 
modeling framework (Gray et al., 2003) and incorporates full flexibility and rigid 
body orientation for the peptide backbone, as well as side chain flexibility for both 
the peptide and the receptor protein. The main components of FlexPrepDock consist 
of two alternating modules that optimize the peptide backbone and the peptide rigid 
body orientation using the Monte Carlo minimization approach. 
FlexPrep first optimizes the rigid body orientation between the protein and the 
peptide, and then optimizes the peptide backbone for the new orientation. Side chain 
rotamers are recalculated for the interface on-the fly. The algorithm has eight cycles 
of Monte Carlo search and in each cycle it firstly perturbs(rotate and translate) the 
peptide as a rigid body. Then the algorithm packs and minimizes the side chains 
followed by rigid body minimization. Metropolis criterion is applied after energy 
minimization. In the last cycle, rotamer trial with minimization procedure is also 
applied to optimize the side chains of the protein and peptide to include off rotamer 
side chain orientations. The peptide backbone is optimized similar to the cycle of rigid 
body minimization. The algorithm performs eight cycles of backbone perturbations. 
As we can see rigid body and flexible minimization of the peptide backbone and rigid 
and flexible perturbation of the peptide are the core components of the FlexPrepDock 
procedure. 
5.3 Protein Small Molecule Docking 
Designing efficient and accurate computational docking approaches for protein small 
molecule docking is an important tool for drug development. The necessity of simulat-
ing protein side chain flexibility for a reliable prediction of the protein small molecule 
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docking has become obvious and an increasing number of docking algorithms try 
to incorporate protein side chain flexibility. ROSETTALIGAND (Meiler and Baker, 
2006) is a successful docking protocol within the Rosetta modeling frame work (Gray 
et al., 2003) for predicting the protein small molecule docking by considering side 
chain flexibility of the protein receptor. The algorithm firstly generates random en-
semble of ligand conformations by considering all torsional degrees of freedom of the 
ligand and then for each generated random ligand perform a Monte Carlo minimiza-
tion. In each cycle of the Monte Carlo, the position of the ligand is perturbed by 
random translation and rotation. Then side chain conformations are repacked using 
rotamer trial minimization or combinatorial search. Then the rigid body orientation 
of the ligand and the side chain x angles are optimized. The moves are accepted or 
rejected based on Metropolis criterion. 
The conformational changes and flexibility of the protein usually is ignored in 
protein small molecule docking protocols, however conformational changes are fre-
quently observed between the free and bound states of the protein. Due to these 
reasons, extensions added to ROSETTALIGAND(Meiler and Baker, 2006) incorpo-
rate full ligand flexibility as well as receptor backbone flexibility (Davis and Baker, 
2009) . Including receptor backbone flexibility is found to produce more correct poses 
compare to the rigid backbone protocol. Similar to ROSETTALIGAND , the high res-
olution stage employs the Monte Carlo minimization scheme. The ligand position and 
orientation are randomly perturbed, receptor side chains are packed and the ligand 
position and orientation and torsions and protein side chain torsions are simultane-
ously optimized and the end result is accepted or rejected based on the Metropolis 
criterion. As mentioned in (Davis and Baker, 2009) incorporating conformational 
flexibility of the ligand and backbone of the receptor into ROSETTALIGAND re-
quires considerable computational expense and the method is not suited to large 
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scale virtual screening applications. 
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Chapter 6 
General Rigid and Flexible Optimization 
In this chapter we consider the problem of minimization of a cost function that 
depends on the location and poses of one or more rigid bodies, or bodies that consist 
of rigid parts hinged together. This is a formulation used in a number of engineering 
applications such as workpiece or camera localization or calibration (see, e.g., (Li 
et al., 1998), (Gwak et al., 2003), (Tron and Vidal, 2009), (Tron et al., 2011)) or 
computer vision (see, e.g., (Arun et al., 1987), (Ma et al., 2001)). 
The main contribution of this chapter is to describe a unified setting for formu-
lating this problem as that of an optimization on an appropriately defined manifold: 
we show that this problem can be formulated as an optimization on a Lie group 
(i.e., a group that simultaneously has a differentiable manifold structure consistent 
with its group structure) that is a direct product of its components Lie groups; fur-
thermore, the components are endowed with appropriate structures that allow for 
efficient computation of gradients, exponential parametrization; therefore, gradient 
based optimization algorithms on the product manifold can be efficiently performed. 
We illustrate this approach by describing and analyzing the steepest descent algo-
rithm on the product manifold/Lie group. As will be explained below, a critical 
element of this construction is the alternative Lie group representation of the rigid 
movements of a body that we defined in Chapter 2 of the thesis. 
The above optimization problem can be alternatively formulated as a constrained 
Euclidean optimization problem. The advantage of such a formulation is that the 
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search space is a Euclidean space with a well-known geometry for which various 
efficient and well-understood optimization algorithms are available. On the other 
hand, the dimension of the resulting search space can be very large, leading to slow 
convergence of optimization algorithms. By formulating the problem as a manifold 
optimization we arrive at a search space with the smallest possible dimension. The 
question then becomes whether we can efficiently optimize on such a manifold. 
As mentioned before, many standard optimization algorithms on Euclidean spaces 
generalize to optimization algorithms on Riemannian manifolds. However, the geom-
etry of the resulting manifold may present challenges for optimization ( Gwak et al., 
2003),(Smith, 1994) and the efficiency of such generalizations depends on the ease 
with which certain quantities such as gradients of functions or geodesics of the man-
ifold can be computed. 
For some manifolds, such as the manifold of orientation-preserving rotations in 
JR3 , i.e., the Special Orthogonal group 80(3), gradients and geodesics can be eas-
ily computed and direct manifold optimization can be used (see, e.g., (Park et al., 
2000) for a detailed treatment of this case) . As mentioned in the previous chapters, 
the space of rigid moves of a body, i.e., combination of rotations and translations 
is commonly represented by the Special Euclidean group (or simply the Euclidean 
group) 8E(3) (see, e.g. (Selig, 2005) ). With this representation, the rigid body opti-
mization is formulated as an optimization on 8E(3). While optimization on 80(3) 
can be viewed as "easy," optimization on 8E(3) presents special challenges mainly 
due to the fact that SE(3) is a semi-product of the Lie groups of rotation, 50(3), 
and translations, JR3 . The semi-product structure introduces a "mismatch" between 
the natural Riemannian metric on 80(3) x JR3 , as a direct product of 80(3) and 
JR3 manifolds, and the group structure of SE(3). As a result, direct generalization 
of standard Euclidean optimization algorithms to 8E(3) becomes non-trivial (for an 
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informative discussion and some proposed remedies , see (Gwak et al., 2003)). 
By contrast, the alternative group of rigid body transformations that we defined 
in Chapter 2 corresponds to the Lie group S0(3) x IR3 , i.e. , the direct product of the 
Lie groups S0(3) and IR3 . In this formulation, the rigid body optimization problem 
can be naturally defined as an optimization on S0(3) x IR3 . As a result, the diffi-
culties associated with optimization on SE(3) are fully avoided. Furthermore, this 
representation allows us to append possible fiexibilities of the body as well as possi-
bly introduce multiple bodies to the search space and treat the resulting optimization 
problem as an optimization on a direct-product Lie group where computation on its 
components can be performed efficiently. We illustrate this approach by using the 
steepest descent algorithm on the manifold of the search space. 
6.1 Preliminaries 
In this section we briefly review some preliminary definitions and results that will 
be needed in what follows. We presume some familiarity with differential geometric 
terminology and results on the part of the reader and state the results in a fairly 
general context. The main message of this section is that direct product Lie groups 
inherit many of the relevant structures needed for gradient based optimization from 
their component Lie groups and that optimization algorithms on the component Lie 
groups imply in a straightforward manner an optimization algorithm on the direct 
product Lie group. 
6.1.1 Direct and semidirect product of Lie groups 
Let G1 and G2 be two Lie groups with group operations denoted by * and *' respec-
tively. Then, the direct product of G1 and G2 , denoted by G1 x G2 , is group operation 
defined by: 
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on the product space {(g1 ,g2);g1 E G1,g2 E G2}. It can be easily verified that with 
the operation o, G1 x G2 is a group. It is also a product manifold, therefore, it is a 
Lie group. This Lie group is called the direct product of the component Lie groups. 
To define a semi-product of G1 and G2 , assume that a smooth action 
is given. Define the operation o' on G1 x G2 by 
Again, it can be verified that with the operation o', the product manifold G1 x G2 is 
a group and therefore a Lie group. This Lie group is called the semi-direct product of 
the component Lie groups G1 and G2 and denoted by 
Note that by contrast to the direct product of G1 and G2 where the group action is 
performed componentwise, in the case of the semi-direct product, a coupling between 
the components of G1 and G2 is created through the function h. This coupling can 
be a source of complications as is the case with SE(3) = S0(3) ><l JR3 . 
6.1.2 Exponential map 
Let G be a Lie group. The tangent space at the identity of the group, identified 
with the space of left-invariant vector fields on G, is an algebra under the Lie bracket 
operation; it is called the Lie algebra of G and is denoted by g (see, e.g., (Selig, 
2005)). The exponential map of a Lie group at the group identity, e, maps points in g 
to points on the manifold G and in some sense it provides the most appropriate local 
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parametrization of the manifold at e for the purpose of gradient based optimization: 
exp : g = TeG ---t G, 
where TeG is the tangent space of G at e. For any v E TeG, let V denote the left-
invariant vector field associated with v and cl>v(t) the integral curve of V, i.e., a curve 
satisfying d«<>v(t)jdt = V(t) along with «<>v(O) = e. Then, the exponential at v is 
defined as: 
exp(v) = cl>v(l). 
It can be shown that: 
exp((t + s)v) = exp(tv) * exp(sv). 
In other words, «<>v : R ---t G generates a one-parameter subgroup of G. If G has a hi-
invariant Riemannian metric, then these one-parameter subgroups of G are geodesics 
of G going through e. 
This whole machinery can be transported to any other point of the group, say g, 
by simply defining 
<I>v ( t, g) = g * exp( tv). 
In this case lines going through the origin of the tangent space at any point g, T9 G, 
are mapped via the exponential map to geodesics of G going through g. 
6.1.3 Steepest descent algorithm on a Lie group 
Assume the above assumptions about the Lie group G are in force and we are inter-
ested in minimizing a smooth cost function f : G ---t R 
Consider a point g0 on G. Assume a local parametrization of G at g0 via the 
exponential map. The gradient of f with respect to this parametrization specifies a 
vector v in the tangent space toG at g0 , i.e., T9oG. The equivalent of a line search on 
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the manifold is a search along the geodesic of G in the direction -v starting from g0 , 
i.e., the one parameter subgroup given by g0 * exp(-tv) . Once a new point g1 E G 
along the geodesic selected, the process is repeated until some stopping condition is 
satisfied. Therefore, the steepest descent algorithm is given by: 
Steepest descent algorithm 
At the mth iteration of the algorithm 
• Calculate vm, the gradient of f at the current point gm. 
• Perform a line search on T9m along the - vm direction and find an appropriate 
step size am. 
• Set 
gm+l = gm * exp( - amvm). 
Repeat the above steps until the algorithm satisfies the convergence criteria. 
The computational cost or feasibility of the above algorithm depends on the ease 
with which the gradient can be computed and the exponential map evaluated. For a 
more general class of "line search" algorithms on manifolds, see (Absil et al., 2008), 
Chapter 4. 
6.1.4 Direct product of Lie groups 
Let G 1 , · · · , Gk be k Lie groups and let G = G 1 x · · · x Gk be the direct product 
of the component groups. In this case the product group "inherits" many of the 
relevant structures from its component manifolds (for the simplest case, consider the 
n dimensional Euclidean space ffi.n and its one dimensional components ffi.): 
• G is a Lie group; 
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• Let 9i E Gi and let T9;Gi be the tangent space to Gi at gi, i = 1, · · · , k and 
g = (g1, · · · , 9k) E G. Then, 
i.e., the tangent space to G at g is simply the direct product of the tangent 
spaces to the component groups; 
• Consider the component exponential maps 
then, the exponential map of the product manifold, G, is simply evaluated 
componentwise, i.e. , 
• The gradient of a function f on G can be computed "componentwise," and 
the steepest descent algorithm can also be implemented using information on 
components. 
For additional properties, see , e.g., (Ma et al. , 2001), Appendix A. 
6.2 Steepest Descent on Direct-product Lie Groups 
Following our discussion in the previous sections, we consider the following setting: 
• G = G1 x · · · x Gk is a Lie group that is the direct product of its component 
Lie groups; 
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• For any function f, the component "partial derivatives" of f with respect to 
the exponential parametrization of Gk at 9k can be easily computed; 
• At any g = (g1 , · · · , gk) E G the exponential map from the tangent space at g, 
T9 , toG can be computed based on the component exponential maps; 
In this case, the steepest descent algorithm is given as follows: 
6.2.1 The steepest descent algorithm 
At the mth iteration of the algorithm 
• Calculate vm = (vf, · · · , v'k), the gradient off at the current point gm; 
• Perform a line search on T9m along the -vm direction and find an appropriate 
• Set 
Repeat the above steps until the algorithm satisfies the convergence criteria. 
For example, assume G = S0(3) x IR3 is our representation of a rigid motion. In 
this case, as was discussed in previous chapters, the tangent space of S0(3) , denoted 
by so(3) is identified with the space of skew symmetric matrices 
[w] = [ ~3 
-w2 
where w = ( w1 , w2 , w3 ) E IR3 , and the exponential map is simply computed by 
[w] _I sin( llwll [ ] 1- cos( llwll) [ ]2 
e - + llwll w + llwll 2 w . 
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Therefore, for a smooth function f on G, the component gradients and the com-
ponent exponential maps can be easily computed. 
Armijo rule 
A generalization of the Armijo rule line search method for Riemannain manifolds is 
described in (Absil et al. , 2008) as follows: Let v = (w, t) be the gradient of the 
function f at point g = (R, T) and -v E so(3) x JR3 be the descent direction and the 
scalars c/ > 0, (3, rJ E (0, 1) are given. The Armijo point is - f3r c/v, where r is the 
smallest nonnegative integer such that , 
The above steepest descent algorithm is then represented by the algorithm given in 
Algorithm 1. The schematic representation of the optimization on the manifold is 
presented in Figure 6·1. 
Algorithm 1 Steepest descent on 80(3) x JR3 
m=O 
(R, t) = (I, 0) 
Compute the gradient vm = (wm, tm) E so(3) x JR3 
while llvmll ;::: E do 
Compute the step size am using the Armijo rule 
Set the rotation matrix R = e - am[wm] 
Set the translation vector T = -amtm 
Perform group action of (R, T) E 80(3) x JR3 
m=m+1 
Compute the gradient v m = (wm, tm) E so(3) x JR3 
end while 
6.2.2 Convergence of the steepest descent algorithm 
The convergence of the steepest descent algorithm in the setting we described above 
is a consequence of a more general result given in (Absil et al. , 2008), chapter 4. The 
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Tangent Space 
Figure 6·1: The figure corresponds to the schematic representation of the optimization 
on the manifold. The sphere corresponds to the manifold and the planes correspond 
to the tangent space of the manifold. At each step the optimization finds a descent 
direction in the tangent space and find the next point accordingly. 
authors consider optimization on a Riemannian manifold G and relax the requirement 
of a local exponential map parametrization of G. Instead, they define the notion of 
a retraction mapping from the tangent space of the manifold to the manifold that 
satisfies a "local rigidity condition;" we can loosely interpret local rigidity as follows: 
once a direction v on the tangent space of the manifold is selected, moving along 
that direction on the tangent space is mapped by the retraction onto a curve on the 
manifold that locally (i.e., at the point) moves in the same direction as v. The authors 
further relax their gradient following/line search algorithm by requiring simply that 
the direction followed by the algorithm be "gradient-related," namely, if gm is the 
"location" of the algorithm at the mth step, vm, the gradient of f at gm, and um, the 
line search direction at the mth step, then 
lim sup vm. um < 0, 
m -+oo 
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where vrn ·urn is the inner product of vrn and urn. 
In our setting we have assumed that the exponential map parametrization and 
the gradient of the function we are minimizing are not overly costly to compute. In 
fact the group structure of G is a source of simplification in this case. 
Theorem 6.1. Let G be a Lie group satisfying the assumptions specified above and 
assume f is a smooth function on G such that the level set L = {f (g) :::; f (g0)} off 
is compact. Let vrn be the gradient off at mth step of the steepest descent algorithm 
described above, then 
In other words, the steepest descent algorithm converges to a critical point of the 
function f on G. 
Proof. We show that the conditions of Theorem 4.3.1 (and Corollary 4.3.2) of (Absil 
et al., 2008) are satisfied. The convergence of the algorithm then is an immediate 
corollary of the above theorem. The requirement of local rigidity is clearly satisfied 
as a line in the direction of a vector v on the tangent space is mapped onto the 
integral curve of the left invariant vector field associated with v. The second condition 
of gradient-relatedness also holds trivially as the algorithm moves in the opposite 
direction of the gradient. 0 
6.2.3 An illustrating example 
In order to illustrate the behavior of the steepest descent algorithm in our setting we 
consider a problem of weighted least square fitting defined as follows: We are given 
two sets of points Qi E IR3 and q; E IR3 , a set of weights ai E R (see, e.g., (Brockett , 
1989), (Arun et al., 1987)). Our objective is to minimize 
n 
f = L aillqi- q;ll 2 , 
i=l 
by moving the points while keeping the Euclidean distances between qi 's and those 
between q;'s unchanged. In other words, we consider the set { Qi ; i = 1, · · · , n} and 
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{ q;; i = 1, · · · , n} as rigid objects. 
We can define this problem as an optimization on S0(3) x R3 . Holding q;'s fixed, 
we can move qi 's as a rigid body using rotation R and translation t. Selecting a 
"center of rotation" p, we can write the cost function as 
n 
f(R, t) = 2: aiii(R(qi- p) + p + t- q;ll 2 . 
i = l 
Figure 6·2 shows snapshots of the evolution of a steepest descent algorithm where 
the set { qi; i = 1, · · · , 4} corresponds to the corner points of the quad on the upper 
right corner of the first panel and { q;; i = 1, · · · , 4} are the corner points of the quad 
on the lower left corner of the first panel. The problem can be viewed as placing or 
"landing" the "quad object" on a prescribed location. The weights are all equal to 1. 
The blue figure traces the steps of the steepest descent algorithm starting from the 
top panel and ending at the bottom panel. 
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Figure 6·2: Snapshots of the evolution of a steepest descent algorithm on S0(3) x JR3 
for placing or "landing" the quad in the top panel, upper right, on a prescribed 
location given in the top panel, lower left. The blue figure traces the steps of the 
steepest descent algorithm starting from the second panel and ending at the bottom 
panel. 
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Chapter 7 
Conclusions and Future Directions 
In this concluding chapter we review the contributions of this dissertation to the 
four main topics that were considered and identify a number of directions for further 
research. 
our first contribution is to introduce a new manifold representation of rigid body 
motion in the three dimensional space in Chapter 2. We demonstrated that the new 
manifold is the direct product of the manifolds or rotations and translations. We 
showed that the new representation bypasses some of the complications associated 
with the common representation of rigid motion via the special Euclidean group and 
simplifies the development of effective optimization algorithms. 
In Chapter 3, we introduced a new algorithm for rigid body local minimization 
of macromolecules. We note that the natural space of rigid body transformations 
is a nonlinear six dimensional space. We used the new representation introduced in 
Chapter 2 and a canonical parametrization of this manifold via the exponential map. 
This parametrization allowed us to define the local optimization as an optimization 
on a six-dimensional Euclidean space, namely, on a space of far lower dimension when 
compared with commonly used alternatives. As a result, the optimization required 
far fewer costly function and gradient evaluations and leads to a more efficient algo-
rithm. We selected the LBFGS quasi-Newton method for local optimization since it 
uses only gradient information to obtain second order information about the energy 
function and avoids the far more costly direct Hessian evaluations. Two applications, 
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one in protein-protein docking and the other in protein-small molecular interactions, 
as part of macromolecular docking protocols, were presented. Our experimental re-
sults showed about an order of magnitude improvement in computational efficiency 
when compared with alternatives. This algorithm, with a minimal effort can be in-
corporated into any molecular modeling package. 
In Chapter 4, we extended the manifold optimization approach of Chapter 3, to 
docking flexible molecules. For this extension we combined a representation of the 
rigid moves of the ligand with a manifold representation of the flexibility of the ligand. 
The second manifold corresponds to the internal coordinate representation of flexible 
moves of the ligand. The structure of the resulting combined manifold is such that 
its geodesics are simple to compute when an exponential parametrization of manifold 
is selected. We provided a detailed description of the exponential parametrization 
and algorithms for computing the gradient of the energy function with respect to 
the parameters of the exponential parametrization. We included a comparison of the 
performance of the proposed local optimization algorithm with all-atom optimization, 
and showed that the manifold optimization algorithm is substantially more efficient 
than the all-atom algorithm while producing solutions of comparable quality. We also 
provided a detailed comparison of the nature of the two optimization algorithms that 
provides valuable insight about the superior performance of the approach based on 
manifold representation, which results in substantial reduction in the dimensionality 
of the search space. We presented three applications with flexibility restricted to 
rotation around an increasing number of rotatable bonds. The manifold formalism 
presented in this thesis and the method described applies to a wide variety of docking 
molecules that include rigid regions connected by flexible linkers, e.g., rigid secondary 
structure elements linked by flexible loops, or multi domain proteins that with some 
level of hinge motion. The algorithm, with minimal effort can be incorporated into 
102 
any molecular modeling package. 
In Chapter 5, the focus was on developing a multi-stage refinement protocol for 
protein-protein docking. The refinement protocol combines rigid-body FFT resam-
pling with off-grid optimization. We used our novel rigid body minimization algorithm 
as one of the main components of the refinement protocol. 
In Chapter 6, we presented a unified setting for the problem of minimizing a 
cost function with respect to rigid and flexible movements of a body in JR3 . We 
limited ourselves to the steepest descent algorithm. Generalizations to other opti-
mization algorithms on the Lie groups we have considered are possible and somewhat 
straightforward given that such algorithms for general Riemannian manifolds have 
been developed and analyzed. 
7.1 Future Research Directions 
In what follows, based on what presented in this dissertation, a list of possible direc-
tions for future research is given. 
7.1.1 Future directions in macromolecular docking 
• Simultaneous rigid body and side chain minimization. In Chapter 5 we 
used our rigid body minimization algorithm as one of the main components of 
a multi-stage refinement protocol for protein-protein docking. One can merge 
the rigid body and off-rotamer minimization in the refinement protocol and 
consider them as one optimization step. This can be done by using our general 
formulation and optimization method for flexible macromolecules as described 
in Chapter 4. We can easily generate the tree topology model for the receptor 
and ligand in this scenario. Our flexible optimization approach will take these 
trees as an input and simultaneously minimize the side chains on the interface 
and the position and orientation of the ligand. There are a number of benefits 
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in merging these two steps in the refinement protocol. Our preliminary results 
show that by integrating these two steps, in the cases that there is a clash in the 
interface, the rigid body minimization will not push the ligand far away and will 
locally minimize the position and orientation of the ligand. One can also argue 
that integrating these two steps is more efficient in terms of the computational 
efficiency. 
• Protein-peptide and protein-small molecule docking. As described in 
Chapter 5, flexible minimization is one of the main components of the state-of-
the-art protein-peptide docking and protein-small molecule docking protocols. 
One can replace the currently used local minimization methods of these proto-
cols with our novel flexible optimization as described in Chapter 4 and optimize 
the parameters accordingly and evaluate the performance of the new protocol. 
• Replacing tangent space optimization with the manifold optimiza-
tion. We used Euclidean optimization algorithm on the tangent space of our 
representation of rigid and flexible transformations in Chapter 3 and 4. In 
Chapter 6 we presented the steepest descent algorithm for performing opti-
mization directly on the manifold. Preliminary results of the application of the 
new algorithm on the manifold suggests that we may be able to obtain solutions 
of higher quality than the original approach. 
7.1.2 Future directions in manifold optimization 
• Develop second order manifold optimization methods. In Chapter 6 
we consider the problem of minimization of a cost function that depends on 
the location and poses of one or more rigid bodies, or bodies that consist of 
rigid parts hinged together. We presented the steepest descent optimization on 
the manifolds which correspond to the rigid and flexible motion of the bodies. 
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We also provided the proof of the convergence of the algorithm on the cor-
responding manifolds. It is well-known that first order methods like steepest 
descent have lower convergence rate compare to the second order methods like 
Newton's method. The second order methods have been developed for Rie-
mannian manifolds, as a result one can explore using second order methods on 
rigid and flexible motion manifolds and specify the convergence criteria for the 
optimization algorithm on these specific manifolds. 
• Application of our manifold optimization algorithm to other areas. 
In this thesis we provides a general framework for optimization on the space of 
rigid and flexible motions. We investigated the application of our optimization 
methods to macromolecular docking but our methods are not tied to this ap-
plication and it can be used in other areas of research like robotics, computer 
graphics and molecular dynamics. 
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