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Abstract
We propose a model of a multi-material with strong interface, whose thickness and stiffness are of order ε and 1ε , which encodes
the gradient oscillations of the minimizing sequences. The stored strain energy of the structure is written in terms of Young measures
variables and the new model is obtained by computing a suitable variational limit of the energy functional when ε tends to zero.
We also obtain a microscopic description of the classical solution.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Nous proposons un modèle de multi-matériaux comprenant une interface rigide, dont l’épaisseur et la rigidité sont d’ordre ε
et 1ε , et qui capte les oscillations des gradients des suites minimisantes. L’énergie élastique de la structure est décrite en terme de
mesures de Young et le modèle est obtenu comme limite variationnelle de cette énergie lorsque ε tend vers zéro. Nous obtenons
également une description microscopique de la solution classique.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The problem of a multi-material with a thin intermediate layer of high rigidity has been studied from a theoretical
point of view in [1] and [6]. For a numerical study consult [7]. Assuming the thickness of the intermediate layer
of order ε, and the stiffness of order 1
ε
, where ε is a small parameter, one way to obtain a variational model, is to
study the Γ -limit of the stored strain energy when ε goes to zero. In this paper, we propose an asymptotic analysis
of the problem when the materials are assumed to undergo reversible solid/solid phase transitions like in martensitic
materials. In these conditions the gradient minimizing sequence develops fine scale oscillations which, according to
Ball and James [5], model the microstructure experimentally observed. In order to take this oscillatory behavior into
account we rewrite the problem in terms of Young measures. Young measures, introduced by L.C. Young [18], are
one of the most efficient tools to characterize such an oscillatory behavior.
E-mail address: bessoud@lmgc.univ-montp2.fr.0021-7824/$ – see front matter © 2009 Elsevier Masson SAS. All rights reserved.
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stored strain energy associated with a displacement field u is given by the functional:
Fε(u) :=
∫
Ω\Bε
f (∇u)dx + 1
ε
∫
Bε
g(∇u)dx,
and the equilibrium configuration of the structure is given by the displacement field u¯ε , solution or more generally
ε-approximate solution of the problem,
inf
{
Fε(u)−L(u): u ∈ W 1,pΓ0
(
Ω,R3
)}
,
where L(u) is the work of the external loading and W 1,pΓ0 (Ω,R
3) is the set of functions in W 1,p(Ω,R3) with null
trace on the part of the boundary Γ0. Define the function g0 : M3×2 → R by g0(λ) := infξ∈R3 g(λ|ξ). The Γ -limit of
Fε when W 1,pΓ0 (Ω,R
3) is equipped with its weak topology is the functional given by:
F(u) :=
∫
Ω
Qf (∇u)dx +
∫
S
Qg0
(∇(γSu))dxˆ,
for all Sobolev function u with smooth trace γS(u) on the two-dimensional interface S, where Qf (resp. Qg0) is the
quasi-convex envelope of f (resp. g0), i.e., the greatest quasi-convex function less than or equal to f (resp. g). But
this formulation has the disadvantage to quasi-convexify the density functions f and g0 so that the limit problem
does not provide any information on the oscillations of the gradient minimizing sequences. Indeed it is well known
in phase transition theory that it is the total free energy which determines the microstructure and not its quasi-convex
envelope. Typically the infimum of the total free energy in martensitic materials is not attained while the minimum
of the energy functional F is achieved. Thus F does not describe the microstructure. In order to make precise the
oscillatory behavior of the gradient of u¯ε , we write the stored strain energy Fε in terms of Young measures. Since
the behavior of the displacement is very different in Ωε and Bε , we begin by rewriting the problem in terms of two
variables: the displacement u in Ωε , and v, the rescaled function in B := S × (0,1) of the displacement in Bε , leading
to the functional:
(u, v) → Gε(u, v) =
∫
Ωε
f (∇u)dx +
∫
B
g
(
∇v
∣∣∣∣1ε ∂v∂x3
)
dx.
Next we obtain a new formulation of the limit problem: (σ¯ , ν¯) ∈ argmin(F(σ, ν) − L(σ)) by identifying the varia-
tional limit of the functional (σ,μ) → Fε(σ,μ), which is the Young measures formulation of the functional Gε(u, v),
where σ and μ are the Young measures associated with the gradient of u, respectively v. In order to define a suit-
able (variational) convergence process on the sequence (Fε)ε>0, we introduce a convergence notion on the Young
measures spaces, domains of Fε and F . We moreover show how the Young measures solutions in this formula-
tion may be thought as a microscopic description of the classical solution. Indeed, comparing the two formulations
u¯ ∈ argmin(F (u) − L(u)) and (σ¯ , ν¯) ∈ argmin(F(σ, ν) − L(σ)), by localization, we obtain integral representations
with respect to the probability measures σ¯x and ν¯xˆ , of significant macroscopic quantities involving u¯: ∇u¯ and ∇γS(u¯)
are the barycenter of σ¯x and ν¯xˆ , and
Qf
(∇u¯(x))= ∫
M3×3
f (λ)dσ¯x a.e. x ∈ Ω;
Qg0
(∇γS(u¯)(xˆ))=
∫
M3×2
g0(λˆ) dν¯xˆ a.e. xˆ ∈ S.
The paper is organized as follows. In Section 2 we recall briefly some results of the Young measures theory. Section 3 is
devoted to the mechanical setting of the problem and we set up notation and terminology. In Section 4, we introduce a
concept of variational convergence and prove the variational convergence of the bifunctional Fε to the bifunctional F .
In the last section, we establish the previous integral representations between the solutions u¯ and (σ¯ , ν¯) of the two
different formulations.
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In order to improve the reading of the paper, we begin with some basic recalls about Young measures theory. For a
more detailed study, see [4,16,17] and references therein.
In all this section, Ω is an open bounded subset of RN and E =Rd , d = m×N so that Rd is canonically isomorphic
to the space Mm×N of m×N matrices.
Definition 1. We call Young measure on Ω×E, any positive measure μ ∈ M+(Ω×E) whose image by the projection
πΩ on Ω is the Lebesgue measure L on Ω : for every Borel subset B of Ω :
πΩ#μ(B) := μ(B ×E) = L(B).
We denote by Y(Ω;E) the set of all Young measures on Ω × E and equip Y(Ω;E) with the narrow topology,
that is the weakest topology which makes the maps
μ →
∫
Ω×E
ϕ dμ
continuous, where ϕ runs through Cb(Ω;E) the space of Carathéodory integrands, namely the space of all functions
ψ : Ω ×E →R, B(Ω)× B(E) measurable and satisfying
(i) ψ(x, .) is bounded continuous on E for all x ∈ Ω ;
(ii) x → ‖ψ(x, .)‖ is Lebesgue integrable.
This topology induces the narrow convergence of Young measures defined as follows: let (μn)n∈N be a sequence of
measures in Y(Ω;E) and μ ∈ Y(Ω;E), then
μn
nar
⇀ μ ⇐⇒
{ ∀ϕ ∈ Cb(Ω;E),
limn→+∞
∫
Ω×E ϕ(x,λ)dμn(x,λ) =
∫
Ω×E ϕ(x,λ)dμ(x,λ).
The following slicing property is a generalization of Fubini’s theorem.
Theorem 1. Let μ be any Young measure in Y(Ω;E). There exists a family of probability measure (μx)x∈Ω on E,
unique up to equality L-a.e. such that
(i) x → ∫
E
ψ(x,Λ)dμx is L-measurable,
(ii) ∫
Ω×E ψ(x,Λ)dμ(x,Λ) =
∫
Ω
(
∫
E
ψ(x,Λ)dμx(Λ))dx
for each function μ-integrable ψ . The family (μx)x∈Ω is called a disintegration of the Young measure μ and we write
μ = μx ⊗ L.
Let us define the tightness notion for Young measures.
Definition 2. A subset H of Y(Ω;E) is said to be tight if:
∀ε > 0, ∃Kε compact subset of E such that sup
μ∈H
μ(Ω ×E \ Kε) < ε.
Theorem below may be considered as the parameterized version of the classical Prokhorov compactness theorem.
Theorem 2 (Prokhorov’s compactness theorem). Let (μn)n∈N be a tight sequence in Y(Ω;E). Then, there exists a
subsequence (μnk )k∈N of (μn)n∈N and μ in Y(Ω;E) such that
μnk
nar
⇀ μ in Y(Ω;E).
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(μn)n∈N, μn = δun(x) ⊗ L. If μn
nar
⇀ μ in Y(Ω;E), the Young measure μ is said to be generated by the sequence of
functions (un)n∈N. In general, μ is not associated with a function.
The next proposition is a semicontinuity result related to nonnegative functions.
Proposition 1. Let ϕ : Ω × E → [0,+∞] be a B(Ω) ⊗ B(E) measurable function such that λ → ϕ(x,λ) is lsc for
a.e. x in Ω . Let moreover (μn)n∈N be a sequence of Young measures in Y(Ω;E) narrowly converging to some Young
measure μ in Y(Ω;E). Then ∫
Ω×E
ϕ(x,λ)dμ(x,λ) lim inf
n→+∞
∫
Ω×E
ϕ(x,λ)dμn(x,λ).
Let us recall the notion of uniform integrability: a sequence (fn)n∈N, fn : Ω →R is said to be uniformly integrable,
if
lim
R→+∞ supn∈N
∫
[|fn|>R]
|fn| = 0.
One may extend the set Cb(Ω,Rm) of test functions related to the narrow convergence as follows:
Proposition 2. Let (μn)n∈N be a sequence of Young measures associated with a sequence of functions (un)n∈N,
narrowly converging to some Young measure μ. On the other hand let ϕ : Ω ×E →R be a B(Ω)⊗B(E) measurable
function such that λ → ϕ(x,λ) is continuous for a.e. x in Ω . Assume moreover that x → ϕ(x,un(x)) is uniformly
integrable. Then ∫
Ω×E
ϕ(x,λ)dμ(x,λ) = lim
n→+∞
∫
Ω
ϕ
(
x,un(x)
)
dx.
We end this section with the following result which is fundamental in order to apply Proposition 2. For a proof, we
refer the reader to [10,15].
Proposition 3. Let (un)n∈N be a bounded sequence in W 1,pΓ0 (Ω,R
m) whose gradients generate a W 1,p-Young mea-
sure μ. Then there exists another sequence (vn)n∈N in W 1,pΓ0 (Ω,R
m), whose gradients generate the same Young
measure μ, and such that (|∇vn|p)n∈N is uniformly integrable.
3. Problem statement and notations
We make no difference between R3 and the three-dimensional Euclidean physic space whose an orthogonal base
is denoted by (e1, e2, e3). We consider a domain Ω with a C1 boundary Γ . Let Ω± = Ω ∩ [±x3 > 0], and let
S := {∂Ω+ ∩ ∂Ω−}◦. We assume that S has a positive H2-measure. To shorten the proofs we have assumed that S
is included in the plane [x3 = 0] but we could treat the problem with a more general geometry (see Fig. 1). The set
Ω is the physical reference configuration of the assembly of the two adherents and the thin adhesive. More precisely,
given a small dimensionless parameter ε and a global characteristic length h (for example the diameter of Ω), the set
Bε = {x + εze3: 0 < z < h, x ∈ S} is the reference configuration occupied by a strong material (whose stiffness is of
order 1
ε
) while Ωε = Ω \Bε is the reference configuration occupied by a material with stiffness of order 1 (see Fig. 1).
The structure is clamped on a part Γ0 of Γ with a positive H2-measure, the complementary part of Γ0 is traction
free and we assume that H1(Γ0 ∩ S¯) > 0. Obviously one can there consider other type of boundary conditions
(e.g. a combination of some components of the stress vector and of the displacement). Moreover the structure is
submitted to applied body forces Φ . In the sequel, we assume h = 1.
Classically, the work of the exterior loading is given by L : Lp(Ω,R3) →R∪ {+∞},
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L(u) =
∫
Ωε
Φ.udx.
The soft and the strong materials are modeled as hyperelastic and the bulk energy densities f , g of the two materials
occupying Ωε and Bε satisfy a (Cp) condition with p > 1:⎧⎪⎨
⎪⎩
∃α,β, C ∈R+ s.t. ∀(λ,λ′) ∈ M3×3,
α|λ|p  f (λ) β(1 + |λ|p), idem for g,
|f (λ)− f (λ′)| C|λ− λ′|(1 + |λ|p−1 + |λ′|p−1), idem for g.
(1)
(To shorten notation, we assume that (Cp) is satisfied with the same constants α, β and C.)
Since we have assumed that the materials undergo reversible solid–solid phase transitions, the density f and g
are assumed to be nonconvex and to entail a multi-well structure. In this context, the stored strain energy functional
associated with a displacement field u is given by:
Fε(u) :=
∫
Ωε
f (∇u)dx + 1
ε
∫
Bε
g(∇u)dx.
Let us define the function g0 : M3×2 → R for every λˆ ∈ M3×2 by g0(λˆ) := infξ∈R3 g(λˆ|ξ). In [6], we proved the
Γ -convergence of Fε to the functional F : Lp(Ω,R3) →R∪ {+∞}, where
F(u) :=
{∫
Ω
Qf (∇u)dx + ∫
S
Qg0(∇ˆu)dx if u ∈ W 1,pΓ0 (Ω,R3), with γS(u) ∈ W 1,p(S,R3),
+∞ otherwise,
and γS denotes the trace operator from W 1,p(Ω,R3) into Lp(S,R3).
In order to work in a domain independent of ε we operate the usual change of scale (xˆ, x3) = (xˆ, εy3) transforming
(xˆ, x3) ∈ Bε into (xˆ, y3) ∈ B := S × (0,1). Before introducing the Young measures formulation, since the behavior
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displacement u in Ωε , and v the rescaled function in B of the displacement in Bε , and consider:
Gε : Lp
(
Ω,R3
)×Lp(B,R3)→R∪ {+∞},
Gε(u, v) :=
{∫
Ωε
f (∇u)dx + ∫
B
g(∇ˆv| 1
ε
∂v
∂x3
) dx + Iε(u, v) if u ∈ W 1,pΓ0 (Ω,R3),
+∞ otherwise,
where, for all (u, v) ∈ W 1,pΓ0 (Ω,R3)×W 1,p(B,R3),
Iε(u, v) :=
{0 if 1Brεu = v,
+∞ otherwise,
and rεu(xˆ, y3) := u(xˆ, εy3). Let us now introduce some notations we will use in the sequel.
Let M3×3 and M3×2 denote the sets of 3 × 3 and 3 × 2 matrices with real entries. Considering the space M3×3 as
the product M3×2 ×R3, we will denote the first coordinate in M3×2 of any element λ of M3×3 by λˆ.
Following Definition 1 we consider the following sets of Young measures Y3×3(Ω), Y3×3(B) and Y3×2(S):
σ ∈ Y3×3(Ω) ⇐⇒ σ ∈ M+
(
Ω × M3×3) and PΩ#σ = L,
μ ∈ Y3×3(B) ⇐⇒ μ ∈ M+
(
B × M3×3) and PB#μ = L,
ν ∈ Y3×2(S) ⇐⇒ ν ∈ M+
(
S × M3×2) and PS#ν = Lˆ,
where PΩ #σ (resp. PB #μ and PS #ν) denotes the projection measure of σ (resp. μ and ν) by the projection PΩ :
Ω × M3×3 → Ω (resp. PB : B × M3×3 → B and PS : S × M3×2 → S) and L (resp. Lˆ) the Lebesgue measure on Ω
(resp. S) that we sometimes write dx (resp. dxˆ). We write the slicing decomposition σ = σx ⊗ dx, μ = μx ⊗ dx and
ν = νxˆ ⊗ dxˆ for σ , μ and ν, where σx and μx are probability measures on M3×3, and νxˆ is a probability measure on
M3×2. In all the paper, Y3×3(Ω), Y3×3(B) and Y3×2(S) are equipped with the narrow convergence.
For every probability measure P on M3×3 or M3×2, we write EP for its barycenter, i.e. EP = ∫ λdP(λ).
We will denote by ∇Y3×3(Ω) (resp. ∇Y3×3(B) and ∇ˆY3×2(S)) the set of Young measures generated by gradients
of W 1,pΓ0 (Ω,R
3)-Sobolev functions (resp. W 1,p(B,R3) and W 1,p
S¯∩Γ0(S,R
3)). We will also consider the set of Young
measures ∇ˆY3×2(B) := {μ ∈ Y(B;M3×2): ∃vn ∈ W 1,p(B,R3) s.t. δ∇ˆvn ⊗ dx
nar
⇀ μ}.
In order to take the fine microstructure of the two materials occupying Ωε and Bε into account, we reformulate
the energy functional in terms of Young measures. For a general study of fine mixture consult [5]. In [8] mixture like
austenite/martensite was predicted for thin films and a mathematical model was proposed in [11,14]. This leads us to
consider the functional Fε defined as follows:
Fε : Y3×3(Ω)× Y3×3(B) →R∪ {+∞},
Fε(σ,μ) :=
{∫
Ωε×M3×3 f (λ)dσ +
∫
B×M3×3 g(λˆ| 1ε λ3) dμ+ Iε(σ,μ) if σ = δ∇u(x) ⊗ dx,
+∞ otherwise,
where
Iε(σ,μ) :=
{
0 if μ = δ∇v(x) ⊗ dx, v = 1Brεu,
+∞ otherwise.
For every σ ∈ ∇Y3×3(Ω), there exists a unique u ∈ W 1,pΓ0 (Ω,R3), denoted by ∇−1Eσ , such that ∇u(x) = Eσ(x) for
a.e. x ∈ Ω . In order to shorten notations, we still denote by L the work of the exterior loading in the Young measures
formulation, which is then given by:
L : Y3×3(Ω) →R∪ {+∞},
L(σ ) =
{∫
Ωε
Φ.∇−1Eσ dx if σ ∈ ∇Y3×3(Ω),
+∞ otherwise.
Note that, in its domain, the functional Fε is nothing but the functional Gε , and from the strict variational point of
view, it is equivalent to identify the variational limit of Fε and that of Gε . Indeed we have
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u∈W 1,pΓ0 (Ω,R3)
(
Fε(u)−L(u)
)= inf
(u,v)∈Lp(Ω,R3)×Lp(B,R3)
(Gε(u, v)−L(u))
= inf
(σ,μ)∈Y3×3(Ω)×Y3×3(B)
(Fε(σ,μ)−L(σ)).
But we want to point out that the Young measure formulation is well-adapted for capturing oscillations of the gradient
minimizing sequences contrary to the formulation in terms of Sobolev functions.
4. The variational convergence
Let consider the functional F defined by:
F : Y3×3(Ω)× Y3×2(S) →R∪ {+∞},
F(σ, ν) :=
{∫
Ω×M3×3 f (λ)dσ +
∫
S×M3×2 g0(λˆ) dν + I(σ, ν) if σ ∈ ∇Y3×3(Ω),
+∞ otherwise,
where
I(σ, ν) :=
{
0 if ν ∈ ∇ˆY3×2(S) and ∇ˆ−1(Eνxˆ) = γS(∇−1(Eσx)),
+∞ otherwise.
In order to establish a variational convergence of the sequence (Fε)ε>0 to F , we introduce a notion of convergence
between Y3×3(B) and Y3×2(S) that we denote by Θ-convergence. To this end, we define the map Θ as follows:
Θ : Y3×3(B) → Y3×2(S),
μ = μx ⊗ dx → ν =
( 1∫
0
μˆxˆ,s ds
)
⊗ dxˆ,
where μˆx = PM3×2 #μx , x ∈ Ω , is the projection of the measure μx on the set M3×2 of 3× 2 matrices, and
∫ 1
0 μˆxˆ,s ds
is the probability measure parametrized by xˆ ∈ S, which acts on all ϕ ∈ C0(M3×2) as follows:〈 1∫
0
μˆxˆ,s ds, ϕ
〉
:=
1∫
0
∫
M3×2
ϕ(λˆ) dμˆxˆ,s ds.
Given a sequence (με)ε>0 in the space Y3×3(B) equipped with the narrow convergence and ν in Y3×2(S), we define
the Θ-convergence of με to ν as follows:
με
Θ
⇀ ν ⇐⇒ ∃μ ∈ Y3×3(B) s.t.
{
με
nar
⇀ μ,
ν = Θ(μ),
and, for ((σε,με))ε>0 in Y3×3(Ω)× Y3×3(B), and (σ, ν) in Y3×3(Ω)× Y3×2(S), the nar ×Θ-convergence by,
(σε,με)
nar×Θ
(σ, ν) ⇐⇒
{
σε
nar
⇀ σ in Y3×3(Ω),
με
Θ
⇀ ν.
We are now in a position to define the Γnar×Θ -convergence.
Definition 3. We say that Fε Γnar×Θ -converges to F and we write,
Fε Γnar×Θ−→ F ,
iff for all (σ,μ) ∈ Y3×3(Ω)× Y3×3(B), both following assertions hold:
(i) ∀(σε,με) ∈ Y3×3(Ω)× Y3×3(B) s.t. (σε,με) nar×Θ (σ, ν), F(σ, ν) lim inf
ε→0 Fε(σε,με),
(ii) ∃(σε,με) ∈ Y3×3(Ω)× Y3×3(B) s.t. (σε,με) nar×Θ (σ, ν), F(σ, ν) lim sup
ε→0
Fε(σε,με).
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Proposition 4. Assume that (Fε)ε>0 Γnar×Θ -converges to F and let ((σε,με))ε>0 be a sequence of
Y3×3(Ω)× Y3×3(B) satisfying:
Fε(σε,με) inf
{Fε(σ,μ): (σ,μ) ∈ Y3×3(Ω)× Y3×3(B)}+ ε.
Assume furthermore that {(σε,με): ε > 0} is relatively compact for the convergence nar×Θ defined above. Then any
cluster point (σ¯ , ν¯) ∈ Y3×3(Ω)× Y3×2(S) is a minimizer of F , and
lim inf
ε→0
{Fε(σε,με): (σε,με) ∈ Y3×3(Ω)× Y3×3(B)}= F(σ¯ , ν¯).
Proof. The proof is similar to that of Theorem 12.1.1 in [3]. For the seek of completeness we reproduce it.
Let (σ¯ , ν¯) be a cluster point of {(σε,με): ε > 0}, ((στ(ε),μτ(ε)))ε>0 a subsequence of {(σε,με): ε > 0} converging
to (σ¯ , ν¯) and set:
(σ˜η, ν˜η) :=
{
(στ(ε),μτ(ε)) if there exists ε such that η = τ(ε),
(σ¯ , ν¯) otherwise.
Then (σ˜η, ν˜η) nar×Θ (σ¯ , ν¯) when η → 0 and according to (i) in Definition 3 we have:
F(σ¯ , ν¯) lim inf
ε→0 Fε(σ˜ε, ν˜ε) lim infε→0 Fτ(ε)(στ(ε),μτ(ε))
= lim inf
ε→0 infY3×3(Ω)×Y3×3(B)
Fτ(ε). (2)
Let now (σ, ν) be any element of Y3×3(Ω) × Y3×3(B). According to (ii) in Definition 3 there exists a sequence
((ςε,με))ε>0 converging to (σ, ν) and satisfying:
F(σ, ν) lim sup
ε→0
Fε(ςε,με) lim sup
ε→0
Fτ(ε)(ςτ(ε),μτ(ε)). (3)
Combining (2) and (3) we obtain:
F(σ¯ , ν¯) lim inf
ε→0 infY3×3(Ω)×Y3×3(B)
Fτ(ε)  lim sup
ε→0
inf
Y3×3(Ω)×Y3×3(B)
Fτ(ε)
 lim sup
ε→0
Fτ(ε)(ςτ(ε),μτ(ε))F(σ, ν),
which proves F(σ¯ , ν¯) = minY3×3(Ω)×Y3×2(S) F . Taking (σ, ν) = (σ¯ , ν¯) in the last inequality gives
limε→0 inf Fτ(ε) = min F . Since all subsequence of inf Fε possesses a subsequence converging to min F , we finally
obtain:
lim
ε→0 infY3×3(Ω)×Y3×3(B)
Fε = minY3×3(Ω)×Y3×2(S)F . 
Before establishing the Γnar×Θ -convergence, we prove the following compactness lemma:
Lemma 1. Let ((σε,με))ε>0 be a sequence in Y3×3(Ω) × Y3×3(B) satisfying supε>0 Fε(σε,με) < +∞. Then
there exist a subsequence not relabeled ((σε,με))ε>0, (uε, vε) ∈ W 1,pΓ0 (Ω,R3) × W 1,p(B,R3), and (σ, ν) ∈
∇Y3×3(Ω)× ∇ˆY3×2(S) such that
(i) σε = δ∇uε ⊗ dx, με = δ∇vε ⊗ dx and vε = 1Brεuε;
(ii) ∂vε
∂x3
→ 0 strongly in Lp(B,R3);
(iii) (σε,με) nar×Θ (σ, ν), with ν = Θ(μ), where μ = (μˆx ⊗ δ0
R3
) ⊗ dx and μˆ := μˆx ⊗ dx is the Young measure
generated by (∇ˆvε)ε>0;
(iv) ∇ˆ−1(Eνxˆ) = γS(∇−1(Eσx)).
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such that σε = δ∇uε ⊗ dx, and με = δ∇vε ⊗ dx, with vε = 1B rεuε .
Moreover, from the coerciveness properties of f and g, we deduce that
sup
ε>0
∫
Ωε
|∇uε|p dx < +∞; sup
ε>0
1
ε
∫
Bε
|∇uε|p dx < +∞;
sup
ε>0
∫
B
|∇ˆvε|p dx < +∞; sup
ε>0
∫
B
∣∣∣∣1ε ∂vε∂x3
∣∣∣∣
p
dx < +∞;
thus ∂vε
∂x3
→ 0 strongly in Lp(B,R3).
Proof of (iii): The sequences (∇uε)ε>0 and (∇vε)ε>0 are bounded in L1(Ω,M3×3) and L1(B,M3×3) respectively,
so that the sequences (σε)ε>0 and (με)ε>0 are tight. From Prokhorov’s theorem, we deduce that there exist two
subsequences not relabeled, σ ∈ ∇Y3×3(Ω) and μ ∈ ∇Y3×3(B) such that
σε = δ∇uε ⊗ dx
nar
⇀ σ in Y3×3(Ω);
με = δ∇vε ⊗ dx
nar
⇀ μ in Y3×3(B).
The sequence (∇ˆvε)ε>0 is also bounded in L1(B,M3×2) thus there exists μˆ ∈ ∇ˆY3×2(B) and a subsequence not
relabeled such that
δ∇ˆvε ⊗ dx
nar
⇀ μˆ := μˆx ⊗ dx.
Moreover, from (ii) δ ∂vε
∂x3
⊗dx nar⇀ δ0
R3
⊗dx, thus μx = μˆx ⊗δ0
R3
, and considering ν = νxˆ ⊗dxˆ where νxˆ =
∫ 1
0 μˆxˆ,s ds
we have ν = Θ(μ) and με Θ⇀ ν.
We prove now that ν ∈ ∇ˆY3×2(S). According to the Kinderlehrer–Pedregal characterization theorem (see [12,13]),
we have to establish the following three assertions:
(KP1) ∃w ∈ W 1,p(S,R3) such that Eνxˆ = ∇ˆw(xˆ) a.e. xˆ ∈ S;
(KP2)
∫
M3×2 λˆ
p dνxˆ < +∞ a.e. xˆ ∈ S;
(KP3) for every quasi-convex function φ satisfying a growth condition of order p,
φ(Eνxˆ)
∫
M3×2
φ(λˆ) dνxˆ a.e. xˆ ∈ S.
Proof of (KP1): (∇vε)ε>0 is bounded in Lp(B,M3×3), thus there exists v ∈ W 1,p(B,R3) and a subsequence not
relabeled such that vε → v strongly in Lp(B,R3) and weakly in W 1,p(B,R3). Since με nar⇀ μ, we obtain:
∇ˆv(x) =
∫
M3×2
λˆ dμˆx a.e. x ∈ B.
Moreover, since ∂vε
∂x3
→ 0 strongly in Lp(B,R3), we have ∂v
∂x3
= 0, v ∈ W 1,p(S,R3), and we can write:
∇ˆv(xˆ) =
1∫
0
∫
M3×2
λˆ dμˆxˆ,s ds =
∫
M3×2
λˆ dνxˆ a.e. xˆ ∈ S.
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∫
B×M3×3 |λ|p dμ, one has∫
S
∫
M3×2
|λˆ|p dνxˆ dxˆ =
∫
B
∫
M3×2
|λˆ|p dμˆx dx =
∫
B×M3×3
|λˆ|p dμ

∫
B×M3×3
|λ|p dμ lim inf
ε→0
∫
B
|∇vε|p dx
 sup
ε>0
Fε(σε,με) < +∞,
so that
∫
M3×2 |λˆ|p dνxˆ < +∞ a.e. xˆ ∈ S.
Proof of (KP3): Let φ : M3×2 → R be a quasi-convex function satisfying a growth condition of order p and let
φ˜ : M3×3 → R defined by φ˜(λ) = φ(λˆ). It is easily seen that φ˜ is quasi-convex and satisfies a growth condition of
order p. Since μ ∈ ∇Y3×3(B), we have:
φ
(∇ˆv(xˆ))= φ˜(∇v(xˆ)) ∫
M3×3
φ˜(λ) dμx =
∫
M3×2
φ(λˆ) dμˆx a.e. xˆ ∈ S.
so that for a.e. xˆ ∈ S
φ
(∇ˆv(xˆ))=
1∫
0
φ
(∇ˆv(xˆ))ds 
1∫
0
∫
M3×2
φ(λˆ) dμˆxˆ,s ds =
∫
M3×2
φ(λˆ) dνxˆ .
Proof of (iv): We know that Eνxˆ = ∇ˆv(xˆ) a.e. xˆ ∈ S. Since (∇uε)ε>0 is bounded in Lp(Ω,M3×3), there exists
u ∈ W 1,pΓ0 (Ω,R3) and a subsequence not relabeled such that uε → u strongly in Lp(Ω,R3) and weakly in
W
1,p
Γ0
(Ω,R3), and
∇u(x) =
∫
M3×3
λdσx = Eσx.
In order to establish that ∇ˆ−1(Eνxˆ) = γS(∇−1(Eσx)) a.e. xˆ ∈ S, we just have to show that v = γS(u) almost every-
where on S. The equality vε(xˆ, x3) = uε(xˆ, εx3) a.e. in B implies that γS(vε) = γS(uε). Thus the result follows from
the continuity of the trace operator from W 1,pΓ0 (Ω,R
3) into Lp(S,R3) and from W 1,p(B,R3) into Lp(S,R3) and the
weak convergences ve ⇀ v in W 1,p(B,R3) and uε ⇀ u in W 1,pΓ0 (Ω,R
3). 
Let us equip the space Y3×3(Ω) × Y3×3(B) with the nar × Θ-convergence, we claim that the sequence (Fε)ε>0
Γnar×Θ -converges to the functional F . The proof consists in establishing the next two propositions:
Proposition 5. Let (σ, ν) be any pair in Y3×3(Ω) × Y3×2(S). Then for every ((σε,με))ε>0 in Y3×3(Ω) × Y3×3(B)
converging to (σ, ν), we have:
F(σ, ν) lim inf
ε→0 Fε(σε,με).
Proof. We can assume lim infε→0 Fε(σε,με) < +∞ otherwise there is nothing to prove. Then from Lemma 1, there
exists a subsequence not relabeled such that
σε = δ∇uε ⊗ dx, με = δ∇vε ⊗ dx, vε = 1Brεuε,
σ ∈ ∇Y3×3(Ω),
uε → u strongly in Lp
(
Ω,R3
)
and weakly in W 1,pΓ0
(
Ω,R3
)
,
vε → v strongly in Lp
(
B,R3
)
and weakly in W 1,p
(
B,R3
)
,
ν ∈ ∇ˆY3×2(S) and ∇ˆ−1(Eνxˆ) = γS
(∇−1(Eσx)).
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lim inf
ε→0
∫
Ωε×M3×3
f (λ)dσε 
∫
Ω×M3×3
f (λ)dσ, (4)
lim inf
ε→0
∫
B×M3×3
g
(
λˆ
∣∣∣∣1ε λ3
)
dμε 
∫
S×M3×2
g0(λˆ) dν. (5)
Proof of (4): Take η > ε. Using the lower semi-continuity property of Young measures, we get:
lim inf
ε→0
∫
Ωε×M3×3
f (λ)dσε  lim inf
ε→0
∫
Ωη×M3×3
f (λ)dσε 
∫
Ωη×M3×3
f (λ)dσ,
and letting η → 0,
lim inf
ε→0
∫
Ωε×M3×3
f (λ)dσε 
∫
Ω×M3×3
f (λ)dσ.
Proof of (5): As above, thanks to assertion (iii) from Lemma 1, and to the lower semi-continuity property of Young
measures, we have:
lim inf
ε→0
∫
B×M3×3
g
(
λˆ
∣∣∣∣1ε λ3
)
dμε  lim inf
ε→0
∫
B×M3×3
g0(λˆ) dμε

∫
B×M3×3
g0(λˆ) dμ =
∫
B×M3×3
g0(λˆ) (dμˆx ⊗ δ0
R3
)⊗ dx
=
∫
S×M3×2
g0(λˆ) dν,
so that lim infε→0 Fε(σε,με)F(σ, ν), which ends the proof of Proposition 5. 
Proposition 6. For every (σ, ν) ∈ Y3×3(Ω) × Y3×2(S) there exists a sequence ((σε,με))ε>0 in Y3×3(Ω) × Y3×3(B)
converging to (σ, ν) such that
F(σ, ν) lim sup
ε→0
Fε(σε,με).
Proof. We can assume F(σ, ν) < +∞ otherwise there is nothing to prove. Thus we have (σ, ν) ∈ ∇Y3×3(Ω) ×
∇ˆY3×2(S) and ∇ˆ−1(Eνxˆ) = γS(∇−1(Eσx)). This implies that there exist un ∈ W 1,pΓ0 (Ω,R3) and vn ∈ W 1,p(S,R3)
such that (|∇un|p)n∈N and (|∇ˆvn|p)n∈N are uniformly integrable, and
σn := δ∇un ⊗ dx
nar
⇀ σ in Y3×3(Ω), (6)
νn := δ∇ˆvn ⊗ dxˆ
nar
⇀ ν in Y3×2(S). (7)
Note that we also have,
(δ∇ˆvn ⊗ δ0R3 )⊗ dx
nar
⇀ (νxˆ ⊗ δ0
R3
)⊗ dx, (8)
in Y3×3(B) when n → +∞.
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lim
n→+∞
∫
Ω
f (∇un)dx =
∫
Ω×M3×3
f (λ)dσ, (9)
lim
n→+∞
∫
S
g0(∇ˆvn) dxˆ =
∫
S×M3×2
g0(λˆ) dν. (10)
We show in the lemma below that we can modify un near S in order that γS(un) = vn almost everywhere on S. 
Lemma 2. Let (σ, ν) ∈ ∇Y3×3(Ω) × ∇ˆY3×2(S) with γS(∇−1(Eσx)) = ∇ˆ−1(Eνxˆ) a.e. xˆ ∈ S. Consider a sequence
((un, vn))n∈N in W 1,pΓ0 (Ω,R
3) × W 1,p(S,R3) satisfying δ∇un(x) ⊗ dx
nar
⇀ σ in Y3×3(Ω) and δ∇ˆvn(xˆ) ⊗ dxˆ
nar
⇀ ν in
Y3×2(S), and
lim
n→+∞
∫
Ω
f (∇un)dx =
∫
Ω×M3×3
f (λ)dσ,
lim
n→+∞
∫
S
g0(∇ˆvn) dxˆ =
∫
S×M3×2
g0(λˆ) dν. (11)
Then there exists a sequence (u˜n)n∈N satisfying the same conditions fulfilled by (un)n∈N and additionally γS(u˜n) = vn.
Proof. Note that sequences ((un, vn))n∈N satisfying (11) exist (see [12], [3, Theorem 11.4.2]). Furthermore one may
assume (|∇un|p)n∈N is uniformly integrable. Indeed, consider the sequence (u˜n)n∈N whose gradients generate the
same Young measure σ and such that (|∇u˜n|p)n∈N is uniformly integrable (see Proposition 3). In what follows, we
still denote by (un)n∈N the sequence (u˜n)n∈N. We are going to modify the function un on a neighborhood of S so that
the new function satisfies γS(un) = vn almost everywhere on S. In the sequel, vn will be indifferently considered as a
function in W 1,p(S,R3) or in W 1,p(B,R3) with ∂vn
∂x3
= 0.
From the coerciveness property satisfied by f and g0 respectively,
∫
Ω
|∇un|p dx and
∫
S
|∇ˆvn|p dxˆ are bounded,
thus un, resp. vn, strongly converges in Lp(Ω,R3), resp. in Lp(B,R3), to a function u, resp. v, satisfying:
∇u(x) = Eσx, ∇ˆv(xˆ) = Eνxˆ .
Thus γS(u) = v almost everywhere on S.
Let η > 0 intended to go to 0 and set Ση := S × (− η2 , η2 ). We are going to modify un on Ση so that the trace on S
of the new function be equal to vn, and in such a way to decrease limn→+∞
∫
Ω
f (∇un)dx. Let ϕ ∈ C∞c (R) satisfying:
ϕη = 1 on Ω \Σ2η, ϕη = 0 on Ση,
0 ϕη  1, |∇ϕη| 1
η
.
and define
un,η = ϕη(un − vn)+ vn. (12)
Clearly un,η belongs to W 1,pΓ0 (Ω,R
3) and γs(un,η) = vn. Moreover∫
Ω
f (∇un,η) dx =
∫
Ση
f (∇un,η) dx +
∫
Σ2η\Ση
f (∇un,η) dx +
∫
Ω\Σ2η
f (∇un,η) dx

∫
Ση
f (∇vn) dx +
∫
Σ2η\Ση
f (∇un,η) dx +
∫
Ω
f (∇un)dx.
Thus, from the growth condition in (1),
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Ω
f (∇un,η) dx  C
(
η + 1
ηp
∫
Σ2η
|un − vn|p dx +
∫
Σ2η
(|∇un|p)dx
)
+
∫
Ω
f (∇un)dx,
where, from now on, C denotes various positive constants depending only on β , p and Ω . Letting n → +∞, from (11)
we obtain:
lim sup
n→+∞
∫
Ω
f (∇un,η) dx  C
(
η + 1
ηp
∫
Σ2η
|u− v|p dx + sup
n∈N
∫
Σ2η
(|∇un|p)dx
)
+
∫
Ω×M3×3
f (λ)dσ.
But since γS(u) = v on S, the following Poincaré inequality holds:∫
Σ2η
|u− v|p dx  ηp
∫
Σ2η
∣∣∣∣ ∂u∂x3
∣∣∣∣
p
dx,
so that, letting η → 0, from the uniform integrability of (|∇un|p)n∈N it comes
lim sup
η→0
lim sup
n→∞
∫
Ω
f (∇un,η) dx 
∫
Ω×M3×3
f (λ)dσ.
We conclude by a diagonalization argument (see Lemma 11.1.1 in [3]): there exists an application n → η(n) such that
η(n) → 0 when n → +∞, and
lim sup
n→+∞
∫
Ω
f (∇un,η(n)) dx 
∫
Ω×M3×3
f (λ)dσ.
Such an argument is valid because the set Y3×3(Ω) endowed with the narrow topology is metrizable (see [9],
Proposition 2.3.1).
Let now u˜n := un,η(n). It remains to show that the sequences (∇u˜n)n∈N and (∇un)n∈N generate the same Young
measure. Indeed
{x: ∇u˜n = ∇un} ⊂ Σ2η(n)
which tends to a zero measure set when n → +∞. 
Proof of Proposition 6 (continued). In what follows we denote the function u˜n introduced in Lemma 2 by un.
According to a classical interchange argument between infimum and integrals (see [2]) we can write:∫
S
g0
(∇ˆvn)dxˆ = inf
ξ∈D(S,R3)
∫
S
g
(∇ˆvn|ξ)dxˆ.
Let ξn ∈ D(S,R3) satisfying: ∣∣∣∣
∫
S
g
(∇ˆvn|ξn)dxˆ −
∫
S
g0
(∇ˆvn)dxˆ
∣∣∣∣ 1n,
then
lim
n→+∞
∫
S
g
(∇ˆvn|ξn)dxˆ =
∫
3×2
g0(λˆ) dν. (13)
S×M
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vn,ε(xˆ, x3) := vn(xˆ)+ εx3ξn(xˆ).
Then
μn,ε := δ∇vn,ε(x) ⊗ dx
nar
⇀ (δ∇ˆvn(xˆ) ⊗ δ0R3 )⊗ dx (14)
in Y3×3(B) when ε → 0. Indeed set v˜n(x) := vn(xˆ). Since ∇v˜n − ∇vn,ε → 0 strongly in Lp(B,M3×3) when ε → 0,
∇vn,ε and ∇v˜n generate the same Young measure (δ∇ˆvn(xˆ) ⊗ δ0R3 )⊗ dx in Y3×3(B).
Define the function un,ε by:
un,ε(xˆ, x3) =
⎧⎪⎨
⎪⎩
T−εun + ε2ξn(xˆ) in Ω+ε ,
vn(xˆ)+ x3ξn(xˆ) in Bε,
Tεun − ε2ξn(xˆ) in Ω−ε ,
where T±ε operates on every function u as T±εu(xˆ, x3) = u(xˆ, x3 ± ε2 ) for every x ∈ Ω±ε .
From the local Lipschitz property satisfied by g, clearly,
lim
ε→0
∫
B
g
(
∇ˆvn,ε
∣∣∣∣1ε ∂vn,ε∂x3
)
dx =
∫
S
g(∇ˆvn|ξn) dxˆ.
On the other hand, from the local Lipschitz property satisfied by f , for every fixed n ∈N, one obtains:
lim
ε→0
∫
Ωε
f (∇un,ε) dx = lim
ε→0
∫
Ω+ε
f
(∇(T−εun))dx +
∫
Ω−ε
f
(∇(Tεun))dx
=
∫
Ω
f (∇un)dx. (15)
Let us now show that ∇un,ε and ∇un generate the same Young measure. Indeed∫
Ω
|∇un,ε − ∇un|dx =
∫
Ωε
|∇un,ε − ∇un|dx +
∫
Bε
|∇un,ε − ∇un|dx,
and using Hölder’s inequality,∫
Bε
|∇un,ε − ∇un|dx =
∫
Bε
∣∣∇(vn − x3ξn)− ∇un∣∣dx
 |Bε|1−
1
p
( ∫
Bε
∣∣∇(vn − x3ξn)− ∇un∣∣p dx
) 1
p
,
which tends to 0 when ε → 0. On the other hand, writing∫
Ωε
|∇un,ε − ∇un|dx 
∫
Ω+ε
|∇T−εun − ∇un|dx +
∫
Ω−ε
|∇Tεun − ∇un|dx + ε2
∫
Ωε
|ξn|dx,
one can easily see that
∫
Ωε
|∇un,ε − ∇un|dx tends to 0 when ε → 0. We deduce:∫
Ω
|∇un,ε − ∇un|dx → 0 when ε → 0, (16)
thus ∇un,ε and ∇un generate the same Young measure.
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σn,ε = δ∇un,ε(x) ⊗ dx
nar
⇀ δ∇un(x) ⊗ dx
nar
⇀ σ,
μn,ε
nar
⇀ (δ∇ˆvn(xˆ) ⊗ δ0R3 )⊗ dx
nar
⇀ (νxˆ ⊗ δ0
R3
)⊗ dx,
Fε(σn,ε,μn,ε) →
∫
Ω
f (∇un)dx +
∫
S
g(∇ˆvn|ξn) dxˆ
→
∫
Ω×M3×3
f (λ)dσ +
∫
S×M3×2
g0(λˆ) dν,
where in the previous three lines the first arrow indicates the convergence when ε → 0 and the second one when
n → +∞.
We conclude by noting that Θ((νxˆ ⊗ δ0
R3
) ⊗ dx) = ν, and by using the same kind of diagonalization argument as
in Lemma 2: there exists an application ε → n(ε) such that n(ε) → +∞ when ε → 0, and⎧⎨
⎩ (σn(ε),ε,μn(ε),ε)
nar
⇀ ((σ, νxˆ ⊗ δ0
R3
)⊗ dx),
Fε(σn(ε),ε,μn(ε),ε) →
∫
Ω×M3×3 f (λ)dσ +
∫
S×M3×2 g0(λˆ) dν = F(σ,μ).

We state now our main result.
Theorem 3. The sequence (Fε − L)ε>0 Γnar×Θ -converges to the functional F − L. Furthermore, if
(σ¯ε, μ¯ε) ∈ Y3×3(Ω)× Y3×3(B) is a ε-minimizer of Fε −L, i.e. satisfies:
Fε(σ¯ε, μ¯ε)−L(σ¯ε) ε + inf
(σ,μ)∈Y3×3(Ω)×Y3×3(B)
(Fε(σ,μ)−L(σ)),
then there exists a subsequence of ((σ¯ε, μ¯ε))ε>0 converging to (σ¯ , ν¯) which is a minimizer of
inf(σ,ν)∈Y3×3(Ω)×Y3×2(S)(F(σ, ν)−L(σ)). Moreover ∇ˆ−1(Eνxˆ) = γS(∇−1(Eσx)) for a.e. x ∈ S.
Proof. The proof is a straightforward consequence of Lemma 1, Propositions 5 and 6. Indeed, L is easily seen to be
a nar ×Θ-continuous perturbation of Fε , so that Fε Γnar×Θ−→ F ⇒ Fε −L Γnar×Θ−→ F −L. 
5. Relationship between the solution in the displacement formulation and that in the Young measure
formulation
Let u¯ ∈ argmin(F −L) and let (σ¯ , ν¯) ∈ argmin(F −L). We will show that the Young measure formulation furnishes
an integral representation with respect to the probability measures σ¯x and ν¯xˆ of the macroscopic quantities ∇u¯ and
∇ˆγS(u¯). In the next proposition, we establish that the minima of the two limit problems, the one written in terms of
Sobolev functions and the other written in terms of Young measures, are the same.
Proposition 7. The minima of the two limit problems coincide, i.e.
min
u∈Lp(Ω,R3)
{
F(u)−L(u)}= min
(σ,ν)∈Y3×3(Ω)×Y3×2(S)
{F(σ, ν)−L(σ)}.
Proof. The proof is a straightforward consequence of the Γ -convergence of Fε to F , and the Γnar×Θ -convergence
of Fε to F . 
Corollary 1. Let (σ¯ , ν¯) be a minimizer of
inf
(σ,ν)∈Y (Ω)×Y (S)
(F(σ, ν)−L(σ)),
3×3 3×2
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(resp. ∇ˆv¯(xˆ) = Eν¯xˆ a.e. xˆ ∈ S). Then, γS(u¯) = v¯ almost everywhere on S, and u¯ solves the problem
infu∈Lp(Ω,R3)(F (u)−L(u)). Moreover, one has:
∇u¯(x) =
∫
M3×3
λdσ¯x a.e. x ∈ Ω;
∇ˆγS(u¯)(xˆ) =
∫
M3×2
λˆ dν¯xˆ a.e. xˆ ∈ S;
Qf
(∇u¯(x))= ∫
M3×3
f (λ)dσ¯x a.e. x ∈ Ω;
Qg0
(∇ˆγS(u¯)(xˆ))=
∫
M3×2
g0(λˆ) dν¯xˆ a.e. xˆ ∈ S. (17)
Proof. We begin by proving the four equalities. Let (σ¯ , ν¯) be a minimizer of min{F(σ, ν): (σ, ν) ∈ Y3×3(Ω) ×
Y3×2(S)}. Then (σ¯ , ν¯) ∈ ∇Y3×3(Ω) × ∇ˆY3×2(S) and γS(∇−1(Eσ¯x)) = ∇ˆ−1(Eν¯xˆ ), so that there exist
u¯ ∈ W 1,pΓ0 (Ω,R3) and v¯ ∈ W 1,p(S,R3) satisfying
∇u¯(x) =
∫
M3×3
λdσ¯x(λ) a.e. x ∈ Ω, (18)
∇ˆv¯(xˆ) =
∫
M3×2
λˆ dν¯xˆ (λˆ) a.e. xˆ ∈ S, (19)
and v¯ = γS(u¯) a.e. on S. Thus, the first two equalities hold.
On the other hand, since Qf and Qg0 are quasi-convex,
Qf
( ∫
M3×3
λdσ¯x(λ)
)

∫
M3×3
Qf (λ)dσ¯x(λ)
∫
M3×3
f (λ)dσ¯x(λ), (20)
Qg0
( ∫
M3×2
λˆ dν¯xˆ(λˆ)
)

∫
M3×2
Qg0(λˆ) dν¯xˆ (λˆ)
∫
M3×2
g0(λˆ) dν¯xˆ (λˆ). (21)
In order to prove the converse inequalities, we use a localization argument. Let xˆ0 ∈ S be a fixed point,
Qρ(xˆ0) = Qˆρ(xˆ0) × (−ρ,ρ) the cylinder of R3, where Qˆρ(xˆ0) is the ball of R2 centered at xˆ0. Writing Fρ,xˆ0ε ,
Fρ,xˆ0 , Fρ,xˆ0ε , and Fρ,xˆ0 for the functionals Fε , F , Fε , and F localized at Qρ(xˆ0), and replacing the constraint
u ∈ W 1,pΓ0 (Ω,R3) by the constraint u ∈ u¯+W
1,p
0 (Qρ(xˆ0),R
3), one can easily see that x → σ¯x and xˆ → ν¯xˆ restricted
to Qρ(xˆ0) and Qˆρ(xˆ0) respectively, are such that (σ¯ , ν¯) is also a minimizer of the localized problem:
inf
{Fρ,xˆ0(σ, ν): σ ∈ Y3×3(Qρ(xˆ0)), ν ∈ Y3×2(Qˆρ(xˆ0))}.
On the other hand, analysis similar to that in the proofs of Theorem 3 and of Theorem 3 in [6] shows that
Fρ,xˆ0ε Γnar×Θ−→ Fρ,xˆ0 , and Fρ,xˆ0ε Γ→ Fρ,xˆ0 . From the Γ -convergence of Fρ,xˆ0ε , there exists a sequence (uε)ε>0 strongly
converging to u¯ in Lp(Qρ(xˆ0),R3) such that
lim
ε→0
(
Fρ,xˆ0ε (uε)−L(uε)
)= ∫
Qρ(xˆ0)
Qf (∇u¯) dx +
∫
Qˆρ(xˆ0)
Qg0
(∇ˆγS(u¯))dxˆ −L(u¯). (22)
Moreover, according to the Prokhorov compactness theorem, σε = δ∇uε(x) ⊗ dx
nar
⇀ ¯¯σ , and με = δ∇uε(x) ⊗ dx
Θ
⇀ ¯¯ν
where ¯¯σ ∈ ∇Y3×3(Ω), and ¯¯ν ∈ ∇ˆY3×2(S). Now, from the Γnar×Θ -convergence, we obtain:
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ε→0
(
Fρ,xˆ0ε (uε)−L(uε)
)
= lim
ε→0
(Fρ,xˆ0ε (σε,με)−L(σε))

∫
Qρ(xˆ0)
( ∫
M3×3
f (λ)d ¯¯σx
)
dx +
∫
Qˆρ(xˆ0)
( ∫
M3×2
g0(λˆ) d ¯¯νxˆ
)
dxˆ −L( ¯¯σ)

∫
Qρ(xˆ0)
( ∫
M3×3
f (λ)dσ¯x
)
dx +
∫
Qˆρ(xˆ0)
( ∫
M3×2
g0(λˆ) dν¯xˆ
)
dxˆ −L(σ¯ ). (23)
Collecting (22), (23), we deduce: ∫
Qρ(xˆ0)
Qf
(∇(u¯))dx  ∫
Qρ(xˆ0)
( ∫
M3×3
f (λ)dσ¯xˆ
)
dx,
∫
Qˆρ(xˆ0)
Qg0
(∇ˆγS(u¯))dxˆ 
∫
Qˆρ(xˆ0)
( ∫
M3×2
g0(λˆ) dν¯xˆ
)
dxˆ.
By choosing xˆ0 outside a suitable H2-negligible subset of S (take xˆ0 a Lebesgue point of each two integrands in each
two members), dividing respectively the two members of each inequality by H3(Qρ(xˆ0)) and H2(Qˆρ(xˆ0)) and letting
ρ → 0, we obtain:
Qf
(∇u¯(xˆ0))
∫
M3×3
f (λ)dσ¯xˆ0,
Qg0
(∇ˆγS(u¯)(xˆ0))
∫
M3×2
g0(λˆ) dν¯xˆ0 ,
which completes the proof of the last two equalities.
It is easy to see that u¯ is a minimizer of F . Indeed, according to the last two equalities in (17) we have:
F(u¯)−L(u¯) = F(σ¯ , ν¯)−L(σ¯ ) = min
(σ,ν)∈Y3×3(Ω)×Y3×2(S)
(F −L)
= min
u∈Lp(Ω,R3)
(F −L). 
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