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Abstract
Spatial-temporal feature learning is of vital importance for
video emotion recognition. Previous deep network structures
often focused on macro-motion which extends over long time
scales, e.g., on the order of seconds. We believe integrat-
ing structures capturing information about both micro- and
macro-motion will benefit emotion prediction, because hu-
man perceive both micro- and macro-expressions. In this
paper, we propose to combine micro- and macro-motion
features to improve video emotion recognition with a two-
stream recurrent network, named MIMAMO (Micro-Macro-
Motion) Net. Specifically, smaller and shorter micro-motions
are analyzed by a two-stream network, while larger and more
sustained macro-motions can be well captured by a subse-
quent recurrent network. Assigning specific interpretations
to the roles of different parts of the network enables us
to make choice of parameters based on prior knowledge:
choices that turn out to be optimal. One of the important in-
novations in our model is the use of interframe phase dif-
ferences rather than optical flow as input to the temporal
stream. Compared with the optical flow, phase differences
require less computation and are more robust to illumina-
tion changes. Our proposed network achieves state of the art
performance on two video emotion datasets, the OMG emo-
tion dataset and the Aff-Wild dataset. The most significant
gains are for arousal prediction, for which motion informa-
tion is intuitively more informative. Source code is available
at https://github.com/wtomin/MIMAMO-Net.
Introduction
The goal of video emotion recognition is to recognize a
subject’s emotional state automatically based on videos of
their behaviour. Numerous studies in psychology and neu-
roscience have proposed ways to quantify human emo-
tions. Seven basic emotion categories were first proposed
by (Ekman and Friesen 1971): anger, fear, disgust, hap-
piness, sadness, surprise, contempt. Even though the seven
basic emotion system has become quite popular for multiple
emotion recognition systems (Zhou and Shi 2017), people
have argued that this system might not be culturally uni-
versal (Jack et al. 2012). Alternatively, a continuous, di-
mensional Arousal-Valence space was proposed (Gunes and
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Pantic 2010). Arousal refers to how active the emotion is.
Valence refers to how positive or negative the emotion is.
The Arousal-Valence continuous emotion system has been
applied to label a range of emotional datasets (Barros et al.
2018; Zafeiriou et al. 2017; Kossaifi et al. 2017).
Micro- and macro- expressions are both important cues
to emotional state. According to (Shreve 2013), micro-
expressions are described as an involuntary facial expres-
sions which often lasts between 1/25th to 1/3rd of a second
(roughly 2-10 frames). Macro-expressions are longer facial
expressions which typically last from 3/4th of a second to 2
seconds (roughly 24-60 frames).
Although macro-expression labels, e.g., Facial Action
Units (FAU) are often available, and can be recognized au-
tomatically (Zhou, Pi, and Shi 2017), there are few image
datasets labeled with micro-expressions. Nonetheless, we
would still like to utilize the information carried by these
tiny facial movements. Therefore, we define two broader
concepts: micro- and macro-motions. These include both fa-
cial movements highly correlated with affective states, i.e.,
micro- and macro-expressions, and those less correlated,
e.g., blinks. Ideally, the model can learn to extract and ex-
ploit highly correlated motion features, and to downweight
the less correlated motion features.
In existing deep learning models for recognizing spatial-
temporal input, there are three common structures: the CNN-
RNN (Fan et al. 2016; Yang et al. 2018; Kim and Lee
2018), the C3D (3D CNN) (Fan et al. 2016; Yang et
al. 2018) and the Two-Stream Network (Pan et al. 2019;
Feng and Ren 2018). The CNN-RNN architecture takes ad-
vantage of both the transferred knowledge of a pretrained
CNN and the temporal modeling capability of the RNN. The
input features to the RNN are usually abstract and global
features represented by higher layers. It makes this architec-
ture well suited to extract larger and more sustained changes
in facial appearance (i.e., macro-motion).The C3D com-
bines information over both space and time using convolu-
tional filters starting from the lowest layers. This enables it
to capture both macro- and micro-motion. However, it can-
not incorporate transferred knowledge as conveniently as the
CNN-RNN.
The Two-Stream Network has been less well studied than
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the CNN-RNN and the C3D. It contains two parallel convo-
lutional networks: a spatial network that processes a static
image, and a temporal network that processes instantaneous
motion information, most commonly represented by the op-
tical flow. It has the advantages that it can use pretrained
CNN features in the spatial stream, and can learn low-
level short duration facial movement features in the tempo-
ral stream. This makes it well suited for capturing micro-
motions.
In this work, we propose the MIMAMO Net architecture
which uses a Two-Stream Network followed by an RNN to
capture both macro- and micro-motion efficiently.
One of the most important innovations in this work is
the use of phase differences between successive frames of
outputs from a complex steerable pyramid to represent low-
level motion information. Phase differences can serve as a
good alternative to the more common optical flow, primarily
because of difficulties in extracting robust and accurate flow
vectors. Many optical flow algorithms assume the bright-
ness constancy constraint, which assumes that correspond-
ing points across two frames have the same brightness, as
this leads to a simple relationship between the flow vec-
tors and the image spatial and temporal gradients. How-
ever, this makes the outputs sensitive to global changes
in illumination over time. In addition, since gradients are
noisy, significant computational effort must be expended in
regularizing the resulting flow estimates, e.g. through the
imposition of a smoothness constraint (Brox et al. 2004;
Horn and Schunck 1981). This makes flow algorithms com-
putationally complex, and can make the algorithms less ca-
pable of dealing with non-rigid motion, as expected for fa-
cial expressions. In contrast, phase differences of the outputs
of a complex steerable pyramid are computationally less de-
manding, and are invariant to changes in global illumination.
Our primary contributions are:
• We propose a Two-Stream Network followed by an
RNN, the MIMAMO Net, to learn features that rep-
resent both micro- and macro-motion in the face. In-
tuitively, micro- and macro-motion are reflective of
micro- and macro-expressions. However, we do not
explicitly seek to identify these expressions.
• We show that using phase differences, rather than the
optical flow, as input to the temporal stream leads
to better performance on video emotion recognition.
Based on experiments where we randomly varied
the brightness from frame to frame, we suggest that
the optical flow algorithms are sensitive to illumi-
nation changes because of the brightness constancy
constraint, whereas phase differences are invariant to
changes of the overall illumination.
• The proposed MIMAMO Net leads to state of the art
performance on the OMG emotion and the Aff-Wild
datasets.
Related Work
Prior work applying the Two-Stream Network to video emo-
tion recognition has used the optical flow or Local Binary
Patterns from Three Orthogonal Planes (LBP-TOP) as input
to the temporal stream. Pan et al. (Pan et al. 2019) used two
CNNs to extract features from RGB images and optical flow
images. The extracted features were fed into two separate
LSTMs for emotion prediction. Feng et al. (Feng and Ren
2018) also utilized two CNNs, where one CNN processed
the RGB frame, and the other CNN processed the LBP-TOP
features along the x-t and y-t axes.
We identify several shortcomings in those inputs. First,
computing the optical flow or the LBP-TOP composes a
heavy computational burden to the system. Second, many
optical flow algorithms have the brightness constancy con-
straint or the spatial smoothing constraint. The former makes
optical flow sensitive to illumination changes, while the lat-
ter limits the non-rigid motion information in optical flow.
The systems proposed by (Pan et al. 2019) and (Feng
and Ren 2018) were tested only on in-the-lab datasets,
where head motions were small and illumination conditions
changed rarely. Many emerging in-the-wild video emotion
datasets are developed, including AFEW dataset (Dhall et
al. 2015), Aff-Wild datset (Zafeiriou et al. 2017) and OMG
dataset (Barros et al. 2018). We think that for in-the-wild
emotion datasets, we should use phase differences, which
are more robust to illumination changes than optical flow.
To obtain phase differences, the Complex Steerable Pyra-
mid (Portilla and Simoncelli 2000) is often used. It is
a multi-scale and multi-orientation image decomposition
method, used in a wide variety of image processing and
computer vision tasks, such as motion magnification (Wad-
hwa et al. 2016). The recent paper (Duque et al. 2018) used
Riesz Pyramid (a variant of Complex Steerable Pyramid) for
micro-expression spotting, which supports our expectation
that phase differences will be useful for emotion recogni-
tion.
In our proposed method, we integrate a Complex Steer-
able Pyramid with a Convolutional Neural Network as a
cascade in the temporal stream. In terms of using phases or
phase differences to detect emotion, our work is most simi-
lar to the work of (Duque et al. 2018). They first computed
the phases of facial images in the video. Then they divided
the phases of the face image into five different areas: two eye
areas (left and right eye), and three facial features areas (left
and right eyebrow and mouth area). But they simply calcu-
lated the variances of the phase signals in those five areas
and used peak analysis to spot micro-expressions. In con-
trast, we use a Two-Stream Network with an RNN to learn
more complex spatial-temporal features.
The Complex Steerable Pyramid
The Complex Steerable Pyramid (Portilla and Simoncelli
2000) is a linear image decomposition method. It decom-
poses an image into sets of coefficients corresponding to fre-
quency sub-bands and orientations. From the complex coef-
ficients, we can derive the magnitudes and the phases.
Phases at each pixel are also called local phases. Lo-
cal phase shifts are proportional to local displacements. We
demonstrate their relationship using Gabor function as a ba-
sis function. As shown in Eq. 1, the Gabor basis function is
an oriented complex sinusoid windowed by a Gaussian en-
velope. δ is the standard deviation of the Gaussian envelope
and ω is the frequency of sinusoid. The basis function con-
sists of the real part and the imaginary part, which are in
approximate phase-quadrature:
B(x) = e
−x2
2δ2 ejωx = e
−x2
2δ2 (cosωx+ jsinωx) (1)
Suppose the input signal is a Dirac delta function p(x) at
frame 0 and translated by x0 to p(x − x0) at frame 1. The
filter responses of the basis function in Eq. 1 at frames 0 and
1 are:
e
−x2
2δ2 ejωx, e
−(x−x0)2
2δ2 ejω(x−x0) (2)
The phase difference−ωx0 is proportional to the spatial dis-
placement x0. Therefore, the phase differences represent the
spatial displacement in certain frequency band defined by ω.
The input to the Complex Steerable Pyramid is a two-
dimensional image, which outputs a set of coefficients
Rw,θ(x, y), where ω defines the band-pass frequency and θ
defines the orientation angle. Based on Rw,θ, we can derive
local amplitude and local phase using the following formu-
las:
Rw,θ(x, y) = Rew,θ(x, y) + j Imw,θ(x, y) (3)
Aw,θ(x, y) =
√
Rew,θ(x, y)2 + Imw,θ(x, y)2 (4)
Φw,θ(x, y) = arctan(Imw,θ(x, y)/Rew,θ(x, y)) (5)
Local phase difference cannot be simply obtained by
calculating difference between the phases of consecutive
frames, because local phase is a wrapped quantity. To un-
wrap phase, we use the technique from (Gautama and
Van Hulle 2002), where we add or subtract k · 2pi if the lo-
cal phase difference between consecutive frames exceeds pi.
Note that this phase-unwrapping method assumes the mag-
nitude of motion between consecutive frame is at most piω .
This limitation can be compensated for by using multiple
scales.
Proposed Method
Face Detection and Alignment
We use the OpenFace Toolkit (Baltrusˇaitis, Robinson, and
Morency 2016) to detect faces and 68 facial landmarks from
video frames. The facial landmarks are used to define a
window to crop the face. The cropped faces are aligned
and then resized to 224x224 pixel frames and 48x48 pixel
frames, which are inputs to the Two-Stream Network. The
face alignment procedure reduces rigid motions of the en-
tire face due to head movements, allowing the Two-Stream
Network to focus on extracting information about the facial
expression and its changes over time. In the future, it may
be interesting to include information about head movements,
as they may also contain information related to the emotion
state.
Phase and Phase Difference Image
We compute the phase and phase difference images from
consecutive aligned facial frames. Fig. 1 shows a 2-scale, 2-
orientation Complex Steerable Pyramid. The input is a gray-
scale facial image. First, we compute the Fast Fourier Trans-
form (FFT) of the input image. Then the FFT is multiplied
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Figure 1: Complex Steerable Pyramid: A diagram for a
2-scale, 2-orientation Complex Steerable Pyramid (Portilla
and Simoncelli 2000). The highpass residual and the low-
pass residual are omitted here because we do not include
them in our method. Low-pass filters and oriented band-pass
filters are shown in frequency domain.
with the low-pass filter L0(−ω) in the first scale. Next, the
output of the low-pass filter L0(−ω) is multiplied with the
frequency response of the band-pass filters in two orienta-
tions B00(−ω) and B10(−ω). After the inverse FFT on the
outputs of band-pass filters, we can obtain the magnitude
and phase images of filter responses in two orientations for
the first scale of the pyramid. The same operates are applied
to a second coarser scale. More orientations and more scales
are technically feasible, but to make a fair comparison with
optical flow and to reduce computation, we only choose two
orientations and two scales here.
With multiple consecutive facial frames as inputs to the
Complex Steerable Pyramid, we obtain multiple phase and
magnitude images. We first adopt the de-noising method in
(Wadhwa et al. 2013), since phase is less reliable where the
amplitude is small. We apply an amplitude-weighted spa-
tial Gaussian blur on the phase to improve SNR. Then we
unwrap the phase and calculate difference between consec-
utive phase images to obtain the phase difference images. As
proposed by (Duque et al. 2018), the rigid motion between
frames can be further reduced by subtracting the mean value
of phase differences over a spatial window. We do this to re-
duce the effect of head movements, which can be modeled
locally as translational motion. Fig. 3 shows examples of ex-
tracted phase difference images in the X direction (a, b) and
the Y direction (c, d). We use a smaller input image reso-
lution (48x48) when computing phase differences to match
the range of motions represented by the phase differences to
the expected range of micro-motions.
MIMAMO Net
Our proposed model (MIMAMO Net) is illustrated in Fig. 2.
It consists of two stages. The first stage is a Two-Stream
Convolutional Neural Network. The second stage is a Gated
Recurrent Unit (GRU) model. The first stage learns a fea-
ture representation of a snippet, which consists of an RGB
image and a sequence of gray-scale images, centered in time
around the RGB image. The RGB image is fed into the spa-
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Figure 2: MIMAMO Net: Our proposed model consists of two stages. The first stage is a Two-Stream Convolutional Neural
Network. The second stage is a Gated Recurrent Unit network. The figure shows the case when the length of the input to the
temporal stream is 13 frames, i.e., the number of phase difference frames is 12. We treat images from different frames and
orientations as belonging to different channels (C). (a) and (b) denote the temporal stream and the spatial stream respectively.
Frame 0
Y
(a) 
(c)
(b)
(d)
Frame 1
X
Figure 3: Examples of phase difference images: For the
input facial images, we display the phase difference images.
Phase difference images have four dimensions: time, orien-
tation, width and height.
tial stream of the Two-Stream Network. The sequence of
gray-scale images are fed into the temporal stream of the
Two-Stream Network. The second stage learns the long-term
temporal correlations between consecutive snippets.
In the spatial stream, we use the pretrained ResNet50
model (Albanie et al. 2018) as feature extractor. The model
is pretrained on the VGGFace2 face recognition dataset (Cao
et al. 2018), and then fine-tuned on the facial expression
static image dataset FER2013 plus (Barsoum et al. 2016).
We apply average pooling to the final convolutional layer,
resulting in a 2048 dimensional feature vector. This vector
is then fed into two fully connected layers, resulting in a
256 dimensional final feature vector. In the temporal stream,
after obtaining the sequence of phase difference images,
we merge the time and orientation dimensions, resulting in
12 × 2 channels. These are fed into the CNN in the tem-
poral stream, which contains eight convolutional layers di-
vided into four convolutional-layer blocks. Because the co-
efficients in two scales of the steerable pyramid outputs have
different sizes, we concatenate the second-scale inputs with
the outputs of the first convolutional block along the channel
dimension.
The outputs of the spatial and temporal stream are con-
catenated into a 512 dimensional feature vector, which is
fed into a fully-connected layer that reduces the dimension
to 256.
The output of the Two-Stream Network is fed into a bidi-
rectional GRU network with 128 hidden units. This network
combines information across snippets over the entire video
sequence, resulting in a 128 dimensional feature vector ft
which is then fed into a fully-connected network outputting
the estimated arousal and valence at time t. When the frame-
level labels are available, we use the outputs of the final
linear output layer as predictions. When only video-level
labels are available, we average the feature vectors to get
f¯ = 1N
∑N
t=0 ft, and feed f¯ to the final output layer to pro-
duce a video-level prediction.
Loss function
We use the Concordance Correlation Coefficient (CCC) as a
performance metric. The CCC is defined by:
CCC =
2ρσxσy
σ2x + σ
2
y + (µx − µy)2
(6)
where ρ is the Correlation Coefficient, µx and µy denote the
means of the predictions and the ground truth, and σ2x and σ
2
y
are the corresponding variances. The weights of the GRU
and the Two-Stream Network are trained by minimizing -
CCC.
Implementations
Datasets
The OMG-Emotion Behavior Dataset. The videos in
the OMG dataset (Barros et al. 2018) were collected from
YouTube with no environmental constraints. Annotators
separated videos into clips based on utterances. Every ut-
terance was assigned with two continuous emotion labels:
arousal in [0,1] and valence in [-1, 1]. The number of utter-
ances in the training, validation and test sets are 2441, 617
and 2229 respectively. During our experiments, we merge
the training set and the validation set to a larger training set
for cross validation.
Aff-Wild Dataset. This dataset (Zafeiriou et al. 2017)
contains videos collected from YouTube in real-world set-
tings. There is no overlap between OMG dataset and Aff-
Wild dataset. The annotation of Aff-Wild dataset is on the
frame-level, where each frame in videos has two labels:
arousal in [-1,1] and valence in [-1,1]. In total there are
1,008,650 frames in the training set, and 215,450 frames in
the test set. No validation set is provided.
Experiments
Training. During training, we used stochastic gradient de-
scent optimizer implemented in PyTorch, with momentum
(0.9) and weight decay (5e−4). The number of epochs was
set to be 25. Early stopping (5 epochs) was used to pre-
vent overfitting. Batch size varied among [16, 32, 64, 128,
256, 512]. Because different experiments had different GPU
consumption, we chose the largest batch size that fits in our
GPU memory (11GB). Augmentation methods such as ran-
dom cropping and horizontal flipping were used. The pre-
trained ResNet50 model weights were fixed during training,
but all the other layers were trainable. Batch normalization
and dropout were used after every fully-connected layer.
Sampling. When sampling video frames in the OMG
dataset, we used a fixed sample rate in which we took one
snippet every second. We randomly chose the start of sam-
pled snippets to make sure that we use every frame in train-
ing set. But in the test set, we only sampled a video once.
When sampling frames in the Aff-Wild dataset, we took the
original frame rate as the sample rate because the labels in
the Aff-Wild dataset are frame-level. We set the maximum
length of input snippets to the GRU model to be 64 due to
the limitations in the GPU memory.
Training. We trained two types of networks: single stream
and two stream. For the single-stream networks, we ex-
cluded the GRU network in Fig. 2, and added one linear
output layer to the last fully-connected layer with 256 neu-
rons in Fig. 2 (a) or (b). For video-level prediction, we com-
bined information across all frames by averaging. For the
two-stream networks, we used the architecture defined in
Fig. 2. The weights in Fig. 2 (a) and (b) were not trained
from scratch. Instead they were initialized with the model
weights learned in the single-stream networks.
Results on OMG
Table 1 compares the performance of our proposed model
with that of the existing methods on the test set of the OMG
dataset. Peng et al. (Peng et al. 2018) used a SphereFace
CNN (Liu et al. 2017) to extract facial features and fed
the features into a bidirectional LSTM. A linear output
layer after the LSTM gave arousal and valence predic-
tions. The model of Kollias et al. (Kollias and Zafeiriou
2018) is similar, consisting of a VGG16 model and a two-
layer GRU model. These two methods were single modal
methods. Both used CNN-RNN architectures. Their per-
formances were not as good as ours, because we used the
temporal stream to learn motion representations. MIMAMO
Net outperformed the state-of-the-art single-modal (visual)
model (Peng et al. 2018) by 54.5% (arousal) and 21.0% (va-
lence).
Deng et al. (Deng et al. 2018) concatenated the features
extracted by the VGG Face model and the features extracted
by OpenFace, and then fed the fused features into an LSTM
model for the visual modality. Zheng et al. (Zheng et al.
2018) used a pretrained VGG16 model and an LSTM model
with an Attention layer for the visual modality. Both meth-
ods were multimodal methods. For the audio modality, they
both used opensmile (Eyben, Wo¨llmer, and Schuller 2010)
to extract hand-crafted audio features. Our model outper-
formed both bimodal (audio-visual) models, despite the fact
that we only used the visual modality. MIMAMO Net’s per-
formance was 5.8% higher for arousal CCC and 6.6% higher
for valence CCC than the best bimodal model (Zheng et al.
2018). We expect that integrating the audio modality into
MIMAMO Net would give even greater gains.
Results on Aff-Wild
Table 2 compares our proposed method with existing meth-
ods on the test set of the Aff-Wild dataset. Li et al. (Li et al.
2017) used deep convolutional residual neural network for
facial feature extraction. And they used multiple memory
networks to model the temporal correlation between frames.
Their architecture is very similar to the CNN-RNN. Chang
et al. (Chang, Hsu, and Chien 2017) proposed a deep neu-
ral network with an attribute layer, an AU layer (facial action
units) and a V-A layer (Valence-Arousal) which were trained
sequentially. Zafeiriou et al. (Zafeiriou et al. 2017) used a
VGG Face model for facial feature extraction, and used a
Methods Arousal CCC Valence CCC
(Peng et al. 2018) 0.244 0.437
(Kollias and Zafeiriou 2018) 0.130 0.400
(Deng et al. 2018) 0.276 0.359
(Zheng et al. 2018) 0.356 0.496
MIMAMO Net (Ours) 0.377 0.529
Table 1: Comparison with existing methods on the test set
of the OMG dataset.
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Figure 4: Visualization of learned features: (a) shows the
256-dimensional feature extracted by the Temporal CNN.
(b) shows the 256-dimensional feature extracted by the GRU
hidden units. Y axis is the index of features. X axis is the
index of frames.
GRU model for temporal modeling. The main difference be-
tween MIMAMO Net and their methods is that we employ
a Two-Stream Network for spatial-temporal representation
learning.
Compared with the SOTA CNN-RNN model (Zafeiriou et
al. 2017), MIMAMO Net achieved significantly better per-
formance on arousal (21.1% higher) and slightly better per-
formance on valence (1.7% higher).
Fig. 4 visualizes the Temporal Stream CNN features (256)
and the GRU hidden features (256) for a 512-frame segment.
The Temporal Stream CNN features changed more dramati-
cally, while the GRU hidden features changed more slowly.
The Temporal Stream CNN features were sensitive to small
and short facial movements, which is consistent with our in-
terpretation that it extracts micro-expressions.
Ablation Studies
Length of Phase Difference Images. When training the
temporal stream on the OMG dataset, we tested the effect of
varying the number of phase difference images that were fed
into the CNN. The length varied from 4 to 16. Table 3 shows
the average CCC across 5-fold cross-validation.
When we input 12 (0.4s) phase difference images, the re-
sults were the best for both arousal and valence tasks. This
optimal timescale is consistent with the timescale of micro-
expressions (up to 1/3rd of a second), providing some val-
idation for our interpretation of the temporal stream as ex-
tracting micro-expressions. Based on these results, we set
Methods Arousal CCC Valence CCC
(Li et al. 2017) 0.214 0.196
(Chang, Hsu, and Chien 2017) 0.282 0.396
(Zafeiriou et al. 2017) 0.430 0.570
MIMAMO Net (Ours) 0.521 0.580
Table 2: Comparison with existing methods on the test set
of the Aff-Wild dataset.
the length of phase difference images to 12 for our experi-
ments on the Aff-wild dataset.
Single or Two Streams. The results of the single-stream
and two-stream networks on OMG and Aff-Wild are re-
ported in Table 4 and 5, respectively. When the temporal
stream or the spatial stream is None, the result shows the
performance of a single-stream network. Otherwise, the re-
sult shows the performance of a two-stream network. We
also compared the performance when using the optical flow
as input to the temporal stream instead of the phase differ-
ences.
On both datasets, we found that the spatial stream was
more important than the temporal stream for arousal and
valence prediction. Fusing the two streams, we found large
improvements on both arousal and valence prediction. This
suggests the spatial and temporal streams provide comple-
mentary information.
When the temporal stream was added to the spatial
stream, the improvement on arousal was greater than the
improvement on valence. On the OMG dataset, the improve-
ment on arousal was 20.8%, while the improvement on va-
lence was only 4%. In Aff-Wild dataset, the improvement
on arousal was 26.8%, while the improvement on valence
was only 12.8%. Since arousal measures how active or ex-
cited the subject is, it should be more related to motion than
valence, which is associated with positive or negative affec-
tivity.
Temporal Stream Inputs. In order to investigate the ef-
fect of using phase differences as the motion representation,
we considered two other temporal stream inputs: phase im-
ages and optical flow. We denote them by Phase and Opti-
cal Flow respectively. Phase difference images are denoted
by ∆ Phase. When using optical flow images as input, we
removed the steerable pyramid in Fig. 2, while retaining the
other layers. Optical flow was computed using the off-the-
shelf GPU implementation from OpenCV (Brox et al. 2004).
When the image size is 224x224, calculating the optical flow
from a pair of frames takes about 0.1s, while the Complex
Steerable Pyramid is 10 times faster. Table 4 and 5 shows
that using phase differences as input to the temporal stream
outperformed the use of phase or the optical flow on both
arousal and valence.
Robustness to Illumination Since many optical flow al-
gorithms are based on the brightness constancy constraint,
we hypothesized that the proposed phase differences are
more robust than optical flow when there are illumination
changes. To verify this, we randomly altered the brightness
of consecutive frames in videos, creating a corrupted OMG
Length 4 8 12 16
Arousal 0.151 0.183 0.212 0.191
Valence 0.048 0.091 0.151 0.092
Table 3: Varying the number of phase difference images.
Average CCC scores across 5-fold cross validation.
Models Arousal Valence Arousal Valence
Temporal
Spatial ResNet50 None
∆Phase 0.377 0.529 0.193 0.153
Phase 0.373 0.503 0.178 0.235
Optical Flow 0.364 0.512 0.136 0.145
None 0.312 0.508 - -
Table 4: Performance of different cue combinations on
the OMG dataset
Models Arousal Valence Arousal Valence
Temporal
Spatial ResNet50 None
∆Phase 0.521 0.580 0.176 0.107
Phase 0.516 0.523 0.118 0.135
Optical Flow 0.442 0.578 0.124 0.058
None 0.411 0.514 - -
Table 5: Performance of different cue combinations on
the Aff-wild dataset
dataset. We altered illumination by varying the gamma cor-
rection applied to each frame of the video. Mathematically,
we applied the following transformation to each pixel in the
image: g(u) = uγ , where u ∈ {0, 1}. When γ = 1, no
gamma correction is applied. When γ < 1, shadows or dark
regions in the image become darker. When γ > 1, the image
becomes lighter. We controlled the illumination variability
by a parameter β in [0, 1]. The value of γ was sampled inde-
pendently from frame to frame from a uniform distribution
over [1-β, 1+β].
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Figure 5: Comparison of robustness to illumination
changes. Increasing β leads to larger frame-to-frame vari-
ability in illumination.
Fig. 5 shows the experiment results. As β became larger,
the performance of the single-stream network using phase
differences changed slowly but the performance of the
single-stream network using optical flow dropped drasti-
cally. These results confirm that using phase differences to
represent motion results is more robust under varying illu-
mination than using the optical flow.
Conclusion
In this paper, we proposed to combine the Two-stream Net-
work with the GRU model for video emotion recognition.
We chose phase difference images as the input to the tempo-
ral stream for motion representation learning. Our method
differs from the traditional Two-Stream Network which em-
ploys optical flow. To evaluate our method, we conducted
experiments on two emotion datasets: the OMG dataset and
the Aff-Wild dataset. From the experimental results, our
model matched or exceeded the state of the art on both
datasets. Phase differences, compared with optical flow, had
better performance on both single-stream and two-stream re-
sults. When illumination changed, phase differences showed
more robustness than optical flow, which is useful in in-the-
wild setting.
Acknowledgments
This work was supported in part by the Hong Kong Research
Grants Council under grant number 16211015 and by the
Hong Kong Innovation and Technology Fund under grant
number ITS/406/16FP.
References
Albanie, S.; Nagrani, A.; Vedaldi, A.; and Zisserman, A.
2018. Emotion recognition in speech using cross-modal
transfer in the wild. arXiv preprint arXiv:1808.05561.
Baltrusˇaitis, T.; Robinson, P.; and Morency, L.-P. 2016.
Openface: an open source facial behavior analysis toolkit.
In 2016 IEEE Winter Conference on Applications of Com-
puter Vision (WACV), 1–10. IEEE.
Barros, P.; Churamani, N.; Lakomkin, E.; Siqueira, H.;
Sutherland, A.; and Wermter, S. 2018. The omg-emotion
behavior dataset. In 2018 International Joint Conference on
Neural Networks (IJCNN), 1–7. IEEE.
Barsoum, E.; Zhang, C.; Canton Ferrer, C.; and Zhang, Z.
2016. Training deep networks for facial expression recogni-
tion with crowd-sourced label distribution. In ACM Interna-
tional Conference on Multimodal Interaction (ICMI).
Brox, T.; Bruhn, A.; Papenberg, N.; and Weickert, J. 2004.
High accuracy optical flow estimation based on a theory for
warping. In European conference on computer vision, 25–
36. Springer.
Cao, Q.; Shen, L.; Xie, W.; Parkhi, O. M.; and Zisserman,
A. 2018. Vggface2: A dataset for recognising faces across
pose and age. In 2018 13th IEEE International Conference
on Automatic Face & Gesture Recognition (FG 2018), 67–
74. IEEE.
Chang, W.-Y.; Hsu, S.-H.; and Chien, J.-H. 2017. Fatauva-
net: An integrated deep learning framework for facial
attribute recognition, action unit detection, and valence-
arousal estimation. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition Workshops,
17–25.
Deng, D.; Zhou, Y.; Pi, J.; and Shi, B. E. 2018. Multimodal
utterance-level affect analysis using visual, audio and text
features. arXiv preprint arXiv:1805.00625.
Dhall, A.; Ramana Murthy, O.; Goecke, R.; Joshi, J.; and
Gedeon, T. 2015. Video and image based emotion recogni-
tion challenges in the wild: Emotiw 2015. In Proceedings of
the 2015 ACM on International Conference on Multimodal
Interaction, 423–426. ACM.
Duque, C. A.; Alata, O.; Emonet, R.; Legrand, A.-C.; and
Konik, H. 2018. Micro-expression spotting using the riesz
pyramid. In 2018 IEEE Winter Conference on Applications
of Computer Vision (WACV), 66–74. IEEE.
Ekman, P., and Friesen, W. V. 1971. Constants across cul-
tures in the face and emotion. Journal of personality and
social psychology 17(2):124.
Eyben, F.; Wo¨llmer, M.; and Schuller, B. 2010. Opensmile:
the munich versatile and fast open-source audio feature ex-
tractor. In Proceedings of the 18th ACM International Con-
ference on Multimedia, 1459–1462. ACM.
Fan, Y.; Lu, X.; Li, D.; and Liu, Y. 2016. Video-based emo-
tion recognition using cnn-rnn and c3d hybrid networks. In
Proceedings of the 18th ACM International Conference on
Multimodal Interaction, 445–450. ACM.
Feng, D., and Ren, F. 2018. Dynamic facial expression
recognition based on two-stream-cnn with lbp-top. In 2018
5th IEEE International Conference on Cloud Computing
and Intelligence Systems (CCIS), 355–359. IEEE.
Gautama, T., and Van Hulle, M. 2002. A phase-based
approach to the estimation of the optical flow field using
spatial filtering. IEEE Transactions on Neural Networks
13(5):1127–1136.
Gunes, H., and Pantic, M. 2010. Automatic, dimensional
and continuous emotion recognition. International Journal
of Synthetic Emotions (IJSE) 1(1):68–99.
Horn, B. K., and Schunck, B. G. 1981. Determining optical
flow. Artificial Intelligence 17(1-3):185–203.
Jack, R. E.; Garrod, O. G.; Yu, H.; Caldara, R.; and Schyns,
P. G. 2012. Facial expressions of emotion are not culturally
universal. Proceedings of the National Academy of Sciences
109(19):7241–7244.
Kim, B., and Lee, J. 2018. A deep-learning based model for
emotional evaluation of video clips. International Journal
of Fuzzy Logic and Intelligent Systems 18(4):245–253.
Kollias, D., and Zafeiriou, S. 2018. A multi-component
cnn-rnn approach for dimensional emotion recognition in-
the-wild. arXiv preprint arXiv:1805.01452.
Kossaifi, J.; Tzimiropoulos, G.; Todorovic, S.; and Pantic,
M. 2017. Afew-va database for valence and arousal estima-
tion in-the-wild. Image and Vision Computing 65:23–36.
Li, J.; Chen, Y.; Xiao, S.; Zhao, J.; Roy, S.; Feng, J.; Yan,
S.; and Sim, T. 2017. Estimation of affective level in the
wild with multiple memory networks. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recogni-
tion Workshops, 1–8.
Liu, W.; Wen, Y.; Yu, Z.; Li, M.; Raj, B.; and Song, L. 2017.
Sphereface: Deep hypersphere embedding for face recogni-
tion. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 212–220.
Pan, X.; Ying, G.; Chen, G.; Li, H.; and Li, W. 2019. A deep
spatial and temporal aggregation framework for video-based
facial expression recognition. IEEE Access 7:48807–48815.
Peng, S.; Zhang, L.; Ban, Y.; Fang, M.; and Winkler,
S. 2018. A deep network for arousal-valence emo-
tion prediction with acoustic-visual cues. arXiv preprint
arXiv:1805.00638.
Portilla, J., and Simoncelli, E. P. 2000. A parametric texture
model based on joint statistics of complex wavelet coeffi-
cients. International Journal of Computer Vision 40(1):49–
70.
Shreve, M. A. 2013. Automatic macro-and micro-facial ex-
pression spotting and applications. PhD dissertation, Uni-
versity of South Florida.
Wadhwa, N.; Rubinstein, M.; Durand, F.; and Freeman,
W. T. 2013. Phase-based video motion processing. ACM
Transactions on Graphics (TOG) 32(4):80.
Wadhwa, N.; Wu, H.-Y.; Davis, A.; Rubinstein, M.; Shih, E.;
Mysore, G. J.; Chen, J. G.; Buyukozturk, O.; Guttag, J. V.;
Freeman, W. T.; et al. 2016. Eulerian video magnification
and analysis. Communications of the ACM 60(1):87–95.
Yang, J.; Wang, K.; Peng, X.; and Qiao, Y. 2018. Deep
recurrent multi-instance learning with spatio-temporal fea-
tures for engagement intensity prediction. In Proceedings of
the 2018 on International Conference on Multimodal Inter-
action, 594–598. ACM.
Zafeiriou, S.; Kollias, D.; Nicolaou, M. A.; Papaioannou,
A.; Zhao, G.; and Kotsia, I. 2017. Aff-wild: Valence and
arousal’in-the-wild’challenge. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition
Workshops, 34–41.
Zheng, Z.; Cao, C.; Chen, X.; and Xu, G. 2018. Multi-
modal emotion recognition for one-minute-gradual emotion
challenge. arXiv preprint arXiv:1805.01060.
Zhou, Y., and Shi, B. E. 2017. Action unit selective feature
maps in deep networks for facial expression recognition. In
2017 International Joint Conference on Neural Networks,
2031–2038. IEEE.
Zhou, Y.; Pi, J.; and Shi, B. E. 2017. Pose-independent fa-
cial action unit intensity regression based on multi-task deep
transfer learning. In 2017 12th IEEE International Confer-
ence on Automatic Face & Gesture Recognition, 872–877.
IEEE.
