Multiprocessor scheduling is one of the thrust areas in the field of computational science. There are various traditional scheduling techniques exist for the allocation and processing of jobs. But the performance of these techniques reduce in terms of makespan and waiting time when a large number of jobs are allocated to multiprocessors. In this paper, a new stochastic evolutionary technique is proposed based on the Genetic Algorithm and Pareto optimality. The new technique is implemented in a high-performance computing (HPC) environment using a Message passing interface (MPI) to resolve the permutation flow shop scheduling problem. Pareto optimality technique is used for sample distribution and the basis of the decision to select the lower bound of the makespan, instead of selecting the makespan directly for the best solution. The performance and quality evaluation of proposed techniques (GA_PO_MPI, GA) are compared with traditional techniques (FCFS, FCFS_MPI, TSAB, TSGP, TSGW) on the basis of Relative Percentage Deviation (RPD), Computational Time (CT) and Average Waiting Time and found satisfactory.
I. INTRODUCTION
In the real world, scheduling is used to structure a complex problem (i.e. NP-hard). It helps in the allocation of resources (machinery) to the jobs. Huge resources are required to process the jobs. The main goal of the scheduling is to get high utilization of resources with a minimum average waiting time, computational time and makespan. In Singleprocessor scheduling, the complexity of data transmission is ignored due to the limited amount of resources and also the process might have to wait for the information. So, for the NP-hard problem, traditional scheduling techniques [27] don't perform well for large scale problems. Due to continuous progress in hardware, the capability of operations of processors and data transmissions between processors is relatively difficult to ignore in multiprocessor systems [30] . The effectiveness of the multi-processor system [21] depends on the scheduling algorithm which divides the given problem into the tasks and assigns them onto the given processors. In scheduling techniques, the allocation of resources to jobs The associate editor coordinating the review of this manuscript and approving it for publication was Cong Pu . is difficult especially, when multiple numbers of jobs available for scheduling. There are lots of traditional scheduling techniques that exist such as, first come first serve (FCFS) algorithm which is a simplest and non-preemptive processor scheduling algorithm that depends only on the order of processes arrives [53] , [3] . It uses the stack architecture (first in first out strategy) to assign the processes in order to the processors. The performance is reduced, when waiting time depends on the arrival order of the processes or the short process has to wait until the completion of the long processes. The average waiting time of FCFS is calculated by using (1) Average waiting time = n i=0 twt (i) i (1) where, i = number of processors [0 ≤i≤ n] twt (i) = total waiting time for [0 to n] processors The biggest problem in the FCFS scheduling algorithm is resource starvation, that's encountered concurrently during computing.
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The main goal of SJF is to minimize the turnaround time of the batch process. Mostly it suffers from the problem of starvation when the shortest jobs keep waiting for execution. SJF processor scheduling algorithm estimates its queue length by using previous CPU bursts time. Equation 2 , is used to calculate the processor burst time.
where, 0 ≤ w ≤ 1 T n = the n th processor burst time n = predicted value of the n th processor burst time In the case of priority scheduling [45] , the batch system scheduler is used to schedule the process first which has the highest priority among them [52] . In order to execute the jobs in the priority queue, a temporary queue is created having the 'n' (1, 2... n) processes priority wise for particular processor 'P n '. Starvation is one of the major problems is faced by priority scheduling.
Round Robin [19] is the simplest way of process scheduling in which the processes are assigned with equal time slice in the single ready queue. The working principle of Roundrobin (RR) scheduling [29] is based on stack architecture (i.e. first in first out) for cyclic execution of processes to provide a solution for starvation [28] .
The main drawback of this technique is context switching. It allows sharing a single processor to the multiple processes that lead to wastage of time, memory and also scheduler overhead for large scale problems.
The number of context switches is calculated by using (3)
where, Q T = the total number of the context switch. r = the total number of rounds, r = 1, 2. . . . 6 K r = the total number of processes in each round Most of the traditional scheduling techniques [38] are developed based on the job sequencing method [54] . One of the common problems of all the scheduling techniques (exclude round-robin) is starvation. The traditional scheduling techniques [25] do not perform well for complex scheduling problems. So, the researchers are come up with Evolutionary based techniques [40] , [41] like particle swarm [23] and ant colony optimization [7] for solving complex scheduling problems and found acceptable performance. In these system model fitness functions are chosen according to their requirements. It helps to decrease the computational time and complexity of data transmission.
In this paper, GA based techniques [20] are used for the scheduling process. GA was firstly introduced in the year 1950 by John Holland [1] . It is established on the principle of biological evolution (i.e. Survival of the fittest) to accomplish an optimal or near-optimal solution of the given problem. In this, the best chromosome is considered on the basis of the fitness function value. The genetic algorithm becomes familiar as compare to existing scheduling methods because it mimics the process of natural evolution. And it also have a wide range of applicability.
To solve an optimization problem using a genetic algorithm, it needs to design the following components, -Creation of the initial population -The parameters like population size, mutation probability -Representation of a string of a solution to the given problem -Fitness function using the fitness value of the total chromosome -Operators of a genetic algorithm such as reproduction, crossover, mutation
II. LITERATURE SURVEY
There are substantial works on a single processor, multiprocessor available to deal with this problem in the literature.
In [55] Single machine process contingency is considered by the polynomial-time technique to reduce the makespan, computational time and also deterioration problem is investigated.
In multiprocessor scheduling to achieve high performance of the system, a parallel program on the processors plays a vital role which minimizes scheduling length in this environment. By simulating the job dynamically, the scheduling problems of the multiprocessor system can be solved, for that, the author proposed a technique Dynamic First Come First Serve-Ejection (FCFS-EDS) with MPI [49] .
The speedup issues of multiprocessor system scheduling techniques depend on the three important factors as given below:
-Communication overhead of the processor -Scheduling -Application method Using parallel applications of scheduling [44] , the authors observed that the number of migrations decreases up to 41.21% by using numbers of cores, which are assigned to the given tasks in the global scheduling technique on multiprocessor embedded systems environment.
In real-time, it is found that the meta-heuristic approach (i.e. genetic-based scheduling technique) [2] works well to minimize the processor execution time of the given jobs to heterogeneous processors of a multiprocessor system. The parallel genetic scheduling (PGS) technique [24] is used to generate a high-quality best solution in a given short period to achieve the objectives i) meet goals of high performance ii) reduce the execution time and also organizations of scheduler is restricted in the time period and reload cache with the help of multi-objective genetic technique.
Modified genetic algorithm [31] was proposed by authors to deal with job shop scheduling problems and also result was compared with the dispatching rule.
The traditional optimization approaches like a branch and bound algorithm [61] and integer programming approach, can only solve small-sized PFSPs problems effectively. For single machine scheduling problems, branch-and-bound is a simple and efficient method, which is based on forward-sequencing branching rule. In [60] author proposed an optimal heuristic methodology to reduce scheduling SSP models by selecting a subset of duties from all possible legal duties.
Traditional approaches don't perform well for Large-sized PFSPs problems. To deals with this situation, meta-heuristic approaches are used. Hybrid flow shop is a generalization of the flow shop problem, in which every job is processed by one among numerous machines on each machine stage. To solve the hybrid flow shop scheduling problem with multiprocessor tasks, a greedy (SIG) algorithm which minimized the makespan very efficiently and effectively was proposed by the authors [56] in 2018. Ant colony optimization with Non-Daemmon Action Procedure (ACSNDP) [58] was used to integrate problem specification of Multi-processor tasks with a hybrid flow shop.
Hybrid strategy technique [48] was proposed for no wait two-machine flow shop scheduling problem to reduce the makespan of the system by using state transition rule (i.e. SACO) and total completion time using simulated annealing. To optimize the flow shop scheduling problem with parallel processors, a branch-and-bound algorithm [57] was proposed, where it was assumed that every stage has uniprocessor.
The open shop scheduling problem was solved by a hybrid particle swarm optimization (PSO) and tabu search (TS) approach [37] to minimize the makespan in which PSO was successfully applied to control the multiprocessor system and also provide near-optimal solutions. A population-based hybrid artificial bee colony (HABC) algorithm [59] with bidirectional planning was proposed to minimize makespan.
The near-optimal solutions of the metaheuristic approach for scheduling guarantees to find better performance for multiple applications on a multiprocessor system, implemented on a shared platform [33] .
This paper is organized as follows, Section 1 deals with the Introduction. Whereas, Section 2 describes the literature survey. Section 3 briefly introduced the problem statement. Section 4 deals with the research methodology followed by the comparative study in Section 5. Finally, Section 6 concludes the summary of the paper.
III. PROBLEM STATEMENT
The uniprocessor system does not perform efficiently for the large size NP-hard problem because of their limited resources. So, Multiprocessor systems are used to solve the large complex problems due to their high computing capacity. In a multiprocessor system, the processors need to be scheduled according to the available jobs for the given problem. This is a challenging task, especially in a dynamic environment. To understand this scenario, let us consider an example of a flow shop scheduling problem [6] , [50] . The flow shop data set consists of 'n' number of job sets with 'm' number of machine instances [5] , [42] , [32] . The 'n' jobs are executed parallel on different processors in multi-processing scheduling problems. The processing of jobs is given in the sequence, without losing the order. Here, each instances of job J, {J = 1, 2. . . n} needs 'P' processor, {P = 1, 2. . . m}, which is executed in parallel by using MPI interface. The computational time 'CT jp' is calculated by the processing time of various jobs by the required number of the processor which is shown in (4) .
where, P = number of processor J = number of jobs The computational time of this model is a non-negative and deterministic entity. Flow shop [12] , [26] , [34] is just a production setting problem [22] , where the objective is to calculate the processing time of the job unit of each machine for different tasks instances [13] , [14] , [51] . To determine the sequence of all the processor 'P' needs the exploration of (J !) P sequence. There are (J !) ways to schedule jobs on different processors [36] . The permutation technique [16] , [18] , [10] is used for a different combination of job sets which is given to the limited processors. When the meta-heuristic scheduler is considered for scheduling, all the jobs are determined by the permutation scheduler for the master processor, and which is kept unaltered for rest for the processors. In this paper, the main focus is on minimizing throughput, waiting time and computational time.
IV. RESEARCH METHODOLOGY
After studying various research papers it is found that there are various limitations of traditional and evolutionary approaches. Table 1 , shows the limitations of different scheduling techniques and their methodology for the single processor as well as multiprocessor scheduling [8] , [17] .
To address the limitations of the above-stated techniques in table1. a new stochastic evolutionary technique for multiprocessor scheduling is proposed as shown in Fig. 1 . The objective of this mechanism is to reduce the average waiting time, makespan and computational time.
In this paper, we propose two improved scheduling techniques i) FCFS_MPI ii) GA_PO_MPI.
The permutation flow shop scheduling problem (PFSP) [11] is represented in the form of strings based on the assignment of the jobs. MPI libraries are used for the scheduling of the jobs using the proposed algorithm and allocated to different processors.
A. IMPROVED FCFS_MPI TECHNIQUE(FCFS_MPI)

Improvement of Scheduling Algorithm FCFS Using MPI
The processor schedules using the traditional algorithm FCFS using the MPI technique are specified below. Apply the FCFS approach using MPI Step1. Assign a number of required processors.
Step2. Assign the tasks to the processors Step3. Enter the value of the burst time ( Burst_Time) to the processors.
Step4. Assign waiting time ( Waiting_Time) to all the given processors. (Waiting time for process 1 will be always zero i.e. waiting_time [1] = 0.) Step5. The master node (t p to t p−1) send number jobs (X 1 , X 2 ... X p−1) to the server node.
Step6. The i th worker X i in N receives the jobs.
Step7. The master node assigns all the jobs to the worker (X 0 to N: N=X 0 ).
Step8. Each node process N -> Waiting_Time
Step9. Each master node receives X i from the i th master node, i = [1, 2... p-1].
Step10 Master Node copies N to X 0 : The objective function of the proposed algorithm is formulated as a combination of the minimum of average waiting time for all the jobs as well as the least value of the RPD. So, objective function is denoted as follows: where, j = number of jobs x = Scheduling sequence The scheduling procedure using an improved evolutionary algorithm (GA_PO_MPI) for the permutation flow shop problem is given below.
1) REPRESENTATION
The representation of job activity of flow shop scheduling problem [9] , [10] to the processor is as shown in (5)
where, P = Number of Processors where 1 ≤ P ≤ n J = Number of jobs where 1 ≤ J ≤ m i = the i th job available in the queue j = the j th processor to be utilized The sequence of jobs [39] J 1 , J 2 , . . . , J m is a feasible permutation set of activities. The assignment of each job to the processor P is done by the mapping of J {(J 1 , J 2 , . . . , J i )} to P (J ) {(P 1 , P 2 , . . . , P J )}. Each gene set is exclusively determined in size and schedules in a serial manner. This set is individually feasible with respect to the precedence sets of genes.
2) INITIAL POPULATION
The initial population of generation is a complete population size ( pop size). Which is followed by the precedence constraint rule. Each individual is denoted by 'I', generated for 'J ' iteration on 'P' processors. Where iteration 'i' is generated for a new set of jobs, and it is assigned to the selected processor P I J I i . The jobs J I i are select in the form of permutation to the set of the activities which fulfills two conditions:
-The jobs (J I i ) is not belongs to the previous set of iterations (J I 1 , J I 2 , . . . , J I i−1 ) -The job activity x P J I i So, the jobs are randomly selected, along with fulfilling these two conditions
3) EVALUATION
The gene in a generation is evaluated in terms of makespan, computational time and average waiting time. The evaluation of generation is performed by using these two steps:
-Generated individuals are using the schedule generation scheme. -The evaluation function is applied to all gene sets. The schedule generation scheme (SGS) is very important for the heuristic solution generation process, where the user randomly constructs a possible schedule. The job activity subset is generated by the permutation technique given below in (6) .
where, J I (n,r) = Job sets for an individual generation n = total number of sample in the sets r = number of generation used for the evaluation process
4) CROSSOVER
The single point crossover operator is applied to generate a new population after assigning the tasks to processors. The sequence of new chromosomes string is generated after crossover (i.e. exchanging jobs). The crossover flow (I) is used for crossover rate decision and further for new chromosomes generation. Crossover flow is based on two parameters (i) average waiting time of each generation, and (ii) crossover rate (iii) mean of total average waiting of generations.
Crossover Flow(I )
=   n gen=0 WT gen 1 ×
Mean of total average waiting time where, r = crossover rate [0-1] WT gen = Average waiting time of generation According to (7) and (8), crossover flow is calculated for chromosome generation. The crossover rate is calculated and fixed as 0.5 on using two approaches (i) Mathematical Basis and (ii) Experimental Basis as describe below. a: CROSSOVER FIXATION APPROACHES i) MATHEMATICAL BASIS: Step1: Selection of Average waiting time WT gen (dataset 1& 2) for different 'r' values using a mathematical approach Let us consider the Taillard dataset of different instances (n×p) where, n is the number of jobs p is the number of processors. The random number of generation generated for Taillard dataset1 (20 × 5) and dataset2 (20 × 10) are gen 11 , gen 12 , gen 13 , gen 21 , gen 22 , gen 23 where, WT gen11 , WT gen12 , WT gen13 = Average waiting time of each individual generation of dataset1 WT gen21, WT gen22 , WT gen23 = Average waiting time of each individual generation of dataset2.
The mean of total average waiting time (A 1 , A 2 ) is calculated for the dataset (1 & 2) by using (8) . Table 2 , represents the total average waiting time of generations and the Mean of total average waiting time (A 1 , A 2 ). The calculation is performed on the basis of (8).
Step2: Calculation of crossover flow (I) The crossover flow values (I 1, I 2 ) calculated using (9) , and (10) for the dataset (1 & 2) . The different crossover rate is taken for the simulation of
(1 + r) 2 +
WT gen23
(1 + r) 3 ] − A 2 (10)
Step3: Calculation of crossover rate VOLUME 8, 2020 To find the crossover rate (r), (9) and (10) must be equal.
Equation (9) & (10) assigning to (11) .
The generation's average waiting time and mean of total average waiting time (A 1 & A 2 ) values for the dataset (1&2) assigning into (12) . To obtain roots of 'r' are: r1 = 0.5 r2 = 1.0789+ i2.506 r3 = 1.0789 -i2.506 From the above root values of r evidence that r2 and r3 are imaginary roots for Equation12 which is not considered for crossover rate. Whereas, r1 is a real positive integer variable and fixed value which is considered for crossover rate at 0. (7) and the results are recorded. The value of crossover flow at 0.5, 0.65.08, 0.95 are the acceptable rage and is lower than A 1 & A 2 for dataset 1& 2 respectively. It is found that at crossover rate 0.5 the crossover flow is nearest to A 1 & A 2 for both the dataset. So, the crossover rate value at 0.5 is decided to generate new strings. 
b: DECISION MAKING USING PARETO OPTIMAL MECHANISM FROM DIFFERENT GENERATION SETS
Pareto optimal technique is used for decision making among the various sets of solutions. In multi-objective heuristic problems, decision making is a primary concern among various solution sets. This technique provides a comparison between different population's makespan for selecting the best optimal result.
(1) The Pareto analysis is used for a set of solutions to make a decision. So, first, it sets the upper bound (UB) and lowers bound (LB) of the obtained solution.
In-between, it compares all solutions with UB and LB, and find out the best optimal solution for an individual generation. (2) The Pareto analysis solution determines the best optimal solution at multiple dimensions of heuristic problems.
(2) All the Pareto analysis solution sets are ranked according to response time (RT Gen I ) of each processor.
c: SELECTION OF CROSSOVER
The selection of crossover is very essential for generating better individuals. Each generation's RT Gen I is used for the fitness calculation of each gene sets. Mean Squared Deviation (MSD) and Sum Squared Deviation (SSD) formulas are calculated for evaluating the fitness value as shown in (13) and (14) .
whereas, X = number of population X = mean value n = total number of jobs
5) PERFORMANCE EVALUATION
The performance evaluation is obtained by considering, the makespan of each generation of the proposed technique. This procedure is applied to benchmark Taillard datasets [46] , [47] . RPD is used to measure the response variable of each experiment dataset. To measure the effectiveness of the heuristic method the Average Relative Percentage Deviation (RPD) is calculated by using (16) .
Average Relative Percentage Deviation (RPD)
= Method refrence − Method proposed Method proposed × 100 (16) whereas, Method reference = Makespan obtained by the traditional algorithm Method proposed = Makespan obtained by the proposed algorithm.
V. RESULTS AND COMPARATIVE STUDY
The proposed technique (GA_PO_MPI) and FCFS_MPI are tested for benchmark problems on the High-Performance Computing system using MPI libraries for multiprocessor scheduling problem. Here, simulation is performed for different data sets instances on different processors. The system consists of Master Node-2, and Intel Xeon E5-2630 V3 processors, having the clock speed of 2.4GHz, and it consists of 8 cores and 64 GB memory, 2 * 1 TB HDD, and 500 GB Disk capacity with FDR InfiniBand which is used by a different number of processors. The code is developed in C language using MPI libraries for benchmarks data sets.
A. PFSP DATASET
Permutation Flow Shop Scheduling [43] instances are used for scheduling purposes. The standard dataset is available in E. Taillard. The benchmark Taillard's data contains a large number of a randomly generated different size (n × p) datasets. So, for permutation flow shop scheduling problem, 'n' is a number of jobs and 'p' is a number of processors to execute the jobs. The proposed techniques execute Taillard's dataset to achieve two objectives namely RPD values and average waiting time. The computational complexity of the proposed techniques is O (n 2 p) for the flow shop scheduling problem. This model generates various combinations of scheduled jobs on a limited number of processors. The whole process is simulated for a number of iterations and the promising results are chosen out of them. For each generation we select the following values:
-WT A = the waiting time of the algorithm -A FCFS, FCFS_MPI , GA, and GA_PO_MPI -Time -CPU time in Sec Relative Percentage Deviation (RPD) formula is used for performance evaluation of the algorithm. The computational time is recorded in (sec) for each dataset simulations.
1) TEST CASE 1: FCFS AND GA COMPUTATIONAL TIME COMPARISON
The quality test of the algorithms is based on computational time. The proposed algorithm is executed with MPI (GA_PO_MPI) on multiprocessors and without MPI (GA) on single processor in the same HPC environment. The computational time of FCFS and GA are represented in table 5. Whereas, table 6 represents the computational time of FCFS_MPI and GA_PO_MPI algorithms. Fig. 2 shows the comparison of the computational time of FCFS and GA. It illustrates that the computational time of the GA algorithm is high for different iteration as compare to FCFS single iteration. Table 5 , represents the computational time of FCFS and GA with different iterations. The result shows that FCFS execution on a single processor for different data sets. The minimum value of computational time is 3.748 sec for (20 × 5 = 100 jobs set) and the maximum value is 55.148 sec for (500 × 20 = 10000 jobs set). In FCFS, the data follow first come and first serve strategy and uses single iteration for the execution. In the case of GA, the computational time increased due to the increase in the iteration. For each iteration, the objective function is used to calculate the relative computational time of the generations. It shows that the result of computational time is varied with respect to the iteration rate of 500, 1000, 2000, and 4000 iterations of the same dataset runs on a multiprocessor system. However, the performance of GA implementation is much more acceptable in MPI multiprocessor environment as compare to MPI single processor as well as FCFS and FCFS_MPI. The performance gap between (GA_PO_MPI, GA) and (FCFS_MPI, FCFS) shows the clear superiority of GA_PO_MPI over others. Table 6 , represents the computational time of FCFS and GA using MPI on an HPC environment. The result of FCFS_MPI for a single run on HPC provides different computational time for different job sets. The minimum value of FCFS_MPI computational time is 0.328 sec for (20 jobs × 5 processor) and the maximum value is 1.4685 sec for (500 jobs × 20 processors). In the case of GA_PO_MPI, the time is not related to the size of the job set. For the iteration rate of 500, 1000, 2000, and 4000 the minimum values are 1.64, 2.64, 5.12, and 9.441 sec respectively and the maximum values are 29.37, 58.617, 110.436, and 180.116 sec. Fig. 3 , represents the comparisons of computational time for FCFS_MPI and GA_PO_MPI on HPC environment. GA_PO_MPI computational time is high for different iteration as compare to FCFS_MPI on single iteration due to the increase in the number of jobs. The quality test is used to find the computational time of the algorithm. The algorithm quality is measured in the (sec) for FCFS, GA, FCFS_MPI, and GA_PO_MPI on the HPC environment. The next test is about the performance evaluation through Average waiting time comparison.
2) TEST CASE 2: AVERAGE WAITING TIME COMPARISON OF GA_PO_MPI AND FCFS_MPI
The average waiting time values of FCFS_MPI and proposed GA_PO_MPI for multiprocessor in a high-performance computing environment shown in table 7. The FCFS_MPI and GA_PO_MPI produce a different set of results for the criteria of minimum waiting time and RPD as discussed in the objective function.
Hence, for the selection of a value from the various iteration, the Pareto analysis technique is used which is given in to (17) .
where, RT Pareto I = The standard optimal value selected by using Pareto Analysis F objective = The objective function value which is obtained by SSD F min = The minimum value which is lesser than the objective function F max = The maximum value which is greater than the objective function
The simulation results observed for Taillard's benchmark dataset for 500, 1000, 2000, and 4000 iterations. The parameters for genetic algorithm simulation follows as:
-Population size = n × p, where n = the total number of jobs and p = the total number of processors the dataset Table 7 , shows the solution obtained by GA_PO_MPI and FCFS_MPI for flow shop scheduling problems.
It shows that GA_PO_MPI perform well for multiprocessor as compare to FCFS_MPI. The simulation of GA_PO_MPI for Average waiting time is represented with Pareto analysis for different iterations to find out the best solution as shown in table 7. Fig. 5 shows the comparison of average waiting time for FCFS_MPI and GA_PO_MPI on the HPC environment. It is found that the average waiting time of GA_PO_MPI is less as compare to FCFS_MPI. This also shows the significance of Pareto optimality in the selection process for a large number of jobs. The next test case is used for the performance evaluation test where the lower bound is used for the RPD evaluation and compares with the different traditional search techniques. 
3) TEST CASE 3: PERFORMANCE ESTIMATION TEST
The performance estimation of the proposed technique is calculated by the RPD values and comparison results are evaluated with TABU search algorithm which was implemented by Grabowski [16] and M. Wodecki in the year 2004 and TSAB, TSGP proposed by Nowicki and Smutnicki [35] and Grabowski et.al. (See also OR Library for more details). Fig. 5 shows the comparison of RPD values for the proposed algorithm with the existing algorithms. It is found that GA_PO_MPI performs much better with higher number of iterations. Table 8 , represents the comparison of RPD values of GA_PO_MPI with TSAB, TSGW, and TSGP. The TSAB, TSGW, and TSGP are the Tabu search techniques which are used to find the smallest path within the data. Whereas, in GA_PO_MPI the selection of the finest solution is prepared on the basis of Pareto analysis. For RPD evaluation, the lower bound is only considered for the result and also these values should be as small as possible. A variation in the RPD value of GA_PO_MPI is calculated with the different datasets. It is observed that the proposed technique performance satisfactory in most cases. For 500 iterations data sets {20 × 10, 20 × 20, 50 × 5, 50 × 20, 100 × 20, 500 × 20}, for 1000 iterations data sets {20 × 5, 20 × 10, 20 × 20, 50 × 5, 50 × 20, 100 × 10, 200 × 10, 200 × 20, 500 × 20}, and for 2000 iterations data sets {20 × 5, 20 × 10, 20 × 20, 50 × 5, 50 × 20, 100 × 10, 200 × 10, 500 × 20} perform good as compare to above cited techniques respectively in as shown in table8.
Some of the results obtained are not satisfactory as compared to TSAB, TSGW, and TSGP techniques and may be due to their run environment. Those algorithms were run on single processor which actual don't consider the inter processor communication in the real scenario. The proposed technique GA_PO_MPI run on actual multiprocessor, thus it can be assume that the processes of TSAB, TSGW, and TSGP may take much more time than the cited time if actually run on multiprocessor system. RPD values are calculated on the basis of the makespan which includes inter-processor communication time and hence effects the RPD values.
VI. CONCLUSION
In this paper, we have introduced an evolutionary-based technique (GA_PO_MPI) and FCFS_MPI on high-performance computing (HPC) using MPI libraries. The contribution and the novelty of this work is the implementation of scheduling techniques FCFS, FCFS-MPI, GA, and GA_PO_MPI on a high-performance computing environment (HPC) proposed for PFPS problems on a single processor as well as a multiprocessor system on Taillard's benchmark dataset with better makespan, less computational time and high accuracy. The make-span calculation is done in terms of RPD for Taillard's benchmark dataset. It is observed that the heuristic approaches performed better than traditional approaches for large size problems. After the analysis of the results, it is found that the proposed GA_PO_MPI algorithm has a better scope for multiprocessor scheduling and other sequencing problems [15] in a real-time environment.
