Abstract-Sequences that can be assumed to have been generated by a number of Markov models, whose outputs are randomly interleaved but where the actual sources are hidden, occur in a number of practical situations where data is captured as an unlabeled stream of events. We present a practical method for estimating model parameters on large data sets under the assumption that all sources are identical. Results on representative examples are presented, together with a discussion on the accuracy and performance of the proposed estimation algorithms. Finally, we describe a real-world case study where we apply the technique to the sequence of events recorded in the technical support database of an IT vendor.
I. INTRODUCTION
In many situations, data generated by a number of distinct processes can only be observed as a single sequence of interleaved events, with no information on which source a particular event originated from. Such sequences may occur in a variety of logs, such as records over financial transactions, business processes, or production system events in industrial plants. To be able to understand the processes that generate this type of data, we need to be able to estimate the parameters of a model representing this situation from example sequences.
We present a statistical model consisting of a mixture of Markov chains for describing this type of interleaved sequence data, and we focus on the specific problem of how to estimate the parameters of such model.
Directly related model descriptions are not common. A recent work by [1] addresses a similar kind of model with a focus on activity recognition, where the model is first trained with complete data and then applied to a test set of incomplete data. Here we aim at estimating the model parameters from an single, unlabeled stream of data. In [2] , the authors discuss the problem of inferring mixtures of Markov chains and the complexity thereof by incrementally dividing an observed sequence into disjoint subsets. Although similar model assumptions are made, the authors propose very different algorithms for parameter estimation compared to the ones we discuss here.
Somewhat analogous to the model we describe here are Hidden Markov Models (HMMs), which are commonly used to model sequential patterns [3] . However, a HMM represents a stochastic process generated by an underlying Markov chain that is observed through a distribution of the possible output states. These are model assumptions that are indeed rather different from the randomly interleaved mixture of Markov models studied here. More similar is the hierarchical hidden Markov model (HHMM) [4] . It generalizes the HMM by representing each of the hidden states with a HHMM in itself, making most states output sequences rather than single symbols. Another relevant extension to the HMM is the factorial hidden Markov model [5] , which uses multiple independent chains of hidden variables, and the distribution of the observed variable is conditional on the states of all hidden variables at the same time step. However, none of these models effectively express the interleaved nature of our problem.
In applications such as user click-stream analysis [6] , [7] and recent applications in economics such as wage mobility [8] , the term mixture of Markov models has been used in connection with the problem of sequence clustering, where the goal is to classify a set of given sequences into different groups. Also, the mover-stayer model -with a wide range of applications from economics [9] , [10] to health care [11] , [12] and for which an EM algorithm has been devised [13] is sometimes referred to as a mixture, while it can be regarded as an extended Markov model.
By mixture of Markov models we understand, in this paper, the result of interleaving events coming from several unknown Markov sources. The goal is to estimate the parameters of the sources in terms of selection probabilities and transition probabilities, when the source that produced each event is unknown. We study a special case of mixtures of Markov chains, namely when all sources have identical transition probability matrices. In section II we introduce the problem and notation, and in section III describes how estimate the model parameters. Section IV presents test results on both synthetic models and a real-world application.
II. PROBLEM STATEMENT
In the general case, let us assume that there is a set of K distinct sources, and that the behavior of each source can be captured by a Markov chain. Each of these Markov chains M 1 , . . . , M K is time-homogeneous, ergodic, and has a finite state space. Let A k where k = 1, 2, . . . , K be the state transition matrix for each source, where an element A k (a, b) represents the probability of source k moving from state a to state b, or A k (a, b) = P (b | a; M k ). Let each state be assigned a different symbol, such as "A", "B", "C", etc. Each source produces an output when it changes to a new state; the output is the symbol that corresponds to that state. A series of transitions will result in an output stream of symbols containing the states that the source went through in a certain period of time. The current state of the source at the start of the observation is unknown.
The system is such that the output of all sources is written to a single stream, where the symbols produced by each source become interleaved with symbols coming from other sources. Let the output stream be denoted by the sequence x = {x 1 , . . . , x N } with length N , where each symbol x n comes from one of the K sources. The process of mixing the outputs of all K sources into a single output sequence x is modeled as a stationary source selection process with probabilities {π 1 , π 2 , . . . , π K }, as shown in Fig. 1 . At each step n it is as if one source k is being selected with probability π k (n) = P (s n = k) = π k , which is independent of n. The observable sequence x is then created by randomly selecting a source, drawing the next symbol from this source, and repeating this process for each subsequent position. The model consists of K identical Markovian sources and a source selection mechanism. In the observed output sequence, the source that produced each symbol is unknown.
The only observable output from this system is the symbol sequence x. Here, we will study the special case of identical sources with A k (a, b) = A(a, b) and equal source selection probabilities π k = π = 1/K. Under these assumptions, all model parameters can be efficiently estimated directly from a symbol sequence.
III. MIXTURES OF IDENTICAL MARKOV MODELS

A. Estimating the source parameters
To estimate the parameters of the Markov chains 
where π represents the source selection probability and e(x n ) is the steady-state emission probability of x n . Eq. (1) can be further simplified if we assume that all source probabilities are equal, i.e. π k = π = 1/K where K is the number of sources.
In that case,
Estimating the discrete Markov model A + (x i , x j ) from an example sequence equates to estimating the probabilities p ij from the number of state transitions i → j observed in sequence x. The maximum-likelihood estimate can be shown to bep ij = n ij /n i , where n ij is the number of transitions i → j observed in x and n i = j n ij [14] . For a more robust estimate, here we use a Bayesian approach where p ij are estimated as the posterior expectation of P ij . Using a Hyper-Dirichlet prior, this estimate can be shown to be [15] 
where α ij are hyper-parameters of the prior, selected to represent a prior belief about the distribution. Note that from A + (x i , x j ) =p ij one can obtain the steady-state distribution for each symbol as e + (x i ) =p i . If the number of sources K is known and the sources are identical, then it is apparent that π = 1 K and e + (x i ) = e(x i ), i.e. the marginal probability of each symbol is the same if we draw the symbols from a single source or from a set of K sources that are all identical to the single one. Eq. (1) can then be reworked to yield,
Thus, the parameters A(x i , x j ) of the model can be easily determined from simple observed frequencies when K is known. Due to imprecise estimates ofp ij andp j from finite sequences, in practice there is the possibility that some elements of A(x i , x j ) become negative. This can be handled by simply enforcing a minimum value of zero and normalizing:
We then use A(x i , x j ) as the estimate for the transition probabilities of the generating Markov models.
B. Estimating the number of sources
Assuming that an example sequence was generated by a mixture of identical Markov models, we can use a straightforward approach to, from this sequence, estimate the most likely number of sources K when the actual number of sources is unknown. We write the probability distribution over K as
meaning that we can find the value of K for which this expression is maximized through
Using Eq. (5), it is possible to show that P (x|K) can be approximated by
where the sum over j goes over all previous symbols before x n . Note that the terms of this sum tend to zero as the difference between n and j increases so we can reliably ignore terms with large j to keep the computational complexity low. Here we will assume the prior distribution P (K) to be a Poisson distribution truncated at the origin (see [16] ),
The expected number of components λ is selected in accordance with the prior belief on the number of components in the generating system.
IV. EXPERIMENTS
The above estimation algorithms will find applications in problems that can be seen as having concurrent Markov processes, for example in process mining [17] where the goal is to find the process model (usually as a Petri net) that best describes the behavior recorded in an event log.
To measure the distance between the generating and estimated models, we will use the relative entropy rate that has also been used to measure the distance between two hidden Markov models [18] . Let D(P
) be the relative entropy between two probability distributions,
Then the relative entropy rate can be defined as:
which in turn can be computed through the conditional relative entropy using,
Intuitively, the relative entropy rate can be interpreted as the average information loss per symbol if we compress data generated by β while assuming it was generated by γ. Here we use a Monte-Carlo approach to approximate Eq. (9) by sampling from P β (x 1 , . . . , x N ) and calculating the mean estimate of the logarithm.
A. Estimation results on example models
As a first test case, we investigate the similarity between estimated source models and the true source models. Specifically, we compute the estimated model using a symbol sequences produced from an example source model. The purpose of these experiments is to investigate how the similarity between the true and the estimated models depends on the number of sources K and the length N of the input symbol sequence x.
In each experiment, a sequence x of length N was drawn from an example model θ containing K identical sources and having a transition matrix A (x i , x j ). From the symbol sequence x, a model θ with K identical sources and transition matrix A (x i , x j ) was estimated under the assumption that K being known. A sample symbol sequence is shown in Fig. 2 . All the experiments were performed based on both deterministic and non-deterministic source models containing 6 different states from A-F. The deterministic models allow only one transition to take place for a given state; that transition has probability 1.0 and all other transitions from the same state have zero probability. In the non-deterministic, or stochastic models, there may be several possible transitions from a given state; the outgoing transition probabilities from a given state add up to 1.0.
The true models used in these experiments -both the deterministic and the stochastic ones -were generated randomly. Fig. 3 shows one of the stochastic models together with its estimated counterpart.
For the purpose of investigating the similarity between the true model θ and the estimated model θ , we have used different similarity measures. In general, it is well known that similarity is difficult to measure accurately, since different measures fit different purposes. Therefore, most similarity measures are often used in an ad-hoc manner, depending on the application domain. Here, we have used four methods to obtain different similarity measures. The first similarity measure is based on the absolute difference between the models, summed over all state transitions and sources:
Due to the stochastic constraints that apply to the model parameters e (a) and A(a, b) , the value of D(θ ; θ ) will be at most 1.0. The second similarity measure is simply the log-likelihood (θ) of the model θ producing the symbol sequence x and is obtained by calculating the probability of observing each new symbol x n given previous symbols in a sequence. The third similarity measure is based on the Kullback-Leibler divergence D KL , defined in Eq. (7). Finally, the fourth method is based on the reduction in relative entropy D θ ||θ as described in Eq. (9) . The results are shown in Tables I and II as the mean of 10 runs.
For both stochastic and deterministic source models, we observe that the similarity improves with longer input sequences for all the different types of measures (Tables I  and II) . Naturally, the estimation accuracy improves with the amount of available data. Further, we observe that the degree of similarity also depends on the number of sources. For example, we see in Table I that for models estimated from a sequence of N = 5000 symbols, the difference between true and estimated models increases with K. Finally, we see that the same difference is in general greater for stochastic models rather than for deterministic models. The reason is that in the stochastic case the input symbol sequence must be longer than in the deterministic case in order to achieve the same level of accuracy. In any case, the results suggest that the proposed method is an effective way to rediscover the true model, and that accuracy can be improved by increasing the length of the input symbol sequence.
B. Estimating the number of sources
To illustrate estimation of the number of sources from a symbol sequence, here we will study the model likelihood P (x|K) as a function of the assumed number of sources. The models, both deterministic and stochastic, were generated as in the previous section, and the likelihoods calculated on a sequence of N = 200000 symbols, for improved accuracy. Fig. 4 shows the varying log-likelihoods over different assumed numbers of sources for models with 5, 10, and 20 sources for both deterministic and stochastic models. In the deterministic case, there is a peak in the likelihood at 5 and 10 sources for the models with exactly these numbers of sources. For the model using 20 sources, the likelihood curve is very level but has a peak at 18 sources, somewhat lower than the actual number of sources.
In the stochastic case, estimation is more difficult. The likelihoods peak at 5, 11, and 18 for the models with 5, 10, and 20 sources, respectively. As the likelihood curves are very smooth, the prior would have a definitive impact here, especially if the symbol sequences where shorter. Still, it is possible to achieve a reasonable estimate of the number of sources even for the rather difficult case of the stochastic model. 
C. Rediscovering the behavior of a technical support process
This case study comes from a medium-sized IT vendor that offers an advanced software platform for rapid application development. The platform is being improved continuously by successive release versions that add new functionality, improve existing features, and correct existing bugs. Besides extensive manual and automated in-house testing, end users have an active role in pointing out desired improvements and problems to be solved. Each request originates a new so-called issue that is recorded in the system and handled by the technical support team.
In order to keep track of all issues and to handle them appropriately, the support team stores all the information available in a central database, and it records all changes in state as a solution to the each problem is developed. Fig. 5 illustrates the sequence of states that the handling process of each issue is supposed to go through, according to management guidelines. When a new request is received, it will be recorded in the system as New. Then a team member will look at it and check whether it is a duplicate issue, whether it is relevant, what priority level it should be assigned, whether there is enough information for the issue to be handled, whether there are other issues that could be related to the one submitted, etc. In some cases, the issue may end up being Discarded or being labeled as Duplicated. In most cases, it will follow a mainstream process: the issue is Assigned to a specific team member and the state will be changed to Open when that team member starts working on it. At this point, it will generally be a matter of time until either a solution or a workaround is found and the issue becomes Resolved. An issue is automatically Closed when a new product version that includes the bug fix is released. For the purpose of this case study, we had access to a subset of the event history recorded in the database between September 28, 2006 and September 28, 2007. At its peak, the system reported 284 issues were active simultaneously, for a total of 1211 issues recorded during the observation period of one year. We used all the state changes recorded in the system database as a single, unlabeled sequence of input data. In this symbol sequence the events are given in chronological order, but without any information about the issue (i.e. source) that each event belongs to. The complete input sequence has a length of N = 3127 symbols. Also, we assume that we do not know how many sources (i.e. issues) there are. Thus, we estimate all model parameters including the number of sources from the input symbol sequence. In this experiment, the parameter α from Eq. (3) was selected as 300, or roughly one tenth of the length of the observed sequence. the number of components has little effect on this sequence length, thus we estimate the number of concurrent sources to be K = 3. Note that the total number of issues is 1211, but 3 sources with repeating behavior seem to be enough to account for the whole symbol sequence. Fig. 7 shows the resulting estimated model. In the graph, some transitions with very low probability have been removed to improve readability. The model captures the dominant behavior of the issue handling process, with separate paths from New to Duplicated, Discarded, and Assigned. After the Assigned state, the dominant path is to Open and then to Resolved. However, this path does not include the Closed state as would be expected. This is due to the fact that the behavior associated with the closed state actually does not match the model assumptions at all: in practice, it is only when a large number of issues have been resolved that a new version of the software is released, and at that point all resolved issues are closed simultaneously. Even in this case, the estimated model effectively captures the true behavior of the original process.
V. CONCLUSIONS
In this paper we have presented a method to estimate the parameters of randomly interleaved Markov models directly from a symbol sequence under the assumption that all sources are identical. A method to estimate the actual number of sources has also been proposed. Results indicate that when the number of sources or symbols increases, a longer input sequence is required for more reliable estimates.
The algorithm is very fast and scales linearly in the sequence length, meaning that it is suitable for large databases found in practical applications. Additional experiments on both synthetic and real-world data are being carried out to further investigate the performance and accuracy of the proposed method in discovering the hidden logic behind unlabeled symbol sequences.
