Formación y restauración de imagen en tomografía óptica de coherencia mediante posprocesamiento by Cuartas Vélez, Carlos Alfredo
TESIS DE MAESTRI´A
Formacio´n y restauracio´n de imagen en tomograf´ıa o´ptica de
coherencia mediante posprocesamiento
Carlos Alfredo Cuartas Ve´lez
ccuarta1@eafit.edu.co
Escuela de Ciencias
Departamento de Ciencias F´ısicas
Maestr´ıa en F´ısica Aplicada
Universidad EAFIT
2017

FORMACIO´N Y RESTAURACIO´N DE IMAGEN EN
TOMOGRAFI´A O´PTICA DE COHERENCIA MEDIANTE
POSPROCESAMIENTO
CARLOS ALFREDO CUARTAS VE´LEZ
Tesis de Maestr´ıa presentada como requerimiento parcial para optar
al t´ıtulo de Mag´ıster en F´ısica Aplicada
Director
Ph.D. RENE´ RESTREPO GO´MEZ
Universidad EAFIT
Co-director
Ph.D. NE´STOR URIBE PATARROYO
Wellman Center for Photomedicine, Harvard Medical School and Massachusetts
General Hospital
ESCUELA DE CIENCIAS
DEPARTAMENTO DE CIENCIAS FI´SICAS
MAESTRI´A EN FI´SICA APLICADA
UNIVERSIDAD EAFIT
2017

“There are not such things as applied sciences,
only applications of science”.
Louis Pasteur

Licencia
Este documento se encuentra sujeto a la licencia Reconocimiento-NoComercial-
CompartirIgual 2.5 para Colombia de Creative Commons. Para mayor informacio´n,
visite:
https://creativecommons.org/licenses/by-nc-sa/2.5/co/
7

Agradecimientos
Quisiera agradecer en primera instancia a mi familia por el apoyo que han dado du-
rante este nuevo cap´ıtulo de mi vida. A Rene´ y a Ne´stor por estos an˜os de discusiones,
alegatos, frustraciones, asesor´ıas y buenos resultados que hemos obtenido, y que han
propiciado un ambiente de trabajo ameno como compan˜eros. A Sebastia´n por la ayu-
da con los experimentos. A los compan˜eros del laboratorio, Camilo con su sentido del
humor, Manuela con sus pataletas de nin˜a burgue´s, y Mateito perrito. A Luciano, por
haberme invitado a hacer parte del laboratorio desde hace unos an˜os. Finalmente, a
la universidad EAFIT por el apoyo econo´mico mediante los proyectos internos que
me permitieron estudiar la Maestr´ıa.
9

Resumen
La tomograf´ıa o´ptica de coherencia (OCT) es una te´cnica de imagen me´dica no-
invasiva que se basa en interferometr´ıa de baja coherencia para producir ima´genes con
alta resolucio´n axial y lateral de medio inhomoge´neos como tejidos. OCT ha visto un
alto desarrollo cient´ıfico y cl´ınico debido a que llena un vac´ıo de resolucio´n existente
entre el ultrasonido y la microscop´ıa confocal. La investigacio´n en OCT ha crecido
exponencialmente en los u´ltimos an˜os, registra´ndose alrededor de treinta mil art´ıculos
desde su descubrimiento en 1991 hasta el 2015, relacionando las diversas a´reas que
abarca. Este trabajo esta´ centrado en el entendimiento de los principio ba´sicos y el
desarrollo de nuevas te´cnicas de posprocesamiento para datos provenientes de OCT.
La primera parte del trabajo de grado esta´ orientado a la implementacio´n de los
conceptos ba´sicos de OCT para recrear un sistema o´ptico que permite analizar mues-
tras ex-vivo. En el montaje experimental se obtuvo una resolucio´n axial de ≈ 2µm y
una resolucio´n lateral de ≈ 3µm, con un escaneo ma´ximo de ≈ 1,5mm en profundidad
y ≈ 2,5mm de manera lateral, lo que permitio´ analizar muestras pequen˜as. Sin em-
bargo, pese a las regulaciones existentes para el ana´lisis in-vivo, el montaje se probo´
en aplicaciones no me´dicas de OCT. Las primeras pruebas se realizaron en el escaneo
de la topograf´ıa de una moneda, en donde se obtuvo una reconstruccio´n detallada
del relieve que esta posee, las mediciones indicaron alturas ma´ximas de ≈ 50µm. La
segunda muestra que se estudio´ fue el ala frontal de un insecto ex-vivo, donde se pu-
dieron observar estructuras internas tales como la membrana. En este caso, se midio´
el espesor de la membrana, obtenie´ndose ≈ 5µm.
En la segunda parte del trabajo de grado, se planteo´ un nuevo me´todo de filtrado
de ruido por speckle a partir del conocimiento de las causas y las caracter´ısticas que
e´ste posee, tomando elementos de te´cnicas de filtrado proveniente de las ima´genes
de radares de apertura sinte´tica SAR. El algoritmo, conocido como non-loca means
(nlmeans) fue planteado para el caso de ruido blanco, y gracias a sus resultados, ha
sido extendido a diversas te´cnicas de imagen, entre ellas, ima´genes SAR, en donde la
obtencio´n de los datos hace que tambie´n se de la presencia de ruido por speckle. Modi-
ficando el funcionamiento de NL-Means en el caso de ruido por speckle y considerando
las caracter´ısticas de los datos disponibles en OCT, se propuso una modificacio´n a
NL-Means denotada como NL-Means-OCT. En NL-Means-OCT hay una combina-
cio´n de los conceptos tradicionales de NL-Means junto con otras implementaciones
tridimensionales, lo que convierte a NL-Means-OCT en una herramienta u´til para
filtrar datos de OCT en donde es necesario la preservacio´n de estructuras finas, o
que se encuentran alteradas por la presencia de desplazamientos producidos por el
paciente. Los resultados del filtrado con NL-Means-OCT mostraron conservar la fide-
lidad en la imagen mientras se elimina el ruido por speckle. Dadas las caracter´ısticas
de NL-Means-OCT se pudo implementar de manera satisfactoria en otras a´reas en
desarrollo de OCT, entre ellas tractograf´ıa y gastroenterolog´ıa.
La u´ltima parte del trabajo consistio´ en el planteamiento de un nuevo me´todo
para la correccio´n de problemas en la fase de un sistema de OCT a partir de fuente
de barrido. El problema de la fase surge porque la fuente de barrido tiene fluctuacio-
nes de sincron´ıa con el fotodetector, por lo que la fase del tomograma puede sufrir
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alteraciones. En vista de que son pocos los algoritmos existentes para abordar este
problema, se planteo´ un me´todo de solucio´n a partir de una optimizacio´n, tomando co-
mo funcio´n objetivo los espectros de potencia asociados con el tomograma, de manera
que el espectro de potencia del tomograma afectado se aproxima al de un tomograma
ideal mediante una minimizacio´n. Aplicando conceptos del enfoque en medios turbios,
la implementacio´n muestra encontrar de manera satisfactoria los mapas de corrup-
cio´n en la fase. Las simulaciones indican que el algoritmo puede encontrar una buena
representacio´n del mapa de corrupcio´n real a partir de la aproximacio´n de valores
mediante una funcio´n de me´rito. Los resultados experimentales preliminares verifican
la hipo´tesis de que este modelo mejora los planteamientos actuales de otros autores.
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Cap´ıtulo 1
Introduccio´n
Hasta finales del siglo XIX, las herramientas disponibles para el diagno´stico me´di-
co y el estudio de patolog´ıas en el cuerpo humano se limitaban esencialmente al
microscopio, inventado a finales del siglo XVI, el termo´metro a mediados del siglo
XVII y el estetoscopio a inicios del siglo XIX. A partir de estas herramientas y la ob-
servacio´n del crecimiento, desarrollo y evolucio´n de patolog´ıas en el cuerpo humano,
se determinaron las caracter´ısticas de los trastornos producidos por enfermedades en
o´rganos de fa´cil acceso, tales como la lengua, los ojos y los o´ıdos. Sin embargo, hasta
finales del siglo XIX no exist´ıa un examen que permitiera obtener informacio´n de la
condicio´n y funcionamiento de los o´rganos al interior del cuerpo, aunque ser´ıa en 1896
cuando Wilhelm Ro¨ntgen descubriera las propiedades de los rayos X para penetrar el
interior de tejidos vivos y obtener informacio´n del cuerpo desconocida hasta la fecha
[1]. El descubrimiento de los rayos X marco´, adema´s de una revolucio´n en los exa´me-
nes me´dicos, uno de los mayores puntos de unio´n entre la f´ısica, qu´ımica, ingenier´ıa
y en general, las ciencias exactas con la medicina.
Desde sus inicios, la relacio´n entre ciencia y medicina no ha sido directa. La ciencia,
por un lado, esta´ basada en principios teo´ricos con fundamentos matema´ticos o f´ısicos
que permiten predecir el resultado de un evento bajo ciertas condiciones, como la
resistencia de un puente segu´n las leyes de Newton o el campo magne´tico generado
por cargas en movimiento con las leyes de Maxwell. La medicina, por su parte, se basa
en la observacio´n emp´ırica de los efectos que conlleva la presencia de algu´n trastorno
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en el cuerpo humano, por ejemplo, la fiebre o la aparicio´n de sarpullido. Ma´s que una
relacio´n directa, se podr´ıa encontrar la unio´n entre medicina y ciencia en el desarrollo
paralelo de ambas a´reas. En este sentido, la aparicio´n de nuevas teor´ıas como la
f´ısica nuclear, han tra´ıdo consigo la creacio´n de nuevos procedimientos y dispositivos
que facilitan la comprensio´n del cuerpo humano. Como ilustracio´n de esta relacio´n,
se encuentra la segunda guerra mundial, que vista desde una perspectiva de avance
cient´ıfico, trajo consigo cuatro grandes desarrollos: la f´ısica nuclear, la electro´nica
digital, la computacio´n y la radio de alta frecuencia [2]; a partir de estos avances,
surge la tomograf´ıa computacional de rayos X y el ultrasonido, que en la actualidad
son ampliamente utilizados en el diagno´stico me´dico.
En este punto de unio´n entre ciencia y medicina, una de las a´reas que ma´s fuer-
temente las relaciona son las te´cnicas de imagen me´dica, cuyo objetivo es brindar
ima´genes de informacio´n relevante de estructuras y/o funciones internas del cuerpo
mediante instrumentacio´n y teor´ıas especializadas [1]. En el entorno cl´ınico, las ima´ge-
nes de o´rganos, partes o funciones espec´ıficas del cuerpo permiten realizar exa´menes
diagno´sticos de una enfermedad o patolog´ıa, esto es de alta importancia si se consi-
dera que es posible estudiar la progresio´n, avance o crecimiento de una enfermedad
asocia´ndolo con el cambio f´ısico que produce [3]. En el entorno cient´ıfico, producir
ima´genes me´dicas es una tarea altamente multidisciplinar, ya que requiere no solo el
desarrollo teo´rico y de investigacio´n, sino que acarrea consigo la creacio´n de dispo-
sitivos y plataformas que sean de alta compatibilidad, fa´cil acceso, bajo costo y de
implementacio´n sencilla. Algunas de las te´cnicas de imagen me´dica ma´s relevantes
actualmente son: la tomograf´ıa computarizada de rayos X (CT X-ray) [4], la imagen
de resonancia magne´tica (MRI) [5], la imagen de ultrasonido (ultrasound imaging) [6],
la tomograf´ıa computarizada de emisio´n monofoto´nica (SPECT) [7] y la tomograf´ıa
o´ptica de coherencia (OCT) [8].
La tomograf´ıa o´ptica de coherencia, ampliamente conocida por sus siglas en ingle´s
como OCT (optical coherence tomography), es una te´cnica de imagen me´dica cuyo
propo´sito es obtener ima´genes con alta resolucio´n de la seccio´n transversal o ima´genes
volume´tricas de microestructuras internas en tejidos biolo´gicos. A continuacio´n, se
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mostrara´ el desarrollo e importancia que reviste OCT para el diagno´stico me´dico
actual.
1.1. Tomograf´ıa o´ptica de coherencia y su papel en
medicina
1.1.1. Tomograf´ıa o´ptica de coherencia (OCT)
En los u´ltimos an˜os han aparecido nuevas te´cnicas para la toma de ima´genes
en mu´ltiples disciplinas cient´ıficas, entre ellas destacan por su alta actividad de in-
vestigacio´n, la formacio´n de ima´genes biome´dicas, impulsada principalmente por el
constante desarrollo de dispositivos para telecomunicaciones que han permitido la pro-
duccio´n de instrumentos electromagne´ticos de alto desempen˜o a costos relativamente
bajos. Como consecuencia de esto, mu´ltiples te´cnicas para el escaneo de materiales
con un ı´ndice de esparcimiento alto, como los tejidos biolo´gicos han sido creadas. De
estas te´cnicas surge la tomograf´ıa, que es particularmente interesantes por su poten-
cial para realizar ima´genes que ayudan al diagno´stico me´dico a trave´s de exa´menes
no-invasivos. La tomograf´ıa en general, se basa en la creacio´n de “cortes” de objetos
tridimensionales, que en conjunto generan una imagen en dos o tres dimensiones de la
muestra en cuestio´n. OCT es una te´cnica no-invasiva de imagen tridimensional capaz
de producir ima´genes con alta resolucio´n lateral y axial a trave´s de muestras esparsi-
vas e inhomoge´neas, tales como los tejidos biolo´gicos [9]. En sus inicios, las te´cnicas
de OCT se basaron en medidas de profundidad de baja coherencia en el dominio tem-
poral con un interfero´metro de luz blanca. La posibilidad de emplear interfero´metros
de luz blanca para la formacio´n de ima´genes tridimensionales en tejidos biolo´gicos fue
liderada por Huang et. al. [10], quienes propusieron emplear reflectometr´ıa de baja
coherencia en sistemas biolo´gicos. Su sistema de OCT se baso´ en mu´ltiples escaneos
de una serie de ubicaciones laterales y axiales para proveer un mapa de sitios o lugares
en donde la muestra refleja luz. Una de las caracter´ısticas ma´s importantes de esta
nueva te´cnica, es que a diferencia de la microscop´ıa confocal, en donde la resolucio´n
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longitudinal depende de la apertura nume´rica, en OCT la resolucio´n solo esta´ limi-
tada por la longitud de coherencia de la fuente de luz, por consiguiente, OCT puede
tener alta resolucio´n en profundidad aun cuando la apertura del sistema es pequen˜a.
OCT es una te´cnica que permite producir ima´genes con alta resolucio´n de la
seccio´n transversal o volume´tricas mediante la medicio´n del “eco” producido por la
retroreflexio´n de luz en el tejido [10]. El “eco” se produce cuando un haz de luz llega
hasta el tejido y luego es esparcido, de forma que la informacio´n recolectada por OCT
es u´nicamente aquella porcio´n de luz retrodispersada o retroreflejada hacia el sistema
o´ptico. Esta caracter´ıstica permite que OCT pueda presentar ima´genes in-situ y en
tiempo real de patolog´ıas presentes en los tejidos, lo que la ha convertido en una
herramienta u´til en el diagno´stico me´dico, debido a que realiza “biopsias o´pticas”
sin la necesidad de remover o procesar parte del tejido [11]. OCT puede producir
ima´genes tridimensionales no-invasivas de estructuras internas, tales como la ma´cula
[12], el tracto gastrointestinal [13], las arterias coronarias [14], entre otros.
1.1.2. OCT en imagen me´dica
OCT tiene diversos aspectos que son comunes al ultrasonido y a la microscop´ıa.
Por un lado, la resolucio´n axial en ima´genes de ultrasonido de alta resolucio´n, se
encuentra en el rango t´ıpico de 0,1 hasta 1mm y dependera´ de la frecuencia de la
onda de sonido que se emplee, los valores t´ıpicos para la frecuencia var´ıan entre
los 3 y 40MHz [6]. No obstante, en este rango de frecuencias es dif´ıcil emplear las
ondas de sonido en tejidos, ya que e´stos adema´s de esparcirlas fuertemente, atenu´an
completamente las ondas en unos pocos mil´ımetros. Por otro lado, algunas ramas
de la microscop´ıa poseen una alta resolucio´n en imagen de tejidos, por ejemplo, la
microscop´ıa confocal, cuya resolucio´n es de alrededor de 1µm o inclusive menor. En
la microscop´ıa confocal, la resolucio´n esta´ limitada por la difraccio´n, relacionada a
su vez con la apertura nume´rica del sistema; y su capacidad de producir imagen se
encuentra influenciada principalmente por la degradacio´n de la luz en dispersiones no
deseadas, lo que produce un bajo contraste en la sen˜al a medir [15].
OCT por su lado, llena un vac´ıo de resolucio´n entre el ultrasonido y la microscop´ıa,
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ya que el rango en el cual se mueve OCT var´ıa entre 1 y 15µm, aproximadamente
100 veces ma´s fino que el ultrasonido, en la Fig. 1-1 se presenta una comparacio´n de
la resolucio´n y profundidad de penetracio´n de diferentes te´cnicas de imagen me´dica.
La principal limitacio´n en OCT se encuentra en que la luz es altamente esparcida por
muchos tejidos, lo que limita la profundidad de penetracio´n a ∼ 2mm en muchos casos.
OCT es ana´logo al ultrasonido con la diferencia de emplear luz en lugar de sonido,
su principio ba´sico se centra en medir la magnitud y el tiempo de retraso (“eco”)
que producen las ondas al llegar a la muestra, de forma que las retroreflecciones en
diferentes distancias permite determinar el taman˜o y reconstruir microestructuras [6].
Como la velocidad del sonido es de alrededor de 1300m/s, el ultrasonido ha impulsado
la creacio´n de sensores y me´todos de sensado que permitan una alta tasa de recepcio´n
de informacio´n, lo que a su vez ha incentivado el desarrollo de equipos para OCT,
en especial si se considera que la luz viaja a aproximadamente 3× 108m/s y que las
tasas de recepcio´n de datos deben ser mucho mayores. Una de las principales ventajas
de la analog´ıa OCT/ultrasonido se encuentra en su fa´cil integracio´n en instrumentos
me´dicos, tales como cate´teres, endoscopios, laparoscopios o incluso, agujas quiru´rgicas
que permite hacer imagen de o´rganos o tejidos so´lidos in-vivo en el cuerpo humano [16,
17].
1.2. Aplicaciones de OCT
La propuesta de OCT surgio´ hacia el an˜o 1991 por Huang et. al. [10], sus pri-
meras pruebas fueron realizadas ex-vivo en la retina y la arteria coronaria, y desde
estos resultados pudo verse la utilidad de OCT para el diagno´stico oftalmolo´gico e
intravascular, a´reas en las que ha tenido grandes avances. El ojo humano puede ser
analizado o´pticamente, es decir, es posible implementar te´cnicas para observar de
manera directa la zona interior del ojo, lo que ha impulsado el uso de me´todos de
imagen en oftalmolog´ıa; muchos de los primeros estudios realizados con OCT fueron
basados en el ojo humano. Las primeras ima´genes in-vivo de la retina fueron obteni-
das de manera independiente por Fercher et. al. [18] y Swanson et. al. [19] en 1993.
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Figura 1-1: Comparacio´n de la resolucio´n contra la profundidad de penetracio´n de
diferentes modalidades de imagen me´dica.
Estos resultados conllevaron a que en la de´cada de los 90 se diera un alto uso de OCT
para el monitoreo, seguimiento, deteccio´n y diagnosis de diferentes enfermedades, en-
tre las cuales destaca: enfermedades maculares [20], incluyendo agujeros maculares
[21] y edemas maculares [22], coriorretinopat´ıa serosa central [23], y degeneraciones
maculares asociadas a la edad y a la neovascularizacio´n coroidal [12]. Un ejemplo de
monitoreo con OCT, esta´ en el espesor de las capas de fibra del nervio retinal, el
cual es un indicador de glaucoma, y que puede cuantificarse en ojos normales y con
glaucoma. Mediante una correlacio´n con medidas convencionales de la estructura y
funcio´n del nervio o´ptico es posible encontrar focos de glaucoma, trabajo realizado
tambie´n a partir de OCT en 1995 por Schuman et. al. [24].
La sensibilidad de OCT, en el orden de −125dB o 10−12,5 veces la luz incidente,
permite producir imagen de estructuras tales como la retina que poseen un bajo
ı´ndice de esparcimiento, sin embargo, la mayor parte de las aplicaciones que emplean
OCT requieren la captura de ima´genes en tejidos que no son transparentes, y adema´s,
producen un alto esparcimiento y dispersio´n de la luz. En estos casos, es cuando la
sensibilidad del me´todo se vuelve relevante, ya que al ser la sen˜al fuertemente atenuada
por el esparcimiento, la sensibilidad es quien determina la profundidad hasta la cual
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se puede conseguir ima´genes [8]. Las primeras ima´genes de tejidos diferentes al ojo
fueron posibles mediante el estudio de la influencia de la longitud de onda en el
esparcimiento de la luz, en donde se obtuvo que longitudes de onda ma´s largas que el
visible reducen el esparcimiento producido por las muestras biolo´gicas e incrementa
la profundidad de penetracio´n y la capacidad de producir imagen [11, 24]. Uno de los
primeros estudios del efecto de la longitud de onda sobre las reconstrucciones con OCT
fue realizado por Brezinski et. al. [11], quienes hicieron una comparacio´n de ima´genes
capturadas a 850 y 1300nm ex-vivo en una epiglotis humana. La imagen tomada a
1300nm mostro´ una mayor penetracio´n puesto que los principales absorbentes en la
mayor parte de los tejidos son la melanina y la hemoglobina, los cuales poseen una
alta absorcio´n en el visible y el infrarrojo cercano [25], mientras que la absorcio´n del
agua se convierte en dominante para mayores longitudes de onda, alrededor de los
1800 − 2000nm. Por otro lado, en la mayor´ıa de los tejidos, el esparcimiento en las
longitudes de onda del infrarrojo cercano es uno o dos o´rdenes de magnitud mayores
que la absorcio´n, y e´ste disminuye para longitudes de onda ma´s grandes.
Muchos estudios iniciales de OCT se realizaron ex-vivo en espec´ımenes quiru´rgi-
cos, estos estudios fueron u´tiles para definir las estructuras que ser´ıan posibles de
observar usando OCT [11] y compararlo con la histolog´ıa. El estudio de la correlacio´n
entre las ima´genes ex-vivo de OCT y la histolog´ıa se extendio´ a hasta enfermedades
gastrointestinales [13, 26–28], biliares [29], en el aparato reproductor femenino [30],
pulmonares [31] y urinarias [13].
Los inicios de OCT fueron en oftalmolog´ıa y hoy en d´ıa es una de las a´reas con
mayor impacto de esta te´cnica. OCT ha mostrado ser una herramienta bastante u´til
porque puede identificar caracter´ıstica de enfermedades desde etapas tempranas, per-
mitiendo que se puedan realizar los tratamientos respectivos para prevenir el desa-
rrollo de dichas enfermedades. Adema´s, si se realizan tratamientos perio´dicos, puede
mantenerse un monitoreo de la evolucio´n de la terapia o de la enfermedad. OCT se
ha convertido en una te´cnica importante para el diagno´stico y monitoreo de enferme-
dades tales como el glaucoma, la degeneracio´n macular relacionada con la edad y la
retinopat´ıa diabe´tica, ya que provee informacio´n cuantitativa de la patolog´ıa lo que
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permite medir el progreso de la enfermedad o la respuesta ante terapias [24, 32, 33].
Las ima´genes de OCT proveen medidas cuantitativas de caracter´ısticas tales como
el espesor o el flujo sangu´ıneo, estas mediciones han derivado en otras aplicaciones
relacionadas con OCT, tales como la obtencio´n de mapas de espesor [32], lo que
ha permitido generar esta´ndares para la evaluacio´n de algunas patolog´ıas presentes
mediante la comparacio´n con un esta´ndar.
Otro ejemplo de implementacio´n de OCT es la imagen intravascular. OCT ha
permitido obtener ima´genes que muestran de forma clara la diferencia entre la tu´nica
ı´ntima, la tu´nica media y la tu´nica adventicia al interior de las arterias [14]. En sus
inicios, OCT intravascular in-vivo represento´ un gran desaf´ıo, pues deb´ıan disen˜arse
cate´teres apropiados para el uso en humanos, adema´s de esto, dado que la sangre
esparce altamente la luz, fue necesario la creacio´n de un sistema de flujo para remover
la sangre o para diluir los glo´bulos rojos en el plano imagen. Los primeros estudios con
OCT mediante endoscopios se realizaron en conejos por Fujimoto et. al. en 1999 [34],
por otro lado, hacia el an˜o 2001, Jang et al. reportaron la primer imagen mediante
OCT en pacientes humanos [35]. El a´rea intravascular representa una de las a´reas
actuales ma´s activas en OCT, tanto desde un punto de vista comercial, como desde
un punto de vista de investigacio´n.
OCT tambie´n ha sido empleada en el caso de la endoscopia. El primer estudio
de endoscopia in-vivo con ima´genes de OCT fue realizado en 1997 [13, 36], en donde
se obtuvieron los primeros resultados para el ana´lisis del eso´fago de un conejo. Las
ima´genes de OCT permitieron diferenciar de manera clara estructuras tales como la
mucosa y la serosa. Los primeros estudios de endoscopia con imagen OCT en humanos
fueron reportados por Sergeev et. al. en 1997 [36] y Feldchtein et. al. en 1998 [37],
quienes mediante una sonda obtuvieron ima´genes de membranas mucosas del eso´fago,
la laringe, el esto´mago, la vejiga urinaria y el cuello uterino; mostrando as´ı la utilidad
de OCT en este tipo de imagen cl´ınica.
Dado el crecimiento de casos de ca´ncer en el eso´fago, estomago y colon, la endos-
copia gastrointestinal tuvo una mayor atencio´n, en contraste con esto, los estudios
iniciales de OCT mostraron las ventajas de esta te´cnica para visualizar estructuras
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superficiales, ya que permite ver no solo las capas exteriores, sino que adicionalmente
puede observar morfolog´ıas de tejidos bajo la superficie, permitiendo diferenciar pa-
tolog´ıas gastrointestinales tales como el eso´fago de Barret, los po´lipos adenomatosos
y el adenocarcinoma [36, 38–42]. Los estudios de OCT para deteccio´n de ca´ncer son
complejos, ya que los resultados de OCT deben ser comparados con te´cnicas estan-
darizadas tales como la biopsia, el esta´ndar en la deteccio´n de ca´ncer. El problema
que tiene OCT es que el contraste producido por las variaciones en las propiedades
esparsivas de diferentes tejidos puede producir errores en las muestras tomadas dada
la sensibilidad de OCT.
Gracias a su alta sensibilidad y capacidad para producir ima´genes volume´tricas
no-invasivas, OCT ha sido de alto intere´s en diferentes a´reas de la medicina, tales
como la oftalmolog´ıa [19–22, 24], la imagen intravascular mediante cate´teres [43–45],
la endoscopia [13, 37, 39], la deteccio´n de ca´ncer [36, 40], la neurociencia [46–48], la
cardiolog´ıa [49–51], la dermatolog´ıa [52–54], la odontolog´ıa [55–57], entre otras a´reas.
1.3. La investigacio´n en OCT y la participacio´n de
Ame´rica Latina
Desde sus inicios, OCT ha visto un crecimiento exponencial en la cantidad de
publicaciones por an˜o sobre las diversas a´reas de la medicina que abarca, as´ı como los
dispositivos y procedimientos con los que se realizan las ima´genes. Como muestra de
este crecimiento, solo en el an˜o 2015 se estima que hubo 3500 publicaciones relaciona-
das con OCT [58], como se muestra en la Fig. 1-21. El a´rea donde se realiza la mayor
cantidad de publicaciones corresponde a oftalmolog´ıa, seguida por el a´rea cardiovas-
cular y en tercer lugar, el desarrollo tecnolo´gico, sin embargo, tambie´n desatacan otras
a´reas como la dermatolog´ıa, odontolog´ıa, neurolog´ıa, entre otras. El gran desarrollo
que ha tenido OCT esta´ fuertemente relacionado con la aceptacio´n a nivel cl´ınico
que ha tenido esta te´cnica, convirtie´ndose en esta´ndar para algunos procedimientos
diagno´sticos. En oftalmolog´ıa, se estima que 30 millones de exa´menes relacionados
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con OCT son realizados por an˜o alrededor del mundo, y que aproximadamente 100
mil evaluaciones cardiovasculares por an˜o son realizadas con OCT.
Figura 1-2: Publicaciones relacionadas con el desarrollo y aplicaciones de OCT por
an˜o. Oftalmolog´ıa es la categor´ıa ma´s investigada, seguida por el a´rea cardiovascular,
y los dispositivos y te´cnicas en tercer lugar.
El crecimiento exponencial de la cantidad de publicaciones relacionadas con OCT,
tambie´n se debe a la creacio´n de empresas que comercializan equipos especializados
tanto para el diagno´stico como para investigacio´n. OCT ha crecido como un mercado
atractivo para diversas compan˜´ıas de equipos o´pticos a nivel mundial, como lo son
Zeiss o Thorlabs. En este sentido, el mercado que mueve OCT se estima en unos 700
millones de do´lares anuales, como se muestra en la Fig. 1-3(a). Por otro lado, el 75 %
de las compan˜´ıas que producen equipos para OCT han surgido como start-ups de
las universidades que lideran el desarrollo cient´ıfico de OCT, entre ellas, MIT y Har-
vard. En la Fig. 1-3(b) se muestra el crecimiento de las compan˜´ıas que comercializan
productos para diagno´stico e investigacio´n con OCT.
Aunque OCT ha tenido un crecimiento significativo en el a´mbito me´dico e inves-
tigativo, cuando se analiza la participacio´n de Ame´rica Latina en este crecimiento,
el panorama no es alentador. En la Fig. 1-4 se muestra un mapa de la colaboracio´n
entre grupos de investigacio´n relacionados por el desarrollo cient´ıfico en OCT en el
an˜o 2015. Los c´ırculos negros representan la cantidad de grupos de investigacio´n re-
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(a) Mercado estimado de la comercializacio´n
de equipos de OCT.
(b) Compan˜´ıas relacionadas con equipos de
OCT.
Figura 1-3: Mercado relacionado con OCT en los u´ltimos an˜os, hacia 2015 se estiman
ingresos por ≈ 700 millones de do´lares. La cantidad de compan˜´ıas envueltas en OCT
ha crecido a ma´s de 45 en los u´ltimos an˜os, la mayor parte de estas han surgido como
start-ups provenientes de universidades (circulos azules).
lacionados con el tema, mientras que las l´ıneas grises que los une corresponde a la
colaboracio´n que hay entre grupos de investigacio´n. En este mapa, se evidencia que
a nivel de Latinoame´rica, solamente Brasil cuenta con grupos de investigacio´n tra-
bajando en OCT, siendo la universidad de Coimbra (University of Coimbra), la ma´s
representativa. Aun con la gran comunidad internacional aportando a la investigacio´n
en OCT, no existe en la mayor parte de Latinoame´rica, grupos de investigacio´n que
posean l´ıneas de investigacio´n relacionadas con OCT, esto a su vez esta´ relaciona-
do con la carencia de equipos especializados para el diagno´stico de enfermedades en
donde OCT es el esta´ndar.
1.4. Planteamiento del problema
En la implementacio´n inicial de OCT, la informacio´n en profundidad es obtenida
mediante desplazamientos axiales del haz de referencia que son producidos por ac-
tuadores tales como piezoele´ctricos, as´ı como lo indica la Fig. 1-5. En ese sistema de
OCT, la luz producida por la fuente viaja mediante una fibra o´ptica hasta llegar a un
acoplador, en donde se divide por dos caminos diferentes; uno de ellos viaja directa-
mente hasta el espejo de referencia que tiene la posibilidad de desplazarse en sentido
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Figura 1-4: Mapa de grupos de investigacio´n con a´reas afines a OCT con sus res-
pectivas colaboraciones. En latinoame´rica solo se cuenta con participacio´n de Brasil.
axial. Posteriormente, el haz reflejado por el espejo regresa hacia la fibra o´ptica. El
segundo haz es dirigido hacia un espejo de escaneo cuya funcio´n es desviar la luz que
es proyectada en la muestra de manera controlada. Mediante este sistema, la porcio´n
de luz que sea reflejada por la muestra hacia la fibra o´ptica volvera´ a incorporarse al
sistema o´ptico regresando hasta el acoplador. La informacio´n de los dos haces juntos
llega entonces hasta un sensor que se encarga de obtener la sen˜al interferome´trica. El
sensor transfiere los datos a un sistema de adquisicio´n de datos (DAQ) y finalmente
las sen˜ales son enviadas hasta el computador.
La informacio´n volume´trica requiere que el haz proyectado hacia la muestra sea
desplazado de manera lateral en dos direcciones, procedimiento que se ha realizado a
trave´s del uso de sistemas microelectromeca´nicos (MEMS) que permiten la inclinacio´n
controlada del haz, y por tanto el desplazamiento de e´ste sobre la muestra [59–61].
El espejo de escaneo se encarga de mover el haz sobre el plano imagen produciendo
ima´genes bidimensionales de planos xy a profundidades z espec´ıficas, a este tipo de
imagen se le conoce como en-face. Una de las limitaciones de los sistemas para OCT
surge justamente en la implementacio´n del sistema de escaneo, ya que hay errores
producidos no solo por la instrumentacio´n sino por la misma muestra.
Desde el punto de vista instrumental, algunos espejos de escaneo emplean sistemas
de control retroalimentados tales como PID que se encargan del desplazamiento y
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Figura 1-5: Esquema de un sistema de escaneo de OCT para la retina.
control del sistema [62], sin embargo, este tipo de control en lazo cerrado puede tener
la falencia de enviar voltajes fluctuantes que producen desviaciones, y pueden ser
causados o bien por las constantes del controlador o por desplazamientos repentinos
producidos por el paciente. Otros sistemas basados en MEMS [63] requieren voltajes
AC para producir respuestas lineales, sin embargo, fluctuaciones en la frecuencia o
en la amplitud del voltaje suministrado al actuador producen respuestas diferentes
a la esperada. Adicionalmente, mientras se realizan los escaneos axiales, el espejo
de escaneo se mueve a velocidad constante en las dos direcciones, por lo tanto hay
una direccio´n con una velocidad menor (slow-axis) y otro con una mayor velocidad
(fast-axis), esto hace necesario una correccio´n del movimiento en las ima´genes de
OCT obtenidas [8, 64, 65]. En cuanto a la muestra que es tomada en pacientes,
existen diferentes movimientos involuntarios que no pueden ser controlados, tales
como la contraccio´n muscular causada por la respiracio´n o el parpadeo, as´ı como
cualquier movimiento que el paciente pudiera realizar mientras el sistema se encuentra
en proceso de escaneo.
Ahora bien, como se ha mencionado, OCT se basa en la medicio´n de la interferencia
causada entre la luz dispersada por una muestra y un haz de referencia [10]. Bajo
este principio, OCT es capaz de medir no solo la amplitud del campo reflejado por
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la muestra, sino que tambie´n puede medir su fase. Los errores en la toma de datos
que pueden ser producidos por el sistema de escaneo as´ı como el paciente, si bien
pueden no tener una incidencia directa sobre la reconstruccio´n de la reflectividad de
la muestra, si tiene un impacto directo en la reconstruccio´n de la fase. Numerosas
extensiones de OCT que emplean principalmente la fase han surgido bajo el nombre
de phase resolved OCT, entre estas sobresalen: OCT Doppler [66], microangiograf´ıa
o´ptica [67], elastograf´ıa o´ptica de coherencia [68] y OCT magnetomotriz [69]. En
OCT Doppler por ejemplo, es comu´n encontrar aplicaciones de flujometr´ıa, en el cual
el sistema interferome´trico de OCT permite la deteccio´n de saltos en la fase causados
por el movimiento de los centros dispersores en la muestra que no es posible observar
con la amplitud. Mediante este proceso, es posible seguir el movimiento de los centros
dispersores y cuantificar su velocidad de flujo [66].
Otro problema que es comu´n en los datos adquiridos mediante OCT es el moteado
(speckle), el cual cumple una doble funcio´n ya que puede aportar informacio´n de la
muestra o puede surgir como ruido [70, 71]. En OCT el speckle como ruido surge
cuando la sen˜al que se registra en el detector posee informacio´n de la interferencia
que se produce entre la luz dispersada por centros dispersores cercanos al a´rea de
escaneo, y en lugar de portar informacio´n sobre la muestra, degradan la calidad de la
sen˜al que se registra y dificultan su interpretacio´n. En OCT existen diferentes te´cnicas
de reduccio´n de ruido multiplicativo causado por el speckle [72–74], aunque tienen la
desventaja de poseer altos tiempos de procesamiento, y en algunos casos, requieren
una imagen con bajo coeficiente sen˜al-ruido para su correcto funcionamiento [75].
La propuesta para esta tesis de maestr´ıa consiste en facilitar la interpretacio´n y
procesamiento de datos provenientes de OCT, mediante la implementacio´n de te´cni-
cas de posprocesamiento que permitan mejorar la calidad de los datos adquiridos,
planteando posibles soluciones a algunos de los problemas mencionados anteriormen-
te.
La primera parte del trabajo de grado esta´ orientado a la implementacio´n de
los conceptos ba´sicos de OCT para recrear un sistema o´ptico que permite analizar
muestras ex-vivo. En el montaje experimental se obtuvo una resolucio´n axial de ≈
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2µm y una resolucio´n lateral de ≈ 3µm, con un escaneo ma´ximo de ≈ 1,5mm en
profundidad y ≈ 2,5mm de manera lateral, lo que permitio´ analizar muestras como
monedas. Sin embargo, pese a las regulaciones existentes para el ana´lisis in-vivo,
el montaje se probo´ en aplicaciones no me´dicas de OCT. Las primeras pruebas se
realizaron en el escaneo de la topograf´ıa de una moneda, en donde se obtuvo una
reconstruccio´n detallada del relieve que esta posee, las mediciones indicaron alturas
ma´ximas de≈ 50µm. La segunda muestra que se estudio´ fue el ala frontal de un insecto
ex-vivo, donde se pudieron observar estructuras internas tales como la membrana. En
este caso, se midio´ el espesor de la membrana, obtenie´ndose ≈ 5µm.
En la segunda parte del trabajo de grado, se planteo´ un nuevo me´todo de filtrado
de ruido por speckle a partir del conocimiento de las causas y las caracter´ısticas que
e´ste posee, tomando elementos de te´cnicas de filtrado proveniente de las ima´genes
de radares de apertura sinte´tica SAR. El algoritmo, conocido como non-loca means
(nlmeans) fue planteado para el caso de ruido blanco, y gracias a sus resultados, ha
sido extendido a diversas te´cnicas de imagen, entre ellas, ima´genes SAR, en donde la
obtencio´n de los datos hace que tambie´n se de la presencia de ruido por speckle. Modi-
ficando el funcionamiento de NL-Means en el caso de ruido por speckle y considerando
las caracter´ısticas de los datos disponibles en OCT, se propuso una modificacio´n a
NL-Means denotada como NL-Means-OCT. En NL-Means-OCT hay una combina-
cio´n de los conceptos tradicionales de NL-Means junto con otras implementaciones
tridimensionales, lo que convierte a NL-Means-OCT en una herramienta u´til para
filtrar datos de OCT en donde es necesario la preservacio´n de estructuras finas, o
que se encuentran alteradas por la presencia de desplazamientos producidos por el
paciente. Los resultados del filtrado con NL-Means-OCT mostraron conservar la fide-
lidad en la imagen mientras se elimina el ruido por speckle. Dadas las caracter´ısticas
de NL-Means-OCT se pudo implementar de manera satisfactoria en otras a´reas en
desarrollo de OCT, entre ellas tractograf´ıa y gastroenterolog´ıa.
La u´ltima parte del trabajo consistio´ en el planteamiento de un nuevo me´todo
para la correccio´n de problemas en la fase de un sistema de OCT a partir de fuente
de barrido. El problema de la fase surge porque la fuente de barrido tiene fluctuacio-
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nes de sincron´ıa con el fotodetector, por lo que la fase del tomograma puede sufrir
alteraciones. En vista de que son pocos los algoritmos existentes para abordar este
problema, se planteo´ un me´todo de solucio´n a partir de una optimizacio´n, tomando co-
mo funcio´n objetivo los espectros de potencia asociados con el tomograma, de manera
que el espectro de potencia del tomograma afectado se aproxima al de un tomograma
ideal mediante una minimizacio´n. Aplicando conceptos del enfoque en medios turbios,
la implementacio´n muestra encontrar de manera satisfactoria los mapas de corrup-
cio´n en la fase. Las simulaciones indican que el algoritmo puede encontrar una buena
representacio´n del mapa de corrupcio´n real a partir de la aproximacio´n de valores
mediante una funcio´n de me´rito. Los resultados experimentales preliminares verifican
la hipo´tesis de que este modelo mejora los planteamientos actuales de otros autores.
1.5. Objetivos
1.5.1. Objetivo General
Estabilizar la fase en tomograf´ıa o´ptica de coherencia mediante posprocesamiento.
1.5.2. Objetivos Espec´ıficos
Identificar el estado de arte de la tomograf´ıa o´ptica de coherencia en aplicaciones
biome´dicas.
Implementar un sistema o´ptico de prueba de concepto de campo completo en
la tomograf´ıa o´ptica de coherencia.
Realizar una simulacio´n del muestreo y la formacio´n de imagen en la tomograf´ıa
o´ptica de coherencia, incluyendo elementos de corrupcio´n de fase.
Desarrollar un me´todo de posprocesamiento que permita recuperar el mapa de
corrupcio´n de la imagen simulada anteriormente.
Comprobar experimentalmente la funcionalidad del algoritmo propuesto con
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datos experimentales suministrados por el Wellman Center for Photomedicine,
Harvard Medical School and Massachusetts General Hospital.
1.6. Estructura del documento, descripcio´n de los
objetivos y resultados esperados
El documento se encuentra dividido en cinco cap´ıtulos en los cuales se abordara´n
los objetivos espec´ıficos del trabajo de grado. El primer objetivo, relacionado con la
generacio´n de un estado del arte de los avances en los que OCT se ha visto involucrado,
se encuentra distribuido entre el Cap´ıtulo 1 y las primeras secciones del Cap´ıtulo 2.
En el Cap´ıtulo 1 se ha mostrado la relacio´n que tiene OCT con la medicina, la
investigacio´n en torno a OCT y la importancia que reviste actualmente, en adicio´n a
esto, se opto´ por abordar fundamentos y conceptos ba´sicos de la f´ısica que se aplican
en OCT como parte del estado del arte, esto sera´ discutido en el Cap´ıtulo 2. El
resultado que se espera de entender los conceptos de OCT, es la implementacio´n de
un sistema a nivel de laboratorio que permita aplicar sus fundamentos y enfrentar los
retos que tiene cualquier equipo de OCT durante su desarrollo. Como consecuencia
de esto, el segundo objetivo, asociado con un sistema o´ptico de prueba de concepto
se describira´ en el Cap´ıtulo 2, en donde se mostrara´n los detalles del montaje, las
pruebas realizadas y los resultados obtenidos.
La segunda parte del trabajo de grado fue orientado a la aplicacio´n de me´todos
de posprocesamiento que permitan abordar problemas presentes en OCT como los
mencionados en el planteamiento del problema (Seccio´n 1.4), en ese orden de ideas,
en el trabajo de grado se trataron dos problemas relacionados con la fase en OCT,
siendo estos, el ruido por speckle y la distorsio´n en la fase por falta de sincron´ıa
en OCT. Los tres u´ltimos objetivos del trabajo de grado, se encuentran entonces
distribuidos en los Cap´ıtulos 3 y 4, en donde se abordara´n los dos temas mencionados
anteriormente en su respectivo orden.
En el Cap´ıtulo 3 se analizara´n las causas y caracter´ısticas que tiene el speckle que
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se produce en OCT, y se planteara´ una te´cnica de filtrado que permite emplear de
manera ma´s efectiva la informacio´n disponible en OCT para suprimir el ruido por
speckle. En este cap´ıtulo se abordara´ parte de los objetivos cuatro y cinco, pues se
propondra´ una te´cnica de posprocesamiento que permite corregir uno de los proble-
mas de OCT relacionado con la fase, entendiendo que la corrupcio´n en este caso es
ocasionada por el ruido de speckle. De este me´todo de filtrado se obtuvo una aplica-
cio´n multidisciplinar en OCT, ya que dadas sus caracter´ısticas es de implementacio´n
directa en otras a´reas derivadas de OCT.
En el Cap´ıtulo 4 se tratara´ un problema que surge en OCT por las limitaciones
que tienen los equipos que se emplean en los sistemas de alta velocidad, en donde la
fase medida puede verse alterada por falta de sincron´ıa en los equipos. Este cap´ıtulo
aborda el objetivo tres, y la parte final de los objetivos cuatro y cinco del trabajo de
grado. En este caso, se planteara´ un me´todo de posprocesamiento que permite corregir
la fase de un tomograma a partir de una optimizacio´n, conociendo las caracter´ısticas
que originan el problema. El producto final que se espera, es obtener fases en donde
se compensen los inconvenientes de la instrumentacio´n mediante la te´cnica propuesta.
En el cap´ıtulo 5 se refrendara´n los objetivos del trabajo de grado con respecto
a las implementaciones y resultados obtenidos. Asimismo, se resumira´n brevemente
las ventajas de los procedimiento propuesto, y se planteara´ el trabajo futuro para la
l´ınea de OCT que se ha desarrollado.
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Cap´ıtulo 2
Aspectos teo´ricos y pra´cticos de
OCT
En este cap´ıtulo se abarcara´n los conceptos ba´sicos relacionados con OCT, mos-
trando su desarrollo desde el fundamento de la interferometr´ıa con luz blanca hasta
finalizar con el sistema de medicio´n que se emplea en OCT. La u´ltima parte del
cap´ıtulo esta´ destinada a los resultados obtenidos con el montaje de prueba que se
realizo´ en el laboratorio y en donde se efectuaron pruebas para dos muestra. Este
cap´ıtulo se encuentra dividido en cuatro secciones: la Seccio´n 2.1 muestra el estado
del arte de OCT, pero desde un punto de vista del desarrollo cient´ıfico que ha tenido;
la Seccio´n 2.2 presenta la teor´ıa que hay detra´s del desarrollo mencionado anterior-
mente; la Seccio´n 2.3 relaciona algunos para´metros importes que se deben considerar
en OCT, y la Seccio´n 2.4 expone el sistema o´ptico implementado en el laboratorio
del Grupo de O´ptica Aplicada.
2.1. Estado del arte de OCT
El surgimiento de OCT se encuentra relacionado con el concepto de medir el “eco”
que se produce cuando la luz interactu´a con tejidos, de manera similar a como se hace
en ultrasonido. Es por ello, que el concepto de OCT tuvo su origen en la o´ptica de
femtosegundos, liderada por Michael Duguay en la de´cada de los 70 [1]. Las primeras
50 CAPI´TULO 2. ASPECTOS TEO´RICOS Y PRA´CTICOS DE OCT
mediciones biome´dicas con o´ptica de femtosegundos, fueron realizadas a trave´s del
efecto Kerr inducido en un la´ser, cuya funcio´n era controlar un obturador a altas
velocidades (del orden de los picosegundos), de forma que el eco de un pulso corto de
luz pod´ıa ser capturado. Esta tecnolog´ıa llego´ a tener resoluciones axiales de hasta
15µm, alcanzado una sensibilidad de hasta −70dB, o una capacidad de medir 10−7
veces la intensidad de la onda incidente. Este sistema ser´ıa empleado en la medicio´n
de tejidos hasta finales de la de´cada de los 80, cuando se realizaran las primeras
aplicaciones biolo´gicas de la interferometr´ıa de baja coherencia o interferometr´ıa de
luz blanca [2].
Mediante interferometr´ıa con luz blanca, el eco se mide con la captura el patro´n
de interferencia que es producido por un haz de referencia y un haz objeto empleando
una fuente con un ancho espectral grande o banda ancha, definida en el orden de los
10nm [3, 4]. El haz de referencia es aquel que proviene de la fuente y viaja de manera
directa hasta el detector, mientras que el haz objeto es aquella porcio´n de la luz que
luego de ser dispersada por la muestra, viaja en la direccio´n del detector. Como la
fuente tiene un ancho espectral que abarca varias longitudes de onda, la interferencia
entre el haz objeto y referencia solo se produce en una regio´n donde la diferencia de
camino o´ptico entre ambos haces se encuentre dentro de la longitud de coherencia
[5]. A partir de las mediciones con interferometr´ıa de baja coherencia, el sistema de
medida de femtosegundos ser´ıa reemplazado, y se realizar´ıan las primeras mediciones
en sistemas biolo´gicos a inicios de la de´cada de los 90. La primera aplicacio´n biome´dica
que tuvo OCT fue en el escaneo de la ca´mara anterior de un ojo ex-vivo de bobino, en
el cual fue posible observar estructuras tales como la lente o el iris [6]. El estudio ten´ıa
una resolucio´n axial de 10µm empleando un la´ser de diodo de 800nm. La sensibilidad
obtenida en este caso, fue de −100dB o´ 10−10 veces la intensidad del haz incidente,
con una velocidad de escaneo de hasta 100 mediciones por segundo. El incremento en
la sensibilidad que ofrece esta te´cnica es, en parte, descrito por el hecho de que en el
sistema interferome´trico el producto de la intensidad del haz de referencia y el haz
objeto es medido, de forma que el haz de referencia “magnifica” la sen˜al proveniente
desde la muestra [5, 7, 8]. A este sistema de medicio´n de profundidad a partir de
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desplazamientos en el haz de referencia, pues se modifica la diferencia de camino o´ptico
para lograr la profundidad deseada, se le ha asignado el nombre de OCT en el dominio
temporal (TDOCT: time-domain optical coherence tomography), y corresponde a la
primera generacio´n de OCT.
Posteriormente, el desplazamiento del haz de referencia para el escaneo axial fue
reemplazado por dos nuevas te´cnicas que se basan en la medicio´n del patro´n de
interferencia en el dominio de las frecuencias [5, 9, 10], y se conocen como OCT en el
dominio frecuencial (FDOCT: frequency-domain optical coherence tomography). En
este caso, el patro´n de interferencia se captura mediante el empleo de las mu´ltiples
longitudes de onda de la fuente, mientras que el espejo de escaneo permanece en
una posicio´n fija. Esto es posible debido a que capturar el patro´n de interferencia en
diferentes profundidades es equivalente a emplear distintas longitudes de onda, ya que
e´stas producen una mayor frecuencia en el patro´n de franjas a mayores profundidades
y su relacio´n con OCT en el dominio temporal esta´ dado esencialmente por una
transformada de Fourier.
En el dominio frecuencial, hay dos te´cnicas de captura: la primera de ellas, cono-
cida como OCT basado en espectro´metro (SBOCT: spectrometer-based optical cohe-
rence tomography) registra la modulacio´n en el patro´n de interferencia a partir de
mediciones con un espectro´metro, capturando todas las longitudes de onda luego de
la interferencia de manera directa [11, 12]; la segunda te´cnica, conocida como OCT
con fuente de barrido (SSOCT: swept-source optical coherence tomography) o imagen
o´ptica en el dominio frecuencial (OFDI: optical frequency-domain imaging), emplea
secciones angostas del espectro de la fuente mientras se realiza un barrido a lo largo
del espectro de la fuente [13, 14], de manera que un fotodetector registra la intensidad
medida por cada seccio´n del espectro, en lugar de emplear el espectro´metro. A estas
dos te´cnicas se les conoce como la segunda generacio´n de OCT.
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2.2. Marco teo´rico
2.2.1. Esquema de OCT
OCT es una te´cnica interferome´trica que se basa en la interferencia de un campo
o´ptico de banda ancha, es decir, que recoge mu´ltiples longitudes de onda, el cual
se divide y posteriormente se combina, produciendo interferencia u´nicamente en la
regio´n del espacio en el cual la diferencia de camino o´ptico se encuentra dentro de la
longitud de coherencia [4]. Al ser un sistema interferome´trico, emplea un divisor de
haz que permite producir el patro´n de interferencia, como se ilustra en el sistema de
la Fig. 2-1.
Fuente de 
banda ancha Zs
Zr
Espejo de
referencia
Muestra
Detector
Divisor
de haz
Señal
zx y
Figura 2-1: Esquema de un interfero´metro de Michelson empleado para producir
interferencia de baja coherencia, principio de OCT. La sen˜al medida interferome´trica
aparece u´nicamente si la diferencia de camino o´ptico entre haces es menor a la longitud
de coherencia.
El esquema de la OCT se basa esencialmente en un interfero´metro de Michelson
que funciona de la siguiente forma: la luz emitida por la fuente se propaga hasta
llegar a un divisor que fracciona el haz en dos. Los haces divididos a su vez van por
dos caminos diferentes, uno de ellos viaja hasta un espejo de referencia en donde
es reflejado de regreso al divisor de haz, y por ello se le denota haz de referencia.
El segundo haz se env´ıa hacia la muestra, en donde es reflejado desde diferentes
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profundidades al interior de e´sta, y por ende se le denomina haz objeto. Como la
fuente posee una banda ancha, la interferencia entre el haz de referencia y el que
es reflejado por la muestra solo puede ser observada cuando ambos brazos tengan
diferencias de camino o´ptico que se encuentren dentro de la longitud de coherencia de
la fuente. La longitud de coherencia lc esta´ relacionada con el tiempo de coherencia
tc, e´ste que describe el periodo de tiempo en el cual la emisio´n foto´nica de la fuente
puede considerarse como coherente, y se relacionan a trave´s de la velocidad de la luz
lc = ctc, con c la velocidad de la luz [22]. La interferencia se da entonces unicamente si
el retraso en el tiempo de viaje de los dos haces es menor al tiempo de coherencia, o si
la diferencia de camino o´ptico es inferior a la longitud de coherencia. Por consiguiente,
la resolucio´n axial de un sistema de OCT esta´ determinado por la coherencia temporal
de la fuente de luz, la cual se define como [5]:
lc =
2 ln 2
pi
λ20
∆λ
, (2.1)
donde λ0 es la longitud de onda central y ∆λ es el ancho del espectro (banda), lc indica
la condicio´n para la cual es posible obtener interferencia, y por tanto, la distancia axial
mı´nima que puede medirse en OCT.
Los objetos aparecen cuando se dan cambios precipitados en el ı´ndice de refraccio´n
entre profundidades o capas cercanas en la muestra, y se manifiestan como picos de
intensidad en el patro´n de interferencia, no´tese que la intensidad medida es aquella
que proviene de la retrodispersio´n causada por la muestra. Debido a que el espectro
es ancho, otra posibilidad de medir la informacio´n de profundidad en la muestra, es a
trave´s de las transformadas de Fourier, realizando mediciones sobre el dominio de las
frecuencias y transformando el espectro de salida. En este caso, el haz de referencia
permanece en una posicio´n fija y las componentes frecuenciales de OCT se detectan
mediante un espectro´metro [5, 15].
En OCT pueden realizarse escaneos bidimensionales si no se modifica la diferencia
de camino, o escaneos tridimensional a trave´s de la medicio´n de diversas profundidades
en la muestra, que pueden ser realizadas mediante escaneos laterales del haz en una o
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dos direcciones ortogonales. Valores t´ıpicos de escaneos para profundidad pueden ir en
500 profundidades distribuidas en una distancia de 3mm [3]. Si el medio es turbio, las
profundidades obtenidas en la literatura han sido entre 1 y 3mm, empleado longitudes
de onda entre 800 y 1300nm [5].
2.2.2. Interferometr´ıa de baja coherencia
Para describir la interferometr´ıa de baja coherencia o interferometr´ıa de luz blan-
ca,El esquema de la OCT se basa esencialmente en un interfero´metro de Michelson
que funciona de la siguiente forma: primero, un haz que proviene de una fuente via-
ja a trave´s de un divisor de haz. Los haces divididos a su vez van por dos caminos
diferentes, la porcio´n del haz de referencia se refleja en un espejo, mientras que la
otra porcio´n del haz es enviada hacia la muestra, en donde se refleja desde diferen-
tes profundidades al interior de la muestra. Como el haz posee una banda ancha, la
interferencia entre el campo o´ptico de referencia y el que es reflejado por la muestra
solo puede ser observado cuando ambos brazos tengan diferencias de camino o´ptico
que se encuentren dentro de la longitud de coherencia del haz. Por consiguiente, la
resolucio´n axial de un sistema de OCT esta´ determinado por la coherencia temporal
de la fuente de luz. El campo ele´ctrico emitido por la fuente Ei puede expresarse en
forma compleja como
Ei(k,ω) = s(k,ω)e
i(kz−ωt), (2.2)
donde s(k,ω) es la amplitud del campo ele´ctrico expresado como una funcio´n del
nu´mero de onda k = 2pi/λ y de la frecuencia angular ω = 2piν, que representan
respectivamente, la dependencia espacial y temporal de cada una de las componentes
del espectro del campo con la longitud de onda λ. La frecuencia y la longitud de onda
se encuentran vinculadas por el ı´ndice de refraccio´n del medio n y la velocidad de luz
en el vac´ıo c, λν = c/n(λ), en medios dispersivos el ı´ndice de refraccio´n dependera´
de la longitud de onda. Asumiendo que el divisor de haz produce una divisio´n del
campo incidente en dos componentes, cada una con la mitad de la amplitud total, y
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que no depende de la longitud de onda, se tiene el haz objeto y el haz referencia a
la salida del divisor. El haz de referencia por un lado, se propaga una distancia zR y
nuevamente es reflejado por un espejo situado en z = zR cuya reflectividad es rR y
la intensidad que refleja es RR = |rR|2. Luego de reflejarse en el espejo, el haz regresa
hasta el divisor.
El haz objeto por su parte, se propaga hasta llegar a la muestra. La muestra
esta´ caracterizada por tener una reflectividad de campo ele´ctrico dependiente de la
profundidad rS(zS), donde zS es la profundidad en la muestra medida desde el divisor
de haz. En general, rS(zS) es una funcio´n compleja que informa no solo la amplitud
de la onda reflejada por la muestra, sino que adema´s indica los cambios de fase que
la onda puede experimentar. Adicionalmente, en el caso de espec´ımenes biolo´gicos,
se trata de una funcio´n que refleja el cambio continuo del ı´ndice de refraccio´n de los
tejidos biolo´gicos. Sin embargo, para entender el feno´meno de reflexio´n en la muestra,
se asume que hay una serie de N reflectores ubicados a lo largo de la muestra 1, de la
siguiente forma,
rS(zS) =
N∑
n=1
rSnδ[(zS − zSn)], (2.3)
donde rS1 , rS2 , ..., rSn es el coeficiente de reflexio´n de amplitud del n-e´simo reflector y
zS1 , zS2 , ..., zSn es la distancia del n-e´simo reflector con respecto al divisor de haz. La
intensidad reflejada por cada uno de los n reflectores es RSn = |rSn |
2 y se conoce como
reflectancia. El objetivo de OCT es poder identificar la funcio´n
√
RS(zS) a trave´s de
medidas de interferome´tricas de baja coherencia, lo que es la reflectividad de cada
una de las profundidades en la muestra en estudio.
Luego de que el haz referencia y el haz objeto regresan al divisor de haz, el campo
ele´ctrico reflejado corresponde a ER =
Ei
2 rRe
i2kzR y ES =
Ei
2
∑N
n=1 rSne
i2kzSn respecti-
vamente. El factor exponencial surge por el cambio de fase que se produce durante la
propagacio´n, y la funcio´n δ del haz objeto ha sido incluida en el cambio de fase que se
produce en la distancia zSn . Estos dos campo regresan hasta el divisor de haz y luego
1Hay diferentes tratamientos que se basan en sistemas discretos y continuos, el u´ltimo caso puede
consultarse de manera detallada en [4, 15].
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de atravesarlo tienen la mitad de su intensidad inicial, siguiendo su recorrido hasta
llegar al detector, en donde se tiene la interferencia entre ellos I(k,ω), dada por
I(k,ω) = |ER + ES|
2 = (ER + ES)(ER + ES)
∗, (2.4)
donde ∗ representa la operacio´n complejo conjugado. Si el patro´n de interferencia
I(k,ω) es registrado por un fotodetector, la fotocorriente que en este se produce es
proporcional a la intensidad del patro´n de interferencia multiplicado por un factor de
respuesta propio del detector ID(k,ω) = ρ〈I(k,ω)〉, donde ρ es el factor de respuesta
del sensor y 〈·〉 es la integracio´n sobre el tiempo de respuesta. Reemplazando los
valores anteriores, se puede expresar la corriente sensada por el detector como
ID(k,ω) = ρ
〈∣∣∣∣s(k,ω)2 rRei(2kzR−ωt) + s(k,ω)2
N∑
n=1
rSne
i(2kzSn−ωt)
∣∣∣∣2〉. (2.5)
No´tese que si se expande la Eq. 2.5 y se realiza el promedio temporal, los te´rminos
que son dependientes de ω se anulan y la expresio´n final es independiente del tiempo,
esto tiene sentido si se considera que la frecuencia de la onda ν es mucho mayor que
el tiempo de respuesta del detector. La Eq. 2.5 puede expresarse como
ID(k) =
ρ
4
[S(k)(RR + RS1 + RS2 + ...+ RSn)]
+
ρ
2
[
S(k)
N∑
n=1
√
RRRSn (cos[2k(zR − zSn)])
]
(2.6)
+
ρ
4
[
S(k)
N∑
m 6=n=1
√
RSnRSm (cos[2k(zSn − zSm)])
]
,
El primer te´rmino es independiente de la diferencia de camino o´ptico y actu´a
como un escalamiento de la sen˜al en el detector. Es proporcional a la longitud de
onda y a la reflectividad de la muestra y del espejo de referencia. Este te´rmino
corresponde a la componente “DC” de la sen˜al que se mide.
El segundo te´rmino es la interferencia que se produce entre la luz retroreflejada
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por la muestra y el haz de referencia. La sen˜al que se desea medir con OCT
proviene justamente de este te´rmino, aunque al ser proporcional a la ra´ız cua-
drada de la reflectividad la magnitud de esta sen˜al es bastante menor que la
componente DC.
El tercer te´rmino corresponde a la interferencia que ocurre entre los diferentes
reflectores en la muestra y se conoce como “artefactos” en la sen˜al ya que en
general corresponden a ruido.
En la Eq. 2.6 si solo se tuviera un reflector (zS1), la ecuacio´n estar´ıa regida por la
componente DC de la sen˜al y una modulacio´n del espectro de la fuente S(k) depen-
diente de una funcio´n coseno cuyo periodo es proporcional a la diferencia de camino
o´ptico entre el haz objeto y referencia. Adema´s de esto, no´tese que la visibilidad
del patro´n de interferencia tambie´n es proporcional a la reflectividad
√
RS1. Como lo
muestra la Eq. 2.6, hay una relacio´n directa entre la reflectividad de la muestra y el
espectro de la fuente que se emplee. Para el caso de OCT, lo ma´s comu´n es emplear
fuentes cuyo espectro posea una distribucio´n gaussiana dadas las propiedades que
esta posee, particularmente por el hecho de que la autocorrelacio´n de una funcio´n
gaussiana es otra funcio´n gaussiana. Si la fuente posee una distribucio´n espacial γ(z),
tanto su transformada de Fourier (espectro S(k)) y su distribucio´n espacial poseen la
misma forma, con la diferencia de tener un ancho distinto, matema´ticamente esto es
γ(z) = e−z
2∆k2 ↔F {γ(z)} = S(k) = 1
∆k
√
pi
e
−
[
(k−k0)
∆k
]2
, (2.7)
donde k0 es el nu´mero de onda central de la fuente k0 = 2pi/λ0 y ∆k es el ancho de
banda espectral.
2.2.3. Interferometr´ıa de baja coherencia en el dominio del
tiempo
En OCT en el dominio del tiempo TDOCT (time-domain optical coherence to-
mography) los escaneos en profundidad se realizan a trave´s del desplazamiento del
58 CAPI´TULO 2. ASPECTOS TEO´RICOS Y PRA´CTICOS DE OCT
espejo de referencia, es decir, variaciones en zR. La funcio´n encargada de la modu-
lacio´n cos[2k(zR − zSn)] aporta informacio´n en diferentes frecuencias si se var´ıa la
distancia entre el haz referencia y el haz objeto (zR − zSn), o si bien se modifica el
nu´mero de onda k, siendo ambos procesos equivalentes. Como todo el espectro llega
hasta el detector, en la Eq. 2.6 debe realizarse una integracio´n sobre los nu´meros de
onda, y el patro´n de interferencia dependera´ entonces de la reflectividad de la muestra
y la diferencia de camino o´ptico. Integrando con respecto a k la Eq. 2.6 se obtiene
que
ID(zR) =
ρ
4
S0[RR + RS1 + RS2 + ...] (2.8)
+
ρ
2
[
S0
N∑
n=1
√
RRRSne
−[zR−zSn ]
2∆k2 cos[2k0(zR − zSn)]
]
,
donde S0 es la potencia de la fuente (
∫∞
k=0 S(k)dk). En este caso, los te´rminos que
aparecen corresponden a una componente DC y una funcio´n coseno, cuya frecuencia
depende de la longitud de onda central de la fuente k0 y la diferencia de camino o´ptico
entre los brazos, que se encuentra modulada por funciones gaussianas.
Si se tienen varios reflectores se produce una sen˜al de interferencia en sus posi-
ciones, lo que se ha denominado l´ınea A (A-line), esto se ejemplifica en la Fig. 2-2,
donde cuatro reflectores muestran interferencia, la sen˜al que se desea medir corres-
ponde justamente a la envolvente de estas funciones. La reflectividad de la muestra
se puede encontrar entonces a trave´s de la medida de la modulacio´n que produce
la sen˜al portadora (la funcio´n coseno) sobre la funcio´n gaussiana de cada reflector,
asimismo, la anchura a la mitad del ma´ximo (FWHM:full-width at half maximum) de
cada funcio´n gaussiana esta´ dado por la longitud de coherencia de la fuente, que es
justamente la resolucio´n axial de OCT.
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Figura 2-2: L´ınea A obtenida cuando se realiza el escaneo a una muestra con cuatro
reflectores. La magnitud de la interferencia es lo que se busca medir mediante OCT.
2.2.4. Interferometr´ıa de baja coherencia en el dominio de
Fourier
En OCT en el dominio de Fourier FDOCT (Fourier-domain optical coherence to-
mography), la fotocorriente dependiente del nu´mero de onda ID(k) de la Eq. 2.6 se
captura y procesa mediante un ana´lisis de Fourier que permite determinar el perfil
de reflectividad
√
RS(zS) de la muestra. En este proceso, el espejo de referencia se
mantiene en una posicio´n fija, mientras que las diferentes longitudes de onda son las
encargadas de aportar la informacio´n de las diferentes profundidades en la muestra.
En esta categor´ıa hay dos divisiones para OCT, por un lado se encuentra la tomo-
graf´ıa o´ptica de coherencia en el dominio espectral SDOCT (spectral-domain optical
coherence tomography) o tomograf´ıa o´ptica de coherencia basada en espectro´metro.
OCT en el dominio espectral se basa en el empleo de una fuente de luz con banda
ancha, con la diferencia de ubicar un espectro´metro en la salida del interfero´metro,
y todas las componentes frecuenciales de ID(k) se capturan de manera simulta´nea.
Por otro lado, esta´ la tomograf´ıa o´ptica de coherencia de fuente de barrido SSOCT
(swept-source optical coherence tomography), llamada tambie´n imagen o´ptica en el
dominio frecuencial OFDI (optical frequency-domain imaging). En este caso, las com-
ponentes espectrales de ID(k) se obtienen de forma secuencial, capturando la sen˜al
de una banda angosta, mientras que la fuente realiza un barrido por las diferentes
longitudes de onda.
El perfil de reflectividad de la muestra rS(zS) se calcula mediante la transformada
inversa de Fourier de la corriente en el fotodetector, tomando en cuenta que la trans-
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formada de Fourier de un coseno es F {cos(kz0)}  1/2[δ(z ± z0)] y la transformada
de Fourier de la convolucio´n es el producto de las las transformadas de Fourier de
las funciones convolucionadas x(z) ⊗ y(z) X(k)Y(k); la transformada inversa de la
Eq. 2.6 corresponde a
iD(z) =
ρ
8
[γ(z)[RR + RS1 + RS2 + ...]] (2.9)
+
ρ
4
[
γ(z)⊗
N∑
n=1
√
RRRSn{δ[z± (2(zR − zSn))]}
]
+
ρ
8
[
γ(z)⊗
N∑
m 6=n=1
√
RsnRsm{δ[z± 2(zSn − zSm)]}
]
,
donde γ es la distribucio´n espectral de la fuente en el plano espacial. La convolucio´n
de la funcio´n δ con la funcio´n coseno se puede calcular mediante sus propiedades, de
manera que la Eq. 2.9 corresponde a
iD(z) =
ρ
8
[γ(z)[RR + RS1 + RS2 + ...]] (2.10)
+
ρ
4
[
N∑
n=1
√
RRRSn{γ[2(zR − zSn)] + γ[−2(zR − zSn)]}
]
+
ρ
8
[
N∑
m 6=n=1
√
RSnRSm{γ[2(zSn − zSm)] + γ[−2(zSn − zSm)]}
]
.
La Eq. 2.10 es una discretizacio´n de la funcio´n gaussiana correspondiente a las posi-
ciones de los reflectores de la muestra, lo que se ha denominado l´ınea A y se muestra
en la Fig. 2-3.
La funcio´n que se quiere recuperar
√
RS(zS) en este caso se reproduce con las si-
guientes modificaciones, primero la distancia que se mide desde la posicio´n de referen-
cia esta´ duplicada. El ancho de cada funcio´n δ esta´ dado por la longitud de coherencia
de la fuente. En la Eq. 2.9 puede apreciarse claramente la convolucio´n entre la mues-
tra (el objeto) y la distribucio´n de la fuente, esta definicio´n indica la correspondencia
entre la funcio´n extendida de punto (PSF) en un sistema o´ptico convencional y la dis-
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Figura 2-3: L´ınea A obtenida en una medicio´n de OCT en el dominio espectral. Una
de las ima´genes es producto de artefactos en la transformada de Fourier.
tribucio´n espectral de la fuente. Finalmente, la aparicio´n de la segunda funcio´n δ se
debe al complejo conjugado que resulta de la transformada de Fourier de la funcio´n
coseno, en general, este te´rmino representa ruido o “artefactos” en la informacio´n
que se recupera, sin embargo, existe diferentes te´cnicas para solucionar este problema
[16, 17].
2.3. Algunos para´metros importantes en OCT
2.3.1. Fuentes de iluminacio´n
Uno de los para´metros ma´s importantes que afectan el desempen˜o de un equipo de
OCT corresponde a la fuente de iluminacio´n. En OCT, se busca que la fuente posea
un espectro de emisio´n en el infrarrojo, tenga una longitud de coherencia de ma´ximo
50nm y que posea una potencia mayor a 10mW. La emisio´n en infrarrojo esta´ re-
lacionada con las caracter´ısticas de las muestras, en donde las estructuras biolo´gicas
estudiadas por lo general tienen propiedades inhomoge´neas, compuestas principal-
mente de cola´geno y fibras ela´sticas, ce´lulas, venas y nervios, entre otras estructuras
[18]. E´stas poseen diferentes ı´ndices de absorcio´n y esparcimiento de luz, acorde con
la longitud de onda, en OCT se busca que la absorcio´n respecto a la longitud de onda
sea lo menor posible, de forma que la luz llegue hasta capas profundas en el tejido.
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Para alcanzar estas caracter´ısticas se utilizan longitudes de onda mayores al visible,
dado que los tejidos poseen una menor absorcio´n en el rango de longitudes de onda
de 600 a 1300nm [19, 20]. Adema´s, como la absorcio´n afecta la profundidad ma´xima
en la cual se puede tener imagen, en el caso de aplicaciones en tejidos biolo´gicos, las
longitudes de onda empleadas en OCT esta´n en el rango t´ıpico de 800 a 1300nm [5].
Las fuentes de iluminacio´n en OCT deben tener una baja coherencia. En este
sentido, se denomina fuente coherente a aquella que produce una relacio´n fija de fase
en el campo complejo en diferentes ubicaciones o en distintos instantes, es decir, la
fase de un haz coherente debe mantenerse constante en el espacio y el tiempo en
cualquier punto en el perfil del haz [21]. Se definen entonces dos tipos de coherencia:
espacial y temporal. La coherencia espacial ocurre cuando hay una correlacio´n de
la fase en diferentes puntos del espacio a lo largo del perfil del haz [22]. En OCT
no hay mucha coherencia espacial pues la presencia de e´sta decrementa la relacio´n
sen˜al ruido, puesto que a mayor coherencia espacial ma´s profundidades a lo largo
de la muestra generan interferencia, y esto se refleja como patrones de interferencia
aleatorios indeseados o speckle [5]. La coherencia temporal por otro lado, se da cuando
hay correlacio´n en un punto determinado del perfil del haz a lo largo del tiempo [22].
Esta coherencia es dictada esencialmente por la distribucio´n espectral de la fuente, y
es la encargada de determinar la resolucio´n axial del sistema de OCT [15]. Fuentes
con un menor tiempo de coherencia, y por tanto, anchos espectrales ma´s grande,
producen una mayor resolucio´n axial; mientras que fuentes con un menor tiempo de
coherencia produce resoluciones axiales ma´s bajas, ya que hay una dependencia entre
el ancho espectral y la resolucio´n axial del sistema [15]. Por u´ltimo, respecto a la
distribucio´n del espectro, en general, las fuentes poseen un espectro gaussiano gracias
a sus propiedades [15]. Sin embargo, se pueden emplear fuentes con distribuciones no
gaussianas, pero la calidad de las ima´genes obtenidas, es peor en la mayor parte de
los casos, a causa de la aparicio´n de sombras y artefactos en el patro´n de interferencia
capturado [23].
Entre las fuentes de luz ma´s comunes para OCT, se encuentran los diodos su-
perluminiscentes (SLDs)[24], los la´seres de estado so´lido [25] y las fuentes de barrido
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[14]. Los diodos superluminiscentes funcionan a partir de una unio´n p-n directamente
polarizada, inyectando electrones y huecos en las zonas p y n respectivamente, la re-
combinacio´n luego de las inyecciones da lugar a una emisio´n de fotones. La principal
ventaja que tiene, es su relativo bajo costo y espectro gaussiano; la resolucio´n axial
para estos elementos, se encuentra en el orden de los 16µm en tejido, y las longitudes
de onda centrales esta´n entre los 700 y 1550nm [24]. Los la´seres de estado so´lido, se
basan en un medio cristalino, dopados con iones en puntos espec´ıficos de la red cris-
talina, esta modificacio´n permite diferentes posibilidades para la longitud de onda de
excitacio´n y por tanto de emisio´n. Con la´seres de Titanio-Safiro, comunes en OCT, la
resolucio´n axial puede llegar hasta 1µm en tejido [25]. Las fuentes de barrido emiten
luz en un espectro angosto, cambiando ra´pidamente a lo largo del rango espectral de
la fuente, obtenie´ndose una longitud de onda cambiante, este tipo de fuente alcanza
resoluciones de hasta 1µm, a tasas de adquisicio´n de 1kHz [14].
2.3.2. Resolucio´n axial y lateral
La resolucio´n en OCT se define mediante dos para´metros, la resolucio´n axial o
de profundidad y la resolucio´n lateral o transversal. Una de las caracter´ısticas de
OCT con respecto a la microscop´ıa, es que la resolucio´n lateral y axial corresponden
a para´metros diferentes. La resolucio´n axial ∆z, es dependiente de la distribucio´n
espectral de la fuente, para un espectro gaussiano cuya longitud de onda central sea
λ0 y su anchura a la mitad del ma´ximo (FWHM) ∆λ, corresponde a [15]
∆z =
2 ln 2
pi
λ20
∆λ
. (2.11)
La resolucio´n lateral funciona de manera similar a la microscop´ıa, ya que la deter-
mina las propiedades del haz enfocado, correspondiente al mı´nimo taman˜o del haz; y
es inversamente proporcional a la apertura nume´rica (NA) de la lente de enfoque. De
manera similar a la microscop´ıa confocal, la resolucio´n lateral ∆x en OCT se define
como [5]
∆x =
4λ0
pi
(
f
D
)
=
4λ0
piNA
, (2.12)
64 CAPI´TULO 2. ASPECTOS TEO´RICOS Y PRA´CTICOS DE OCT
donde f es la distancia focal efectiva de la lente y D es el taman˜o del haz proyectado
en la lente de enfoque. La regio´n de enfoque del haz, conocida como profundidad de
foco b (el doble del rango de Rayleigh zR), se define como
b = 2zR =
pi∆x2
2λ0
. (2.13)
Aunque la resolucio´n axial y transversal son independientes, la capacidad de pene-
tracio´n de OCT tambie´n var´ıa con la apertura nume´rica, una mayor NA incrementa
la resolucio´n lateral, pero disminuye la profundidad de foco, mientras que una menor
NA produce una menor resolucio´n lateral, pero incrementa el rango de escaneo. En
general, OCT emplea aperturas nume´ricas bajas para incrementar la profundidad de
penetracio´n, en el caso de altas resoluciones transversales, existen otras te´cnicas de-
rivadas de OCT como la microscop´ıa o´ptica de coherencia (OCM: optical coherence
microscopy) [26].
2.3.3. Sensibilidad
La sensibilidad es una medida de la mı´nima reflectividad de la muestra RS,min
detectable por el sistema, se obtiene en el nivel al cual la relacio´n sen˜al ruido se
convierte en uno. Expresado en unidades de decibelios, la sensibilidad SdB corresponde
a [5]
SdB = 10 log10
(
1
RS,min
)
(2.14)
En un sistema de OCT, SdB puede medirse experimentalmente ubicando filtros de
densidad neutra conocida en el brazo objeto y posteriormente un espejo. Considerando
que la luz atraviesa dos veces el filtro, la sensibilidad puede obtenerse cuando la
sen˜al proveniente de la muestra sea indistinguible del ruido. Los valores t´ıpicos de
sensibilidad para sistemas de OCT se encuentra en el rango de los −95dB (RS,min =
3,16× 10−10 veces la luz incidente) [5].
La capacidad para generar ima´genes en profundidad de un sistema de OCT de-
pende de la sensibilidad que e´ste posea, y es quien dicta la capacidad para producir
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ima´genes de estructuras debajo de las capas superficiales. La sen˜al de OCT sufre un
decaimiento (roll-off ) exponencial con la profundidad [5, 18], esta perdida en la sen˜al
se debe a varios motivos: el espectro finito de la fuente que limita la distancia ma´xi-
ma sobre la cual puede obtenerse interferencia, asimismo, la frecuencia que posee el
patro´n de franjas detectado incrementa con la diferencia de camino o´ptico, a su vez
relacionado con la profundidad de penetracio´n. En escala logar´ıtmica, el decaimiento
de la sen˜al con respecto a la profundidad de un sistema de OCT no debe tener un
valor de ma´s de 10dB/mm, aunque esto dependera´ del medio y de las propiedades de
la fuente [5].
2.3.4. Relacio´n sen˜al ruido
La relacio´n sen˜al ruido (SNR: signal-to-noise ratio) refiere al nivel de la sen˜al que
transporta informacio´n relevante, con respecto a las variaciones aleatorias y el ruido
de fondo que posee el instrumento o sistema de medida. La relacio´n sen˜al ruido, se
define como el cociente entre la intensidad media en el detector I¯d, con respecto a la
varianza de ruido σn [27],
SNR =
I¯d
σn
, (2.15)
o expresado de manera logar´ıtmica,
SNR = 10 log10
(
I¯d
σn
)
. (2.16)
Aunque existen diferentes fuentes de ruido, en esta seccio´n, se describira´n tres de
las ma´s importantes, ruido de disparo (shot noise), ruido te´rmico y ruido causado por
exceso de fotones; otras causas de ruido tales como el speckle sera´n discutidas en el
Cap´ıtulo 3.
Ruido de disparo
El ruido de disparo corresponde a las fluctuaciones causadas por la cantidad de
fotones con los que se produce la fotocorriente en el detector. La corriente de respuesta
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del detector, esta´ determinada por el promedio del conteo de fotones incidentes sobre
el sensor, en periodos de tiempo fijos. No obstante, la cantidad de fotones incidentes
en el detector no siempre es la misma, y por tanto, la fotocorriente inducida no
es constante, a estas variaciones en la sen˜al originadas por el promedio de fotones
incidentes en el detector, se le conoce como ruido de disparo [3]. La varianza en la
fotocorriente i2s a partir de dicho ruido corresponde a [27]
i2s = 2eI¯d∆f, (2.17)
donde e es la carga del electro´n, I¯d es la fotocorriente media en el detector y ∆f es el
ancho de banda del detector.
Ruido te´rmico
El ruido te´rmico se debe principalmente al movimiento de cargas causado por
la energ´ıa te´rmica en cualquier elemento resistivo. Esta´ relacionado con el equilibrio
te´rmico y la transferencia de energ´ıa entre un material y su entorno [28]. La varianza
del ruido te´rmico i2t, se describe como
i2t =
4kBT∆f
R
, (2.18)
donde kB es la constante de Boltzmann, T es la temperatura, ∆f el ancho de banda
del detector y R la resistencia del material.
Ruido por exceso de fotones
El ruido por exceso de fotones surge por las fluctuaciones en la intensidad de
salida de la fuente de luz, causadas por la emisio´n de fotones de regiones del espectro
distinto a la esperada, y que poseen una fase aleatoria [27]. La varianza del ruido por
exceso de fotones i2e se indica como
i2e =
(1+ α2)¯Id∆f
∆ν
, (2.19)
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donde α corresponde al grado de polarizacio´n de la fuente, I¯d es la corriente promedio
en el detector, ∆f es el ancho espectral de la fuente y ∆ν es el ancho efectivo de la
l´ınea. Este tipo de ruido es particularmente importante cuando se emplean fuentes
de barrido.
2.4. Implementacio´n de un sistema de OCT a nivel
del laboratorio
Como se menciono´ anteriormente, en su primera etapa, OCT se baso´ en el empleo
de un interfero´metro de Michelson con una fuente de luz blanca. En el laboratorio
del Grupo de O´ptica Aplicada, se implemento´ un montaje experimental de OCT que
se basa en interferometr´ıa de luz blanca, empleando un desplazador piezoele´ctrico
para realizar escaneos axiales en la muestra. El objetivo final de este montaje, ma´s
alla´ de obtener ima´genes in-vivo que se encuentran reguladas por normas nacionales e
internacionales, es obtener ma´s claridad sobre los procedimientos, conceptos y desaf´ıos
que acarrea consigo la produccio´n de equipos empleados en OCT. Existen diferentes
aplicaciones no cl´ınicas de OCT, tales como reconstruccio´n de topograf´ıa en materiales
meta´licos [29], en donde la componente de reflexio´n especular es los suficientemente
intensa como para producir interferencia; o algunos espec´ımenes biolo´gicos ex-vivo
como insectos que son relativamente fa´ciles de analizar [30]. Se espera entonces obtener
resultados comparables con los obtenidos por Chang et. al. [29], en la reconstruccio´n
de la topograf´ıa de una moneda a partir de OCT; y los resultados obtenidos por
Molly et. al. [30], en el ana´lisis de un insecto ex-vivo, aunque en nuestro caso, nos
centraremos en el ala de un insecto de la familia blattodea.
2.4.1. Componentes y descripcio´n del montaje
A partir de la configuracio´n t´ıpica de un interfero´metro de Michelson, se imple-
mento´ el sistema o´ptico que se presenta en el esquema de la Fig. 2-4; y lo conforman
las siguientes componentes con su respectiva referencia. La fuente es una la´mpara
68 CAPI´TULO 2. ASPECTOS TEO´RICOS Y PRA´CTICOS DE OCT
halo´gena de tungsteno (THORLABS OSL2), cuyo espectro se muestra en la Fig. 2-
5(a). La luz emitida por la fuente se propaga a trave´s de una fibra o´ptica hasta llegar
a un colimador que se encargan de reducir la alta divergencia del haz. Justo a la
salida del colimador, a 1cm, se ubica un diafragma que determina el dia´metro del
haz que se propagara´ a lo largo del sistema o´ptico. Este diafragma cumple tambie´n la
funcio´n de aportar coherencia espacial al haz cuando la apertura se encuentra poco
abierta. Luego del diafragma a 12,5cm, se posiciona una lente (THORLABS LA1050)
de φ = 2” con distancia focal efectiva de 100mm que colecta la luz divergente des-
pue´s del diafragma. A continuacio´n, se redirige el haz incidente hacia un filtro de
color mediante un espejo. El filtro de color (PHYWE 8406), se encarga de tomar una
porcio´n reducida del espectro de la fuente [Fig. 2-5(a)], absorbiendo las longitudes de
onda que se encuentren por debajo de ≈ 600nm, aportando coherencia temporal al
haz incidente. Despue´s de pasar por el filtro, el espectro de la fuente se modifica al
que se muestra en la Fig. 2-5(b), en donde la resolucio´n axial disminuye a 2,14µm,
esta corresponde a la resolucio´n axial empleada para las mediciones.
zxy
Fuente
Diafragma
Lente 1 Espejo 1
Filtro
Lente 2
Espejo de
referencia
Muestra
Lente 3
CámaraDivisor 
de haz
Figura 2-4: Esquema del montaje implementado.
Una vez el haz ha pasado el filtro, se ubica una segunda lente (THORLABS AC254-
200-A-ML) de φ = 1” y distancia focal efectiva de 300mm, con un espaciado de 5cm
respecto a la lente, que permite enfocar el haz en la muestra, en caso de ser necesaria
una mayor cantidad de luz en un a´rea menor de la muestra. Posterior a la segunda
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(b) Espectro de la fuente con filtro.
Figura 2-5: Espectros de la fuente halo´gena de tungsteno, en (a) la resolucio´n axial
es de 0,72µm, mientras que en (b) corresponde a 2,14µm.
lente, hay un cubo divisor de haz (Edmund Optics 32-702) que refleja 50 % de la luz
incidente y transmite 50 %. El haz transmitido, por su parte, se propaga hasta llegar
a la muestra, mientras que el haz reflejado llega hasta el espejo de referencia acoplado
a un desplazador piezoele´ctrico (THORLABS MDT693A). El piezoele´ctrico posee
una resolucio´n de 26,66nm por voltio y un desplazamiento ma´ximo de 20µm, e´ste
se encuentra unido a una mesa de desplazamiento microme´trico con una resolucio´n
de 10µm y un desplazamiento ma´ximo de 1,5cm para poder encontrar la regio´n de
interferencia entre los haces. Los haces reflejados vuelven al cubo divisor y pasan por
una tercera lente (THORLABS LA1050) de φ = 2” con distancia focal efectiva de
100mm, que se encarga de formar imagen. El sistema formador de imagen es un 2f,
de manera que la distancia entre la lente, el espejo de referencia y la muestra es de
200mm. Por u´ltimo, en el plano imagen a 200mm de la u´ltima lente, se ubica una
ca´mara CCD (Point Grey Grasshopper3 GS3-U3-91S6M-C) de 14 bits de profundidad,
resolucio´n 3376x2704 p´ıxeles, taman˜o de pixel 3,69µm y tasa de adquisicio´n de datos
de 9 ima´genes por segundo. Una fotograf´ıa del montaje final se presenta en la Fig. 2-6.
2.4.2. Captura de los patrones de interferencia
La interferencia en el sistema de OCT se da unicamente cuando la diferencia de
camino o´ptico entre el haz objeto y el haz referencia se encuentra dentro la longitud
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Figura 2-6: Fotograf´ıa del montaje.
de coherencia. En el montaje implementado, e´sta corresponde a 2,14µm, es decir,
que si la distancia recorrida por los haces que interfieren es menor que dicho rango,
aparecera´ un patro´n de interferencia. Cuando esta distancia se obtiene, se registra el
patro´n que se muestra en la Fig. 2-7(a). En este caso, ambos brazos poseen espejos
y como el divisor de haz tiene una relacio´n 50/50, se espera que la interferencia sea
ma´xima. La imagen mostrada en la Fig. 2-7(a) corresponde a una captura frontal del
patro´n, conocida en OCT como en-face, debido a que muestra el plano XY de los datos.
Esta caracter´ısticas es la base de los sistemas que emplean ca´maras para capturar los
patrones de interferencia, y es conocida como OCT de campo completo (FFOCT: full-
field optical coherence tomography). Como la reflectividad de la muestra se encuentra
implicita en la modulacio´n del patro´n de interferencia, es necesario obtenerla mediante
algoritmos similares a los de recuperacio´n de fase, por ejemplo a partir del algoritmo de
cuatro pasos [31]. En nuestro caso, se opto´ por emplear el algoritmo conocido como
salto de fase iterativo (IPS: iterative phase shifting) [32], este algoritmo funciona
de manera similar al de cuatro pasos, pero encuentra la fase y los saltos de fase
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entre los interferogramas de manera iterativa, mediante un procedimiento de mı´nimos
cuadrados. El IPS requiere al menos tres ima´genes con diferentes saltos de fase, pero
no requiere ninguna relacio´n fija en los saltos de fase entre los interferogramas. Al ser
un algoritmo iterativo, la precisio´n de la fase depende del nu´mero de iteraciones, la
tolerancia del error en la funcio´n obtenida, la cantidad de ima´genes que se empleen
y la semilla. Empleando el IPS, con cuatro ima´genes y un cambio entre iteraciones
mı´nimo de 10−6 se obtuvo la modulacio´n del patro´n de franjas con luz blanca que se
muestra en la Fig. 2-7(b) en 24 iteraciones.
(a) Patro´n de interferencia con luz blanca. (b) Modulacio´n en el patro´n de interferencia con
luz blanca.
Figura 2-7: Patro´n de interferencia obtenido a partir de luz blanca, (a) corresponde
a la interferencia directa, y (b) la modulacio´n del patro´n obtenido a partir del IPS.
Ahora bien, si se realiza un escaneo axial tomando ima´genes de las franjas de
interferencia a distintas profundidades, se obtienen desplazamientos del patro´n pro-
porcionales a la profundidad en la que se encuentren. Con estos datos se reconstruye
el volumen, que en este caso contiene un u´nico reflector. Luego de capturar el vo-
lumen, si se toma el escaneo de un punto de la imagen en-face se tiene el perfil de
reflectividad contra profundidad en un punto de la muestra, esto corresponde a la de-
finicio´n de l´ınea A. Para el pixel central de la Fig. 2-7(a), la l´ınea A correspondiente
se muestra en la Fig. 2-8(a), para esta l´ınea la reflectividad de la muestra corresponde
a su modulacio´n, la envolvente del reflector suavizada tomando los datos obtenidos
por medio del IPS se presenta en la Fig. 2-8(b).
Como conclusio´n, la obtencio´n de la reflectividad de la muestra en cada profun-
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(a) L´ınea A correspondiente al pixel central.
1.2
1.0
0.8
0.6
0.4
0.2
4
(b) Envolvente de la l´ınea A.
Figura 2-8: L´ınea A correspondiente a un pixel, (a) patro´n de interferencia registrado
en profundidad, correspondiente a la definicio´n de l´ınea A, y (b) envolvente de la l´ınea
A, la altura de esta es la reflectividad de la muestra.
didad medidas con el IPS requiere que se capturen al menos cuatro ima´genes con
diferentes saltos de fase [32], la ventaja fundamental de este algoritmo es que no
requiere saltos de fase conocidos y por tanto es menos susceptible a vibraciones en
el sistema o´ptico. Al ser un algoritmo iterativo, el resultado que e´ste brinda puede
mejorarse si se incluye una cantidad mayor de interferogramas en el algoritmo, por lo
tanto, cuando haya una alta absorcio´n por parte de la muestra y un bajo contraste
del patro´n de interferencia, se puede incrementar la cantidad de ima´genes capturadas,
ya que esto ayuda a diferencia la regio´n de la imagen con interferencia de aquellas
regiones en donde se encuentra el ruido.
Para´metros del montaje
Los para´metros ma´s importantes que determinan el desempen˜o del montaje y la
forma en la que se midieron se relacionan a continuacio´n:
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Resolucio´n lateral: La resolucio´n lateral esta´ determinada por la capacidad
para desplazarse en los ejes x y y, en el caso de OCT de campo completo, esta
resolucio´n la indica el taman˜o del pixel del detector que es 3,69µm.
Resolucio´n axial: Determinada por la longitud de coherencia de la fuente, la
resolucio´n axial obtenida fue de 2,14µm.
Desplazamiento axial mı´nimo y ma´ximo: El paso mı´nimo que es posible
dar en el sistema corresponde al menor desplazamiento que puede realizar el
piezoele´ctrico, en este caso 26,66nm. Sin embargo, por la resolucio´n axial, el
desplazamiento se mantuvo en 1µm. La distancia ma´xima que se puede reco-
rrer es una combinacio´n del desplazamiento ma´ximo del piezoele´ctrico 20µm y
el desplazamiento manual que puede hacerse con el tornillo microme´trico, cuya
resolucio´n es de 10µm y un recorrido total de 1,5cm. Para profundidades mayo-
res a 20µm, es necesario una combinacio´n entre recorrido manual con el tornillo
microme´trico y el piezoele´ctrico.
Sensibilidad: La sensibilidad del sistema se midio´ ubicando filtros de densidad
neutra de diferentes densidades en el haz objeto, instalando detra´s de e´ste un
espejo, de forma que la luz viaja dos veces por el filtro. La ma´xima densidad para
la cual fue posible obtener interferencia fue de 1,8, es decir, 10−3,6 ≈ 0,25×10−3
veces la intensidad de entrada o´ −36dB, considerando que la doble atenuacio´n
que sufre la luz en el filtro.
2.4.3. Resultados obtenidos
Topograf´ıa de la moneda
La moneda con la cual se realizo´ la reconstruccio´n de topograf´ıa se presenta en la
Fig. 2-9, la zona de la imagen que se encuentra aumentada y sen˜alada por la l´ınea roja
punteada, fue la regio´n en la que se tomaron las ima´genes. Mediante el procedimiento
de recuperacio´n de la modulacio´n empleando ocho ima´genes con el IPS a partir del
patro´n de franjas, se realizo´ un escaneo axial de la moneda con desplazamientos en la
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direccio´n Z de 1µm. La modulacio´n obtenida a partir de los patrones de interferencia
capturados a diferentes profundidades se muestra en la Fig. 2-10, las regiones en
donde se encuentra interferencia corresponden a las profundidades de la moneda que
diferencia en altura es menor a la longitud de coherencia.
Figura 2-9: Moneda empleada para las mediciones con OCT, el a´rea aumentada
corresponde a la seccio´n de la imagen capturada para la reconstruccio´n.
Las ima´genes que se presentan en la Fig. 2-10, fueron capturadas de izquierda a
derecha y de arriba hacia abajo, con una separacio´n de 20µm; en ellas se evidencia
co´mo la interferencia realiza un escaneo secuencial en la moneda por las diferentes
profundidades del relieve que posee, comenzando por la zona inferior, en donde las
caracter´ısticas del grabado hacen que esta regio´n del relieve se situ´e a una altura
mayor, apareciendo primero en la secuencia de interferogramas. A continuacio´n, se
escanea la zona central de la moneda, hasta la parte superior, en donde se tiene la
regio´n plana y homoge´nea que posee la moneda. La progresio´n que sigue la modu-
lacio´n en las ima´genes tambie´n indica que el haz referencia y el haz objeto no esta´n
completamente alineados, ya que la interferencia en las regiones planas de la imagen
no ocurren de manera simulta´nea en una profundidad espec´ıfica, sino que se encuen-
tra distribuida a lo largo de diferentes profundidades. Luego de escanear un total de
300µm en profundidad, se realizo´ la suma de las modulaciones obtenidas a lo largo de
las diferentes posiciones axiales, e´sta imagen es equivalente a la proyeccio´n bidimen-
sional que una ca´mara tomar´ıa de la moneda. El resultado de la proyeccio´n obtenida
con OCT se presenta en la Fig. 2-11(a), mientras que en la Fig. 2-11(b) se encuentra
la imagen de la moneda capturada directamente por la ca´mara.
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Figura 2-10: Secuencia de ima´genes capturadas para la reconstruccio´n de la topo-
graf´ıa de la moneda, la profundidad de cada imagen tiene una diferencia de 20µm.
(a) Imagen reconstruida a trave´s de OCT. (b) Imagen directa capturada por la ca´mara.
Figura 2-11: Comparacio´n de la imagen capturada directamente por la ca´mara con
la reconstruida mediante la proyeccio´n en direccio´n Z con OCT.
Como el desplazamiento axial y el taman˜o del pixel son conocidos, se pueden
tomar cortes de las secciones transversales de moneda, los cuales muestran el relieve
que posee a lo largo de uno de los ejes. Tomando dos secciones transversales en los ejes
ZX y ZY, ubicados en Y = 1,06mm y X = 1,71mm respectivamente, como se indica en
l´ıneas blancas punteadas en la Fig. 2-12, se pueden analizar algunos puntos de intere´s
(A−H) en la moneda. Los puntos A, B, C y D se encuentran localizados a lo largo del
eje X y sen˜alan en su respectivo orden: (A) seccio´n plana de la moneda, (B) transicio´n
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entre el inicio del relieve y la seccio´n plana, (C) zona con alta dispersio´n, y (D) regio´n
con relieve. Los puntos E, F, G y H esta´n sobre el eje Y, y en orden corresponden a:
(E) primera zona plana de la moneda, (F) zona con alta intensidad en el relieve, (D)
transicio´n entre el relieve y la segunda zona plana, y (E) regio´n plana. Las secciones
transversales sen˜aladas anteriormente se muestran en la Fig. 2-13.
A
B
C
D
E F G H
Figura 2-12: Imagen obtenida con OCT a trave´s de la suma de las diferentes ima´ge-
nes en profundidad capturadas, esta corresponde a una captura similar a las realizadas
por las ca´maras. Los puntos indicados representan lugares de intere´s que se discuten
en el texto.
La Fig. 2-13(a), correspondiente a la seccio´n transversal en el plano ZX, se le
conoce como escaneo tipo B y esta´ ubicado a una distancia Y = 1,06mm. En este
caso, a lo largo del eje X se observa unicamente la presencia de un reflector en todas
las profundidades Z, lo que es de esperar debido a que la moneda solamente refleja
luz sobre la superficie antes de absorber o reflejar la luz que llega hasta ella. Como se
conoce la distancia axial escaneada y el taman˜o de cada paso, se concluye que el relieve
de la moneda presenta tiene una altura ma´xima de ≈ 50µm. En la seccio´n transversal
se distinguen los puntos A − D sobre el eje X, indicados anteriormente. El punto A
muestra una regio´n plana a lo largo de X ≈ 0− 500µm, seguida por el punto B como
una zona oscura de transicio´n a una altura mayor. C aparece como una pequen˜a regio´n
oscura, que indica una alta dispersio´n de la luz en la moneda. Por u´ltimo, el punto D
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muestra una zona con fluctuaciones para X ≈ 1350− 1450µm. La Fig. 2-13(b), que es
un corte en el plano ZY presenta una variacio´n en profundidad menor, pero como se
menciono´, esto esta´ relacionado con la inclinacio´n del haz objeto con respecto al de
referencia. Los puntos E y H muestran dos zonas donde la profundidad es constante
a lo largo de Y ≈ 50 − 150µm y Y ≈ 2000 − 2800µm, representando regiones planas.
Alrededor del punto F se encuentra una pequen˜a zona homoge´nea pero discontinua
por la transicio´n entre las diferentes alturas del relieve. El punto G es la transicio´n
de la zona con relieve hasta el a´rea plana, y es por ello que aparece como un punto
opaco. Una mayor intensidad en la imagen, representa que la luz ha sido reflejada por
la moneda en la direccio´n del detector, mientras que una baja intensidad, muestra
que la moneda refleja la luz en direcciones aleatorias o la absorbe.
A B C D
(a) Plano ZX o escaneo B obtenido con la topograf´ıa de la moneda.
E F
G H
(b) Plano ZY obtenido con la topograf´ıa de la moneda.
Figura 2-13: Planos ZX y ZY reconstruidos a partir de OCT para la moneda, estos
corresponden a la seccio´n transversal. La presencia de una sola l´ınea esta´ asociada a
que solo hay un reflector en la moneda.
A partir de los datos obtenidos, se realizo´ una reconstruccio´n tridimensional del
volumen de datos, una secuencia de perspectivas de la topograf´ıa obtenida para la
moneda a partir de este procedimiento, se encuentra en la Fig. 2-14.
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Figura 2-14: Secuencia de perspectivas de la topograf´ıa de la moneda reconstruidas
con OCT.
Estructura ala de Blattodea
La segunda muestra que se analizo´ es un ala ex-vivo de un insecto de la familia
blattodea, correspondiente al ala frontal conocida como tegmen. El tegmen en general
se encuentra altamente esclerosado, es decir, endurecido por las estructuras que la
conforman y la funcio´n que cumple, siendo esta u´ltima, ayudar durante el vuelo del
insecto y servir como proteccio´n cuando todas las alas se encuentran plegadas. El
ala empleada en las mediciones se presenta en la Fig. 2-15, el a´rea que se encuentra
sen˜alada con l´ınea punteada roja corresponde a la regio´n de la cual se obtuvieron
las ima´genes. La vena ma´s grande que se muestra en el a´rea central de la imagen
punteada y de la cual se ramifican venas ma´s pequen˜as, se conoce como radio. El
radio cumple la funcio´n de dar el principal soporte al ala, pues contiene musculatura
que ayudan a la oscilacio´n durante el vuelo. La muestra se coloco´ en un portamuestras
traslucido mediante un protector adhesivo.
Figura 2-15: Ala frontal o tegmende blattodea empleada en las mediciones. A la
izquierda, fotograf´ıa de la ala, a la derecha, regio´n a analizar.
De manera similar al proceso realizado para la moneda, se capturaron ocho pa-
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trones de interferencia con saltos de fase aleatorios, de forma que la modulacio´n se
recupero´ a trave´s del IPS con desplazamientos de 1µm, a lo largo de una profundidad
de 500µm. La proyeccio´n en-face de todas las profundidades se presenta en la Fig. 2-
16, esta imagen permite distinguir algunas estructuras del ala, sen˜aladas con flechas
desde la A hasta la I. El punto A corresponde a una regio´n en donde se observa el
portamuestras, B e I corresponden a lugares en los cuales hay proyector adhesivo, C
es una vena ubicada en X ≈ 500µm aparece como una regio´n ma´s oscura, ya que la
cantidad de luz absorbida por este tipo de estructuras se espera que sea alta; D es
una regio´n de la membrana del ala y es por ello que aparece como una zona brillante,
en donde la luz es altamente reflejada. E aparece como una regio´n oscura pues en esa
zona la mayor parte de la luz fue absorbida por el ala, F muestra un punto ubicado en
el radio del ala, y H corresponde a la transicio´n entre el ala y aire. Si se realizan dos
cortes transversales a lo largo de las l´ıneas punteadas en X = 0,6mm y Y = 1,72mm,
como se muestra en la Fig.2-16, las secciones transversales con los puntos descritos
anteriormente pueden analizarse desde la profundidad de la imagen, como se indican
en la Fig.2-17.
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E
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G H
I
Figura 2-16: Imagen directa recuperada con OCT. Esta corresponde a la suma de
todas las ima´genes en profundidad obtenidas. Los puntos marcados son zonas de
intere´s que se discuten en el texto. La imagen tiene un color falso de 51,5 a 53dB.
La imagen correspondiente a la Fig. 2-17(a) es el plano ZX en Y = 1,72mm, corres-
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pondiente a un escaneo tipo B para el ala, los puntos A − E descritos anteriormente
se han ubicado en la figura. Los puntos PA1 y PA2 refieren a la primer y segunda
superficie del protector adhesivo, en general son altamente brillantes, ya que este ma-
terial refleja una gran porcio´n de la luz, y adicionalmente es la primer superficie que
encuentra la luz. La regio´n RA corresponde a la ubicacio´n del radio del ala, y se espera
que sea una regio´n oscura porque como lo mostraba la imagen directa, e´sta absorbe
fuertemente la luz. Los puntos oscuros ubicados a lo largo del eje X y denotados como
VA son venas del ala, estos puntos reflejan menos luz que la membrana dadas sus
caracter´ısticas, y por ende parecen lugares oscuros. La membrana del ala por su par-
te, es una estructura delgada que refleja de manera especular una alta porcio´n de la
luz, y es por ello que aparece como puntos altamente brillantes, esta´n indicados como
ME1 y ME2 para indicar la primera y la u´ltima superficie de la membrana. La l´ınea
continua indicada como PM es el portamuestras sobre el que se encuentra posicionado
el ala, el motivo de que no se encuentre completamente continuo se debe a que las
venas atenu´an fuertemente la luz, y debajo de e´stas a´reas es baja la reflexio´n. Sin
embargo, no´tese que por debajo del radio (X ≈ 0,9mm) se observa el portamuestras,
es decir, aunque hayan puntos que producen sombras por la luz que atenu´an, si hay
una fraccio´n de luz que penetre es posible obtener imagen de estructuras por debajo
de las capas superficiales.
El punto A, indicado anteriormente, muestra una regio´n plana de la imagen direc-
ta, si se observa este punto en la seccio´n transversal, se aprecia que en realidad esta´
conformado por tres capas, dos de ellas correspondiente al protector adhesivo y la
u´ltima por el portamuestras. El punto B, conformado por las mismas capas anterio-
res, tiene una menor intensidad sobre el adhesivo, ya que este se encuentra inclinado
con respecto al plano del detector, no obstante, el portamuestras que se encuentra
alineado con el detector presenta una intensidad mucho mayor. C muestra una de las
diferentes venas derivadas del radio que aparecen como puntos oscuros. D esta´ ubica-
do sobre una seccio´n del ala con membrana, la que aparece como un punto brillante
por la cantidad de luz que refleja. E es una regio´n oscura ya que por esa zona empieza
a aparecer la regio´n del radio.
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(a) Plano ZX o escaneo B obtenido para el tegmen.
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(b) Plano ZY reconstruido para el tegmen.
Figura 2-17: Planos de las secciones transversales en ZX y ZY reconstruidos con
OCT para el tegmen. Las ima´genes tiene un color falso con un rango de 25 a 32dB.
Los puntos indicados corresponden a: PA1 y PA2 primera y segunda superficie del
protector adhesivo respectivamente, RA vena correspondiente al radio de la ala, PM
placa portamuestras, VA vena ramificada a partir del radio,ME1 yME2 corresponden
al inicio y fin de la membrana de la ala respectivamente.
La Fig. 2-17(b) es la seccio´n transversal del plano ZY ubicado en X = 0,6mm.
El escaneo en este caso se encuentra alineado con una regio´n de la membrana del
ala, es por ello que aparece una l´ınea que muestra claramente las dos superficies del
ala ME1 y ME2. Adicionalmente, se observa como el radio RA se encuentra entre el
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portamuestras y el protector adhesivo, y la forma que siguen los mu´sculos del ala.
Por ejemplo en Y ≈ 1− 1000µm se aprecia que el ala no se encuentra completamente
alineada con el portamuestras. En este caso, no se aprecia ninguna vena por que nos
encontramos en un plano paralelo que se encuentra sobre la membrana, una imagen
similar a e´sta se obtiene en el volumen de datos, pero mostrando la seccio´n transversal
de las venas.
Los puntos F − I ubicados a lo largo del eje X, aparecen en este caso mostrando
algunas regiones de intere´s. F indica una regio´n brillante sobre el radio, bajo la cual se
aprecia un pliegue del ala, y como se ve en la proyeccio´n en-face , capas ma´s internas
como el portamuestras son mucho menos visibles dada la absorcio´n que tiene esta
regio´n. El punto G esta´ indicando la transicio´n entre el radio y la membrana del ala,
y es por ello que aparece el cambio en el contraste. H corresponde a la transicio´n
entre el ala y el portamuestras, esto se evidencia por la desaparicio´n de la alta inten-
sidad sobre la membrana para estar ubicada sobre el portamuestras. En el punto I
se observa la regio´n donde solo el protector adhesivo y el portamuestras reflejan luz.
De los resultados obtenidos, tambie´n se realizo´ una reconstruccio´n tridimensional de
la estructura del ala, una secuencia de perspectivas de los resultados para el ala se
presenta en la Fig. 2-18
Figura 2-18: Secuencia de perspectivas de la reconstruccio´n del ala.
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Cap´ıtulo 3
Supresio´n del ruido por speckle en
ima´genes de OCT
Uno de los principales problemas que tienen las ima´genes provenientes de OCT, es
que en la mayor parte de los casos se encuentran afectadas por la presencia de ruido
de speckle. El objetivo de este cap´ıtulo es proponer un me´todo de filtrado que preserve
las estructuras que se miden con OCT, pero que permita mitigar los efectos del ruido
y faciliten la comprensio´n de la informacio´n que poseen las ima´genes. Para tal fin,
se propone una modificacio´n y extensio´n de un algoritmo conocido como non-local
means, considerando las caracter´ısticas de la informacio´n disponible en OCT.
El propo´sito de este cap´ıtulo es dar las bases fundamentales para comprender
la naturaleza del filtrado propuesto y relacionarlo con los resultados obtenidos. En
ese orden de ideas, este cap´ıtulo se encuentra dividido en cinco secciones, en donde
se analizara´n los siguientes aspectos: la Seccio´n 3.1 corresponde a las bases de la
estad´ıstica de speckle de primer orden; la Seccio´n 3.2 presenta el estado del arte del
filtrado de ruido por speckle en ima´genes de OCT; la Seccio´n 3.3 discute las causas de
la aparicio´n de speckle en el caso de OCT, fundamento con el que sera´ posible entender
la te´cnica de filtrado que se quiere implementar, y que se discute en la Seccio´n 3.4.
En la u´ltima Seccio´n 3.5 se mostrara´ un ana´lisis de los resultados obtenidos con el
filtrado propuesto, y se analizara´n algunas aplicaciones en donde se ha probado .
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3.1. Principios ba´sicos de la estad´ısticas de speckle
El speckle fue descubierto durante las primeras pruebas realizadas con la´seres,
en donde se apreciaba la formacio´n de un patro´n granulado cuando el haz de luz
se reflejaba en superficies tales como las paredes del laboratorio. A partir de estas
observaciones, se explicar´ıa que el speckle surge cuando luz coherente se refleja en
una superficie cuya rugosidad se encuentra en la escala de la longitud de onda, o
bien, cuando la luz se propaga por un medio con variaciones aleatorias en el ı´ndice de
refraccio´n [1, 2]. El patro´n obtenido bajo estas condiciones posee un alto contraste,
con estructuras granulares finas y distribuido en el espacio de una manera relativa-
mente uniforme. La formacio´n de patrones de speckle es un feno´meno aleatorio, en
el que no es posible describir con exactitud en que´ lugares aparecera´ una estructura
brillante u oscura, esto se debe a que la mayor parte de los materiales poseen una
rugosidad aleatoria en la escala micro, y su comportamiento no puede ser descrito de
manera determinista, sino que debe tratarse mediante funciones de probabilidad que
describen las caracter´ısticas del campo de speckle. Las variaciones aleatorias que son
inducidas en el haz para formar patrones de speckle en general son complejas, por
ende, poseen una amplitud y una fase que representan una magnitud y una direccio´n
aleatoria respectivamente [3]. La superposicio´n de las amplitudes y fases aleatorias
de todos los puntos luego de la reflexio´n en la superficie, dan lugar a la formacio´n del
patro´n de speckle. Esta suma produce que la amplitud y la fase sean aleatorias, y de
acuerdo a la diferencia de fase que haya entre los puntos en la superficie o las con-
tribuciones elementales se producira´ interferencia constructiva o destructiva, por lo
tanto el speckle tendra´ una apariencia de puntos brillantes u oscuros respectivamente.
Debido a que no se conocen detalles sobre la estructura microsco´pica de la su-
perficie, es ma´s fa´cil analizar las caracter´ısticas de los patrones de speckle de manera
estad´ıstica [2], asumiendo que sus propiedades en la escala microsco´pica difieren. Si
A(x,y, t) es una sen˜al compleja en el patro´n de speckle en un punto (x,y) en un
instante t, e´sta puede representarse como
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A(x,y, t) = A(x,y, t)eiθ(x,y,t), (3.1)
donde A(x,y, t) es la amplitud, θ(x,y, t) la fase y (x,y, t) la dependencia espacial y
temporal de dicha sen˜al. El patro´n de speckle aparece cuando cada punto se encuentra
descrito a trave´s de la superposicio´n de una gran cantidad de contribuciones elemen-
tales complejas an(x,y, t) con fases aleatorias provenientes de N puntos diferentes
y producidas por centros dispersores, de manera que el campo de speckle obtenido
corresponde a
A(x,y, t) = A(x,y, t)eiθ(x,y,t)
=
1√
N
N∑
n=1
an(x,y, t)
=
1√
N
N∑
n=1
an(x,y, t)e
iφn(x,y,t), (3.2)
donde an(x,y, t) es el n-ene´simo punto contribuyente al campo, con amplitud an(x,y, t)
y fase φn(x,y, t). El campo complejo A(x,y, t) se describe a partir de la estad´ıstica
de speckle, en donde ca´lculos estad´ısticos de la superposicio´n de las contribuciones
elementales describen la probabilidad de que un punto en el espacio y tiempo, posea
una amplitud A(x,y, t) y una fase θ(x,y, t). En estos para´metros se centrara´ el ana´li-
sis, basa´ndose en las contribuciones elementales an(x,y, t) y φ(x,y, t), para ello se
asumira´ que [1]: (1) la amplitud an y la fase φn de las contribuciones elementales son
estad´ısticamente independientes de am y φm cuando n 6= m, es decir, la amplitud y
la fase de las contribuciones elementales no aportan informacio´n sobre la amplitud y
la fase de otra contribucio´n elemental diferente a s´ı misma; (2) para cualquier n la
amplitud an y la fase φn son estad´ısticamente independientes, por lo tanto, conocer
la amplitud an no aporta informacio´n sobre la fase φn y viceversa; (3) las fases de las
contribuciones elementales φn se encuentran distribuidas en el intervalo (−pi,pi), por
lo tanto, fase tiene la misma probabilidad de adquirir cualquier valor en un rango de
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2pi.
La funcio´n de densidad de probabilidad conjunta pA,θ(A, θ) para la amplitud y la
fase del campo resultante de la superposicio´n de contribuciones elementales, obedece
a la ecuacio´n [1]
pA,θ(A, θ) =
A
2piσ2
exp
(
−
A2
2σ2
)
, (3.3)
donde σ es la varianza de la amplitud, esto se cumple para el rango (A > 0) y
(−pi 6 θ < pi). A partir de la funcio´n de densidad de probabilidad conjunta se puede
encontrar la estad´ıstica de A y θ de manera individual, en el primer caso integrando
la Eq. 3.3 con respecto a θ, mientras que en el segundo caso integrando con respecto
a la amplitud A. La funcio´n de densidad de probabilidad para la amplitud pA(A) se
calcula con la Eq. 3.3 e integrando respecto a θ en el intervalo acotado sigue que
pA(A) =
∫pi
−pi
pA,θ(A, θ)dθ =
A
σ2
exp
(
−
A
2σ2
)
, (3.4)
la cual corresponde a una funcio´n de Rayleigh, esto concluye que la amplitud de una
campo de speckle sigue una funcio´n de densidad de probabilidad del tipo Rayleigh. Si
bien la Eq. 3.4 describe la probabilidad de obtener algu´n valor de amplitud espec´ıfico,
los sensores digitales solamente pueden registrar la intensidad I del patro´n, que se
define como el mo´dulo cuadrado de la amplitud I = |A|2.
Conocer la probabilidad de obtener algu´n valor de intensidad es de alta impor-
tancia, ya que describe los valores que se registrara´n en el detector. La funcio´n de
densidad de probabilidad en el caso de la intensidad se obtiene entonces como
pI(I) = pA(A)× p∗A(A) = |pA(A)|2,
=
1
2piσ2
exp
(
−
I
2σ2
)
=
1
I¯
exp
(
−
I
I¯
)
, (3.5)
donde I¯ es el valor esperado de la intensidad, esto se cumple para (I > 0). La dis-
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tribucio´n correspondiente a la Eq. 3.5 es una funcio´n de densidad de probabilidad
exponencial negativa, e indica que es ma´s probable obtener regiones oscuras que bri-
llantes en el patro´n de speckle debido a que la probabilidad de obtener una intensidad
alta decrece exponencialmente. A los patrones de speckle que siguen este tipo de dis-
tribucio´n de intensidad, se les conoce como speckle completamente desarrollado, y
cumplen que la varianza de la intensidad, es igual a su valor esperado,
σ2I = I¯
2
σI = I¯. (3.6)
A partir de esto, en el caso del speckle completamente desarrollado [3], la relacio´n sen˜al
ruido definida en la Seccio´n 2.3.4, corresponde a SNR = I¯/σI = 1, como consecuencia
de esto, el ruido causado por speckle tiene fluctuaciones del orden de la sen˜al y degrada
fuertemente la calidad de las ima´genes que se capturan cuando e´ste se presenta.
Finalmente, la funcio´n de densidad de probabilidad para el caso de la fase pθ(θ), se
puede hallar integrando la Eq. 3.3 con respecto a A, esto es
pθ(θ) =
∫∞
0
A
2piσ2
exp
(
−
A2
2σ2
)
dA =
1
2pi
, (3.7)
es decir que todos los puntos tienen la misma probabilidad de tener un valor de fase
distribuido en un intervalo de 2pi.
El speckle aparece en te´cnicas de imagen coherente y por lo general, se manifiesta
como ruido en las ima´genes. Algunas te´cnicas de imagen en donde aparece el ruido
por speckle son: ima´genes de radares de apertura sinte´tica (SAR: synthetic-aperture
radar) [4], ima´genes de ultrasonido [5], tomograf´ıas computacionales (CT: compu-
ted tomography) [6], ima´genes por resonancia ma´gnetica (MRI: magnetic resonance
imaging) [7] e ima´genes de OCT [8]. El ruido por speckle reduce el contraste de es-
tructuras finas y dificulta la interpretacio´n de informacio´n relevante en las te´cnicas
mencionadas anteriormente, sin embargo, su aparicio´n es inherente a las propiedades
de los sistemas con los cuales se capturan las ima´genes. En cada una de las categor´ıas
de imagen mencionadas anteriormente, existen diversas te´cnicas que permiten reducir
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el impacto del ruido por speckle mediante modificaciones en el me´todo de captura de
datos [9] o a trave´s te´cnicas que son realizadas por posprocesamiento [10]. A continua-
cio´n, se detallara´ el desarrollo que han tenido algunas te´cnicas de posprocesamiento
en el caso de OCT.
3.2. Estado del arte del filtrado de speckle en OCT
Como en los casos de imagen coherente, el speckle aparece en OCT de dos maneras:
como sen˜al portadora de informacio´n y a la vez como degradador de la sen˜al en forma
de ruido [8], sin embargo, la discusio´n de este aspecto se dejara´ para la Seccio´n 3.3. Los
algoritmos desarrollados para eliminar el ruido por speckle en OCT pueden dividirse
en tres grandes categor´ıas: descomposicio´n en transformaciones [11, 12], representa-
ciones dispersas (sparse) [13] y filtros en el dominio espacial [14]. En el caso de las
transformadas se encuentran algoritmos conocidos como wavelet [11, 12] y curvelet
[15, 16] en donde el filtrado se realiza a trave´s del ca´lculo de coeficientes asociados con
la imagen, aquellos coeficientes que provienen de los bordes de la imagen se agrupan
espacialmente, mientras que aquellos provenientes de los patrones de speckle no. Los
coeficientes correspondientes al ruido y a la imagen pueden diferenciarse por medio
de un umbral, lo que permite reducir la discontinuidades causadas por el speckle en
la imagen. E´stas te´cnicas tienen la desventaja de ser poco sensibles ante estructuras
finas y pueden producir artefactos en las ima´genes filtradas cerca a los bordes.
Las representaciones sparse se encuentran relacionadas con el concepto de com-
press sensing, y en general, emplean una porcio´n del total de datos para remover
el ruido de manera efectiva en toda la imagen [13, 17–19]. El filtrado mediante re-
presentaciones sparse, conocido como multiscale sparsity-based tomographic denoising
(MSBTD) [13] requiere la captura de un patro´n de datos especial, en donde la veloci-
dad de captura es muy baja, y por tanto, hay una alta relacio´n sen˜al-ruido. Con base
en ese patro´n especial, se crean diccionarios contra los cuales se comparan y filtran
las ima´genes capturadas a una mayor velocidad y una relacio´n sen˜al ruido menor,
asumiendo que los vecinos cercanos a un punto poseen una textura y un patro´n de
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ruido similar. Extensiones al MSBTD han sido propuestas [18, 19], en donde los dic-
cionarios se crean a partir de datos previamente adquiridos y mejoran el desempen˜o
del filtrado, no obstante, esta mejora trae consigo un incremento significativo en el
tiempo de procesamiento de los datos.
Los filtros en el dominio espacial pueden categorizarse en dos grupos principales,
locales y no locales. Los algoritmos locales, tales como la divergencia de regularizacio´n
generalizada (GDR: generalized divergence regularization) [20], tienen bajos tiempo
de computo, pero la desventaja de no funcionar muy bien cuando la correlacio´n entre
p´ıxeles cercanos se ha perdido por culpa del ruido o cuando la relacio´n sen˜al ruido
es baja. En los me´todos no locales, como el promedio no local (NL-Means : non-local
means) [21, 22] emplean una pequen˜a regio´n alrededor de cada pixel para realizar el
filtrado, en lugar de considerar cada pixel de manera independiente. NL-Means ha
sido altamente atractivo para el filtrado de ruido gaussiano y se ha extendido hasta
el caso de ruido multiplicativo o de speckle. Recientemente, NL-Means se implemento´
en OCT por Yu et. al. [14], y su desempen˜o ha sido comparable con otros algoritmos
de filtrado empleados en OCT hasta la fecha.
3.3. Caracter´ısticas del speckle en OCT
Como se menciono´ anteriormente, las caracter´ısticas del patro´n de speckle que se
produce cuando la luz se refleja en una superficie rugosa o al pasar por un medio
con variaciones en el ı´ndice de refraccio´n depende de las caracter´ısticas de dichos
medios, muestra de ello es que desplazamientos pequen˜os de la superficie rugosa var´ıan
completamente la forma que posee el patro´n de speckle. En el caso de OCT, el speckle
es influenciado no so´lo por las propiedades de los medios, sino que depende tambie´n de
la coherencia temporal de la fuente, las refracciones y aberraciones que experimenta el
haz, as´ı como de la apertura nume´rica del sistema [8]. En OCT, la sen˜al que se captura
proviene de la interferencia producida por un haz de referencia y la sen˜al retroreflejada
por la muestra, mientras que el escaneo axial es posible ya que la interferencia se da
unicamente en profundidades dentro de la longitud de coherencia.
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La fotocorriente producida en el detector iD, es proporcional al promedio temporal
de la suma del haz referencia ER y el haz objeto Es, reescrito desde la Eq. 2.4,
iD = ρ〈|ER + ES|2〉 (3.8)
donde 〈·〉 representa el promedio temporal que realiza el detector y ρ es el factor de
respuesta del sensor. La sen˜al interferome´trica que se mide corresponde entonces a
iD = ρ〈|ER|2 + |ES|2 + 2ERES cos(φ)〉, (3.9)
donde φ representa la diferencia de camino o´ptico entre ambos haces (φ = 2k0∆z),
no´tese que la fotocorriente iD depende de la diferencia de camino o´ptico entre los
brazos, esto es lo que hace que OCT sea sensible a la fase y por tanto al ruido por
speckle.
En el caso ideal de un solo reflector ubicado en el brazo objeto y que refleja la
totalidad de la luz que recibe, la fotocorriente depende unicamente de la diferencia
de camino o´ptico entre los haces. En el caso de las muestras de OCT, se tiene una
alta densidad de centros dispersores en la muestra, lo que produce una modulacio´n
en el patro´n de interferencia que dependera´ de la forma en la que se superpongan
las distintas contribuciones de la totalidad de los centros dispersores. La luz que se
propaga en la muestra tiene dos principales componentes de aleatoriedad, una de ellas
introducida por las mu´ltiples dispersiones que sufre el haz al entrar y salir del tejido;
la segunda, es causada por el esparcimiento que sufre al propagarse de ida y regreso.
La Fig. 3-1 ejemplifica el recorrido que sigue la luz al interior de la muestra, ini-
cialmente, un frente de onda incidente llega hasta la muestra, luego se dara´n mu´ltiples
dispersiones y esparcimientos en el camino de entrada hasta llegar a la regio´n focal en
donde se obtiene imagen. En el camino de regreso, la luz debe experimentar nueva-
mente dispersiones y esparcimientos hasta regresar al sistema o´ptico, en este proceso,
el frente de onda ha sufrido una deformacio´n por los retrasos aleatorios que sufre al
retornar. Adicionalmente, hay centros dispersores por fuera de la zona focal que pue-
den reflejar luz en la direccio´n del detector, al igual que centros dispersores que luego
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Muestra
Volumen de la
muestra en
zona focal
Multiple dispersión
y esparcimiento en
el camino de entrada
(forward scattering)
Multiple dispersión
y esparcimiento en
el camino de retorno
(backscattering)
Frentes de onda incidentes
Frentes de onda retornantes
Figura 3-1: El speckle en OCT se forma a causa de las mu´ltiples propagaciones que
debe realizar el haz en la muestra hasta llegar a la regio´n focal, el esparcimiento y la
dispersio´n al ingreso y salida del tejido produce una aleatorizacio´n del frente de onda,
y por tanto, se da la formacio´n de patrones de speckle.
de mu´ltiples esparcimientos regresan luz al sistema o´ptico. La contribucio´n de estos
puntos, es lo que genera que el frente de onda experimente interferencias aleatorias,
dando lugar a la aparicio´n de speckle en las ima´genes registradas.
Los resultados de la estad´ıstica de speckle obtenidos en ima´genes de OCT por
Schmitt et. al. [8] y por Bashkansky et. al. [23] muestran que los patrones de speckle
que se forman en OCT en el caso de luz polarizada quasimonocroma´tica, son patrones
completamente desarrollados, donde la probabilidad de medir un valor de intensidad
p(I) en algu´n punto, obedece una a funcio´n de densidad de probabilidad exponencial
decreciente,
p(I) =
1
I¯
exp
(
−
I
I¯
)
,
como se explico´ en la Seccio´n 3.1. Pero en el caso de luz despolarizada, hay una
variacio´n en la funcio´n de densidad de probabilidad de los patrones obtenidos, esta
corresponde a [23],
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p(I) =
4I
I¯
2
exp
(
−2
I
I¯
)
. (3.10)
En el caso de luz no polarizada, la relacio´n sen˜al ruido tiene tambie´n una variacio´n,
incrementa´ndose a SNR = 1,4, esto es un aumento de 0,4 con respecto al caso de luz
polarizada, este hecho es parcialmente soportado por la falta de influencia del estado
de polarizacio´n en la interferencia aleatoria para formar patrones de speckle.
El problema fundamental que tiene el speckle en OCT es que cumple una doble
funcio´n, lo que imposibilita su eliminacio´n completamente. En este sentido, el speckle
se divide en dos categor´ıas: speckle portador de sen˜al y speckle degradador de sen˜al [8].
El speckle portador de sen˜al se origina desde la muestra en la zona focal, y proyecta
en promedio, un taman˜o proporcional a la muestra medida. El speckle degradador
consiste de pequen˜os puntos de speckle creados por la luz que llega a regiones fuera
de la zona focal, y luego, es dispersada mu´ltiples veces hasta que retorna al sistema
con una diferencia de camino o´ptico con respecto a los brazos del interfero´metro,
manifesta´ndose como ruido.
El taman˜o del speckle puede controlarse a trave´s de variaciones en la apertu-
ra nume´rica del sistema o´ptico, una apertura nume´rica menor produce patrones de
speckle relativamente grandes, mientras que una apertura nume´rica grande genera
patrones ma´s finos. Una imagen de la retina afectada por ruido de speckle obtenida
mediante OCT se presenta en la Fig. 3-2.
La presencia de speckle degradador reduce la calidad de las ima´genes obtenidas
por OCT, y en general, es deseable poder suprimir sus efectos, mientras se conserva
la calidad de la imagen. El ruido causado por speckle sobre una imagen se conoce
como ruido multiplicativo, y es un problema que se encuentra en mu´ltiples te´cnicas
de imagen coherente, por ejemplo, los radares de apertura sinte´tica. A continuacio´n,
se relacionara´n una te´cnica de filtrado proveniente de esta te´cnica de imagen, y que
muestra un alto potencial para eliminar ruido en el caso de OCT.
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Figura 3-2: Imagen de la retina afectada por ruido de speckle.
3.4. Del filtrado de speckle en SAR a OCT
Los radares de apertura sinte´tica (SAR) son una tecnolog´ıa que ha visto un amplio
desarrollo en los u´ltimos an˜os, gracias a las ventajas que posee para producir ima´genes
de terrenos de varios cientos de kilo´metros. Los SAR han sido ampliamente utilizados
para el estudio de procesos dina´micos en la superficie de la Tierra, ya que tiene la
caracter´ıstica de proveer ima´genes con alta resolucio´n (en el orden de 1mm) que son
independientes de la luz solar, la presencia de nubes en la atmo´sfera e incluso de
las condiciones clima´ticas [24, 25]. Las ima´genes SAR son capturadas a trave´s de
la medicio´n del eco que se produce en ondas electromagne´ticas al ser retroreflejadas
por la superficie del terreno analizado. En este caso, las ondas electromagne´ticas
tienen una longitud de onda que se encuentra del orden de las ondas de radio, con
taman˜os que abarcan unos cuantos mil´ımetros, lo que permite observar estructuras
tales como casas, carreteras, a´rboles entre otras. Su funcionamiento es ana´logo al
de OCT, por lo tanto, las ima´genes son altamente susceptibles al ruido de speckle
generado principalmente por centros dispersores para la escala de trabajo, siendo
estos rocas, hidrantes o estructuras de taman˜os similares [25].
El ruido producido por speckle degrada altamente las ima´genes reconstruidas me-
diante SAR, y por consiguiente, ha sido un a´rea de gran intere´s para te´cnicas de
filtrado que preserven estructuras finas mientras se elimina la mayor cantidad de rui-
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do posible, conservando la fidelidad en la imagen filtrada [26, 27]. En este sentido,
algunas te´cnicas de filtrado de speckle han surgido en el contexto de SAR y se han
extendido a otras te´cnicas de imagen coherente, tales como ultrasonido, resonancia
magne´tica y OCT. Sin embargo, pese al desarrollo de esta a´rea, hay mu´ltiples te´cnicas
de filtrado que muestran un alto potencial para su implementacio´n en otras te´cnicas
de imagen coherente y aun esta´n pendientes por explorar.
Inspirados por los resultados obtenidos por Lucas et. al. [28] en la supresio´n de
ruido por speckle para los datos provenientes de la luna de Saturno Titan y captu-
rados con la sonda Cassini-Huygens1, se decidio´ adaptar ese algoritmo de filtrado a
OCT. Titan2 es de alto intere´s cient´ıfico por sus caracter´ısticas hidrolo´gicas, en donde
destacan grandes lagos de metano, montan˜as de hielo y lluvias de metano en la su-
perficie. Cabe resaltar que a la fecha, todav´ıa se analiza la informacio´n enviada por la
sonda, y que actualmente la NASA busca investigadores que trabajen con este tipo de
datos para ayudar a develar la informacio´n hidrogra´fica que se encuentra en los datos
adquiridos. Nuestro objetivo es adaptar el me´todo de filtrado que emplean Lucas et.
al. para filtrar las ima´genes provenientes del Cassini, para usarlo en el filtrado de
datos adquiridos mediante OCT, y que de manera similar se encuentran altamente
alterados por la presencia de ruido de speckle, este algoritmo corresponde a una ex-
tensio´n del non-local means (NL-Means) mencionado anteriormente. Aunque al inicio
de esta investigacio´n, aparecio´ la primera publicacio´n en la cual se emplea NL-Means
en OCT por Yu et. al. [14], nuestra motivacio´n es poder extender esta te´cnica para
emplear los datos tridimensionales que se adquieren con OCT, y con ello aprovechar
mejor los datos disponibles al realizar el posprocesamiento.
3.4.1. Principios del Non-Local Means
La te´cnica de filtrado espacial NL-Means fue inicialmente propuesta por Baudes
et. al. [21] en el an˜o 2005, NL-Means aprovecha la redundancia existente en una
1Ma´s informacio´n en https://saturn.jpl.nasa.gov/mission/spacecraft/
huygens-probe/
2Una imagen con la superficie de Titan filtrada puede encontrarse en http://dralucas.
geophysx.org/res.html
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imagen natural para realizar el filtrado de los datos, esto quiere decir que es posible
encontrar una aproximacio´n del ruido y sus caracter´ısticas, as´ı como una estimacio´n
de la imagen sin ruido empleando unicamente las propiedades intr´ınsecas de la imagen.
En NL-Means la redundancia de la imagen se aprovecha mediante la comparacio´n de
una pequen˜a zona con sus vecinos, en donde se espera que e´stos sigan una forma y
estructura definida, as´ı que en lugar emplear unicamente p´ıxeles, se utilizan pequen˜as
regiones de la imagen. En este contexto, si se tomaran pequen˜as ventanas en la imagen,
es posible encontrar mu´ltiples zonas similares a lo largo de una regio´n de bu´squeda.
La Fig. 3-3 muestra una imagen en donde las zonas indicadas como ∆s claramente
siguen una distribucio´n espacial similar a las zonas indicadas como ∆t1 y ∆t2 , con la
diferencia de encontrarse a una distancia α1 y α2 de la zona central respectivamente.
La regio´n ∆t3 a una distancia α3 por el contrario, no sigue la distribucio´n de la imagen
en ∆s, pero puede aportar con otro tipo de estad´ısticas tales como la varianza del
ruido.
Para encontrar la informacio´n no ruidosa νs en un punto s de un espacio Ω, tal
que s ∈ Ω y Ω es del taman˜o de la imagen, mediante una estimacio´n Rˆs en base al
conjunto de datos ruidosos Rs3, NL-Means emplea una vecindad Ψs con k miembros
alrededor de un pixel central s, tal que una ventana ∆s centrada en s es comparada
con una ventana ∆t en todos los puntos t ∈ k de la vecindad, como se ejemplifica en la
Fig. 3-4. Las ventanas ∆s y ∆t se denominan ventanas de similaridad, y corresponden
a aquellas zonas comparadas, mientras que la vecindad Ψs se le denomina ventana de
bu´squeda y determina la cantidad de vecinos que se comparara´n. Todas las posibles
ventanas en los puntos t se emplean para estimar el valor del pixel Rˆs de la imagen
sin ruido. La comparacio´n de un pixel central con sus vecinos, se regula a trave´s de un
criterio de similaridad, que determina el grado de relacio´n existente entre las zonas
comparadas en la ventana de bu´squeda.
En el contexto del estimador de pesos de ma´xima probabilidad (WMLE: weighted-
maximum likelihood estimator) [21], el valor estimado del pixel sin ruido Rˆs se define
3No´tese que νs es el conjunto de datos libres de ruido, sin embargo, este conjunto no es posible
de obtener, por lo que el filtrado realiza una estimacio´n Rˆs que esta´ directamente relacionada con
νs.
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Figura 3-3: Comparacio´n de ventanas en una imagen natural, las ventanas azules
centradas siguen la misma distribucio´n de aquellas regiones en rojo, por lo tanto, esta
informacio´n permite realizar el filtrado de la imagen; este es el concepto en el cual se
basa NL-Means.
Ventana similaridad
móvil
Ventana similaridad
centrada
Ventana de búsqueda
Dirección del escaneo
de
Distancia entre       y 
Figura 3-4: Direccio´n de escaneo de NL-Means, una ventana centradas en s se evalu´a
con todos los vecinos centrados en t, y mediante un criterio de similaridad se realiza
el filtrado de la imagen.
a partir del conjunto de datos ruidosos Rt como una suma promediada de pesos, esto
es
Rˆs =
∑
tw(s, t)Rt∑
tw(s, t)
, (3.11)
donde w(s, t) corresponde al peso estimado para la ventana de similaridad ∆s con
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respecto a la ventana ∆t evaluada en todos los puntos t ∈ k. En la Eq. 3.11, el
numerador corresponde a la estimacio´n de la similaridad entre las ventanas en la zona
de bu´squeda, mientras que el denominador es un factor de normalizacio´n para que la
intensidad total de la imagen no se vea afectada por la suma de pesos. El problema
de NL-Means se encuentra justamente en la definicio´n de los pesos w(s, t), ya que son
quienes definen el valor estimado de cada pixel de la imagen. En la propuesta inicial de
NL-Means, los pesos dependen de un criterio de similaridad entre las zonas a comparar
∆s y ∆t, y se calcula mediante las intensidades en cada una de las regiones; mientras
que a su vez dependera´ de la distancia αk que hay entre las zonas ∆s y ∆t, por lo
tanto regiones ma´s cercanas tienen un mayor peso que aquellas zonas alejadas de la
ventana central. En la Fig. 3-3 los pesos de las zonas ∆t1 en general sera´n mayores
que aquellos de las zonas ∆t2 al encontrarse ma´s cerca de ∆s, adicionalmente, ∆t3
debe tener un peso cercano a cero, ya que no sigue la distribucio´n de la imagen en la
ventana de similaridad ∆s. El hecho de que en este algoritmo, las comparaciones se
realicen en una ventana de bu´squeda es lo que le otorga la caracter´ıstica no local.
Los pesos w(s, t) se definen [21] entonces como
w(s, t) = exp
(
−
1
h
∑
k
αk|Rs,k − Rt,k|
2
)
, (3.12)
donde αk define un kernel sime´trico gaussiano centrado que regula los pesos de acuer-
do a la distancia Euclideana que haya entre las zonas ∆s y ∆t e indica un disminucio´n
en la funcio´n con respecto a la distancia, h determina el decaimiento de la funcio´n
exponencial, actuando como un para´metro que regula el nivel de reduccio´n al pro-
mediarse las ventanas ∆s y ∆t. Rs,k y Rs,t son los k-e´simos vecinos miembros de las
ventanas ∆s y ∆t respectivamente, e´stos corresponden a las mediciones de intensidad
experimental que se realizan.
En general NL-Means ha mostrado ser un algoritmo robusto para el filtrado de
ima´genes influenciadas por ruido blanco o ruido gaussiano, y es por ello que ha em-
pleado y mejorado en diversas aplicaciones [29–33]. Sin embargo, en el caso de ruido
por speckle, la implementacio´n de NL-Means no es directa, ya que el criterio de si-
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milaridad derivado por Baudes et. al. [21] fue planteado para el caso de ruido blanco
gaussiano. Una extensio´n de este algoritmo para el filtrado de ima´genes provenientes
de SAR fue propuesto por Deledalle et. al. en 2009 [22] y se conoce como probabilis-
tic patch-based weights (PPB), el cual es una extensio´n de NL-Means adaptado para
filtrar ima´genes con ruido de speckle provenientes de SAR, cuyas caracter´ısticas gene-
rales difieren en gran medida del ruido blanco gaussiano, y adicionalmente requieren
la consideracio´n de diferentes propiedades asociadas con las causas del speckle.
En el caso de speckle, la funcio´n de densidad de probabilidad de que un pixel s
adquiera una amplitud determinada As corresponde a una funcio´n del tipo Rayleigh
(Seccio´n 3.1). Uno de los procesos ma´s comunes para la reduccio´n de ruido por speckle,
consiste en el promediado incoherente de mu´ltiples ima´genes de la misma escena, esto
es promediar varias ima´genes de intensidad en un mismo punto, a este proceso se le
denomina multilooking. El promedio de L ima´genes modifica la funcio´n de densidad
de probabilidad de adquirir una amplitud espec´ıfica de una distribucio´n de Rayleigh
a una conocida como distribucio´n de Nakagami o Nakagami-Rayleigh, que se describe
como [22]
pA(A) =
2LL
Γ(L)RLs
A2L−1s exp
(
−
LA2s
Rs
)
, (3.13)
donde Γ() es la funcio´n gamma, L se conoce como el nu´mero equivalente de vistas
(ENL: equivalent number of looks), As es la amplitud en el campo imagen, y Rs es
la intensidad observada de la imagen Rs = |As|2. No´tese que en el caso de L = 1,
la Eq. 3.13 es igual a la distribucio´n de Rayleigh mencionada anteriormente, por lo
tanto, la Eq. 3.13 es una generalizacio´n de la distribucio´n de Rayleigh cuando se
realiza multilooking. En este contexto, la aproximacio´n de la imagen libre de ruido se
realiza tambie´n mediante un estimador de pesos de ma´xima probabilidad similar a la
Eq. 3.11, de la siguiente manera
Rˆ(s) =
∑
tw(s, t)A
2(t)∑
tw(s, t)
. (3.14)
Deledalle et. al. [22] describieron los pesos w(s, t) a trave´s de la combinacio´n de un
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criterio de similaridad ana´logo al obtenido por Baudes et. al. pero en el caso de ruido
causado por speckle, an˜adiendo tambie´n, una extensio´n iterativa al algoritmo. En e´sta,
se considera la probabilidad de que una zona filtrada Rˆs,k corresponda efectivamente a
la imagen sin ruido al avanzar las iteraciones del algoritmo. Considerando la extensio´n
del NL-Means con PPB, y asumiendo que las ima´genes se capturan unicamente una
vez (L = 1), los pesos en una iteracio´n i se definen como [22]
w(s, t) = exp
[
−
∑
k
(
1
h
log
(
As,k
At,k
+
At,k
As,k
)
+
1
T
∣∣Rˆi−1s,k − Rˆi−1t,k ∣∣2
Rˆi−1s,k Rˆ
i−1
t,k
)]
. (3.15)
Los dos te´rminos que aparecen en la sumatoria de la Eq. 3.15 tienen el siguiente
significado: log
(
As,k
At,k
+
At,k
As,k
)
es el criterio de similaridad obtenido para el caso de ruido
por speckle ana´logo al mostrado en la Eq. 3.12 para el caso de ruido blanco gaussiano;
el segundo te´rmino
∣∣Rˆi−1s,k −Rˆi−1t,k ∣∣2
Rˆi−1s,k Rˆ
i−1
t,k
expresa la probabilidad de que las dos zonas filtradas
Rˆi−1s,k y Rˆ
i−1
t,k efectivamente posean las caracter´ısticas de la imagen sin ruido luego del
filtrado en la iteracio´n i, y contribuyen a partir de la segunda iteracio´n para regular
el grado de filtrado en las siguientes iteraciones del algoritmo. Estos dos te´rminos
se encuentra regidos por los para´metros h y T : el para´metro h cumple la funcio´n de
regular la cantidad de filtrado sobre la imagen, mientras que el para´metro T indica
la fidelidad de datos entre iteraciones, esto es que´ tan homoge´nea debe ser la imagen
para considerarse como filtrada en la siguiente iteracio´n. Una discusio´n extendida de
los para´metros h y T , y su importancia puede consultarse en [34]. En una versio´n
no iterativa del algoritmo, T → ∞, y la Eq. 3.15 corresponde a los pesos solamente
dependientes del criterio de similaridad adaptados para el caso de ruido por speckle.
Finalmente, la Eq. 3.15 se considera completamente no local ya que no se penaliza
de ninguna manera la distancia αk entre las ventanas de similaridad.
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3.4.2. Implementacio´n y resultados obtenidos con Non-Local
Means con PPB
El algoritmo de la implementacio´n de NL-Means con PPB se presenta en el Algo-
ritmo 1, en donde a partir de la imagen ruidosa, el taman˜o de la ventana de bu´squeda
y de similaridad, la cantidad de iteraciones y los para´metros h y T se calculan los
pesos en cada pixel para obtener la imagen filtrada. Una particularidad que tiene NL-
Means se encuentra en la evaluacio´n de los pesos en el pixel central s = t, en donde
el criterio de similaridad tiende a producir sobrepeso comparado con sus vecinos, esto
se debe a que las zonas ∆s y ∆t son iguales cuando t = s, y como consecuencia de
esto, el criterio de similaridad es ma´ximo. Una opcio´n para corregir este problema,
consiste en omitir el pixel central y considerar el peso de e´ste como el ma´ximo de la
ventana de bu´squeda, duplicando el mayor de los pesos encontrados, como lo sugiere
[35]. La u´ltima consideracio´n que debe tenerse en la implementacio´n del algoritmo,
es que los taman˜os de las ventanas siempre deben ser impares para garantizar una
regio´n central donde se comparen de manera sime´trica las ventanas de similaridad.
En la literatura [21, 22] se recomiendan los siguientes para´metros para el filtrado:
las ventanas de similaridad ∆s y ∆t deben tener un taman˜o ∆ = 7 × 7, la ventana
de bu´squeda Ψs un taman˜o W = 21 × 21, y cuatro iteraciones en el algoritmo i = 4.
Adicionalmente, una ventaja que tiene la versio´n iterativa del NL-Means, es que
permite regular el filtrado de las estructuras finas en las ima´genes variando el taman˜o
de la ventana de bu´squeda en la primera iteracio´n [22], de forma que ventanas ma´s
pequen˜as tienden a preservar mejor estructuras finas, aunque filtran el ruido en un
menor proporcio´n; ventanas ma´s grandes tienden a emborronar regiones de la imagen
a cambio de reducir la varianza del ruido y homogeneizar estructuras.
Las pruebas experimentales fueron realizadas con un volumen de 512× 512× 256
[las dimensiones se consideran como (Z,X, Y)] con datos tomados en la retina de un
paciente, adquiridos con un sistema de OCT comercial, el Spectralis de la compan˜´ıa
Heidelberg Engineering4, los cuales fueron suministrados por el Wellman Center for
4Ma´s informacio´n: https://business-lounge.heidelbergengineering.com/int/
products/spectralis/
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Algoritmo 1 Implementacio´n del NL-Means con PPB.
Entrada: datos ruidosos Rs, ventana de bu´squeda W, ventana
de similaridad ∆, iteraciones i, para´metros h y T .
Inicio: Calcular los pesos correspondientes de cada pixel s en
cada iteracio´n i
Para n = 1 hasta i
Para todo punto s hacer
Tomar ventana de similaridad ∆s de referencia en s con Rs
luego calcular vecinos Ψs con W.
Fijar wmax = wtot = 0.
Para t ∈ Ψs hacer
Tomar ventana de similaridad ∆t luego
calcular peso w, con la Eq. 3.15.
Si t = s
Continuar
FinSi
Si w > wmax entonces
Fijar wmax = w
FinSi
wtot = wtot +w
FinPara
Calcular Rˆs con la Eq. 3.11, wmax se duplica.
FinPara
Rˆi−1s = Rˆs
n = n+ 1
FinPara
Salida: Retornar Rˆs.
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Photomedicine. Sin embargo, para estas pruebas se tomo´ una seccio´n del volumen
de 512 × 512 en Y = 128 para realizar el filtrado. Es importante mencionar que en
OCT la direccio´n del eje de escaneo ra´pido corresponde a X, mientras que el eje
de escaneo lento es Y, y al mencionar ima´genes se refieren a los datos del plano
ZX, denominados anteriormente como escaneos tipo B. La imagen que representa
los resultados, proviene de la seccio´n transversal de la retina centrada en la fo´vea, y
muestra una imagen de las capas que la retina posee alrededor de la fo´vea, tales como
los fotoreceptores en la capa ma´s brillante o los coroides en la capa inferior [Fig. 3-
5(a)]. En la Fig. 3-5 se muestra el resultado obtenido para la imagen proveniente del
sistema comercial de OCT. La Fig. 3-5(a) corresponde a la imagen ruidosa, la cual se
ve fuertemente alterada por la presencia del ruido por speckle, de hecho, algunas de
las capas menos reflectivas que posee la retina no son diferenciables ya que el ruido
degrada la calidad de la imagen, un ejemplo de esto es la regio´n de los coroides, en
donde es dif´ıcil diferenciar su estructura. La Fig. 3-5(b) es el promedio de cuatro
ima´genes con diferentes realizaciones de speckle de la misma escena, en este caso se
aprecia una mejora en la calidad de la imagen debido a que la presencia del ruido
se reduce notoriamente, sin embargo, aun se alcanza a percibir ruido ya que este
proceso no elimina completamente el speckle. La desventaja fundamental de realizar
multilooking es que se debe extender el tiempo de captura de datos en el paciente, lo
que deriva en posibles movimiento entre escaneos B, o en algunas aplicaciones de OCT,
riesgos para la salud del paciente. La Fig. 3-5(c) es un filtrado gaussiano de la imagen
ruidosa [Fig. 3-5(a)], como en este caso se tiene ruido por speckle es necesario convertir
primero la imagen a escala logar´ıtmica, en donde el ruido por speckle es aditivo y luego
realizar el filtrado, aun as´ı, no hay una mejora sustancial en la calidad de la imagen.
Por u´ltimo, la Fig. 3-5(d) es el resultado del proceso de filtrado con los para´metros
recomendados por la literatura, y tomando h = 16 y T = 19, esta imagen presenta
alta atenuacio´n del ruido, y permite diferenciar fa´cilmente las diferentes capas de la
retina. No obstante, una inspeccio´n detenida de la imagen muestra tambie´n algunos
problemas respecto al filtrado, por ejemplo el efecto acuarela que se percibe, y la
presencia de estructuras perio´dicas finas que aparecen como artefactos.
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(a) Imagen ruidosa. (b) Imagen resultante del promedio de
cuatro ima´genes de la misma escena.
(c) Imagen filtrada con un filtro gaus-
siano de taman˜o (7x7).
(d) Imagen filtrada mediante NL-Means
con PPB.
Figura 3-5: Resultado del filtrado de una imagen proveniente de un sistema comercial
de OCT para la retina. (a) es la imagen ruidosa capturada donde la presencia del
speckle degrada fuertemente la calidad de la imagen, (b) es el promedio incoherente
de cuatro ima´genes de la misma regio´n, aunque en este caso hay una mejora en la
calidad de la imagen, el ruido por speckle sigue siendo notorio, (c) resultado del filtro
gaussiano de la imagen (a) aunque hay una mejora, la imagen sigue teniendo una alta
presencia de ruido, y (d) resultado obtenido con el filtrado mediante NL-Means con
PPB, el ruido por speckle es altamente atenuado.
Aunque los resultados de la Fig. 3-5(d) muestran que hay una mejora en la calidad
de la imagen y que NL-Means con PPB elimina el ruido indeseado, no es una imagen
o´ptima para ser presentada ante un especialista, quien es el usuario final de los datos
luego del filtrado, esto debido a que la imagen pareciera ser sinte´tica y no proveniente
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de un paciente. Nuestro siguiente objetivo fue mejorar el resultado obtenido con la
implementacio´n del NL-Means con PPB a trave´s de an˜adir pasos adicionales antes
del filtrado. En ese orden de ideas, la primera propuesta que se hizo para mejorar el
desempen˜o del algoritmo, fue la transformacio´n de la imagen proveniente de OCT a
una representacio´n diferente, que se conoce como la representacio´n en coeficiente de
atenuacio´n. La segunda propuesta consistio´ en obtener y promediar dos ima´genes a
partir del conjunto de datos, esto es posible a trave´s de la divisio´n del espectro medido
en dos, y luego tomar sus respectivas transformadas de Fourier. Sin embargo, estas
propuestas no mostraron una mejora en el desempen˜o del filtrado, por lo que se decidio´
modificar el funcionamiento de las ventanas de similaridad y bu´squeda, haciendo
uso de la informacio´n volume´trica disponible en OCT. En base a esto, se obtuvo
que una modificacio´n sobre las ventanas de similaridad y de bu´squeda extendidas al
caso tridimensional producen un mejor resultado del algoritmo. A continuacio´n se
profundizara´ en las pruebas realizadas y en la propuesta final.
Representacio´n de ima´genes de OCT como coeficientes de atenuacio´n
La representacio´n en coeficiente de atenuacio´n es una manera alternativa de des-
cribir los datos proveniente de un sistema de OCT. El coeficiente de atenuacio´n se
puede entender como la reduccio´n de la potencia en un haz que se propaga por un
medio turbio, debido al esparcimiento y la absorcio´n que e´ste experimenta [36]. El
coeficiente de atenuacio´n depende de las caracter´ısticas del medio, aportando infor-
macio´n sobre su composicio´n, es decir, un medio cuyo coeficiente de atenuacio´n sea
5mm−1 produce un ra´pido decaimiento de la sen˜al con respecto a la profundidad. La
perdida de intensidad de la sen˜al I(z) detectada por el sistema de OCT en funcio´n de
la profundidad z, puede describirse como
I(z) ∝ e−2µz, (3.16)
donde µ es el coeficiente de atenuacio´n y el factor 2 surge por el viaje de ida y
regreso del haz. Siguiendo el tratamiento de Vermeer et. al. [36], una forma alterna
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de describir la imagen de intensidad de OCT, es a trave´s de la imagen en coeficiente
de atenuacio´n, relacionadas de la siguiente manera
µ(z) =
I(z)
2
∫∞
z
I(u)du
, (3.17)
es decir, que el coeficiente de atenuacio´n es proporcional a la intensidad registrada
en una profundidad con respecto a la intensidad restante en toda la profundidad.
Mediante una linearizacio´n de primer orden de la funcio´n log(1 + x) y considerando
la discretizacio´n de la imagen de OCT [36], la Eq. 3.17 puede reescribirse como
µ[i] ≈ I[i]
2Ξ
∑∞
i+1 I[i]
, (3.18)
donde Ξ es el taman˜o del pixel e [i] representa los puntos discretos de la imagen.
La representacio´n en coeficiente de atenuacio´n de la imagen ruidosa en la Fig. 3-
5(a) se muestra en la Fig. 3-6(a). Las pruebas realizadas mediante la combinacio´n de
filtrado en la representacio´n de coeficiente de atenuacio´n, no mostraron una mejora
en el resultado obtenido por medio de NL-Means con PPB, de hecho, se observo´ que
filtrar la imagen ruidosa en intensidad y luego convertirla a coeficiente de atenuacio´n
produce resultados muy similares a filtrar la imagen en te´rminos del coeficiente de
atenuacio´n. La explicacio´n de esto se encuentra sustentada en que la transformacio´n
integral que se realiza en la Eq. 3.18 no modifica la composicio´n del ruido. El resul-
tado del filtrado y posterior conversio´n a coeficiente de atenuacio´n se presenta en la
Fig. 3-6(b). Como conclusio´n, la representacio´n en coeficiente de atenuacio´n no aporto´
modificaciones relevantes sobre el filtrado del ruido en la imagen, pero permitio´ ver
como el filtrado es invariante ante en la conversio´n coeficiente de atenuacio´n contra
intensidad.
Obtencio´n de dos ima´genes a partir de un solo espectro
La captura de los datos en sistemas de OCT en el dominio de Fourier como se
menciono´ en la Seccio´n 2.2.4 se realiza a trave´s del registro del patro´n de interferencia
en el dominio de las frecuencias, en este sentido, los datos capturados se convierten en
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(a) Imagen ruidosa representada en co-
eficiente de atenuacio´n.
(b) Imagen filtrada representada en co-
eficiente de atenuacio´n.
Figura 3-6: Representacio´n de las ima´genes ruidosa y filtrada en coeficiente de ate-
nuacio´n. (a) imagen ruidosa y (b) imagen filtrada.
ima´genes mediante una transformada de Fourier. Debido a que el espectro de la sen˜al
contiene la informacio´n proveniente de todas las contribuciones, es posible dividir
el espectro para obtener mu´ltiples ima´genes que contengan una cantidad reducida
de informacio´n de la escena. Esto quiere decir, que desde un solo espectro pueden
derivarse mu´ltiples ima´genes cuyas realizaciones de speckle difieran, a trave´s de la
asignacio´n de un ancho de banda diferente para cada una de las nuevas ima´genes, sin
embargo, este procedimiento tiene la desventaja de producir una pe´rdida de resolucio´n
asociada con la limitacio´n del espectro para cada una de las ima´genes.
Como se muestra en la Fig. 3-7(a) a partir del espectro azul, dos nuevos es-
pectros pueden ser derivados (rojo y amarillo), e´stos comparten la informacio´n del
espectro inicial en un ancho de banda diferente, por lo tanto, se tendra´n diferentes
caracter´ısticas en la composicio´n del speckle de las ima´genes derivadas al realizar las
transformaciones. Si se toma un promedio de las ima´genes derivadas del espectro
inicial se reduce la presencia de ruido de speckle de manera similar al promedio de
mu´ltiples ima´genes de la misma escena. Este procedimiento puede ser u´til, ya que co-
mo se mostro´ anteriormente, realizar un promediado incoherente de la misma imagen
reduce significativamente el contraste del speckle y facilita el filtrado de los datos.
La Fig. 3-7(b) presenta el promedio de las dos ima´genes obtenidas a partir de
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los espectros rojo y amarillo [Fig. 3-7(a)], la l´ınea horizontal que aparece se debe a
la presencia de artefactos causados por la pe´rdida de informacio´n en los espectros
derivados, asimismo, se aprecia una perdida de los detalles tales como los bordes de
la imagen. En la Fig. 3-7(c) se encuentra el resultado de filtrar los nuevos datos, esta
imagen no muestra una diferencia significativa con respecto a los filtrados realiza-
dos anteriormente, adema´s tiene la desventaja de poseer una menor resolucio´n. Esto
permite concluir que intentar generar dos ima´genes desde un espectro mediante un
intercambio entre resolucio´n y nivel de ruido no es una buena alternativa, ya que no
se mejora el desempen˜o del filtrado y se tiene una reduccio´n en la resolucio´n de la
imagen final.
3.4.3. Modificacio´n sobre NL-Means propuesta (NL-Means-
OCT)
Las pruebas realizadas an˜adiendo transformaciones y pasos adicionales al NL-
Means con PPB no mostraron una mejora significativa en los resultados, por lo que
luego de realizar mu´ltiples pruebas con variaciones y distintas formas de filtrar, se llego´
hasta un resultado que aprovecha y requiere la informacio´n volume´trica disponible en
OCT. La modificacio´n que se plantea consiste entonces en variar la forma en la que
NL-Means con PPB realiza el ca´lculo de los pesos entre las ventanas de similaridad al
interior de la ventana de bu´squeda. Para tal fin, se propone emplear una modificacio´n
del NL-Means en tres dimensiones planteado por Lu et. al. [10] en donde la ventana
de bu´squeda es cu´bica al igual que las ventanas de similaridad, en conjunto con la
implementacio´n bidimensional del NL-Means con PPB presentada por Deledalle et.
al. [22], de la siguiente manera. Partiendo del escaneo propuesto en la Fig. 3-4, en la
cual las ventanas de similaridad ∆s y ∆t, y la ventana de bu´squeda Ψs son cuadradas,
se sugiere modificar las ventanas de similaridad para ser cu´bicas, por lo tanto las zonas
∆s y ∆t adquirira´n informacio´n sobre los vecinos en las tres dimensiones (Z,X, Y), pero
conservando la ventana de bu´squeda bidimensional, esto permite filtrar los datos a
lo largo de tres posibles planos ZX, ZY y XY. Los cubos de similaridad ∆s y ∆t
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(a) Espectro medido para una l´ınea A.
(b) Imagen obtenida del promedio de las
dos subima´genes.
(c) Imagen proveniente de los dos espec-
tros filtrada.
Figura 3-7: Obtencio´n de dos ima´genes a partir de un u´nico espectro. (a) Los es-
pectros rojo y amarillo se obtiene a partir de espectro azul, en ese caso, se producen
dos ima´genes con diferentes realizaciones de speckle a cambio de una perdida en la
resolucio´n axial. (b) imagen ruidosa obtenida del promedio de los espectros amarillo
y rojo. (c) imagen filtrada a partir del promedio de dos espectros partiendo de uno.
propuestos, as´ı como la ventana de bu´squeda Ψs se ejemplifican en la Fig. 3-8.
La idea es incrementar la cantidad de datos presente en las ventanas de similaridad
ya que son ellas quienes determinan los pesos para el filtro, as´ı se espera una mejora
cuando se realiza el filtrado porque se emplean las regiones de la imagen y los patrones
de speckle como volu´menes. La ventana de bu´squeda se mantiene bidimensional, ya
que si esta tuviese tres dimensiones el tiempo de computo para el algoritmo se ver´ıa
incrementado en un factor de ≈ 5×, adema´s se espera que en esta ventana se encuentre
una cantidad suficiente de vecinos para realizar adecuadamente el filtrado, como lo
hace NL-Means con PPB.
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Figura 3-8: Modificacio´n de las ventanas de similaridad y bu´squeda propuesta. Las
ventanas de similaridad son cubos que toman en cuenta informacio´n de sus vecinos,
mientras se mantiene la ventana de bu´squeda en el plano del eje ra´pido de escaneo
ZX.
Las posibilidades del plano de orientacio´n de la ventana de bu´squeda tambie´n tie-
nen una implicacio´n sobre el filtrado, particularmente en el caso de OCT, en donde
al tomar los datos experimentales por lo general hay movimientos indeseados que se
dan por fuentes externas y producen desplazamientos entre las diferentes ima´genes
que conforman el volumen; cabe resaltar que e´stos desplazamientos se aplican para
una imagen entera. En ese orden de ideas, escoger como plano de filtrado aquel co-
rrespondiente al eje de escaneo ra´pido del sistema de OCT (ZX), reduce los problemas
asociados con movimientos aleatorios causados por el paciente.
En cuanto al ca´lculo de los pesos tambie´n se propone una modificacio´n a la Eq. 3.15
utilizada en el NL-Means con PPB, en este caso, se sugiere emplear una versio´n no
iterativa del algoritmo, es decir, hacer que T → ∞, y por tanto calcular los pesos
w(s, t) de la siguiente manera
w(s, t) = exp
[
−
∑
k
1
h
log
(
As,k
At,k
+
At,k
As,k
)]
. (3.19)
La Eq. 3.19 es unicamente la adaptacio´n de los pesos para el caso del ruido por
speckle aplicado a una ventana tridimensional. A esta propuesta se le denominara´
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NL-Means-OCT.
3.5. Resultados obtenidos y aplicaciones
3.5.1. OCT en la retina
En el caso de los datos obtenidos para la retina, se empleo´ el mismo conjunto
de datos y un procedimiento similar al planteado en la Seccio´n 3.4.2, pero tomando
en cuenta los cambios propuestos sobre el algoritmo de filtrado, con los siguientes
para´metros: taman˜o de las ventanas (cubos) de similaridad ∆ = 7 × 7 × 7, taman˜o
de la ventana de bu´squeda W = 21 × 21 y para´metro de filtrado h = 18. A partir
de estos criterios se filtro´ el volumen de 512 × 512 × 216 con datos de la retina del
paciente, en un computador Intel Core i-7 de 2,93GHz (4CPUs) y 6GB de memoria,
el tiempo de procesamiento total de 69,3 horas. El resultado obtenido con NL-Means-
OCT comparado contra NL-Means con PPB se presenta en la Fig. 3-9. La Fig. 3-9(a)
es igual a la presentada en la Fig. 3-5(a) y corresponde a la imagen afectada por ruido
de speckle, la Fig. 3-9(b) es el resultado obtenido empleando NL-Means con PPB, la
Fig. 3-9(c) representa el resultado obtenido usando NL-Means-OCT con la ventana
de bu´squeda orientada sobre el plano ZX, por u´ltimo, la Fig. 3-9(d) es la imagen
recuperada con NL-Means-OCT ubicando la ventana de bu´squeda en el plano ZY.
La imagen filtrada con NL-Means-OCT mostrada en la Fig. 3-9(c), ilustra una
mejora en algunos de los problemas mencionados anteriormente en el caso del NL-
Means con PPB, en primer lugar, el efecto acuarela ocasionado al filtrar la imagen se
ha eliminado completamente. E´sto se le atribuye a dos factores principales, al cubo
empleado como ventana de similaridad y al uso de la versio´n no iterativa del algorit-
mo. Emplear un cubo como ventana de similaridad tiene la ventaja de que las zonas
comparadas aportan informacio´n volume´trica de las estructuras en la imagen, por
ende, es de esperar que las regiones donde hay transiciones entre capas mantengan
su suavidad, ya que a diferencia del NL-Means con PPB, los cambios de capas no
son confundidos con bordes en la imagen al momento de filtrar. Asimismo, emplear el
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(a) Imagen ruidosa. (b) Filtrado con NL-Means con PPB.
(c) Filtrado propuesto en ZX. (d) Filtado propuesto en ZY.
Figura 3-9: Comparacio´n de los resultados obtenidos con NL-Means, (a) imagen
ruidosa, (b) filtrado con NL-Means con PPB, (c) filtrado propuesto en direccio´n ZX,
y (d) filtrado propuesto en direccio´n ZY.
cubo de similaridad aporta informacio´n sobre los vecinos cercanos, si e´stos siguen la
misma distribucio´n de la imagen tambie´n ayudara´n a realizar el filtrado, previniendo
el suavizado excesivo de estructuras finas. De la misma manera, el speckle que se
encuentra en las ventanas de similaridad es volume´trico, por lo tanto el algoritmo
116 CAPI´TULO 3. SUPRESIO´N DEL RUIDO POR SPECKLE EN IMA´GENES DE OCT
identifica ma´s fa´cilmente la presencia de e´ste en las ventanas comparadas. Otra ven-
taja que muestra el resultado filtrado es la conservacio´n de puntos brillantes en la
imagen, en general, e´stos esta´n asociados con caracter´ısticas finas en la imagen, tales
como la vasculatura.
La Fig. 3-9(c) se obtuvo al filtrar el volumen de datos sin corregir el movimiento
entre las ima´genes que conforman el volumen, por ende, hay desplazamientos aleato-
rios en el conjunto de datos. Los resultados indican entonces que el filtrado propuesto
no depende del desplazamiento axial que puedan tener los datos. Este hecho se ex-
plica mediante el ca´lculo de los pesos, en donde al considerar la similaridad entre
las ventanas ∆s y ∆t no hay una dependencia de la distancia entre ellas, sino que
se basa unicamente en la evaluacio´n de la similaridad entre las ventanas. Se espera
que independiente del movimiento en los datos el algoritmo escoja aquellos vecinos
ma´s parecidos, que aportan la mayor cantidad de informacio´n al ca´lculo de pesos
independientemente de su posicio´n respecto a la ventana central, y por lo tanto, al
ser completamente no local, este algoritmo no se ve muy influenciado por desplaza-
mientos aleatorios en el volumen de datos, siempre que la ventana de bu´squeda este´
ubicada en la direccio´n del eje ra´pido de escaneo, generalmente representada como
ZX. La correccio´n del movimiento en los datos, debe producir una mejora en los re-
sultados, pero no es un paso necesario para realizar el filtrado, lo cual es ventajoso
en aquellas aplicaciones de OCT en donde la correccio´n del movimiento es complejo,
como en OCT gastrointestinal donde las distorsiones causadas por las contracciones
musculares tales como la respiracio´n, y los errores instrumentales como la distorsio´n
rotacional no uniforme (NURD) son complejos de corregir [37, 38].
Para filtrar los datos con la ventana de bu´squeda ubicado en el plano ZY, fue
necesario la correccio´n del movimiento axial en lo datos, ya que a diferencia de la
direccio´n ZX, la continuidad en la ventana de similaridad ∆s se pierde y los vecinos
en la ventana de bu´squeda pierden la relacio´n, reduciendo la similaridad en la ventana
de bu´squeda. Adema´s, es importante resaltar que si no se corrige los desplazamientos
entre ima´genes, los datos son dif´ıciles de interpretar en el plano ZY. Luego de corregir
el movimiento como lo sugiere Kraus et. al. [39], se filtro´ el volumen con la ventana
3.5. RESULTADOS OBTENIDOS Y APLICACIONES 117
de bu´squeda ubicada sobre ZY, y a continuacio´n se realizo´ la proyeccio´n de la imagen
de intere´s, el resultado se presenta en la Fig. 3-9(d). Con respecto a la correccio´n de
movimiento, se observo´ la presencia de l´ıneas verticales en la imagen, y una mayor
diferenciacio´n de las capas, esto esta´ asociado con que el cubo de similaridad aho-
ra posee una estructura definida en las tres direcciones, lo que incrementa el peso
de aquellas zonas similares. No se obtuvo una diferencia significativa al realizar la
correccio´n del movimiento y filtrar sobre el plano ZX.
Ahora bien, aunque el filtrado en el plano ZX y ZY parece arrojar resultados si-
milares cuando se realiza la correccio´n del movimiento, hay implicaciones si se quiere
realizan proyecciones sobre planos distintos al de filtrado, como lo muestran la Fig. 3-
9(c) y la Fig. 3-9(d). En el caso de las ima´genes en-face del volumen, se obtuvo una
diferencia para los diferentes filtrados. La Fig. 3-10 muestra la proyeccio´n en-face del
volumen de datos ruidoso y filtrado en diferentes direcciones. En el caso de los datos
ruidosos que se presentan en la Fig. 3-10(a), la imagen en-face muestra de manera
clara la fo´vea en la retina acompan˜ada por algunas venas, sin embargo se percibe
la presencia del ruido en la imagen. La Fig. 3-10(b) es la proyeccio´n de los datos
luego de realizar el filtrado sobre el plano ZX, en este caso se da la aparicio´n de unas
l´ıneas en la direccio´n X (verticales), que se encuentran relacionadas con la direccio´n
del filtrado. De la misma manera, al filtrar sobre el plano ZY, mostrado en la Fig. 3-
10(c) aparecen una l´ıneas ubicadas en la direccio´n Y (horizontales), estas l´ıneas se
encuentran relacionadas con el plano de orientacio´n de la ventana de bu´squeda. La
presencia de las l´ıneas sobre la proyeccio´n en la direccio´n del filtrado, sugiere que aun-
que las ima´genes no muestren un efecto evidente de filtrar en distintas direcciones,
la proyeccio´n en-face va a presentar algunos artefactos en esa direccio´n. La desven-
taja del algoritmo se encuentra entonces en que no esta´ bien ajustado para permitir
proyecciones diferentes al plano en el cual se lleve a cabo el filtrado. Para comprobar
esta hipo´tesis, se realizo´ un filtrado tridimensional completo, esto es una ventana de
bu´squeda tridimensional, as´ı como las ventanas de similaridad en tres dimensiones,
con taman˜os W = 21× 21× 21 y ∆ = 7× 7× 7 respectivamente. El resultado del caso
3D se presenta en la Fig. 3-10(d), no´tese como las l´ıneas que se presentaban en la
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direccio´n de filtrado se eliminan completamente cuando se realiza el filtro completo
en 3D, aun as´ı, la desventaja de este, es un incremento en el tiempo de procesamiento
de aproximadamente cinco veces con respecto a NL-Means-OCT.
(a) Datos ruidosos. (b) Filtrado en ZX. (c) Filtrado en ZY. (d) Filtrado en 3D.
Figura 3-10: Comparacio´n de las proyecciones en-face obtenidas con el volumen
de datos. (a) proyeccio´n en-face con ruido, (b) proyeccio´n luego del filtrado en la
direccio´n ZX, (c) imagen en-face obtenida al filtrar en direccio´n ZY en este caso fue
necesaria la correccio´n del movimiento axial entre las ima´genes del volumen de datos,
y (d) proyeccio´n en-face obtenida con el NL-Means en 3D.
3.5.2. OCT en tractograf´ıa
En tractograf´ıa, uno de los limitantes que tiene la implementacio´n de te´cnicas
o´pticas para la reconstruccio´n de estructuras y tejidos neuronales, se encuentra en la
alta atenuacio´n y esparcimiento que experimenta la luz al interaccionar con este tipo
de tejidos. Las te´cnicas de imagen tradicionales empleadas para tractograf´ıa, como la
resonancia magne´tica MRI [40], tienen la desventaja de poseer una baja resolucio´n
en la reconstruccio´n, es por esto que han surgido te´cnicas que permiten el ana´lisis del
cerebro a partir de otras formas de generacio´n de ima´genes. En ese sentido, Chung et.
al. [41] propusieron en el an˜o 2013 una te´cnica de blanqueado para tejidos tales como el
cerebro, a esta te´cnica se le denomina CLARITY. En CLARITY se realiza un proceso
de infusio´n del tejido en mono´meros formando una mezcla hidrogel-tejido, luego se da
una extraccio´n de l´ıpidos mediante un proceso ionizante, las biomole´culas sin grupo
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funcional se sacan de la mezcla hidrogel-tejido reduciendo las variaciones en el ı´ndice
de refraccio´n, y por tanto, disminuyendo el esparcimiento y la absorcio´n por parte del
tejido. Esto permite que las estructuras se aclaren, siendo posible la penetracio´n de luz
hasta un rango de 5− 6mm, lo que permite el uso de la microscop´ıa electro´nica para
el estudio de las caracter´ısticas del cerebro, tales como las sinapsis y las densidades
postsina´pticas. El problema aqu´ı se encuentra en el tiempo de escaneo, ya que este
procedimiento puede tardar varios d´ıas, y con la degradacio´n de la muestra y los
movimientos que esta pueda sufrir el escaneo puede verse alterado.
Recientemente, Ku et. al. [42] plantearon un procedimiento adicional a CLARITY
que realiza un escalamiento lineal de las estructuras del cerebro, adema´s de producir el
efecto de blanqueado necesario para su ana´lisis con te´cnicas o´pticas. El procedimiento
de reescalado se realiza mediante la adicio´n de acrilamida a la mezcla de hidrogel-
tejido junto con un incremento en la temperatura, as´ı se da una expansio´n lineal
en el tejido, siendo este procedimiento reversible mediante la adicio´n de soluciones
salinas. Esta expansio´n lineal permite el uso de otras te´cnicas de imagen que pueden
lograr escaneos ma´s ra´pidos y mejores resoluciones, logrando analizar con ma´s detalle
estructuras finas al interior de tales tejidos. Ku et. al. emplearon microscop´ıa en el
l´ımite de difraccio´n para obtener ima´genes, sin embargo, otras te´cnicas como OCT
pueden lograr escaneos mucho ma´s ra´pidos, con tiempos de procesamiento del orden
de horas, a cambio de una resolucio´n disminuida. La idea es entonces realizar un
escaneo mediante OCT del cerebro de un rato´n adulto, considerando las limitantes
que tiene OCT, como lo son la disminucio´n en la resolucio´n y la presencia de ruido
de speckle.
Ahora bien, ligado a este procedimiento de reconstruccio´n del cerebro por medio
de OCT, se encuentra tambie´n el proceso de tractograf´ıa para obtener un mapa de
conexiones (connectome) del cerebro [43] a trave´s del ana´lisis de las sinapsis que e´ste
posee. Para realizar el connectome es necesario el ca´lculo de los gradientes en las tres
dimensiones con el volumen de datos, luego se escoge la direccio´n en la que el gradiente
sea menor y esto corresponde a la direccio´n de las conexiones neuronales que realizan
las sinapsis. No obstante, el problema que tiene OCT en este tipo de estudio es la
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presencia de ruido, particularmente el ruido por speckle que dificulta altamente la
obtencio´n del gradiente, y por ende la reconstruccio´n de las conexiones, hasta ahora,
un estudio de este tipo no ha sido realizado. Es, en este punto, donde NL-Means-
OCT es altamente relevante, ya que su capacidad para conservar estructuras finas
volume´ticras, en este caso las sinapsis, y corregir el ruido de speckle puede aportar en
la reconstruccio´n del connectome.
A partir de esta informacio´n, se realizo´ el filtrado de un volumen de 160×3600×128
con datos provenientes del escaneo del cerebro de un rato´n adulto, el tiempo de
procesamiento total fue de 35,4 horas, y se utilizaron los siguientes para´metros de
filtrado: ventana de bu´squeda W = 17 × 17, ventana de similaridad ∆ = 7 × 7 × 7
y h = 13. En la Fig. 3-11 se presenta la seccio´n transversal de las sinapsis (puntos
brillantes) para el cerebro del rato´n. Para realizar el filtrado, es necesario que esas
estructuras brillantes se conserven en sus totalidad, ya que son justamente quienes
determinan el mapa de conexiones. La imagen de una regio´n de intere´s de la seccio´n
transversal de las sinapsis obtenida con OCT se presenta en la Fig. 3-11(a), mientras
que el resultado del filtrado con NL-Means-OCT se muestra en la Fig. 3-11(b). Las
sinapsis aparecen entonces como regiones circulares brillantes, con una alta densidad
en la regio´n central de la imagen, y se observan algunas ma´s finas, en tanto que
otras son ma´s grandes. No´tese co´mo la imagen filtrada elimina la presencia del ruido
causado por speckle y conserva en su totalidad las regiones en donde se hallan las
sinapsis. En este caso, se opto´ por un filtrado ma´s suave comparado con el caso de
la retina, ya que aqu´ı las estructuras finas tienen una mayor relevancia, es por ellos
que se percibe la presencia de patrones perio´dicos en la imagen, esto esta´ relacionado
con el taman˜o del speckle portador de sen˜al, que es el utilizado para formar imagen.
La Fig. 3-11(c) muestra la imagen entera de la seccio´n transversal, y la Fig. 3-11(d)
la correspondiente filtrada, aqu´ı se evidencia mejor co´mo el ruido de la imagen se
elimina, mientras se conservan las estructuras finas de la imagen.
La proyeccio´n en-face de las sinapsis se presenta en la Fig. 3-12. La Fig. 3-12(a)
es la proyeccio´n a una profundidad que permite observar las sinapsis del cerebro en
la regio´n de intere´s, mientras que la Fig. 3-12(b) es la proyeccio´n luego de realizar
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el filtrado. E´stas ima´genes permiten observar co´mo el filtrado conserva las sinapsis
aun cuando e´stas se encuentran superpuestas, y se evidencia co´mo conservan forma,
estructura y direccio´n. La Fig. 3-12(c) es la proyeccio´n en-face completa de los datos
del cerebro y la Fig. 3-12(d) es la proyeccio´n filtrada.
(a) Regio´n de intere´s en la imagen ruidosa. (b) Regio´n de intere´s en la imagen filtrada.
(c) Imagen ruidosa.
(d) Imagen filtrada.
Figura 3-11: Ima´genes de la seccio´n transversal del escaneo con OCT de un cerebro
de rato´n.
Dadas las caracter´ısticas de las ventanas de similaridad tridimensionales, NL-
Means-OCT permite realizar el filtrado de estructuras finas en los datos que sera´n
empleados para realizar el connectome a partir de las sinapsis en el cerebro. Se espera
que este resultado facilite el ca´lculo del gradiente, y por tanto, mejore la precisio´n del
mapa de conexiones generado, asimismo, facilite la implementacio´n de OCT no solo
en tractograf´ıa, sino que adicionalmente, en la reconstruccio´n de tejidos a partir de
te´cnicas de expansio´n y aclarado, mediante la conservacio´n de las estructuras finas
en el volumen de datos.
3.5.3. OCT gastrointestinal
En el caso de OCT en tractograf´ıa se aprovecho´ el hecho de que NL-Means-OCT
preserva estructuras finas por sus ventanas de similaridad cu´bicas. En OCT en gas-
troenterolog´ıa, el problema que sufren los datos esta´ relacionado con movimientos
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(a) Regio´n de la proyeccio´n en-face ruidosa. (b) Regio´n de la proyeccio´n en-face filtrada.
(c) Proyeccio´n en-face ruidosa.
(d) Proyeccio´n en-face filtrada.
Figura 3-12: Proyecciones en-face con los datos del cerebro del rato´n.
aleatorios producidos por fuentes externas al sistema o´ptico, tales como las contrac-
ciones musculares durante la respiracio´n, o el palpito del corazo´n. Esta vez se pretende
aprovechar las caracter´ısticas no locales del algoritmo, particularmente, porque co´mo
se observo´ en la retina, no hay una dependencia entre el filtrado y el movimiento
aleatorio en los datos. Particularmente en gastroenterolog´ıa, los desplazamientos que
posean los datos son dif´ıciles de corregir, ya que su naturaleza es ba´sicamente alea-
toria y no es fa´cil de modelar matema´ticamente. Sin embargo, hay pequen˜as causas
de movimiento en los datos como la distorsio´n rotacional no uniforme (NURD: non-
uniform rotational distortion) [38] que se debe a la rotacio´n de la fibra o´ptica en el
cate´ter, aun as´ı, no todos los problemas pueden ser corregidos.
Ahora bien, otra caracter´ıstica diferenciadora que tiene OCT gastrointestinal, es
que la resolucio´n en las tres direcciones puede ser bastante diferente, es decir, que
mientras en la direccio´n Z es t´ıpicamente de ≈ 7µm, en X de ≈ 15µm y en y de ≈
50µm. Para poder obtener un filtrado satisfactorio en este tipo de datos, fue necesario
modificar NL-Means-OCT para trabajar con ventanas de similaridad y de bu´squeda
anisotro´picas, de forma que permitiese la seleccio´n preferencia de aquellas direcciones
en donde la resolucio´n es mayor. Con esto, se filtro´ un volumen de 732×4096×150 con
datos provenientes del eso´fago de un paciente, en este caso, el tiempo de procesamiento
total fue de 124,7 horas, y se emplearon los siguientes para´metros: taman˜o de la
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ventana de bu´squeda W = 13× 17, taman˜o de los cubos de similaridad ∆ = 7× 9× 5
y para´metro h = 13. El taman˜o de la ventana de bu´squeda se escogio´ de manera
tal que se privilegia la direccio´n X, ya que en esta es la mayor dimensio´n; el taman˜o
de la ventana de similaridad, por su parte, fue escogido para dar ma´s peso a las
direcciones en donde la resolucio´n es mayor. La seleccio´n de estos para´metros podr´ıa
realizarse mejor si se realizara un algoritmo que determine el taman˜o de las ventanas
de similaridad en funcio´n del taman˜o del speckle volume´trico, esto se propone como
trabajo futuro.
El resultado del filtrado de los datos provenientes de OCT gastrointestinal se
presenta en la Fig. 3-13. La Fig. 3-13(a) es una regio´n de intere´s que permite comparar
fa´cilmente el resultado contra la imagen filtrada en la Fig. 3-13(b). La Fig. 3-13(c) es
un escaneo tipo B del eso´fago entero, mientras que la Fig. 3-13(d) es la correspondiente
filtrada. Las ima´genes filtradas muestran nuevamente co´mo el algoritmo preserva
aquellas estructuras de intere´s, aunque se percibe una particularidad en este tipo
de datos en la parte inferior de las ima´genes. En estos lugares, la imagen pareciera
ser borrosa, esto se debe a que esa regio´n se encuentra por fuera de la zona focal
del sistema, y por ende, aparecen como una regio´n desenfocada. Adema´s de esto,
la presencia de estructuras perio´dicas que aparece en la imagen filtrada, se debe
al taman˜o del speckle con el cual se forma imagen (speckle portador de sen˜al). Se
concluye entonces, que aun con el movimiento que este tipo de aplicaciones puede
experimentar, NL-Means-OCT puede realizar un filtrado que es independiente de
los desplazamientos aleatorios que haya entre los datos, ya que finalmente, lo que se
busca son aquellas ventanas de similaridad cuya distribucio´n sea similar para realizar
el filtrado.
Las pruebas realizadas con ventanas de bu´squeda cuyo taman˜o en una direccio´n
era mucho ma´s grande que en la otra, mostraron la presencia de l´ınea en la direccio´n
preferencial, esto es l´ıneas verticales en el caso de que Z >> X, o l´ıneas horizontales
cuando X >> Z, similares a las comparadas en la proyeccio´n en-face para los datos
de la retina (Seccio´n 3.5.1).
124 CAPI´TULO 3. SUPRESIO´N DEL RUIDO POR SPECKLE EN IMA´GENES DE OCT
(a) Imagen ruidosa en una regio´n de intere´s. (b) Imagen filtrada en un regio´n de intere´s.
(c) Imagen ruidosa.
(d) Imagen filtrada.
Figura 3-13: Ima´genes filtradas en el caso de datos provenientes de un sistema de
OCT gastrointestinal.
Referencias
[1] J. Goodman. Speckle phenomena in optics: Theory and applications. H. W.
Freeman, 2010. 88, 89, 90
[2] J. Dainty. Laser speckle and related phenomena. Springer, 2 edition, 1975. 88
[3] J. Goodman. Some fundamental properties of speckle. J. Opt. Am, 66(11):1145–
1150, 1976. 88, 91
[4] C. Deledalle, L. Denis, F. Tupin, A. Reigber, and M. Ja¨ger. Nl-sar: A uni-
fied nonlocal framework for resolution-preserving (pol)(in)sar denoising. IEEE
transactions on geoscience and remote sensing, 53(4):2021–2038, 2015. 91
[5] S. Kalaivani and R. Wahidabanu. A view on despeckling in ultrasound ima-
ging. International journal of signal processing: image processing and pattern
recognition, 2(3):85–98, 2009. 91
[6] E. Sidky and X. Pan. Image reconstruction in circular cone-beam compu-
ted tomography by constrained, total-variation minimization. Phys. Med. Biol,
53:4777–4807, 2008. 91
[7] A. Pizurica, A. Wink, E. Vansteenkiste, W. Philips, and J. Roerdink. A review of
wavelet denoising in mri and ultrasound brain imaging. Current medical imaging
reviews, 2(2):247–260, 2006. 91
[8] J. Schmitt, S. Xiang, and K. Yung. Speckle in optical coherence tomography.
Journal of Biomedical Optics, 4(1):95–105, 1999. 91, 92, 93, 95, 96
126 REFERENCIAS
[9] J. Lee and I. Jurkevich. Speckle filtering of synthetic apertura radar images: a
review. Remote sensing reviews, 28:313–340, 1994. 92
[10] K. Lu, N. He, and L. Li. Nonlocal means-based denoising for medical images.
Hindawi Publishing Corporation, 2012(438617):1–7, 2011. 92, 111
[11] D. Adler, T. Ko, and J. Fujimoto. Speckle reduction in optical coherence to-
mography images by use of a spatially adaptive wavelet filter. Optics Letters,
29(24):2878–2880, 2004. 92
[12] M. Mayer, A. Borsdorf, M. Wagner, J. Hornegger, C. Mardin, and R. Tornow.
Wavelet denoising of multiframe optical coherence tomography data. Biomedical
Optics Express, 3(3):572–589, 2012. 92
[13] L. Fang, S. Li, Q. Nie, J. Izatt, C. Toth, and S. Farsiu. Sparsity based denoising of
spectral domain optical coherence tomography images. Optics Express, 3(5):927–
942, 2012. 92
[14] H. Yu, J. Gao, and A. Li. Probability-based non-local means filter for spec-
kle noise suppression in optical coherence tomography images. Optics Letters,
41(5):994–997, 2016. 92, 93, 98
[15] Z. Jian, Z. Yu, L. Yu, B. Rao, Z. Chen, and B. Tromberg. Speckle attenua-
tion in optical coherence tomography by curvelet shrinkage. Optics Letters,
34(10):1516–1518, 2009. 92
[16] J. Xu, H. Ou, E. Lam, P. Chui, and K. Wong. Speckle reduction of retinal
optical coherence tomography based on contourlet shrinkage. Optics Letters,
38(15):2900–2903, 2013. 92
[17] D. Xu, N. Vaswani, Y. Huang, and J. Kang. Modified compressive sensing optical
coherence tomography with noise reduction. Optics Letters, 37(20):4209–4211,
2012. 92
REFERENCIAS 127
[18] L. Fang, S. Li, R. McNabb, Q. Nie, A. Kuo, C. Toth, J. Izatt, and S. Farsiu.
Fast acquisition and reconstruction of optical coherence tomography images via
sparse representation. IEEE transactions on medical imaging, 32(11):2034–2049,
2013. 92, 93
[19] L. Fang, S. Li, X. Kang, J. Izatt, and S. Farsiu. 3-d adaptive sparsity based
image compression with applications to optical coherence tomography. IEEE
transactions on medical imaging, 34(6):1306–1320, 2015. 92, 93
[20] K. Cheng, E. Lam, B. Standish, and V. Yang. Speckle reduction of endovascular
optical coherence tomography ysung a generalized divergence measure. Optics
Letters, 37(14):2871–2873, 2012. 93
[21] A. Baudes, B. Coll, and J. Morel. A review of image denoising algorithms, with
a new one. Multiscale modeling and simulation, 4(2):490–530, 2005. 93, 98, 99,
101, 102, 104
[22] C. Deledalle, L. Denis, and F. Tupin. Iterative weighted maximum likelihood
denoising with probabilistic patch-based weights. IEEE Transactions on Image
Processing, 18(12):2661–2672, 2009. 93, 102, 103, 104, 111
[23] M. Bashkansky and J. Reintjes. Statistics and reduction of speckle in optical
coherence tomography. Opt. Lett., 25(8):545–547, 1999. 95
[24] C. Oliver and S. Quegan. Understanding Synthetic Aperture Radar Images. Sci-
tech publishing, 2004. 97
[25] A. Moreira, P. Prats-Iraola, M. Younis, G. Krieger, I. Hajnsel, and K. Papatha-
nassiou. A tutorial on synthetic aperture radar. IEEE geoscience and remote
sensing magazine, 13:6–43, March 2013. 97
[26] L. Novak and M. Burl. Optimal speckle reduction in polarimetric sar imagery.
International journal of remote sensing, 26(2):293–305, 1990. 98
128 REFERENCIAS
[27] A. Lopes, E. Nezry, R. Touzi, and H. Laur. Structure detection and statistical
adaptive speckle filtering in sar images. International journal of remote sensing,
14(9):1735–1758, 2010. 98
[28] A. Lucas, O. Aharonson, C. Deledalle, A. Hayes, R. Kirk, and E. Howington-
Kraus. Insights into titan’s geology and hydrology based on enhanced image
processing of cassini radar data. Geophys. Res. Planets, 119:2149–2166, 2014.
98
[29] J. Mairal, F. Bach, J. Ponce, and G. Sapiro. Non-local sparse models for image
restoration. Computer vision, 2009 IEEE 12th International Conference on,
2009:1–8, 2009. 101
[30] M. Mahmoudi and G. Sapiro. Fast image and video denoising via nonlocal means
of similar neighborhoods. IEEE signal processing letters, 12(12):839–542, 2005.
101
[31] C. Kervrann, J. Boulanger, and P. Coupe´. Bayesian non-local means filter, image
redundancy and adaptive dictionaries for noise removal. Scale space and variation
methods in computer vision, 4485:520–532, 2007. 101
[32] Y. Liu, J. Wang, X. Chen, Y. Guo, and Q. Peng. A robust and fast non local
means algorithm for image denoising. Journal of computer science and techno-
logy, 23(2):270–279, 2008. 101
[33] P. Coupe´, P. Yger, S. Prima, P. Hellier, C. Kervrann, and C. Barillot. An
optimized blockwise nonlocal means denoising filter for 3-d magnetic resonance
images. IEEE Transactions on medical imaging, 27(4):425–441, 2008. 101
[34] J. Polzehl and V. Spokoiny. Prpagation-separation approach for local likelihood
estimation. Probab. theory related fields, 135(3):335–362, 2006. 103
[35] X. Zhand, G. Hou, J. Ma, W. Yang, B. Lin, Y. Xu, W. Chen, and Y. Feng.
Denoising mr images using non-local means filter with combined patch and pixel
similarity. PLoS ONE, 9(6):1–12, 2014. 104
REFERENCIAS 129
[36] K. Vermeer, J. Mo, J. Weda, H. Lemij, and J. de Boer. Depth-resolved model-
based reconstruction of attenuation coefficients in optical coherence tomography.
Biomedical Optics Express, 5(1):322–337, 2013. 108, 109
[37] K. Liand, O. Ahsen, H. Lee, Z. Wang, B. Potsaid, M. Figueiredo, V. Jayaraman,
A. Cable, Q. Huand, H. Mashimo, and J. Fujimoto. Volumetric mapping of
barrett’s esophagus and dysplacia with en-face optical coherence tomography
tethered capsule. Am. J. Gastroenterol., 111(11):1664–1666, 2016. 116
[38] N. Uribe-Patarroyo and B. Bouma. Rotational distortion correction in endoscopic
optical coherence tomography based on speckle decorrelation. Optics Letters,
40(23):5518–5521, 2015. 116, 122
[39] M. Kraus, B. Potsaid, M. Mayer, R. Bock, B. Baumann, J. Liu, J. Hornegger,
and J. Fujimoto. Motion correction in optical coherence tomography volumes on
a per a-scan basis using orthogonal scan patterns. Biomedical Optics Express,
3(6):1182–1199, 2012. 116
[40] P. Basser, S. Pajevi, C. Pierpaoli, J. Duda, and A. Aldroui. In vivo fiber trac-
tography using dt-mri data. Magnetic resonance in medicine, 44:625–632, 2000.
118
[41] K. Chung, J. Wallace, S. Kim, S. Kalyanasundaram, A. Andalman, T. David-
son, J. Mirzabekov, K. Zalacusky, J. Mattis, A. Denisin, S. Pak, H. Bernstein,
C. Ramakrishnan, L. Grosenick, V. Gradinaru, and K. Deisseroth. Structural
and molecular interrogration of intact biological systems. Nature, 497:332–339,
2013. 118
[42] T. Ku, J. Swaney, J. Park, A. Albanese, E. Murray, J. Cho, Y. Park, V. Mange-
na, J. Chen, and K. Chung. Multiplexed and scalable super-resolution imaging
of three-dimensional protein localization in size-adjustable tissues. Nature Bio-
technology, 34:973–981, 2016. 119
130 REFERENCIAS
[43] J. Chang, F. Chen, Y. Yoon, E. Juand, H. Babcock, J. Kand, S. Asano, H. Suk,
N. Pak, P. Tillberg, A. Wassie, D. Cai, and E. Boyden. Iterative expansion
microscopy. Nature Methods, 2017:1–7, 2017. 119
Cap´ıtulo 4
Estabilizacio´n de la fase en OCT
Uno de los problemas que se puede dar en la adquisicio´n de datos con OCT
esta´ relacionado con la falta de sincron´ıa en los sensores y actuadores. Este tipo
de problema afecta principalmente la fase, que es importante en aplicaciones que
cuantifican flujo mediante OCT. Este cap´ıtulo aborda uno de los problemas ma´s
comunes en los sistemas de OCT que emplean fuentes de barrido, y propone un me´todo
de solucio´n que se basa en la interpretacio´n del problema como una optimizacio´n.
Para esto, el cap´ıtulo se divide en cinco secciones en las que se abordara´n los
siguientes temas: En la Seccio´n 4.1 se retomara´n los conceptos ba´sicos detra´s de OCT
con fuente de barrido, en donde uno de los problemas ma´s comunes tiene que ver
con la falta de sincron´ıa entre sus componentes, esta dificultad sera´ tratada a fondo
en la Seccio´n 4.2. Entendiendo el problema, se planteara´ una posible solucio´n en la
Seccio´n 4.3, y describira´ el algoritmo, sus principios y las simulaciones en la Sec-
cio´n 4.4. Finalmente, se discutira´n los primeros resultados experimentales obtenidos
con el me´todo propuesto en la Seccio´n 4.5.
4.1. OCT con fuente de barrido (OFDI)
OCT con fuente de barrido (SSOCT: swept-source optical coherence tomography),
conocido tambie´n como imagen o´ptica en el dominio frecuencial (OFDI: optical fre-
quency domain imaging), emplea una fuente de luz sintonizable para producir la
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interferencia entre el haz de referencia y la luz retroreflejada por la muestra, captu-
rando el patro´n de interferencia a trave´s de las componentes espectrales de la fuente,
razo´n por la cual no es necesario desplazar el espejo de referencia. La fuente sintoni-
zable tiene la caracter´ıstica de realizar barridos espectrales con un ancho de banda
instanta´neo angosto a lo largo de todo el espectro, por lo que se le conoce tambie´n
como fuente de barrido. El ancho de banda instanta´neo corresponde al taman˜o de
la l´ınea espectral que tiene la fuente mientras se realiza el barrido por las distintas
componentes espectrales, de tal modo que la interferencia producida en cada instante
del barrido se considera localmente coherente, pues la l´ınea espectral instanta´nea en
general es mucho ma´s pequen˜a que el espectro total de la fuente [1–3].
En OFDI no es necesaria la deteccio´n con un espectro´metro a diferencia de OCT
en el dominio espectral, puesto que las componentes espectrales del patro´n de interfe-
rencia se encuentran codificadas sobre el barrido, en consecuencia, la sen˜al se captura
en un fotodetector como una funcio´n dependiente del tiempo sobre el periodo que
tarda la fuente en realizar el recorrido por todo el espectro [3]. Es necesario enton-
ces relacionar el instante de captura del detector con el nu´mero de onda instanta´neo
emitido por la fuente, la cual se espera que siga una relacio´n lineal con respecto al
tiempo [4]. Como el nu´mero de onda k(t) del patro´n de interferencia registrado por
el fotodetector sigue un relacio´n lineal con el tiempo t, se puede describir como
k(t) = k0 +
∆k
∆t
t, (4.1)
donde k0 es el nu´mero de onda inicial del espectro de la fuente, ∆k es el ancho de
banda del nu´mero de onda y ∆t es el periodo de barrido, inversamente proporcional
a la frecuencia de la fuente. Al ser el ancho de banda espectral de la fuente finito, la
profundidad de penetracio´n ma´xima zmax se encuentra limitada por las caracter´ısticas
del espectro, siendo esta
zmax =
λ20
4δλ
, (4.2)
donde λ0 es la longitud de onda central (λ0 = 2pi/k0), δλ = ∆λ/Ns es el intervalo de
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muestreo de la longitud de onda, ∆λ es la anchura a la mitad del ma´ximo del espectro
(FWHM), y Ns es el nu´mero de muestras del espectro en ∆λ. El intervalo de muestreo
δλ debe ser ma´s pequen˜o que el ancho de banda instanta´neo de la fuente, ya que de
lo contrario, la funcio´n de coherencia decaer´ıa con la profundidad, limitando el rango
de penetracio´n [3].
OFDI es una de las te´cnicas de captura de datos ma´s comunes para OCT [5, 6]
dado que posee una alta tasa de adquisicio´n, mayor a 50kHz por lo que es capaz
de producir ma´s de 100 ima´genes por segundo, adicionalmente, tiene una alta sen-
sibilidad del orden de −120dB, y una relacio´n sen˜al-ruido baja al capturar todas
las profundidades de manera simulta´nea, vie´ndose menos afectado por movimientos
durante la adquisicio´n. Sin embargo, algunos de los problemas ma´s comunes que se en-
cuentran en OFDI esta´n relacionados con la sincronizacio´n requerida entre el sistema
de captura de datos y la fuente de barrido [4], e´stos afectan principalmente aquellas
aplicaciones en donde la fase juega un papel fundamental, y como se menciono´ en la
Seccio´n 1.4, hay aplicaciones de OCT que dependen altamente de variaciones en la
fase, que es donde aparecen los efectos de la baja sincron´ıa y estabilidad de la fase.
4.2. Sincronizacio´n y estabilidad de fase en OFDI
Debido a que la adquisicio´n de datos en los sistemas de OCT en el dominio de
Fourier se realiza de manera espectral, es necesario realizar transformadas de Fourier
para relacionarlos con el dominio espacial. Como las transformadas de Fourier evalu´an
funciones complejas, los datos en el dominio espacial registrados con OFDI poseen
valores complejos, con una amplitud y una fase asociadas. Esta caracter´ıstica permite
que algunas aplicaciones de OCT como OCT Doppler cuantifiquen flujo a trave´s del
sensado de las variaciones de fase con respecto al tiempo entre l´ıneas A sucesivas,
lo cual es posible a trave´s del efecto Doppler que induce el flujo sobre el haz [7]. La
estabilidad de la fase se convierte entonces en una de las prioridades para aquellas
aplicaciones en las que se desea obtener informacio´n confiable de cambios que solo
pueden medirse a trave´s de la fase.
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El problema de la estabilidad surge a causa de la sintonizacio´n que debe hacer la
fuente de barrido en el espacio de los nu´meros de onda (espacio k), en donde no hay
un muestreo lineal sobre el espectro, y por ende, se puede dar una reduccio´n en la
resolucio´n espacial del sistema [8]. Una solucio´n para evadir este inconveniente, es que
el fotodetector tenga un muestreo con intervalos de tiempo no uniformes, de manera
que los datos en el detector se adquieran uniformemente con el muestreo del espacio
k durante todo el proceso de toma de datos. Pese a ello, si hay una falta de sincron´ıa
entre el detector y la fuente se podr´ıan tener variaciones en la medida de la fase que
degradan la sensibilidad de la te´cnica [3].
La inestabilidad de fase en OFDI puede ser causada tambie´n por una variacio´n
ra´pida (jitter) en la sincronizacio´n entre la fuente y el sistema de adquisicio´n de
datos. Este jitter es un retraso de tiempo aleatorio entre la sen˜al de disparo (trigger)
y el momento inicial de captura de datos, la incertidumbre en el tiempo de muestreo
produce diferencias en el nu´mero de onda inicial para cada ciclo de la fuente [9, 10].
Aunque los retrasos en la sen˜al sean pequen˜os, hay un impacto importante en la fase
del espectro capturado y en la tasa de muestreo, manifesta´ndose en la medida como
una diferencia de fase dependiente de la profundidad (una pendiente) en conjunto con
un corrimiento aleatorio de fase entre cada una de las l´ıneas A (offset) [11]. Ahora bien,
si la fuente de barrido posee componentes meca´nicos tiende a tener una estabilidad
de fase incluso menor, ya que comparada con una fuente sin parte meca´nicas hay
ma´s causas de error [12]. En aquellas fuentes donde elementos meca´nicos realizan el
barrido, el jitter puede darse por la acumulacio´n de momento que deriva en histe´resis
y desv´ıos indeseados, o por inestabilidades en el entorno tales como vibraciones.
Cuando un volumen de datos provenientes de OFDI se encuentre alterado a causa
de la falta de sincron´ıa entre el fotodetector y la fuente de barrido, se le denomina
tomograma corrupto, ya que hay una corrupcio´n inducida en el mapa de fase medido.
Pese a que este problema se encuentra presenta en casi todas las aplicaciones de
OFDI, son pocos los algoritmos existentes que permiten mejorar la estabilidad en la
fase por medio de me´todos nume´ricos o de posprocesamiento [4, 10, 11, 13]. Nuestro
objetivo es proponer una metodolog´ıa que permita ayudar con la estabilizacio´n de la
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fase en datos obtenidos por medio de OFDI y que presentan una corrupcio´n en la fase
por las causas descritas.
4.2.1. Caracter´ısticas de los tomogramas con corrupcio´n de
fase
La corrupcio´n en la fase de un tomograma se relaciona con la falta de sincron´ıa
entre la sen˜al de disparo de la fuente y el inicio de captura de datos desde el detector.
Como consecuencia de esto, hay un corrimiento aleatorio en la fase que no es evidente
cuando se trabaja u´nicamente con la amplitud o la intensidad del tomograma. Si bien
los espec´ımenes biolo´gicos analizados con OFDI se caracterizan por tener una fase
aleatoria, las mediciones sensibles a la fase requieren de una alta estabilidad durante
la captura de los datos. Para ejemplificar el efecto que tiene sobre el tomograma
la presencia de corrupcio´n en la fase se realizo´ una simulacio´n de un volumen de
datos con 160× 256× 256 elementos, siendo las dimensiones respectivas (Z,X, Y). La
simulacio´n se basa en el muestreo que realiza un sistema de OFDI y funciona a partir
del siguiente esquema:
Paso 1: Se define un volumen a escanear, tomando en consideracio´n los taman˜os f´ısicos
y las caracter´ısticas de la fuente de barrido.
Paso 2: Se establece el porcentaje del volumen que estara´ ocupado por centros disperso-
res que formara´n el speckle portador de sen˜al y el speckle degradador de sen˜al,
por ejemplo 1 % del volumen ocupado por centros dispersores indica una va-
riacio´n en el ı´ndice de refraccio´n bajo y por ende, una muestra relativamente
homoge´nea; mientras que un 20 % quiere decir que la muestra es altamente
inhomoge´nea.
Paso 3: Se asignan posiciones aleatorias a cada uno de los centros dispersores del volu-
men, y a continuacio´n se an˜aden regiones homoge´neas alrededor de algunos de
los centros dispersores, formando los objetos a medir.
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Paso 4: Se asigna de una reflectividad superior a aquellos puntos del volumen donde
se encuentran los objetos, al haber mu´ltiples centros dispersores se dara´ la
formacio´n de speckle en todo el volumen, pero en aquellas regiones donde se
encuentran los objetos la reflectividad sera´ mayor, hacie´ndose e´stos visibles.
Paso 5: Se realiza el muestreo del espectro en el espacio k, asumiendo que e´ste es lineal
en la sen˜al de OFDI, esto es, generar la funcio´n dependiente del tiempo que
registra el detector del espacio k.
Paso 6: Para cada una de las l´ıneas A que conforman el volumen, calcular la sen˜al de
OFDI producida por los centros dispersores y por el espectro de la fuente, a
partir de la sen˜al planteada en la Eq. 2.9.
Paso 7: Obtener la transformada de Fourier de cada l´ınea A en el volumen para retornar
la sen˜al en el dominio espacial.
Paso 8: Si se desea an˜adir elementos de corrupcio´n, adicionar una pendiente y un offset
en la fase de la sen˜al en el dominio espacial, o convolucionar el espectro con una
funcio´n delta que representa el corrimiento en el nu´mero de onda muestreado.
En la Fig. 4-1 se presenta una simulacio´n de los datos capturados por un sistema de
OFDI. La intensidad del campo simulado se muestra en la Fig. 4-1(a), en donde se han
ubicado 12 cilindros, como tener una corrupcio´n en la fase no modifica la amplitud,
se espera que independiente de la fase que se imponga no haya una variacio´n en la
intensidad medida. En el caso de un sistema de OCT con fuente de barrido, la fase
obtenida por medio de transformadas de Fourier representa la fase aleatoria t´ıpica de
los tejidos, pero con un comportamiento relativamente suave, como se presenta en la
Fig. 4-1(b). Sin embargo, cuando hay corrupcio´n a causa de la falta de sincron´ıa, como
se ilustra en la Fig. 4-1(c), la estructura de la fase [Fig. 4-1(b)] se pierde, y aparecen
variaciones aleatorias en la direccio´n z (verticales) causadas por la dependencia de la
fase con la profundidad (pendiente) y su inicio aleatorio (offset) entre l´ıneas A.
Ahora bien, la corrupcio´n de fase no se hace evidente en las ima´genes que se
muestran en el dominio espacial, ya que la intensidad no depende de la fase. No
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(a) Intensidad. (b) Fase normal. (c) Fase corrupta.
Figura 4-1: Comparacio´n de una imagen simulada de OCT con fase normal y fase
corrupta. (a) Intensidad del campo, (b) fase normal y (c) fase corrupta por problemas
de sincronizacio´n.
obstante, deben presentarse diferencias entre el tomograma normal y el corrupto si
se toman transformadas de Fourier, puesto que e´stas son sensibles ante la fase del
campo complejo. En el caso del tomograma normal, su transformada de Fourier debe
seguir teniendo las caracter´ısticas del espectro capturado por OFDI antes de realizar
imagen, es decir, si no hay corrupcio´n cada l´ınea A que conforma el volumen debe
seguir teniendo las propiedades espectrales del haz con el cual se realizo´ la captura,
esto se ilustra en la Fig. 4-2. La distribucio´n espectral del tomograma debe entonces
continuar siendo una funcio´n gaussiana, similar a la que empleo´ para capturar los
espectros que conforman el tomograma, por lo tanto, tomar la transformada de Fourier
en-face del tomograma debe producir una funcio´n gaussiana reescalada similar a la
empleada como iluminacio´n. En todos estos casos se empleo´ una ventana Hann o
Hanning antes de tomar la transformada de Fourier para evitar la aparicio´n de l´ıneas
verticales y horizontales por el taman˜o finito de la imagen.
Si el volumen fue capturado bajo las mismas condiciones de iluminacio´n, se espera
que cada plano en-face (XY) tenga las caracter´ısticas de la distribucio´n gaussiana que
sigue el haz, como lo muestra la Fig. 4-2(a) proveniente de la transformada Fourier
de uno de los planos XY del volumen, en donde se observa que el espectro de potencia
(PS: power spectrum, mo´dulo cuadrado de la transformada de Fourier) del tomograma
no corrupto sigue una distribucio´n gaussiana, si se realizaran transformaciones para
todos los planos XY en las profundidades todos ellos seguira´n esta misma distribucio´n.
Por otro lado, cuando hay elementos de corrupcio´n de fase, la distribucio´n que posee
el haz en la transformada se pierde dado que hay una alteracio´n aleatoria de la fase,
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como se puede apreciar en la Fig. 4-2(b), en donde la corrupcio´n de fase ha hecho que
el PS en XY aparezca como alta frecuencias distribuidas aleatoriamente.
(a) PS para un
plano XY.
(b) PS para un
plano XY corrupto.
(c) PS para un
plano XY con co-
rrupcio´n parcial.
(d) Promedio de
los PS limpias en
XY.
(e) Promedio de
los PS corruptas
en XY.
Figura 4-2: Comparacio´n de los PS cuando el tomograma esta´ corrupto. (a) PS
producido por un solo plano XY limpio, (b) PS obtenido en un solo plano XY corrupto,
(c) PS generado por una corrupcio´n parcial en la fase,(d) PS promedio del tomograma
limpio, y (e) PS promedio del tomograma corrupto.
Si el error en la fase causado por el mapa de corrupcio´n esta´ en el orden de los mili-
radianes, hay una pe´rdida de informacio´n al observar el PS en XY, apareciendo como
frecuencias altas que no corresponde con la informacio´n proveniente de la muestra
[Fig. 4-2(c)]. Por u´ltimo, si no hay corrupcio´n, puesto que todos los planos XY del
volumen poseen informacio´n sobre el sistema, el PS promedio de todos ellos obtenido
es una distribucio´n similar que muestra un haz gaussiano definido, como se ejempli-
fica en la Fig. 4-2(d), pero cuando hay corrupcio´n en la fase, esta relacio´n se pierde
completamente y lo que se obtiene es una distribucio´n de frecuencias aleatorias al
realizar el promedio, como lo presenta la Fig. 4-2(e).
La dependencia que hay entre el PS del sistema con respecto a la corrupcio´n de
fase debe ser posible de utilizar para caracterizar el mapa de corrupcio´n que ha sido
inducido en el volumen de datos. La idea es emplear esta informacio´n junto con la
modelacio´n que describe el mapa de corrupcio´n en fase para recuperar el tomograma
sin corrupcio´n, o equivalentemente el mapa de corrupcio´n, a partir de un algoritmo
similar al utilizado en el enfoque de haces coherentes en medios turbios, planteando
para ello un problema de optimizacio´n.
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4.3. Propuesta para la estabilizacio´n de la fase por
posprocesamiento
Como se menciono´ anteriormente, la propuesta para la estabilizacio´n de la fase
consiste de dos componentes, por un lado, elementos que se han utilizado en el enfoque
de haces coherentes que se propagan a trave´s de medios turbios, y por otra parte,
en el planteamiento del problema de la fase como una optimizacio´n, conociendo las
caracter´ısticas del volumen de datos normal y corrupto en OFDI. A continuacio´n, se
analizara´n y describira´n estos dos conceptos.
4.3.1. Enfocado de haces coherentes en medios turbios
En los medios turbios o medios altamente esparsivos y dispersivos, un haz de luz
incidente es esparcido a trave´s del medio formando un patro´n de speckle volume´trico
que no posee correlacio´n alguna en una distancia mayor a una longitud de onda. El
problema se encuentra en que el patro´n de speckle producido por el medio turbio
no posee un punto focal medible a la salida del sistema [14, 15], no obstante, si se
modula el frente de onda del haz antes de ingresar al medio turbio, es posible obtener el
patro´n de modulacio´n o el cambio de fase necesario para producir un enfoque del haz.
Vellekoop et. al. [14] plantearon un me´todo para enfocar un haz que se propaga por
un medio turbio, empleando un modulador espacial de luz para inducir un desfase
en el haz a la entrada del sistema, y por ende, un enfoque a la salida de e´ste. El
principio de su propuesta es que un haz enfocado produce una intensidad focal 1000
veces ma´s grande que cuando el frente de onda no ha sido modulado. Mediante una
optimizacio´n simulta´nea entre el haz enfocado, capturado por una ca´mara CCD y
los niveles de gris en el modulador, los autores fueron capaces de encontrar una fase
para cada uno de los 3228 puntos en los cuales se encontraba dividido el modulador,
ya que cada uno de ellos produc´ıa un punto focal aproximadamente 200 veces ma´s
fuerte que el haz no enfocado. La idea de este algoritmo es obtener la fase que produce
el mejor enfoque del haz y que corresponde a las variaciones globales que induce el
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medio turbio a trave´s de medidas de la intensidad luego del enfoque.
Considerando que en los medios turbios cada punto de la fase aporta de manera
individual al enfoque del haz ya que no hay dependencia con respecto a un vecino, cada
uno de los elementos del modulador espacial de luz contribuye de manera individual
hasta una intensidad ma´xima de mejora. El proceso de optimizacio´n se basa entonces
en que el campo transmitido en la muestra Em, es una combinacio´n lineal de los
campos incidentes desde los N segmentos del modulador, de la siguiente manera
Em =
N∑
n=1
tmnAne
iφn , (4.3)
donde An y φn son la amplitud y la fase de luz del segmento n. El esparcimiento
que experimenta la luz al pasar por la muestra y propagarse por el sistema o´ptico
se describe a trave´s de los elementos tmn. Si los te´rminos de Em en la Eq. 4.3 se
encuentran en fase, entonces, la magnitud del campo transmitido sera´ ma´xima. La
fase de cada segmento, se determina mediante una variacio´n c´ıclica entre 0 y 2pi en
un proceso iterativo hasta que se obtiene un valor ma´ximo para Em.
La idea de la implementacio´n de este algoritmo al caso de corrupcio´n en fase
por inestabilidad en OCT, surge entonces como un ana´logo al enfoque en medios
turbios planteado por Vallekoop et. al. [14]. La propuesta es aplicar los conceptos del
enfoque, pero comprendiendo que en el caso de OCT deben haber algunas variaciones
en el planteamiento del algoritmo, ya que en lugar de modelar la fase que produce el
mejor enfoque, buscaremos aquella pendiente y aquel offset que aproximan el PS del
tomograma corrupto a aquel producido por un sistema sin corrupcio´n, entendiendo
este problema como el enfoque del tomograma corrupto.
4.4. Algoritmo propuesto
Como se presento´ en la Seccio´n 4.2.1, si la corrupcio´n en la fase del tomograma
es parcial [Fig. 4-2(c)] el PS producido por cada plano XY, y por consiguiente, el
PS promedio tienden a ser como aquel PS cuando el tomograma no esta´ corrupto
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[Fig. 4-2(d)]. Sabemos tambie´n que el offset y la pendiente en la fase de cada una
de las l´ıneas A del volumen corrupto son diferentes, pero son las misma para todos
los puntos z de la l´ınea A. En el caso de enfoque en medios turbios, si se encuentra
la fase global que introduce el medio en cada uno de los puntos del modulador, se
mejora altamente la intensidad de enfoque; en el caso de OCT, cuando el tomograma
esta´ corrupto, el PS promedio que produce pierde completamente la forma gaussiana,
sin embargo, si es posible encontrar una combinacio´n pendiente-offset y aplicar su
inversa al tomograma corrupto, debe ser viable recuperar el PS del tomograma que
no tiene corrupcio´n. Por lo tanto, partiendo de conocer que las l´ıneas A con un offset
y una pendiente producen un PS con altas frecuencias aleatorias, tendr´ıa que ser
factible encontrar la combinacio´n correspondiente para cada l´ınea A que produce el
PS correcto. Bajo este principio e inspirados en la propuesta de Vallekoop et. al. [14],
se propone un algoritmo que evalu´a el offset y la pendiente en cada una de las l´ıneas
A que conforman el tomograma corrupto, a fin de que a trave´s del PS promedio se
recupere el mapa de corrupcio´n.
Durante la adquisicio´n de datos de un tomograma a trave´s de OFDI, se realiza
la medicio´n de un conjunto de N espectros Sn(k) que se encuentran corruptos por
la falta de sincronizacio´n entre el trigger de la fuente y el sistema de adquisicio´n
de datos. El ı´ndice n denota la l´ınea A correspondiente capturada, por lo tanto,
S1(k) sera´ el primer espectro que es la referencia global para los espectros siguientes
S2(k),S3(k), . . . ,SN(k), adema´s, cada l´ınea A tiene un muestreo de M puntos. En este
orden de ideas, se puede relacionar a M y N con la cantidad de puntos o muestras
en la direccio´n z y en las direcciones laterales xy respectivamente. Para obtener el
tomograma en el dominio espacial, es necesario tomar la transformada de Fourier
Fn(z) de cada uno de los espectros que conforman el volumen, de manera que Fn(z) se
relaciona con Sn(k) por una transformada de Fourier Fz
{
Sn(k)
}
= Fn(z), el ı´ndice z
de la transformada indica que esta se realiza sobre la direccio´n z. Debido a la influencia
de la sincron´ıa en la captura de los espectros, el tomograma sin corrupcio´n F∗n(z) y su
espectro S∗n(k) son completamente desconocidos, pero el tomograma sin corrupcio´n
se relaciona con el corrupto por la presencia de un offset ϕn y una pendiente ξn (que
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depende de la profundidad) aleatoria para cada l´ınea A, entonces, se puede describir
el tomograma corrupto a partir del no corrupto como
Fn(z) = F
∗
n(z)e
i2piz ξnM ei2piϕn , (4.4)
donde i es la unidad imaginaria. Como la pendiente que se introduce puede tener un
valor cualquiera su rango sera´ 0 6 ξn <∞, mientras que el offset es una caracter´ısti-
ca c´ıclica que indica el momento de inicio de adquisicio´n, por ende se define en el
intervalo 0 6 ϕn < 1. En la Eq. 4.4 el aporte de la pendiente ξn esta´ relacionado
con la dependencia de la fase con la profundidad, mientras que el offset φn es un
valor constante que produce un desfase de la l´ınea A. No´tese que la amplitud de los
tomogramas relacionados en la Eq. 4.4 no se ve influenciada por la presencia del offset
o la pendiente, ya que estos valores son complejos, la amplitud es entonces la misma
para el caso con y sin corrupcio´n. Ahora bien, el problema se encuentra en determinar
ξn y φn para cada una de las l´ıneas A del tomograma, exceptuando la primera n = 1
que es la referencia global.
En vista de que no conocemos los datos sin corrupcio´n, realizamos una estimacio´n
Fˆn(z) que representa a F∗n(z)
[
F∗n(z) , Fˆn(z)
]
a partir del tomograma corrupto Fn(z)
por medio de la siguiente relacio´n,
Fˆn(z) = tn(z)Fn(z), (4.5)
donde el para´metro tn corresponde al inverso de la corrupcio´n que posee la l´ınea A,
as´ı
tn(z) = e
−i2piz ξˆnM e−i2piϕˆn . (4.6)
Nuestro objetivo es calcular la pendiente ξˆn y el offset ϕˆn a partir de los datos del
tomograma corrupto, para esto se utilizara´ la informacio´n disponible al tomar las
transformadas de Fourier (Fxy) sobre los planos XY que como se analizo´ en la Sec-
cio´n 4.2.1, producen que el PS sea una funcio´n gaussiana o una distribucio´n aleatoria.
El tomograma no corrupto F∗n(z) produce un PS con perfil gaussiano ζ
∗
m(k) al tomar
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su transformada de Fourier sobre el plano XY en todas las profundidades, esto es
ζ∗m(k) =
∣∣∣∣Fxy{F∗n(z)}∣∣∣∣2, (4.7)
y por tanto el promedio ζ∗(k) de todas los PS en XY en las M muestras, se define
como
ζ∗(k) =
1
M
M∑
m=1
ζ∗m(k). (4.8)
Se espera que en un tomograma no corrupto, el PS promedio sea como el que se
planteo´ en la Fig. 4-2(d) y que por tanto, si los para´metros ξˆn y ϕˆn son la corrupcio´n
de fase, este sea el PS que se obtenga. Sin embargo, en datos experimentales no
se conoce F∗n(z) ni ζ
∗(k), pero se sabe que el PS para el tomograma no corrupto
puede calcularse a partir de las caracter´ısticas f´ısicas del haz como una distribucio´n
gaussiana, por lo tanto, el ca´lculo de ζ∗(k) en base a las propiedades del haz se define
como ζ†(k) , ζ∗(k).
Ahora bien, si se toma la transformada de Fourier para cada plano XY en donde
se ha estimado ξˆn y ϕˆn es posible obtener el PS promedio estimado ζˆ(k) desde cada
una de las muestras del PS en el caso corrupto ζˆm(k) como
ζˆm(k) =
∣∣∣∣Fxy {Fˆ(z)} ∣∣∣∣2
ζˆ(k) =
1
M
M∑
m=1
ζˆm(k). (4.9)
Si los para´metros ξˆn y ϕˆn son la pendiente y el offset que corrompen el volumen,
entonces el PS promedio estimado ζˆ(k) debe ser igual a aquel generado con los para´me-
tros del haz ζ†(k), por ende, este problema puede plantearse como una optimizacio´n
a trave´s de un funcional o funcio´n de me´rito L(ξˆn, ϕˆn) que relaciona los PS partir del
offset y la pendiente estimados, de la siguiente manera
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mı´n
[
L(ξˆn, ϕˆn)
]
=
∣∣∣∣ζ†(k) − ζˆ(k)∣∣∣∣2. (4.10)
La funcio´n de me´rito de la Eq. 4.10 podr´ıa resolverse por me´todos de optimizacio´n,
tales como el nelder-mead, sin embargo, debido a que hay dos variables independientes
por cada l´ınea A, el tiempo de procesamiento, el consumo de memoria y la cantidad
de iteraciones del algoritmo har´ıan el ca´lculo tedioso. En lugar de esto, la propuesta
es resolver este problema con un esquema similar al planteado por Vellekoop [14],
en donde la optimizacio´n se realiza secuencialmente en cada una de las l´ıneas A,
calculando los cambios en la funcio´n de me´rito cuando se realiza un cambio del offset
estimado ϕˆn y de la pendiente estimada ξˆn. Para esto se evalu´a un intervalo de
bu´squeda de j valores diferentes en cada iteracio´n, por ejemplo, en la primera iteracio´n,
pueden evaluarse cuatro posibles valores para la pendiente y el offset en un rango de
2pi, es decir que en este caso j tomar´ıa valores {−pi,pi/2, 0,pi/2}. Dependiendo de la
precisio´n que se quiera en el algoritmo, se evaluara´n pasos ma´s finos del intervalo y se
incrementara´n la cantidad de iteraciones que e´ste realiza, entendiendo que la iteracio´n
se da al calcular todas las l´ıneas A del volumen e incrementar las j divisiones del
intervalo de bu´squeda.
La hipo´tesis es que as´ı como la intensidad de enfoque se incrementa altamente
cuando se calcula correctamente la fase para enforcar el medio turbio, si el offset y la
pendiente esta´n cerca de los valores reales al tomar alguno de los factores de j, debe
haber un incremento significativo en la aproximacio´n que se hace del PS al tomar
la transformada de Fourier sobre el plano XY y realizar el promedio, lo que produce
variaciones significativas en la funcio´n de me´rito objetivo. Cuando L(ξˆn, ϕˆn) tiene
un valor de cero, es que los PS calculados son iguales y por ende, se ha calculado la
pendiente ξn y el offset ϕn que cada l´ınea A posee ya que solo e´stas determinan su
diferencia. Como se esta´ calculando un rango discreto de valores, el algoritmo tendra´
un error mı´nimo asociado a la imposibilidad de evaluar los infinitos nu´meros que hay
en un intervalo. Puesto que el algoritmo debe evaluar un conjunto de valores para cada
l´ınea A, se sugiere que se realice el proceso iterativo comenzando con la evaluacio´n
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de pocos puntos j y se escoja como offset estimado ϕˆn y pendiente estimada ξˆn el
que produzca la mayor reduccio´n en la funcio´n de me´rito, as´ı se garantiza que no se
tomara´n valores que se alejen de la solucio´n. La evaluacio´n de la pendiente y el offset
debe realizarse de manera separada calculando secuencialmente e´stas en el volumen
de datos y su PS, o a trave´s de la generacio´n de una maya que describa las variaciones
en la funcio´n de me´rito de acuerdo al intervalo evaluado para un caso bidimensional.
4.4.1. Metodolog´ıa del algoritmo de optimizacio´n de fase
Para evaluar el algoritmo propuesto se requiere como entrada el tomograma co-
rrupto Fn(z), la estimacio´n del PS no corrupto ζ†(k), el nu´mero N de l´ıneas A, el
nu´mero de muestras M de z y los valores del intervalo que se le asignara´n a ξˆn y ϕˆn
en cada iteracio´n. A continuacio´n, hay que realizar el ca´lculo de la funcio´n de me´ri-
to inicial, tomando la transformada de Fourier Fxy de Fn(z) y obteniendo el valor
promedio del PS ζˆ(k), esta primera aproximacio´n mı´n[L(ξˆn, ϕˆn)] indica el valor que
la estimacio´n de la pendiente y el offset deben mejorar. Luego, se debe evaluar la
pendiente y el offset para cada uno de los valores del intervalo elegido, si alguno de
e´stos disminuye la funcio´n objetivo es porque esta´ ma´s cerca de los para´metros de
corrupcio´n, entonces se debe fijar la pendiente estimada ξˆn y el offset estimado ϕˆn al
nuevo valor en evaluacio´n ξˆjn y ϕˆ
j
n. Por el contrario, si el valor evaluado no produce
una disminucio´n en la funcio´n de me´rito, entonces se debe dejar el valor actual que
tiene la pendiente y el offset estimados, y seguir con los dema´s valores del intervalo.
La funcio´n de me´rito disminuira´ gradualmente cuando en cada uno de los puntos del
intervalo j se evalu´en, y de e´stos se escoja el que produce la menor funcio´n de me´rito.
Una semilla para este algoritmo puede ser impuesta en los valores iniciales de ξˆn y
ϕˆn.
El proceso de ca´lculo debe repetirse para cada una de las N l´ıneas A, de forma que
al terminar la iteracio´n en curso se habra´n calculado nuevos valores estimados para
ϕˆn y ξˆn. Al obtener entonces la funcio´n de me´rito inicial para la siguiente iteracio´n
con nuevos valores en el intervalo j, la disminucio´n que ha tenido la funcio´n, hara´
que el algoritmo u´nicamente var´ıe ϕˆn y ξˆn si los valores en la iteracio´n actual son
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mejores que la anterior. La aproximacio´n gradual entre los PS estimados hace que se
almacenen los valores que mejor representan la pendiente y el offset del tomograma,
hasta que se alcanza una convergencia por la cantidad de iteraciones que realiza el
algoritmo. Los u´ltimos valores almacenados para ϕˆn y ξˆn correspondera´n con aquellos
que mejor representan el mapa de corrupcio´n del tomograma y se espera que as´ı se
pueda corregir la fase. Los pasos que sigue el algoritmo de optimizacio´n de fase se
describen en el Algoritmo 2.
Algoritmo 2 Implementacio´n del algoritmo optimizacio´n de fase.
Entrada: tomograma corrupto Fn(z), estimacio´n del PS ζ†(k),
nu´mero de iteraciones y valores a evaluar j, semilla ξˆn y ϕˆn.
Inicio: Evaluar cada valor de j en todas las iteraciones.
Para valores j hasta completar iteraciones
Fijar valores de j hacer
Calcular mı´n[L(ξˆn, ϕˆn)] con semilla.
Para cada l´ınea A n ∈ N
Evaluar valores de ξˆjn y ϕˆ
j
n en j.
Para todo valor en j hacer
Calcular Fˆn(z) con Eq. 4.5 luego
Calcular ζˆ(k) con Eq. 4.9 luego
Evaluar L(ξˆjn, ϕˆ
j
n)
Si L(ξˆjn, ϕˆ
j
n) < mı´n[L(ξˆn, ϕˆn)] entonces
Fijar Nuevos valores estimados
mı´n(L(ξˆn, ϕˆn)) = L(ξˆjn, ϕˆ
j
n), ϕˆn = ϕˆ
j
n, ξˆn = ξˆ
j
n
FinSi
FinPara
FinPara
Pasar a siguientes valores de j.
FinPara
Salida: Retornar ξˆn, ϕˆn.
4.4.2. Simulaciones
Para probar el algoritmo propuesto, se emplearon los datos de la simulacio´n pre-
sentada en la Seccio´n 4.2.1 y se le agrego´ al tomograma mapas de corrupcio´n con
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diferentes rangos aleatorios del offset y la pendiente para evaluar los valores ma´xi-
mos que el algoritmo puede recuperar. Para la evaluacio´n se emplearon N = 32× 32
l´ıneas A con M = 160 muestras en profundidad y se tomo´ como PS promedio obje-
tivo ζ†(k) el calculado con los datos antes de aplicar la corrupcio´n, adicionalmente,
el rango de offsets y pendientes estimados se var´ıo gradualmente entre iteraciones en
4, 8, 16, 32, 64, 128 y 256 muestras de un intervalo de 2pi.
La evaluacio´n de escalas bajas para los valores aleatorios del mapa de corrupcio´n,
entre 0 y pi, mostraron resultados satisfactorios en el tomograma con fase corregida.
Para discutir esto, en la Fig. 4-3 se presenta la evolucio´n del PS con respecto a las
iteraciones del algoritmo y en la Fig. 4-4 se comparan las fases obtenidas para un
mapa de corrupcio´n con valores de offset y pendiente distribuidos en un rango de pi.
En el caso de los espectros de potencia, se observa en la Fig. 4-3(a) que cuando no hay
corrupcio´n de fase sigue una distribucio´n gaussiana con pocas componentes de altas
frecuencias, mientras que cuando se aplica la corrupcio´n, se ven ma´s componentes
de frecuencias altas pero se observan caracter´ısticas gaussianas [Fig. 4-3(b)], en este
caso, la funcio´n de me´rito inicial correspond´ıa a 745, siendo esta la ma´xima diferencia.
Con las evaluaciones de la pendiente y el offset la distribucio´n aleatoria de la
corrupcio´n lentamente se acerca a la del tomograma no corrupto, como lo ilustran las
Figs. 4-3(c) y 4-3(d), tomadas despue´s de dos y cuatro iteraciones respectivamente.
Luego de finalizar la optimizacio´n, se alcanzo´ el PS que se muestra en la Fig. 4-3(d),
en donde la funcio´n de me´rito tuvo un valor de 55 y se aprecia la mejora que hay en
el espectro corregido. La comparacio´n de las fases permitio´ concluir que en este caso
la reconstruccio´n corrige de manera acertada la corrupcio´n an˜adida previamente, ya
que como se presenta en la Fig. 4-4(c), la fase corregida por el algoritmo mejora los
problemas que presenta la fase corrupta [Fig. 4-4(b)] respecto a la fase sin corrupcio´n
[Fig. 4-4(c)].
Sin embargo, al incrementar la escala de los valores aleatorios para el offset y la
pendiente hasta un rango de 2pi, se noto´ que el algoritmo no lograba encontrar de
manera o´ptima la solucio´n. En las Figs. 4-5 y 4-6 se presenta la comparacio´n de los PS
y las fases respectivamente cuando los valores aleatorios adquieren cualquier nu´mero
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(a) PS no corrupto
ζ†(k).
(b) PS inicial. (c) PS en la 2° ite-
racio´n.
(d) PS en la 4° ite-
racio´n.
(e) PS final ζˆ(k).
Figura 4-3: PS obtenidos en diferentes iteraciones del algoritmo para una corrupcio´n
aleatorio en un rango de pi. (a) PS no corrupto, (b) PS inicial para el algoritmo, como
la corrupcio´n no es de 2pi, se observan caracter´ısticas gaussianas en el haz; (c) PS
recuperado en la 2° iteracio´n del algoritmo, (d) PS en la 4° iteracio´n del algoritmo, y
(e) PS final calculado.
(a) Fase no co-
rrupta.
(b) Fase corrup-
ta.
(c) Fase corregi-
da.
Figura 4-4: Comparacio´n de las fases sin corrupcio´n (a) y con corrupcio´n (b), res-
pecto a la corregida (c) para una escala de corrupcio´n de pi. No´tese que pueden haber
saltos de fase globales que no son perceptibles por el algoritmo.
entre 0 y 2pi. En este caso, los PS muestran algunas diferencias significativas luego
de la correccio´n, esto se aprecia al comparar el PS promedio final recuperado [Fig. 4-
5(e)] con respecto al PS promedio sin corrupcio´n [Fig. 4-5(a)], de la misma manera,
los PS en la segunda y cuarta iteracio´n en las Figs. 4-5(c) y 4-5(d) respectivamente
exhiben que el algoritmo parece converger a un mı´nimo local. Al evaluar la funcio´n
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de me´rito, su valor inicial era de 1140, mientras que en la u´ltima iteracio´n se logro´
un valor mı´nimo de 420. El ana´lisis de las fases antes [Fig. 4-6(b)] y despue´s de
la correccio´n [Fig. 4-6(c)] manifestaron una fase corregida parcialmente, en donde
todav´ıa se evidencia elementos aleatorios asociados con la corrupcio´n al compararlos
con el tomograma limpio [Fig. 4-6(a)].
(a) PS no corrup-
to.
(b) PS corrupto. (c) PS en 2° itera-
cio´n.
(d) PS en 4° itera-
cio´n.
(e) PS final.
Figura 4-5: PS obtenidos en diferentes iteraciones del algoritmo para una corrupcio´n
aleatorio en un rango de 2pi. En este caso, no hay una buena estimacio´n por parte del
algoritmo.
(a) Fase no co-
rrupta.
(b) Fase corrup-
ta.
(c) Fase corregi-
da.
Figura 4-6: Comparacio´n de las fases sin corrupcio´n (a) y con corrupcio´n (b), res-
pecto a la corregida (c) para una escala de corrupcio´n de 2pi. Se aprecia que la fase
corregido au´n posee elementos de corrupcio´n.
La evaluacio´n de los distintos rangos de corrupcio´n mostraron que el algoritmo
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Figura 4-7: Funcio´n de me´rito (FOM) final a partir de escala de corrupcio´n, hasta
un valor ma´ximo de 0,65 (1,3pi) la FOM es menor a 100, indicando la convergencia
del algoritmo, sin embargo, no mejora la reconstruccio´n luego de este valor.
funciona para valores del offset y la pendiente inferiores a 1,3pi, en donde los resultados
sugieren que el algoritmo converge a un mı´nimo local, la comparacio´n de la funcio´n de
me´rito (FOM) obtenida contra la escala de los valores aleatorios de la pendiente y el
offset se presenta en la Fig. 4-7. All´ı se observa que la solucio´n final del algoritmo tiene
una funcio´n de me´rito superior a 100 en donde su funcionamiento no es el esperado.
Esta evaluacio´n, permitio´ definir que un rango de valores de la funcio´n de me´rito final
entre [0 − 60] producen una buena aproximacio´n para el algoritmo, por el contrario,
si la funcio´n de me´rito final supera ≈ 100 sugiere que la solucio´n esta´ en un mı´nimo
local, y por ende, no hay una buena reconstruccio´n del mapa de corrupcio´n. Aun
as´ı, creemos que este resultado puede mejorarse si hay una semilla que le indique al
algoritmo algunos de los valores de la pendiente y el offset en la solucio´n, puesto que
como lo muestran las escalas bajas el algoritmo funciona ante corrupciones inferiores
a 1,3pi. Para mejorar este problema, se sugiere entonces realizar un ca´lculo previo
de una semilla y se plantea un nuevo me´todo para evaluar cada l´ınea A, buscando
con esto extender el funcionamiento del algoritmo hasta aquellos rangos aleatorios
cercanos a 2pi, valores que se esperan en los problemas experimentales.
4.4.3. Una semilla para el algoritmo
En vista de que el algoritmo propuesto se basa en una optimizacio´n para encontrar
las pendientes y los offset del tomograma corrupto, es susceptible a encontrar mı´nimos
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locales como solucio´n, sin embargo, es posible indicar una semilla que sea el punto
de partida para prevenir estos problemas. Se propone obtener un ca´lculo previo de
las pendientes ξˆn y los offset ϕˆn para dar una semilla, y que finalmente el algoritmo
encuentre los para´metros optimizados. La propuesta esta´ inspirada en el trabajo de
Hong et. al. [10], en donde calculan los para´metros de corrupcio´n en un proceso de
estabilizacio´n de dos pasos, primero una correccio´n mediante la correlacio´n entre l´ıneas
A adyacentes, y posteriormente un ajuste de los saltos de fase residuales. La idea es
emplear el primer paso del algoritmo de Hong et. al. para realizar una estimacio´n
inicial de el offset y la pendiente, y finalmente, se realizara´ el proceso de optimizacio´n
mencionado anteriormente para recuperar el tomograma sin corrupcio´n.
Para calcular la semilla del algoritmo, asumiremos que dadas las caracter´ısticas de
las muestras analizadas por OFDI la fase entre dos l´ıneas A adyacentes Fn(z) y Fn+1(z)
no presenta variaciones significativas causadas por la muestra, sino que sus diferencias
son ocasionadas principalmente por la falta de sincron´ıa entre la fuente de barrido y
el fotodetector. El proceso de estimacio´n se realiza entonces en dos etapas, primero
un ca´lculo del offset y posteriormente la pendiente. Inicialmente, es necesario realizar
la resta entre las fases de las dos l´ıneas A Fn(z) y Fn+1(z) por medio del complejo
conjugado [∠{Fn+1(z)−Fn(z)} = Fn+1(z)F?n(z)], con ? la operacio´n complejo conjugado
y ∠ indica la parte compleja o fase, de modo que si la fase de la muestra entre las
l´ıneas A es aproximada, solamente se tendra´ la influencia del offset y la pendiente en
∠{Fn+1(z) − Fn(z)}.
El offset corresponde entonces al valor medio de la diferencia de fase entre las
l´ıneas A para todas las profundidades,
ϕˆn =
1
N
N∑
n=2
∠{Fn+1(z) − Fn(z)}. (4.11)
Para calcularlo, se realiza una normalizacio´n de la amplitud, reemplazando la prove-
niente de la muestra con una ventana gaussiana para evitar que los puntos con baja
intensidad aporten fases aleatorias. Adema´s, a cada offset se le agregan los offsets
de las l´ıneas A anteriores ya que e´stos son acumulativos. Por u´ltimo, se realiza un
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filtro paso alto para evitar errores por la acumulacio´n de bajas frecuencias o pequen˜as
diferencias en la fase del objeto.
En la estimacio´n de la pendiente, se emplea el espectro de potencia de la resta
compleja de las l´ıneas A, tomando el mo´dulo cuadrado de su transformada de Fourier
|F {Fn+1(z)F?n(z)}|
2, luego se calcula la posicio´n del pico en el espectro de potencia
y se interpola su posicio´n subpixel, para que aquellos valores inferiores a 2pi sean
considerados. Con esto, se ha calculado la diferencia de pendientes entre las l´ıneas
A, para tener el valor de la pendiente de cada l´ınea es necesario sumarle a cada una
la pendiente calculada para todas las anteriores, y realizar un filtro paso alto para
evitar la acumulacio´n de errores de baja frecuencia.
Para evaluar cada una de las l´ıneas A que conforman el tomograma se propone
comenzar con los puntos extremos xy durante las primeras iteraciones e incrementar
la cantidad de puntos evaluados gradualmente hasta que la totalidad de las l´ıneas A
sean calculadas. La razo´n para hacerlo en este orden, es que al aplicar las ma´scaras
gaussianas antes de tomar las transformadas de Fourier en XY aquellos puntos tienen
bajos valores de amplitud, y es justamente en estos puntos, donde el algoritmo tiende
a estar alejado de sus valores reales. Al evaluarlos mu´ltiples veces en cada iteracio´n,
se estima primero sus para´metros de corrupcio´n y como la informacio´n se an˜ade
gradualmente, estos puntos tendera´n a aproximarse mejor a los para´metros reales.
Con este nuevo esquema de estimacio´n de la semilla y evaluacio´n de las l´ıneas
A se consiguio´ mejorar el algoritmo para emplearse en el caso de valores aleatorios
de pendiente y offset en un rango de 2pi, ya que como se esperaba, comenzar en
una aproximacio´n al resultado mejora notoriamente el desempen˜o del algoritmo. La
comparacio´n del PS recuperado y la fase corregida para variaciones del offset y la
pendiente en un rango de 0 a 2pi con la semilla del algoritmo se presentan en la
Fig. 4-8 y la Fig. 4-9 respectivamente, para un volumen conformado por N = 64× 12
l´ıneas A y M = 160 muestras de z.
En la Fig. 4-8(a) se presenta el PS promedio inicial producido por el tomograma
sin corrupcio´n, su apariencia achatada se debe a que hay muchos ma´s datos sobre
uno de los ejes, la Fig. 4-8(b) es el PS promedio obtenido con el tomograma corrupto,
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la Fig. 4-8(c) es el PS promedio luego de aplicar la semilla, no´tese que e´sta es muy
similar a la corrupta, sin embargo, los valores de fase var´ıan lo suficiente para dar un
punto de partida para el algoritmo. La PS final luego de las 125 iteraciones con el
nuevo procedimiento planteado se muestra en la Fig. 4-8(d), en donde se omitieron de
manera gradual {8× 4, 6× 3, 4× 2, 2× 1, 0× 0} l´ıneas A, y en cada uno de esos saltos
se valuaron intervalos de {6, 7, 9, 11, 13} divisiones de 2pi. La funcio´n de me´rito en este
caso, tuvo un valor inicial de 1411 y un valor final de 51, el menor obtenido hasta ahora
con el algoritmo. La comparacio´n de los resultados, muestra que la reconstruccio´n
presenta unas diferencias que se deben a que todav´ıa no se ha terminado de obtener
los mapas de corrupcio´n exactos, a causa de que las evaluaciones discretas que realiza
el algoritmo no permite tener valores que requieren alta precisio´n. Este problema se
podr´ıa solucionar si se hace la evaluacio´n de ma´s puntos en el intervalo j.
Por u´ltimo, en la Fig. 4-9(a) se presenta la fase del tomograma sin corrupcio´n,
mientras que la Fig. 4-9(b) corresponde a la fase corrupta, la Fig. 4-9(c) es la fase con
la semilla al iniciar el algoritmo y la Fig. 4-9(d) es la fase corregida con la pendiente
y el offset obtenidos, a esta fase se le aplico´ un corrimiento de 0,7pi global ya que un
corrimiento en toda la fase no es detectable por el algoritmo. Los resultados de la fase
muestran que mediante el procesamiento del volumen, la aplicacio´n de la corrupcio´n
inversa encontrada mejora notoriamente la fase inicial del tomograma, fuertemente
alterada. La fase ilustra la eliminacio´n de la corrupcio´n casi en su totalidad, excepto
en algunas pequen˜as regiones en donde la estimacio´n no arrojo´ valores completamente
acertados, ya que finalmente, estamos realizando una aproximacio´n al mapa de co-
rrupcio´n. Estos resultados muestran que el algoritmo es capaz de recuperar cualquier
corrupcio´n con pendientes aleatorias y offsets aleatorios en un rango de 0 a 2pi, se
espera que este rango sea suficiente para corregir la falta de sincron´ıa entre la fuente
y el detector, en donde un desfase superior a un ciclo indicar´ıa que la pendiente es
mayor a 2pi.
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(a) PS no corrupto. (b) PS corrupto. (c) PS semilla. (d) PS final.
Figura 4-8: PS obtenidos en diferentes iteraciones del algoritmo para una corrupcio´n
aleatorio en un rango de 2pi con las mejoras propuestas. Se observa que hay una mejora
notable en la reconstruccio´n que realiza el algoritmo, esto se refleja en la disminucio´n
del mı´nimo en la funcio´n de me´rito.
(a) Fase no corrupta. (b) Fase corrupta. (c) Fase semilla. (d) Fase corregida.
Figura 4-9: Comparacio´n de las fases sin corrupcio´n (a) y con corrupcio´n (b), en la
semilla del algoritmo y (d) corregida, para valores aleatorios de 2pi. A la fase corregida
se le aplico´ un corrimiento de fase global que no es detectable. La fase corregida en
este caso, sigue un comportamiento muy similar a la fase sin corrupcio´n.
4.5. Resultados experimentales preliminares
Con respecto al algoritmo para recuperar el mapa de corrupcio´n a partir de la
optimizacio´n de la fase, se tienen resultados experimentales preliminares, que reflejan
el funcionamiento del algoritmo con datos provenientes de un sistema de OFDI. No
obstante, los resultados presentados en esta seccio´n se encuentran todav´ıa en proce-
samiento, y son la ilustracio´n de los problemas que esperamos poder mejorar antes
de aplicar el procedimiento propuesto en un tomograma entero. Para las pruebas ex-
perimentales, se utilizaron los datos provenientes del cerebro de rato´n obtenidos con
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OCT luego del procedimiento de blanqueado y escaneo mediante OFDI descrito en
detalle en la Seccio´n 3.5.2. Otro problema que tienen los datos del escaneo del cerebro
con OFDI, adema´s del ruido por speckle ya mencionado, es que la informacio´n de fase
se pierde por la falta de sincron´ıa, que genera corrupciones en la fase. En este caso,
la fase es particularmente interesante, ya que como lo ha demostrado Chen et. al.
[16], OCT tiene el potencial de develar actividad cerebral. Este procedimiento podr´ıa
realizarse mediante mediciones de flujo, que como se ha mencionado dependen de la
fase que presenta problemas ligados a la instrumentacio´n. En este caso, se utilizo´ un
recorte de las sinapsis del cerebro de 300 × 64 × 20, en donde se ha tomado parte
de la profundidad del cerebro de rato´n que se encuentra por fuera de la regio´n focal,
y se han considerado algunos escaneos B que contienen informacio´n relevante de las
sinapsis.
Para el ca´lculo se empleo´ el procedimiento descrito en la Seccio´n 4.4.3, con los
para´metros all´ı especificados. Pese a que no conocemos el tomograma sin corrupcio´n,
ma´s que interesados en el valor inicial y final de funcio´n de me´rito, nos centramos
en los cambios que se producen en e´sta, en donde se partio´ de un valor de 1913 y se
obtuvo un mı´nimo con un valor de 750. Los resultados obtenidos para el PS promedio
tomando las respectivas transformadas de Fourier se presentan en la Fig. 4-10. La
Fig. 4-10(a) presenta la PS no corrupta propuesta, como se sugirio´ anteriormente, se
ha tomado una funcio´n gaussiana. La Fig. 4-10(b) corresponde al espectro de potencia
inicial del tomograma, en donde se observa la presencia de frecuencias distribuidas
casi aleatoriamente. En la Fig. 4-10(c) se expone la PS luego de realizar el proceso
de obtencio´n de semilla sugerido, no´tese que en este caso la informacio´n del haz
gaussiano empieza a aparecer, y en este punto comienza el algoritmo de optimizacio´n
de fase. Posteriormente al procedimiento planteado, con un tiempo de procesamiento
total de 6,3 horas, se obtuvo el PS enfocado que se presenta en la Fig. 4-10(d), en
donde se aprecia la mejora sustancial que ha tenido el espectro de potencia sobre el
plano XY. La presencia de algunas frecuencias altas se debe a que tanto la muestra
como el ruido producen frecuencias que no se consideran en el espectro propuesto
ζ†(k), y por ende, e´stas no son calculadas por el algoritmo. E´sta figura sugiere que la
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reconstruccio´n del algoritmo fue satisfactoria en la mayor parte de las l´ıneas A, sin
embargo, dada la presencia de algunas altas frecuencias, habra´n l´ıneas A que todav´ıa
poseen algu´n grado de corrupcio´n. Una posible explicacio´n a esto, es que el algoritmo
finalmente aproxima la solucio´n para una pendiente inferior a 2pi, y probablemente
el sistema de medida pudo sufrir desfases mayores a esta magnitud. Este problema
podr´ıa solucionarse incrementando el rango de valores evaluados en la pendiente.
(a) PS no corrupto. (b) PS corrupto. (c) PS semilla. (d) PS final.
Figura 4-10: Comparacio´n de espectros de potencia obtenidos empleando el algo-
ritmo de optimizacio´n de fase con datos experimentales, se tomaron los datos prove-
nientes del cerebro de rato´n. Se observa la mejora significativa en el PS producido
por los datos corregidos con respecto a los iniciales.
Finalmente, la comparacio´n de las fases para un escaneo B del subvolumen se
presenta en la Fig. 4-11, en donde la Fig. 4-11(a) presenta la intensidad del escaneo
B comparado, la Fig. 4-11(b) es la fase inicial del escaneo B, en donde claramente
se aprecia la corrupcio´n de fase; la Fig. 4-11(c) corresponde a la fase corregida en
la semilla del algoritmo, y finalmente, la Fig. 4-11(d) presenta la fase de emplear
el algoritmo con los para´metros descritos. La comparacio´n de la fase permite ver
co´mo en la semilla del algoritmo, ya hay una mejora significativa con respecto al
tomograma corrupto, no obstante, se observa la presencia de algunos elementos de
corrupcio´n remanentes que posteriormente son corregidos en su gran mayor´ıa por la
optimizacio´n planteada.
No´tese que en la regio´n focal de la imagen, hacia la parte central, la fase presenta
un comportamiento suave, como el observado en las simulaciones, mientras que las
regiones por fuera de la zona focal continu´an teniendo problemas de corrupcio´n.
Estos errores que se presentan en la fase corregida, pueden ser ocasionados porque
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no se ha considerado que los haces gaussianos por fuera de la regio´n focal tienen
un desenfoque intr´ınseco, relacionado con las propiedades de este tipo de haz. Su
consideracio´n probablemente mejore notoriamente el resultado obtenido. Con respecto
a la regio´n focal de la imagen, en la banda central, es la misma regio´n con la cual
se realizo´ el filtrado del ruido por speckle y es donde mejor se tiene una fase bien
comportada que muestra un buen resultado inicial por parte de la optimizacio´n. Se
espera poder mejorar este resultado empleando ma´s l´ıneas A del volumen, as´ı como la
consideracio´n de ma´s caracter´ısticas relacionadas con el sistema experimental y que
no se han realizado en estas pruebas preliminares, sin embargo, esto se plantea como
trabajo futuro relacionado con la estabilizacio´n de la fase.
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(a) Intensidad. (b) Fase corrupta. (c) Fase en la semilla. (d) Fase corregida.
Figura 4-11: Comparacio´n de las fases obtenidas con los datos experimentales pro-
venientes del cerebro de rato´n. La corrupcio´n de la fase inicial se corrige en gran
parte al evaluar la semilla, sin embargo, con el algoritmo de optimizacio´n se termina
de mejorar este resultado. Las ima´genes muestran que la regio´n focal es donde la
reconstruccio´n tiene un mejor comportamiento, esto puede estar relacionado con la
regio´n focal del haz.
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Cap´ıtulo 5
Conclusiones y trabajo futuro
5.1. Respecto a los objetivos espec´ıficos
En relacio´n con los cinco objetivos planteados al comienzo del trabajo de grado, se
desarrollaron cada uno de ellos de manera satisfactoria. Comenzando por los conceptos
ba´sicos adquiridos durante la elaboracio´n del estado del arte y el entendimiento de
una gran parte de los conceptos que se trabajan para obtener un tomograma en OCT.
El estado del arte presentado es un compendio de informacio´n que se ha orientado
al pu´blico gene´rico, sin conocimiento previo del tema. Para la profundizacio´n de los
conceptos se dejan referencias bibliogra´ficas de las diferentes a´reas que abarca OCT.
El entendimiento de estos conceptos se aplica en un sistema o´ptico disen˜ado y
puesto en funcionamiento con los elementos disponibles en el laboratorio, siendo e´stos
de uso gene´rico y no especializados para OCT. Pese a las dificultades que hubo en
el montaje, se logro´ recrear un sistema de OCT de campo completo en donde se
analizaron los procedimientos ba´sicos que se llevan a cabo en OCT. Este sistema de
prueba cumple la funcio´n de vislumbrar los primeros pasos para la generacio´n de un
sistema a nivel cl´ınico, con esto se da por culminado el segundo objetivo espec´ıfico.
Con la comprensio´n del funcionamiento de las diferentes modalidades de OCT y
sus limitaciones se plantearon dos te´cnicas de posprocesamiento fundamentadas en los
aspectos f´ısicos que reu´ne OCT y que gracias a ello, les da versatilidad entre distintas
aplicaciones. Estos dos aportes al posprocesamiento de datos en OCT, alcanzan lo
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esperado en el cuarto objetivo espec´ıfico, referente a la aplicacio´n de conceptos para
encontrar problemas asociados a la fase medida en OCT.
Para llevar a cabo las pruebas del algoritmo de optimizacio´n para encontrar la
corrupcio´n en la fase de un tomograma, fue necesaria la simulacio´n de un volumen
capturado mediante OCT. En adicio´n a esto, fue necesario an˜adir elementos de corrup-
cio´n de fase, que finalmente era lo que se esperaba reconstruir. Esta implementacio´n
en conjunto con las pruebas realizadas con el algoritmo de filtrado, obedecen a la
meta planteada en el tercer objetivo, siendo e´ste ba´sicamente la simulacio´n de los
datos de OCT.
Por u´ltimo, la validacio´n de los algoritmo en datos provenientes de OCT aplicado
a pacientes y en nuevas tecnolog´ıas de OCT muestran la utilidad de los me´todos
planteados, sopesados por resultados satisfactorios en las pruebas experimentales.
Con esto, se cumple el u´ltimo de los objetivos del trabajo de grado.
5.2. Sobre los resultados obtenidos y las propues-
tas
Con respecto a los resultados obtenidos, se plantean dos nuevos me´todos de pos-
procesamiento para OCT, que buscan solventar problemas actuales mejorando los
resultados obtenidos por otros autores hasta la fecha. Las te´cnicas en conjunto for-
man una estrategia robusta para el ana´lisis de datos, de hecho, estos procedimientos
ya tienen una aplicacio´n conjunta y nueva para OCT, en donde se ha visto su alto
potencial para resolver parte de los problemas que presentan las te´cnicas de imagen
o´ptica y que actualmente se extienden gracias al desarrollo de nuevos procedimientos
que permiten solucionar dichos problemas.
NL-Means-OCT recoge los conceptos del NL-Means tradicional, los modifica para
hacerlos empleables en ruido por speckle y adicionalmente, extiende las caracter´ısticas
del filtrado para considerar los datos de OCT de manera integral, siendo una combi-
nacio´n de los casos 2D y 3D planteados para el algoritmo. Entre las caracter´ısticas
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ma´s sobresalientes de NL-Means-OCT tenemos la influencia casi nula del movimien-
to al momento de captura de datos, as´ı como su conservacio´n de estructuras finas
volume´tricas.
El me´todo de recuperacio´n de la corrupcio´n de fase por optimizacio´n, recoge los
conceptos planteados hasta el momento por diversos autores para la correccio´n de
este problema, y modela desde un punto de vista de la optimizacio´n el problema
real que se tiene en la captura de datos para OCT. Con este modelo se extienden
las propuestas actuales a una forma ma´s robusta basada en el conocimiento de las
caracter´ısticas que tienen los datos de OCT.
Finalmente, el sistema o´ptico implementado a nivel del laboratorio posibilita el
inicio de actividades acade´micas en pro del envolvimiento de la comunidad cient´ıfica
colombiana en OCT. De hecho, en este mismo montaje ya se ha visto involucrado un
estudiante a nivel de pregrado, que se espera continu´e con parte del desarrollo de esta
a´rea.
5.3. Trabajo futuro
Como trabajo futuro se proponen modificaciones sobre el sistema experimental
implementado en el laboratorio, buscando reemplazar la ca´mara empleada por un
espectro´metro, que permita realizar medidas de OCT en el dominio frecuencial, en
donde se ha visto que la te´cnica funciona mejor. Asimismo, el disen˜o de un sistema
de desplazamiento que permita moverse ma´s de 20µm, rango ma´ximo que permite el
piezoele´ctrico usado actualmente.
Con relacio´n a NL-Means-OCT se propone mejorar el co´digo con la implementa-
cio´n computacional, ya que actualmente esta´ realizado en MATLAB sin considerar
posibles lenguajes optimizados para calcular informacio´n en paralelo, lo que reducir´ıa
notablemente el tiempo de computo.
Con respecto a la optimizacio´n de la fase, se propone realizar ma´s pruebas expe-
rimentales, con diferentes conjuntos de datos, ya que probablemente hayan ventajas
o inconvenientes en su implementacio´n que aun no se hayan distinguido.
