Abstract-Discovered gene regulation networks are very helpful to predict unknown gene functions. The activating and deactivating relations between genes and genes are mined from microarray gene expression data. There are evidences showing that multiple time units delay exist in a gene regulation process. Association rule mining technique is very suitable for finding regulation relations among genes. However, current association rule mining techniques cannot handle temporally ordered transactions. We propose a modified association rule mining technique for efficiently discovering time-delayed regulation relationships among genes.
I. INTRODUCTION
NA microarray experiments measure the expression levels of genes during biological processes. A microarray is a chip with probes on glass or plastic, which is high-throughput technology for molecular biology [18] . DNA microarrays can be used to measure changes in expression levels. By analyzing gene expression data from microarray, we can uncover some relations between genes. These relations can be important when verifying them with biological evidences. The relations are Manuscript received February 29, 2012 . This work was supported in part by the National Science Council under Grant NSC 99-2221-E-415-015.
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found by computational algorithms without biological evidence. It may provide a direction for biologists to observe and discuss genetic relations. Gene regulation networks are widely used to predict unknown functions of genes. Thus, gene regulation networks help us confirm not only the interaction between genes, but also functions of genes. There is much formalism to describe a genetic regulatory system [9] [14] . A Bayesian network is a common structure to model gene regulation network [19] [6] [25] . We use mining algorithms to find the time-delayed patterns of gene regulation.
A gene is up-regulated or down-regulated by proteins of other genes. When a gene is up-regulated, it takes time to transcribe the gene to mRNA, and translates the mRNA to protein for gene expression processes. Whereas, when a gene is down-regulated, it also takes time to decrease copies of mRNA's. The amount of time needed for a gene to response the regulation varies from gene to gene. Applying time-delayed property is important to model relations between regulations of genes [20] [24] [28] .
Analyzing gene expression data can provide us information for recognizing the positive and negative regulations of genes. However, known methods for mining association rules are computationally expensive to find frequent patterns that include time-delayed items. We introduce a method to find time-delayed gene regulation patterns and obtain the patterns we desire for the co-regulation of genes. Since the method is tailored for this special application, thus it is faster than the Apriori algorithm.
II. RELATED WORKS

A. Association Rule
Association rule mining is a well studied method for discovering relations in large databases. Here we apply association rule mining to model gene relations [2] [15] . Apriori is an algorithm for finding frequent itemsets [12] [1] [21] . Apriori is designed for databases containing transactions of items [10] . Association rule is of the form X => Y, where X and Y are sets of items. It means that when items of X are observed in a transaction, it is very likely to observe items of Y in the transaction. Support and confidence are two well-known interest measures of association rules. In this paper, association rule mining is applied to uncover gene networks.
The support of an itemset X is the number of transactions containing all items in X, denoted as sup(X). In other words, gene 3 is down-regulated.
B. Gene Regulation Network
We use microarray gene expression data to infer gene regulation relationships. A gene is transcribed into mRNA, and mRNA goes on to make protein. Protein/protein and protein/mRNA interactions affect the production of another protein which is translated from a certain mRNA. For an interaction, the concentration of the protein or mRNA affects the concentration of another. All the proteins and their corresponding genes and the interactions form a network. The edges of the network are interactions, and the nodes are proteins. The network is called gene expression network [4] [16] [5] .
III. MINING THE PATTERNS
A. Framework
Frequent itemsets discovered by current methods do not contain items from different transactions [29] . A series of microarray data, after discretization, is a series of transactions which are temporally ordered. Temporal patterns composed of some items in a transaction and other items in the following transaction are of interest to biologists. The temporal patterns can be further transformed using the association rule format: resulting in some item transactions occurring in later specified time units, and others immediately following the transactions. In this paper, we focus on finding time-delayed patterns which contain up to 2 items in a transaction and an item in the next transaction (next time unit). For example, after introducing time-delayed concept, an association rule {H1, L2}=>{L3} means that if we observe high expression of gene 1 and low expression of gene 2 at a certain time point, then it is very likely to observe low expression of gene 3 at a later time point.
The main idea of our method is to use backward frequent 1-itemset, denoted BL 1 . We first find L 2 , then find the backward frequent 1-itemset which contains only the items in L 2 . The framework of the method is shown in Figure 1 . 
B. From Gene Expression Data to Transactions
The form of original gene expression data we use are the experimental results by Campbell [8] . We consider two modes of processing: singular and fluctuation. In the singular mode, an expression profile of a microarray is correspondent to a transaction. In the fluctuation mode, the difference between two temporally adjacent microarray is considered.
In singular mode, gene expression levels of the microarray at time point i are the members of a transaction. Then we discretize the numeric expression value into labels in order to fit association rule mining setting. A transaction ti = {p1, p2, …, pn | n is the number of genes}, where pj is a discretized expression label. In (1), average value and standard deviation of the expression level are computed. An expression is regarded as high if the value is one standard deviation higher than the average. An expression is regarded as low if the value is one standard deviation lower than the average. In fluctuation mode, we design another way to preprocess original dataset. A gene is transformed to an H label if the expression level of the gene increases. Otherwise, an L label is assigned to the gene. The formula is in (2) . 
is affected when expression levels of some other genes rise or fall [22] . So, instead of considering only a single microarray as a transaction, we would like to consider the fluctuation of genes also.
C. Time-delayed Patterns
For the time being, we consider only the patterns that two genes co-regulate another gene. The time delay is 1 unless otherwise specified. For the above example {H1, L2}=>{L3}, since L3 is at the later time point, in order to distinguish the time point, L3 is prefixed with "D", meaning time-delayed, and is renamed to DL3.
D. Using Apriori to Find L 1 and L 2
The way to find L 1 is the same as in the Apriori algorithm. Our proposed method counts the occurrence of every item in all transactions. An item is an expression label which is either H or L. The process goes on as Apriori until L 2 is obtained. 2 and BL 2 BL 1 is defined as the set of itemsets in which each itemset contains an item in L 2 . Since the set is obtained backward from L 2 , we name the set as BL 1 .
E. Finding Backward Frequent BL 1 , BC
Then BC 2 = {<a, b> | a BL 1 , b L 1 , a≠ b} is defined. BC 2 is a set of ordered sets. The first element of an ordered set is an expression label in BL 1 . The second element is from L 1 .
After the ordered set with less than minimum supports are pruned from BC 2 , BL 2 is obtained. While counting the support for a candidate ordered set, the first element is from a transaction, and the second element is from the temporally next transaction. 3 and BL 3 Perform self join on BL 2 to get BC 3 . Since we consider patters that two genes co-regulate another gene with time delay, so order of the expression labels in BL 2 is important. Two ordered sets of BL 2 can join if they have the same second item. Patters are those ordered sets in BL 3 , which is obtained by pruning itemsets whose supports are less than minimum support in BC 3 .
F. Finding BC
We illustrate the mining process by a short example. Let BL 2 = {<a, d,>, <b, d>, <c, d>}. The BC 3 is <a, b, d>, <a, c, d>, and <b, c, d>. Same as the support counting for BC 2 , the first two elements of an ordered set in BC 3 are from a same transaction, and the last element of the ordered set is from the next transaction.
G. Variant Patterns
The time delay can be specified other than 1 time unit. If Δt time delay is given by users, the patterns are defined as (3). Genes a and b co-regulate gene c and the effect appears Δt later. The computation for BC 2 and BC 3 are modified such that the last element of the itemset is from a transaction which is Δt time units later.
More complicated patterns can be specified as (4) . Different time delays can be specified for gene a and gene b. We can combine the results for BL 3 The algorithm is modified so that BC 3 is computed by joining BL 2 (Δt(a)) and BL 2 (Δt(b) ). While the support counting for a candidate itemset in BC 3 has to consider 3 transactions together.
Association rules are generated by putting the first two elements of a frequent itemset in BL 3 on the left hand side of a rule and the last item of the itemset on the right hand side of the rule. And then check confidence of the rule.
IV. EXPERIMENTAL RESULTS
In this section, we describe the experiment to compare our method with Apriori and FP-growth algorithms. We use the dataset provided by Campbell [8] . There are serial 17 time points (0 to 160 minutes) and 6601 genes in the expression data. In the experiment, the computer has a Pentium D CPU 3.4GHz and 1GB RAM. The proposed method is implemented in Matlab.
A. Association Rules
Some association rules are listed in Tabl I using minimum support 0.7. We notice that in some rules, the same expression labels show on both sides of the rules. For example, in the second rule, gene 329 is on both sides.
For the fluctuation mode, with the same minimum support for mining, only 6 rules are obtained as list in Table II . No genes appear on both sides of a rule. The first rule shows that when the expression levels of the 2631 st gene(YGR189C) and the 6486 th gene(YPR159W/KRE6) are low, the 2722 nd gene expression level will be high after a time unit delay. This might suggest that genes YGR189C and YPR159W/KRE6 might co-regulate gene YGR279C. 
B. Transaction Preparation for Apriori and FP-Growth Algorithms
After the expression levels of a microarray are converted to expression labels, a transaction is constructed by two consecutive microarrays. We have to perform this preparation because regular Apriori and FP-growth algorithms cannot handle patterns across transactions. The expression labels of the second microarray are prefixed with "D". If two consecutive microarrays are {H1, L2, M3, L4} and {M1, H2, L3, L4}, then the transaction contains H1, L2, L4, DH2, DL3, and DL4. M labels are discarded. Obviously, the total number of items is double as the original discretized transactions.
For different length time delay, the time points of the transactions should be different accordingly.
C. Comparison to Apriori and FP-Growth
The minimum support and minimum confidence are set to 0.7 and 0.9 respectively for our experiments. Weka [23] is a known data mining tool. We compare the results and the time cost by directly using Apriori built in Weka with our proposed method. In the procedure of Apriori, the frequent patterns are searched until no candidate itemset occurs. We implement FP-growth algorithm with Matlab.
Our proposed method is designed to find patterns with co-regulated genes targeting a gene. We set BL 3 only to find the frequent patterns whose length is three and the time delays between the two regulators to the target gene are the same with a time unit. The experimental results show that Apriori costs more time than BL 3 because Apriori works out longer patterns. Furthermore, the target genes perform more than once compared with BL 3 . As a result, unnecessary time is needed to perform the items in the same time point using Apriori.
We conduct experiments with different number of genes. Comparison of the running times for the three methods with singular mode data is shown in Table III . The Apriori algorithm spends more time than the FP-growth algorithm for number of genes from 1000 to 5000. Our proposed method performs best among the three methods. When preparing transactions with fluctuation mode, the execution times for Apriori and FP-growth algorithms change a lot. FP-growth algorithm needs much more time than Apriori algorithm. The reason might be a long F-list generated by FP-growth algorithm. V. CONCLUSION
In this paper, a method with backward frequent itemsets to find time-delayed gene regulation patterns is proposed. We provide a different viewpoint from other methods. Our method applies results performed by Apriori to find possible gene regulation relationships. However, the BL 3 method discovered that two or more genes can affect a single gene, and BL3 also facilitates the process of finding regulation patterns. The execution time of our method is much shorter than Apriori and FP-growth. We can find the patterns more efficiently than common association rule mining algorithms.
In addition, no matter how many time units are delayed between regulators and their targets, the length of the time delay can be assigned manually by the user. The interactions between genes in any length of time delay in which you want to know can be found in a time series DNA microarray gene expression dataset by our method. We thought that the patterns we found might be used for gene function prediction.
In the future, the predicted gene regulation patterns should be verified by biological evidence and they should consistent with the yeast cell cycle phase information. We can apply our framework to a gene expression dataset further to test and verify if the results are helpful for predicting, or if they are applicable to other analyses. The time-delayed gene regulation patterns can be used for predicting protein-protein interaction. If there is such gene regulation between genes of two proteins, it is likely that the two proteins interact with each other. When integrated with amino acid patterns on the binding sites of proteins [13] , better protein-protein interaction prediction can be achieved.
