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PHASE TRANSITIONS ON HECKE C*-ALGEBRAS
AND CLASS-FIELD THEORY OVER Q
MARCELO LACA AND MACHIEL VAN FRANKENHUIJSEN
Abstract. We associate a canonical Hecke pair of semidirect product groups
to the ring inclusion of the algebraic integers O in a number field K, and
we construct a C*-dynamical system on the corresponding Hecke C*-algebra,
analogous to the one constructed by Bost and Connes for the inclusion of the
integers in the rational numbers. We describe the structure of the resulting
Hecke C*-algebra as a semigroup crossed product and then, in the case of
class number one, analyze the equilibrium (KMS) states of the dynamical sys-
tem. The extreme KMSβ states at low-temperature exhibit a phase transition
with symmetry breaking that strongly suggests a connection with class field
theory. Indeed, for purely imaginary fields of class number one, the group of
symmetries, which acts freely and transitively on the extreme KMS∞ states, is
isomorphic to the Galois group of the maximal abelian extension over the field.
However, the Galois action on the restrictions of extreme KMS∞ states to the
(arithmetic) Hecke algebra over K, as given by class-field theory, corresponds
to the action of the symmetry group if and only if the number field K is Q.
Introduction
The C*-dynamical system based on a noncommutative Hecke C*-algebra con-
structed by Bost and Connes from the inclusion of the integers in the rationals
has inspired several authors to construct Hecke C*-algebras associated to algebraic
number fields and function fields, e.g. [HLe, ALR, Coh]. These constructions share
many of the interesting features of the Bost-Connes construction, in particular they
all have a phase transition with spontaneous symmetry breaking at low tempera-
ture, a partition function related to the zeta function of the number field, and a
unique type III factor equilibrium state at high temperature. The Bost-Connes
C*-dynamical system has a group of symmetries that acts freely and transitively
on the extreme KMSβ states for β > 1, and which is isomorphic to the Galois group
of the maximal abelian extension Qab of Q. Moreover, the embeddings of Qab in C
are given by the evaluation of the extreme KMS∞ states on an ‘arithmetic’ Hecke
algebra over Q, and thus their model also has an arithmetic symmetry, in which
the Galois group acts by Galois automorphisms on the values of extreme KMS∞
states. This feature of having concrete Galois groups as symmetries has not been
generalized to number fields, although in some cases the broken symmetries do have
an interpretation as abstract Galois symmetries, e.g. [HLe, Coh].
In this work we were initially motivated by the observation that the symmetry
groups of [HLe] are isomorphic to Galois groups for the nine imaginary quadratic
fields of class number 1, see Remark 4.6. We study the Hecke C*-algebra canonically
associated to the inclusion of the ring of integers O in an algebraic number field K.
Specifically, we consider the full ‘ax+b’ groupO⋊O∗ of the ring of algebraic integers
in that of the field, K ⋊ K∗. By ‘canonical’ here we mean that no cross section is
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chosen to deal with the presence of the units O∗ in O. Although the inclusion of
the full group of units in the subgroup causes some technical difficulties with the
Hecke inclusion at the onset, these are offset later by an eventual simplification in
the computation of the equilibrium states. Indeed, the unit group, which when
infinite presented an obstacle to the computation of KMS states on the Hecke
algebras of [ALR], is ‘factored out’ from our Hecke algebra, and as a result, it is the
semigroup of principal integral ideals that acts as our renormalization semigroup
of endomorphisms.
In Section 1 we carry out the analysis of the structure of our Hecke algebra for a
general number field K. We give a presentation in terms of generators and relations
and also a realization as the crossed product of a certain commutative *-algebra
by an action of the semigroup of principal integral ideals of K. This commutative
*-algebra can be described in three different ways: first as the fixed point algebra of
the action of the units on the group algebra of K/O, then as the Hecke *-algebra of
an intermediate Hecke pair, and finally, via the Fourier transform in Section 2, as
an algebra of continuous functions on the dual of K/O, which we view as the ‘adelic
global inverse different’. Similar descriptions of the corresponding C*-algebra are
also possible thanks to a natural profinite compactification of the group O∗ of units
that arises from their action on K/O, which allows us to consider the appropriate
compact orbit space, see Lemma 2.3.
The Hecke C*-algebra has a natural dynamics and a natural group of ‘geometric’
symmetries. These geometric symmetries are induced from the symmetries of the
space of orbits of the additive classes in K/O under the multiplicative action of the
unit group O∗. To describe the phase transition of KMS states, in Section 3, we
restrict our attention to fields of class number one. The phase transition and the
symmetries for fields of higher class numbers require techniques beyond the ones
developed in [L1] for lattice semigroups, and will be considered elsewhere.
Our main result is Theorem 3.1, where we show that for fields of class number
one there is a unique KMSβ state for 0 ≤ β ≤ 1, while for β > 1 the symmetry
group acts freely and transitively on extreme KMSβ states. In the absence of real
embeddings, that is, for purely imaginary fields, this symmetry group is isomorphic
to the Galois group of the maximal abelian extension of the field, but in general,
the symmetry group is missing the {±1} factors in the Galois group corresponding
to complex conjugation on each real embedding.
To explore the possibility of a Galois action of the symmetry group, that is, the
possibility of arithmetic symmetries, we consider in Section 4 the natural candidate
for an arithmetic Hecke algebra over the field. When the extreme KMS∞ states are
evaluated on this algebra, the resulting values are algebraic numbers, but the Hecke
algebra model is based on torsion alone, in the sense that these numbers always lie
in the maximal cyclotomic extension, and hence are not enough to support a free
transitive action of the Galois group of the maximal abelian extension. Indeed, in
Theorem 4.4 when we compare the action of an idele as a geometric symmetry to
its Galois action (via the Artin map) as an arithmetic symmetry on KMS∞ states,
we discover that they are intertwined only when K is equal Q.
This leads us to the conclusion that the connection with class field theory in the
Bost–Connes Hecke C*-algebra model is an exceptional feature derived from the
peculiarities of the base field Q; specifically, a consequence of the Kronecker-Weber
Theorem, by which the maximal abelian extension of Q is in fact the maximal
cyclotomic extension. However, the results of [BC] are too suggestive and the pos-
sibility of a noncommutative model that supports both arithmetic and geometric
symmetries for number fields other than Q is too tempting to be abandoned without
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further effort. Indeed, as this work was being finished, we learned of a new con-
struction due to Connes and Marcolli [CM] in which a new C*-dynamical system
is proposed that promises to generate enough algebraic values for KMS∞ states to
support free transitive Galois actions.
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1. The Hecke C*-algebra
We use the following notation: K will denote an algebraic number field with
ring of integers O. The invertible elements of K form a multiplicative group, which
will be denoted by K∗; since K is a field, these are simply the nonzero elements of
K. Similarly, the group of invertible elements (units) of O will be denoted by O∗;
notice that O∗ is strictly smaller than the multiplicative semigroup O× of nonzero
integers.
To the inclusion of O in K we associate the following inclusion of ‘ax+ b groups’
PO :=
(
1 O
0 O∗
)
⊂ PK :=
(
1 K
0 K∗
)
.
We shall prove that this is a Hecke (or almost normal) inclusion; in other words,
that every double coset contains finitely many right cosets. This is equivalent to
saying that the action of PO by right-multiplication on the right coset space PO\PK
has finite orbits. Before we can prove this, we need to develop some basic notation
and results concerning the multiplicative action of the units O∗ on K modulo O.
For each r ∈ K, denote by O∗r the subgroup of O∗ that fixes r modulo O:
O∗r = {u ∈ O∗ : ru = r mod O}.(1.1)
More generally, for each fractional ideal a of K, denote by O∗a the subgroup of O∗
that fixes each element of a modulo O:
O∗a := {u ∈ O∗ : ru = r mod O for each r ∈ a} =
⋂
r∈a
O∗r .(1.2)
In particular, note that O∗r = O∗rO, that O∗r depends only on the class of r in
K/O, and that O∗a depends only on the ideal a +O. Also, if a and b are ideals of
K with a ⊂ b, then O∗a ⊃ O∗b .
Lemma 1.1. For every fractional ideal a in K, the index of O∗a in O∗ is finite.
Proof. Let b := (a+O)−1. Then b is an integral ideal and the multiplicative group
(O/b)∗ is finite. Let n be the exponent of (O/b)∗, so that un = 1 mod b for every
u ∈ O∗. It follows that run = r mod O for every r ∈ a, hence O∗/O∗a has exponent
at most n. Since O∗ is finitely generated, this shows that the quotient O∗/O∗a is
finite. 
The right coset of γ :=
(
1 y
0 x
)
is
POγ =
{(
1 y + xa
0 xu
)
: a ∈ O, u ∈ O∗
}
=
(
1 y + xO
0 xO∗
)
,
with the obvious notation for a set of matrices. The image of POγ under the action
of
(
1 a
0 u
) ∈ PO by right-multiplication is simply PO(1 y0 x)(1 a0 u) = (1 a + yu+ xO0 xO∗ )
and the corresponding right-orbit is{(
1 a+ yu+ xO
0 xO∗
)
: a ∈ O, u ∈ O∗
}
.
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Next we compute explicitly the number R(γ) of right cosets in the double coset
POγPO for each γ ∈ PK.
Lemma 1.2. Suppose γ =
(
1 y
0 x
) ∈ PK, and let a := (O+ xO)−1 be the inverse of
the fractional ideal O + xO. Then
R(γ) = [O∗ : O∗ya] · [O : (O ∩ xO)].
In particular, the pair (PK, PO) is a Hecke pair.
Proof. Suppose u and v are in O∗. It is easy to see that u and v are in the same class
modulo O∗y/x, if and only if, for any a ∈ O, we have that a+ yu = a+ yv mod xO.
Hence, fixing a, we see that(
1 a+ yu+ xO
0 xO∗
)
6=
(
1 a+ yv + xO
0 xO∗
)
if and only if uO∗y/x 6= vO∗y/x. On the other hand, fixing u ∈ O∗/O∗y/x we see that(
1 a+ yu+ xO
0 xO∗
)
6=
(
1 b + yu+ xO
0 xO∗
)
only if a− b /∈ xO, that is, only if a 6= b mod (O ∩ xO). It follows that every right
coset in the right-orbit of POγ arises from a group element
(
1 a
0 u
)
with u ranging
over a set of representatives of O∗/O∗y/x and a ranging over a set of representatives
of O/(O∩xO). Hence R(γ) ≤ |O∗/O∗y/x|·|O/(O∩xO)| <∞, proving that (PK, PO)
is a Hecke pair.
This argument only gives an upper bound for R(γ) because the same right coset
may arise from different combinations of representatives of O∗/O∗y/x and of O/(O∩
xO). To account for the redundancy, and to compute R(γ), let u1, u2 ∈ O∗/O∗y/x
and a1, a2 ∈ O/(O ∩ xO). The right cosets corresponding to
(
1 a1
0 u1
)
and
(
1 a2
0 u2
)
coincide if and only if a1 + yu1 + xO = a2 + yu2 + xO, equivalently, if and only if
a+ y(u− 1) ∈ xO, where we have put u := u2/u1 and a := (a2− a1)/u1. Note that
for each u, this is possible for at most one value of a in O/(O∩ xO). Furthermore,
a+ y(u− 1) ∈ xO for some a
⇐⇒ y(u− 1) ∈ O + xO
⇐⇒ zy(u− 1) ∈ O for every z ∈ a
⇐⇒ (zy)u = zy mod O for every z ∈ a
⇐⇒ u ∈ O∗ya.
Thus for each fixed pair of representatives (u1, a1) of (O∗/O∗y/x) × (O/(O ∩ xO))
there are exactly |O∗ya/O∗y/x| pairs (u2, a2), with u2 = uu1 and a2 = a1+au1 (where
a is the unique element modulo O ∩ xO such that a + y(u − 1) ∈ xO), such that(
1 a2
0 u2
)
is in the right coset of
(
1 a1
0 u1
)
. Since [O∗ : O∗y/x]/[O∗ya : O∗y/x] = [O∗ : O∗ya],
the lemma follows. 
The Hecke algebra H(PK, PO) is, by definition, the convolution *-algebra of
complex–valued bi-invariant functions on PK that are supported on finitely many
double cosets. The convolution product is defined by
f ∗ g(γ) =
∑
γ1∈PO\PK
f(γγ−11 )g(γ1),(1.3)
which is a finite sum because each double coset contains finitely many right cosets;
the involution is given by f∗(γ) = f(γ−1), and the identity is the characteristic
PHASE TRANSITIONS ON HECKE C*-ALGEBRAS 5
function of PO. The same convolution formula, with g replaced by a square in-
tegrable function ξ on the space PO\PK defines an involutive representation λ of
H(PK, PO) on the Hilbert space ℓ2(PO\PK):
λ(f)ξ = f ∗ ξ for f ∈ H and ξ ∈ ℓ2(PO\PK).(1.4)
We shall refer to λ as the Hecke representation of H(PK, PO); the norm closure
of its image λ(H(PK, PO)) is, by definition, the Hecke C*-algebra, and is denoted
by C∗r (PK, PO). Both H(PK, PO) and C∗r (PK, PO) come with a canonical time
evolution by automorphisms {σt : t ∈ R}, given by
σt(f)(γ) = (
R(γ)
L(γ) )
itf(γ), γ ∈ PK, t ∈ R,
where L(γ) denotes the number of left cosets in the double coset of γ, and is equal
to R(γ−1). A routine calculation shows that this action is spatially implemented
on ℓ2(PO\PK), by the unitary group defined by (Utξ)(γ) = (R(γ)L(γ) )itξ(γ) for ξ ∈
ℓ2(PO\PK). See [K, Bi, BC] for details.
To simplify the notation, we often write products in the Hecke algebra simply
as fg instead of f ∗ g, provided there is no risk of confusion, and we use square
brackets to indicate the characteristic function of a subset of PK. Thus, the Hecke
*-algebra H(PK, PO) is the linear span of the characteristic functions [POγPO] of
double cosets of elements γ in PK.
Next we consider two maps µ : O× → H(PK, PO) and θ : K → H(PK, PO)
defined as follows. Let Na = |O/aO| be the absolute norm of a ∈ O×, and let
µa :=
1√
Na
[
PO
(
1 0
0 a
)
PO
]
;(1.5)
for each r ∈ K let
θr :=
1
R(r)
[
PO
(
1 r
0 1
)
PO
]
,(1.6)
where we use the shorthand notation R(r) for R(
(
1 r
0 1
)
), the number of right cosets
in the double coset PO
(
1 r
0 1
)
PO. Recall that R(r) = [O∗ : O∗r ] by Lemma 1.2.
Remark 1.3. Since PO
(
1 0
0 a
)
PO =
(
1 O
0 aO∗
)
and Nua = Na for every u ∈ O∗, it is
clear that the map µ factors through the quotient O× → O×/O∗, and hence can
be viewed as an injective map from the semigroup of principal integral ideals into
H(PK, PO). Similarly, the double coset of
(
1 r
0 1
)
is
PO
(
1 r
0 1
)
PO =
(
1 O + rO∗
0 O∗
)
=
(
1 (O + r)O∗
0 O∗
)
,
where no link is implied between the two occurrences of O∗ in the last expression.
Hence, θ factors through the quotient K → K/O. In fact, θr depends on r only
through the orbit of r + O ∈ K/O under the multiplicative action of O∗ on K/O
We shall denote the set of such orbits by (K/O)O∗ . It is clear that different orbits
give different θr’s, because the corresponding supports are disjoint.
Next, we show that our Hecke algebra is universal for its relations, see Theo-
rem 1.10. We need two lemmas to understand the algebra generated by θr, r ∈ K/O.
Denote by er the indicator function
er :=
[
PO
(
1 r
0 1
)]
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of the right coset of
(
1 r
0 1
)
, and denote by fr the indicator function
fr :=
[(
1 r
0 1
)
PO
]
of the left coset of
(
1 r
0 1
)
.
Lemma 1.4. For any subgroup S of O∗r of finite index in O∗ we have
θr =
1
[O∗ : S]
∑
u∈O∗/S
eur =
1
[O∗ : S]
∑
u∈O∗/S
fur.(1.7)
Proof. The right orbit of PO
(
1 r
0 1
)
consists of the right cosets
(
1 ru +O
0 O∗
)
= PO
(
1 ru
0 1
)
for u ∈ O∗, and it is clear that the union of these right cosets is the common
support of both θr and
∑
u∈O∗/S eur. Further, for γ in this support, there is a
unique u ∈ O∗ modulo O∗r such that POγ = PO
(
1 ru
0 1
)
, and, modulo S, there
are [O∗r : S] such u’s. Hence the value of the right-hand side of (1.7) at γ is
[O∗r : S]/[O∗ : S] = 1/[O∗ : O∗r ], which, by definition, is the value of θr at γ. The
proof of the second equality is entirely analogous. 
The functions er and fr are not bi-invariant, so they are not in H, but er is
left–invariant and fr is right–invariant, and it still makes sense to compute the
convolution product fr ∗ es using formula (1.3). We notice however that this product
may fail to be left or right–invariant.
Lemma 1.5. For r, s ∈ K the convolution fr ∗ es is the indicator function
fr ∗ es =
[⋃
u∈O∗
(
1 ru+ s+O
0 u
)]
=
∑
u∈O∗
[(
1 ru + s+O
0 u
)]
.
Proof. Since es(γ1) = 1 if and only if the right coset γ1 is precisely PO
(
1 s
0 1
)
, we
have fr ∗ es(γ) = 1 or 0 according to whether fr(γγ−11 ) = 1 or 0 for γ1 = PO
(
1 s
0 1
)
.
Now fr(γγ
−1
1 ) = 1 if and only if γγ
−1
1 =
(
1 r
0 1
)
PO as a left coset, which means
γ =
(
1 r
0 1
)(
1 a
0 u
)(
1 s
0 1
)
=
(
1 ru+ s+ a
0 u
)
for some a ∈ O and u ∈ O∗. Finally, the
characteristic function of the union can be replaced by a pointwise sum because the
sets are mutually disjoint, so that only one term is nonzero at each point. 
Proposition 1.6. (1) The *-subalgebra A of H(PK, PO) generated by the set
{θr : r ∈ (K/O)O∗} is universal for the relations:
θ0 = 1
θwr = θr = θ
∗
r , r ∈ K/O, w ∈ O∗,
θrθs =
1
R(r)
1
R(s)
∑
u∈O∗/O∗r
∑
v∈O∗/O∗s
θur+vs, r, s ∈ K/O.
Moreover, the generating set {θr} is a linear basis for A, and A is commu-
tative.
(2) For each d ∈ O×, the subset {θr : rd ∈ O} spans a finite dimensional
subalgebra A(d) and A = ∪d∈O×A(d).
(3) The algebra A embeds in the Hecke C*-algebra, where it generates a C*-
subalgebra Aθ that is universal for the above relations (interpreted now in
the category of C*-algebras).
(4) The map
θr 7→ 1
R(r)
∑
u∈O∗/O∗r
δur ∈ C∗(K/O).
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determines an embedding of A as a *-subalgebra of C[K/O] and of Aθ as a
C*-subalgebra of C∗(K/O).
Proof. The first two relations are immediate to verify. In order to prove the third
one, let O∗r,s be the subgroup of units that fix both r and s modulo O. Clearly
O∗r,s = O∗rO+sO, so it is of finite index in O∗ and by Lemma 1.4,
θr ∗ θs = 1
[O∗ : O∗r,s]
1
[O∗ : O∗r,s]
∑
u∈O∗/O∗r,s
∑
v∈O∗/O∗r,s
fur ∗ evs.(1.8)
Using Lemma 1.5, we write the indicator function fur ∗ evs as a sum of indicator
functions,
fur ∗ evs =
∑
w∈O∗
[(
1 urw + vs+O
0 w
)]
.
In the triple summation resulting in (1.8), we first sum over u and v replacing u by
u/w when summing over u, to obtain
θr ∗ θs = 1
[O∗ : O∗r,s]2
∑
w∈O∗
∑
u,v∈O∗/O∗r,s
[(
1 O
0 w
)(
1 ur + vs
0 1
)]
.
Fixing now the values of r, s, u, v, the sum over w gives the indicator function
eur+vs, so that
θr ∗ θs = 1
[O∗ : O∗r,s]2
∑
u,v∈O∗/O∗r,s
eur+vs =
1
[O∗ : O∗r,s]3
∑
w∈O∗/O∗r,s
∑
u,v∈O∗/O∗r,s
eur+vs,
where we have introduced an extra sum over w. Now, in the sum over u and v, we
replace u by wu and v by wv to obtain
θr ∗ θs = 1
[O∗ : O∗r,s]3
∑
w∈O∗/O∗r,s
∑
u,v∈O∗/O∗r,s
ew(ur+vs).
Finally, we apply Lemma 1.4 to the sum over w to obtain
θr ∗ θs = 1
[O∗ : O∗r,s]
1
[O∗ : O∗r,s]
∑
u,v∈O∗/O∗r,s
θur+vs.
It is clear from this that the θr commute with each other, and that their linear
span is multiplicatively closed. We have already seen that θr = θs if and only if r
and s are in the same O∗-orbit in K/O, so as a set, {θr : r ∈ (K/O)O∗} is linearly
independent, because the supports of any two distinct elements are disjoint. It
follows that this set is a linear basis for A. Conversely, if r and s are in the
same O∗-orbit in K/O, then the second relation implies that the corresponding
universal generators must coincide as well. Thus the canonical homomorphism of
the universal unital *-algebra with the given presentation onto A maps a spanning
set one-to-one and onto a linear basis; this implies that the map is an isomorphism
and finishes the proof of part (1).
It follows easily from the relations that A(d) := span{θr : dr ∈ O} is a unital
*-subalgebra of A, of dimension at most |(1/d)O/O| = |O/(dO)| = Nd. Given a
finite set F = {r1, r2, . . . , rn} ⊂ K, we choose d ∈ O× such that dri ∈ O for each
i = 1, 2, . . . , n; then the θri ’s are contained in A(d). This proves part (2).
To deal with the corresponding question at the C*-algebra level observe first
that each θr is self-adjoint and that it has finite spectrum (because it generates
a finite dimensional *-subalgebra). Thus, every θr has uniformly bounded norm
in any representation, and it makes sense to consider the universal C*-algebra
Auθ of the relations. Suppose r and s determine different O∗-orbits in K/O, i.e.
(r +O)O∗ 6= (s + O)O∗. Using the left regular representation λ of H(PK, PO) on
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ℓ2(PO\PK), we obtain operators λ(θr) and λ(θs). When these operators act on the
vector [PO] ∈ ℓ2(PO\PK) they produce vectors with disjoint supports. Hence, the
collection of operators λ(θr), indexed by (representatives of classes in) (K/O)O∗ ,
is linearly independent. It follows that each of the finite dimensional subalgebras
A(d) is represented faithfully in λ(Aθ) and hence the canonical homomorphism of
the universal C*-algebra Auθ onto λ(Aθ) is an isomorphism. Notice in passing that
Auθ = inj limd∈O× A(d) with embeddings given by the inclusions A(d) ⊂ A(d′) when
d|d′. This finishes the proof of part (3).
In order to prove part (4), we write ϑr :=
1
R(r)
∑
u∈O∗/O∗r
δur ∈ C[K/O]. A
straightforward computation in the group algebra C[K/O] shows that the elements
ϑr satisfy the relations, so the map θr 7→ ϑr extends to a homomorphism. To prove
that this homomorphism is in fact injective, we need to show that the ϑr’s are
linearly independent. Suppose that
∑
r λrϑr is a vanishing finite linear combination,
which we assume has been reduced so that different r’s come from different orbits
in (K/O)O∗ , and so write as ∑r∑u λrR(r)δur. As a result of the reduction, the δur
are different, hence linearly independent, and all the λr must vanish. This proves
that A embeds into C[K/O].
Finally, since the finite dimensional subalgebras A(d) are mapped injectively, the
C*-algebra homomorphism of Auθ into C
∗(K/O) determined by θr 7→ ϑr is injective
too. 
Proposition 1.7. The Hecke algebra H(PK, PO) is (canonically isomorphic to)
the universal unital *-algebra over C generated by elements {µa : a ∈ O×} and
{θr : r ∈ K/O} subject to the relations:
(I.1) µw = 1, for all w ∈ O∗,
(I.2) µ∗aµa = 1, for all a ∈ O×,
(I.3) µaµb = µab, for all a, b ∈ O×,
(II.1) θ0 = 1,
(II.2) θwr = θr = θ
∗
r , for all r ∈ K/O and w ∈ O∗,
(II.3) θrθs =
1
R(r)
1
R(s)
∑
u∈O∗/O∗r
∑
v∈O∗/O∗s
θur+vs, for all r, s ∈ K/O,
(III) µaθrµ
∗
a =
1
Na
∑
b∈O/aO
θ r+b
a
, for all a ∈ O× and r ∈ K/O.
Moreover, the set {µ∗aθrµb : a, b ∈ O× and r ∈ K/O} is a linear basis for H(PK, PO).
Proof. The first step is to show that the elements µa and θr of H(PK, PO) defined
in (1.5) and (1.6) satisfy the relations, thus giving a canonical homomorphism of
the universal algebra of the relations onto the Hecke algebra. The relation (I.1)
follows immediately from the definition, while (II.1), (II.2) and (II.3) are from
Proposition 1.6 and Remark 1.3. Next we observe that the double coset supporting
µ is a right coset, so for f ∈ H(PK, PO), the product N1/2a (µa ∗ f) is given by
N1/2a (µa ∗ f)(γ) = f
((
1 0
0 a−1
)
γ
)
γ ∈ PK.
Once we know how to multiply any function by µa on the left, the argument given in
[BC, Proposition 18] gives relations (I.2) and (I.3), and since taking adjoints gives
multiplication by µ∗a on the right, a further straightforward computation gives (III).
To avoid confusion, we shall denote by µ˜a and θ˜r the universal generators sub-
ject to the given relations. The rest of the proof depends on the following key
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consequence of the relations:
θ˜rµ˜a = µ˜aθ˜ar a ∈ O×, r ∈ K/O.(1.9)
We will prove θ˜rµ˜aµ˜
∗
a = µ˜aθ˜arµ˜
∗
a instead; that it is equivalent to (1.9) can easily
be verified on multiplying both sides on the right by the isometry µ˜a or its adjoint.
We first use relations (III) and (II.3) to get
θ˜rµ˜aµ˜
∗
a = θ˜r
( 1
Na
∑
b
θ˜b/a
)
=
1
Na
∑
b
1
R(r)
1
R(b/a)
∑
u∈O∗/O∗r
∑
v∈O∗/O∗
b/a
θ˜ur+v ba
=
1
Na
∑
b
1
R(r)
1
R(b/a)
∑
u∈O∗/O∗r
∑
v∈O∗/O∗
b/a
θ˜v(v−1ur+ ba )
.
For each fixed v ∈ O∗/O∗b/a the new variable w := v−1u runs over the classes of
O∗/O∗r , so we add first on w and then simplify the v–average, because the resulting
sum does not depend on v:
θ˜rµ˜aµ˜
∗
a =
1
Na
∑
b
1
R(r)
1
R(b/a)
∑
v∈O∗/O∗
b/a
∑
w∈O∗/O∗r
θ˜(wr+ ba )
=
1
Na
∑
b
1
R(r)
∑
w∈O∗/O∗r
θ˜(wr+ ba )
=
1
Na
∑
b
1
R(r)
∑
w∈O∗/O∗r
θ˜war+b
a
=
1
R(r)
∑
w∈O∗/O∗r
µ˜aθ˜warµ˜
∗
a by (III), for each w
= µ˜aθ˜arµ˜
∗
a
because θ˜war = θ˜ar for each w ∈ O∗.
Next we show that the canonical homomorphism of the universal *-algebra with
the given presentation to H(PK, PO) is an isomorphism.
Using the given relations, (1.9), and its immediate consequence µ˜∗aθ˜rµ˜a = θ˜ar,
one proves that the linear span of the set of monomials {µ˜∗aθ˜rµ˜b : a, b ∈ O×, r ∈
K/O} is multiplicatively closed and ∗-closed. The computation is analogous to
the one found in the proof of [ALR, Lemma 1.8]. Since these monomials include
the generators µ˜a and θ˜r, as well as the identity, they span the universal unital
*-algebra with the above presentation.
At the level of the Hecke algebra, one computes that the bi-invariant function
µ∗aθrµb is supported on the (single) double coset of
(
1 rb
0 b/a
)
, where it takes the value
([O∗ar : O∗r ]
√
Nab)
−1, see the proof of [ALR, Theorem 2.3] for a similar computation.
Since every double coset arises as the support of such a function for some a, b ∈ O×
and r ∈ K/O, the set of such products spans the Hecke algebra. The caveat of
[ALR, Remark 1.9] applies here too, to the effect that there is some redundancy
in the labelling of the universal spanning monomials by the triples (a, r, b), and, of
course, at least as much redundancy in the corresponding labelling of the monomials
spanning the Hecke algebra. We claim that this redundancy is exactly the same in
both cases; more explicitly, we claim that if µ∗aθrµb and µ
∗
cθsµd do not have disjoint
supports as functions on PK then µ˜
∗
aθ˜rµ˜b = µ˜
∗
c θ˜sµ˜d in the universal algebra of the
relations, and hence also µ∗aθrµb = µ
∗
cθsµd in H(PK, PO), so the elements µ∗aθrµb
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are linearly independent in H(PK, PO). This will complete the proof, because it
implies that the canonical homomorphism maps a spanning set one-to-one and onto
a linear basis, and hence is an isomorphism. Recall that the support of µ∗aθrµb is
the single double coset PO
(
1 rb
0 b/a
)
PO and that of µ
∗
cθsµd is PO
(
1 sd
0 d/c
)
PO. If these
supports are not disjoint they coincide, so there exist u and w in O∗ and m ∈ O
such that b/a = u(d/c) and rb = w(sd) +m(b/a) mod O. Then, going along the
lines of [ALR, Remark 1.9],
µ˜∗aθ˜rµ˜b = µ˜
∗
aµ˜bθ˜br by (1.9)
= µ˜∗aµ˜bθ˜wds+mb/a
= µ˜∗c µ˜dθ˜wds+mud/c because µ˜
∗
aµ˜b = µ˜
∗
c µ˜d
= µ˜∗c θ˜ws+mu/cµ˜d by (1.9)
= θ˜cws+muµ˜
∗
c µ˜d by (1.9)
= µ˜∗c θ˜sµ˜d,
finishing the proof of the claim and of the proposition. 
It will be important for our study of KMS states to have a presentation of the
Hecke C*-algebra as a semigroup crossed product and in terms of generators and
relations. With this purpose, and in order to introduce the notation, we briefly
review now the definition of a semigroup crossed product. When S is a semigroup
that acts by endomorphisms αs of the unital C*-algebra A, we say that (A,S, α)
is a semigroup dynamical system. A covariant representation of such a system is
a pair (π, v) consisting of a unital representation π of A on a Hilbert space and
a representation v of S by isometries on the same Hilbert space, such that the
covariance condition π(αs(a)) = vsπ(a)v
∗
s is satisfied for every a ∈ A and s ∈ S.
The semigroup crossed product associated to (A,S, α) is the C*-algebra generated
by a universal covariant representation. It is unique up to canonical isomorphisms
and is denoted A ⋊α S. When the endomorphisms are injective, the component π
of the universal covariant representation is injective and it is customary to drop it
from the notation and to think of A⋊α S as being generated by a copy of A and a
semigroup of isometries {vs : s ∈ S} that are universal for the covariance condition.
See [LR1] for more details on semigroup crossed products. The next proposition
gives the appropriate semigroup dynamical system for our Hecke algebra. We point
out that the endomorphisms arising in this particular construction are injective
corner endomorphisms, that is, each αs is an isomorphism of A onto the corner
psAps determined by the projection ps = αs(1). See [L2] for general facts about
crossed products by semigroups of corner endomorphisms.
Proposition 1.8. There is an action of the semigroup O×/O∗ of principal integral
ideals of O by injective corner endomorphisms of the C*-algebra Aθ, given by
αa(θr) =
1
Na
∑
b∈O/aO
θ r+b
a
, a ∈ O×.(1.10)
For each a ∈ O×, αa(1) = µaµ∗a is a projection, and if the ideal aO∩bO is principal,
then
αa(1)αb(1) = αaO∩bO(1).(1.11)
The action α has a left inverse action β by surjective endomorphisms determined
by βa : θr 7→ θar, such that βa ◦ βb = βab, βa ◦αa = id and αa ◦ βa is multiplication
by αa(1).
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Proof. Notice first that the relation (II.2) makes it clear that αa depends only on
the ideal aO∗ ∈ O×/O∗ and not on the specific representative a ∈ O×. To show
that α is a semigroup of endomorphisms, and to define β, we use the copy of Aθ
sitting inside the universal algebra C∗(µ, θ) of the relations, where α and β are
implemented by the isometries:
αa(f) = µafµ
∗
a and βa(f) := µ
∗
afµa for f ∈ H(PK, PO).(1.12)
Since the µa form a semigroup of isometries, it is easy to see that α and β have
the desired properties. Multiplying (1.9) on the left by µ∗a shows that βa(θr) =
µ∗aθrµa = θar.
To prove (1.11) suppose first that a and b are relatively prime; then a/u and b/v
are also relatively prime for every u, v ∈ O∗, and from [ALR, Proposition 1.2] we
know that ( 1
Na
∑
x∈O/aO
δux
a
)( 1
Nb
∑
y∈O/bO
δ vy
b
)
=
1
Nab
∑
z∈O/abO
δ z
ab
.
Averaging first over u ∈ O∗/O∗1/a and then over v ∈ O∗/O∗1/b gives( 1
Na
∑
x∈O/aO
ϑ x
a
)( 1
Nb
∑
y∈O/bO
ϑ y
b
)
=
1
Nab
∑
z∈O/abO
ϑ z
ab
,
which proves
αa(1)αb(1) = αab(1),
in the copy of Aθ inside of C
∗(K/O) given in part (4) of Proposition 1.6. When a
and b are not relatively prime but have a principal l.c.m. aO ∩ bO = cO, we write
a′ = cb−1 and b′ = ca−1, and we let d := abc−1 be the g.c.d. of a and b. Then a′
and b′ are relatively prime and (1.11) follows from the above because
αa(1)αb(1) = αda′(1)αdb′(1) = αd(αa′b′(1)) = αc(1).

Corollary 1.9. If aO + bO is principal, so that aO+ bO = cO for some c ∈ O×,
and if we write a = a′c and b = b′c for a′, b′ ∈ O×, then
µ∗bµa = µa′µ
∗
b′ .(1.13)
Proof. Multiply (1.11) on the left by µ∗a and on the right by µb, and then use (1.12)
with f = 1 and the fact that aO ∩ bO = a′b′cO. 
Theorem 1.10. The Hecke C*-algebra C∗r (PK, PO) is canonically isomorphic to
the semigroup crossed product Aθ⋊α(O×/O∗) and to the universal unital C*-algebra
C∗(µ˜, θ˜) with presentation (I), (II), (III) from Proposition 1.7.
Similarly, the Hecke algebra is canonically isomorphic to the ‘algebraic’ semi-
group crossed product A ⋊α (O×/O∗), which embeds as the *-subalgebra of Aθ ⋊α
(O×/O∗) spanned by the monomials µ∗aθrµb.
Proof. The isomorphism between the semigroup crossed product and the C*-algebra
of the given presentation is an easy consequence of Proposition 1.6 and the universal
property of semigroup crossed products [LR1].
We have already seen that the operators λ(θr) generate a faithful representation
of Aθ on ℓ
2(PO\PK) and that the λ(µa) form a semigroup of isometries. Moreover,
the relation (III) says that the pair (λ|Aθ , λ ◦ µ) is a covariant representation of
the semigroup dynamical system (Aθ , (O×/O∗), α), so the universal property of
Aθ ⋊α (O×/O∗) gives a homomorphism of Aθ ⋊α (O×/O∗) onto C∗r (PK, PO), which
extends the representation λ of H(PK, PO) as convolution operators on the space
ℓ2(PO\PK). We will refer to this as the Hecke representation of the Hecke algebra
and C*-algebra, and denote it by λ; our next goal is to show that it is injective. To
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do this, we will show that the vector state ω[PO] := 〈λ(·)[PO ], [PO]〉 corresponding
to the vector [PO] ∈ ℓ2(PO\PK) is a faithful state of the crossed product. From
this it will follow that λ is faithful because its cyclic subrepresentation associated
to [PO] is faithful.
In order to see that ω[PO] is faithful, let Eαˆ : Aθ ⋊α (O×/O∗) → Aθ be the
conditional expectation of the dual action of K̂∗, obtained by averaging over the
compact K̂∗–orbits. Using the embedding of Aθ in C∗(K/O) from part (4) of
Proposition 1.6, restrict the canonical trace on C∗(K/O) to a trace τ on Aθ .
Since τ and Eαˆ are faithful positive maps (in the sense that their kernels contain
no nontrivial positive element), their composition τ ◦ Eαˆ is a faithful state on
Aθ⋊α (O×/O∗). Next observe that the state ω[PO] factors through Eαˆ and coincides
with τ on the θr’s. Since these generate the range of Eαˆ, we have τ ◦ Eαˆ = ω[PO ],
finishing the proof. See [ALR, Example 1.12 and proof of Proposition 2.4] for a
similar computation carried out in detail. 
It is possible to give a different proof of the semigroup crossed product structure
of C∗r (PK, PO) using results from [LLar1, LLar2]. This alternative approach reveals
that Aθ is itself a Hecke C*-algebra, although it does not yield the explicit formula
for products (II.3) obtained above by direct methods, so it paints a complementary
picture. In order to apply [LLar1, Theorem 1.9] we first need to write PK as a
convenient semidirect product, for which we need a multiplicative cross section of
the quotient mapK∗ −→ K∗/O∗ that mapsO×/O∗ back intoO×. When every ideal
in O is principal, such a cross section is easy to obtain; one simply selects a prime
generator for each prime ideal and then extends the map freely and multiplicatively.
The existence of such cross sections when the ideal class group is nontrivial is a bit
more delicate.
Lemma 1.11. The quotient map K∗ −→ K∗/O∗ has a multiplicative cross section
mapping O×/O∗ into O×.
Proof. Write the ideal class group of K as a product of cyclic groups Cd1 × · · · ×
Cdr , with d1 | . . . | dr. Choose prime ideals p1, . . . , pr mapping to the generators of
Cd1 , . . . , Cdr . Thus a product
∏
j p
ej
j is a principal ideal if and only if dj | ej for
each j = 1, . . . , r. Choose elements aj ∈ O such that pdjj = ajO. Also choose, for
each prime ideal p, (including the pj ’s) a product
∏
j p
ej(p)
j in the same ideal class,
and finally, choose an element ap ∈ K such that p = ap
∏
j p
ej(p)
j .
Let a be a principal ideal of O, and factor a as a product ∏p pep(a) of prime
ideals. Replacing the above expression for p gives
a =
∏
p a
ep(a)
p ·
∏
p
∏
j p
ep(a)ej(p)
j =
∏
p a
ep(a)
p ·
∏
j p
∑
p
ep(a)ej(p)
j .
Since a is principal, it follows that
∑
p ep(a)ej(p) is a multiple of dj , for each
j = 1, . . . , r, and we obtain a generator of the ideal a
a =
∏
p a
ep(a)
p ·
∏
j a
(1/dj)
∑
p
ep(a)ej(p)
j O.
We choose this generator of a as the image of a ∈ O×/O∗ in O×. First of all,
since a is an ideal of O, this generator is an integer. And secondly, since ep(ab) =
ep(a) + ep(b) for every prime ideal p, and fractional ideals a and b, it is easily
verified that this construction gives a multiplicative section K∗/O∗ → K∗ that
maps O×/O∗ into O×. 
Corollary 1.12. The subgroup N :=
(
1 K
0 O∗
)
is normal in PK and contains PO
as a Hecke subgroup. The Hecke *-algebra of the ‘intermediate’ Hecke inclusion
PHASE TRANSITIONS ON HECKE C*-ALGEBRAS 13
PO ⊂ N is canonically isomorphic to the *-algebra A with presentation given in
Proposition 1.6. Along the same lines, the Hecke C*-algebra of this inclusion is the
C*-algebra Aθ with the same presentation. Moreover, we have canonical isomor-
phisms at the level of *-algebras and C*-algebras:
H(PK, PO) ∼= H(N,PO)⋊ (O×/O∗) and
C∗r (PK, PO)
∼= C∗r (N,PO)⋊ (O×/O∗).
Proof. Since PO is Hecke in PK, it is obviously Hecke in N ⊂ PK, and N is normal
because it is the kernel of the homomorphism
(
1 y
0 x
) ∈ PK 7→ xO∗ ∈ K∗/O∗. Let σ
be a cross section given by the preceding lemma and consider the map σ˜ : K∗/O∗ →
PK, defined by σ˜(xO∗) =
(
1 0
0 σ(xO∗)
)
. Using this cross section, we may view PK as
the semidirect product N ⋊ (K∗/O∗), and [LLar1, Theorem 1.9] does the rest. 
Remark 1.13. 1) Although the cross section σ is noncanonical, the resulting endo-
morphisms of the small Hecke algebraH(N,PO) are independent from it, essentially
because the double cosets in N are O∗–invariant.
2) Because Lemma 1.3 of [LLar1] is wrong as stated, a correction factor is nec-
essary on the spanning monomials of [LLar1, Theorem 1.9 (ii)] for the set to be a
linear basis, see [LLar2]. In the present case, the factor is 1/R(r), and is already
naturally included in the definition of the monomials in (1.6). A very interesting
generalization of [LLar1] to nonsplit extensions, as well as the correct substitute to
the incorrect lemma, can be found in [Ba et al.].
2. The adelic semigroup crossed product
It is very convenient to have a realization of the Hecke algebra C∗r (PK, PO) as a
semigroup crossed product on which it is possible to define the endomorphisms and
the group of ‘geometric’ symmetries as transformations of a compact space. We
shall obtain this realization via the Fourier–Gelfand transform of K/O, for which
we need to review first the self-duality pairing of the additive group of full adeles.
We refer to [Ta] or [Lan] for the details. Denote by MK the set of equivalence
classes of valuations on K, with M0K the set of finite (nonarchimedean) valuations,
and let Kv and Ov denote the completion of K and O with respect to the valuation
v. The ring of full adeles over K is, by definition, the restricted product A(K) :=∏
v∈MK
(Kv;Ov); the additive group is self dual. We shall consider the pairing of
A(K) with itself given in [Ta]: suppose first p ∈ N is a prime, and let χp be the
character of Qp given by
χp(x) = exp(2πiλp(x)), x ∈ Qp,
where λp(x) ∈ Q is chosen so that x − λp(x) ∈ Zp and is well-defined modulo Z.
Also for p =∞ define a character χ∞ of Q∞ = R by
χ∞(x) = exp(−2πix), x ∈ Q∞.
For each adele x = (x∞, x2, x3, x5, . . . ) ∈ A(Q), define
χA(Q)(x) =
∏
p
χp(xp).
Clearly, χA(Q)(x) = 1 for x ∈ Q. Let TrA(K)/A(Q)(a) =
(∑
v|pTrKv/Qp(av)
)
p
denote
the trace of an adele a over K to the adeles over Q, where p = ∞, 2, 3, . . . runs
over the valuations of Q. For adeles a, b ∈ A(K), we define the canonical pairing
〈a, b〉 = χA(Q)(TrA(K)/A(Q)(ab)), and this gives an isomorphism of A(K) onto its
Pontrjagin dual Â(K), in which the adele b is mapped to the character on A(K)
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given by a 7→ 〈a, b〉. Once this duality has been established, general considerations
give pairings for subgroups and quotients of A(K).
For instance, consider K ⊂ A(K), embedded diagonally, and let K⊥ be the
group K⊥ := {b ∈ A(K) : 〈a, b〉 = 1 (all a ∈ K)} of characters that are trivial on K.
It is easy to see that K ⊂ K⊥, and the reverse inclusion holds by [Ta, Theorem 4.1.4].
Thus the duality pairing of A(K) with itself determines an isomorphism of the dual
of K to the quotient A(K)/K. This, in turn, yields an isomorphism of the dual of
the quotient K/O to the subgroup of A(K)/K consisting of those adeles (modulo
K) that induce the trivial character on O. Specifically, define
O⊥ := {b ∈ A(K) : 〈a, b〉 = 1 for all a ∈ O};
then there is a duality pairing of the classes k+O ∈ K/O and b+K ∈ O⊥/K given
by 〈k +O, b+K〉 := 〈k, b〉.
This is not quite enough to see endomorphisms and symmetries as coming from
multiplication; we need a description of O⊥/K in terms of a subset of the finite
adeles, on which multiplication is defined. Suppose first v is a nonarchimedean
valuation on K, and let p be the rational prime such that v|p. The local version
of the duality, pairing Kv with itself, is given by 〈a, b〉v := χp(TrKv/Qp(ab)) for
a, b ∈ Kv. Since 〈a, b〉v = 1 for all a ∈ Ov if and only if TrKv/Qp(ab) ∈ Zp for all
a ∈ Kv, the set of elements that induce the trivial character on Ov is
D−1v = {b ∈ Kv : TrKv/Qp(ab) ∈ Zp for all a ∈ Ov},
which is classically referred to as the local inverse different at v. The set D−1v is a
fractional ideal in Kv that clearly contains Ov, so that its inverse, the local different
Dv is an integral ideal in Kv. If we denote by Pv the maximal ideal of Ov, then
Dv = P
dv
v for some dv ≥ 0. One proves that the support of d is finite using the
approximation theorem; in fact, Dv = Ov if and only if v ∈M0K is unramified.
The space we need is the product of the local inverse differents:
D−1 :=
∏
v∈M0
K
D−1v = {b ∈ A0(K) : χA(Q)(TrA(K)/A(Q)(ab)) = 1 ∀a ∈
∏
v∈M0
K
Ov},
which is an additive subgroup of the finite adeles A0(K), but which we view as a
subset of the full adeles by attaching a trivial component at every infinite place.
By abuse we will refer to D−1 as the (adelic) inverse different, observing that it is
a cartesian product D−1 =∏v P−dvv .
In order to avoid confusion, we point out that in the standard terminology the
global inverse different is the set
D−1 := {x ∈ K : x ∈ D−1v for all finite v}.
It is a fractional ideal in K, whose prime factorization is D−1 = ∏P P−dv , where
dv is as above for the valuation corresponding to the prime ideal P = Pv ∩ O.
Proposition 2.1. The canonical duality pairing of A(K) to itself induces an iso-
morphism of the dual of K/O to D−1 ×∏v|∞{0}.
Proof. From the definition of D−1v it is clear that the elements of
∏
v∈M0
K
D−1v ,
viewed as full adeles with trivial components at the infinite places, induce the
trivial character on O via the duality pairing. Thus, we have that ∏v∈M0
K
D−1v ×∏
v|∞{0} ⊂ O⊥. We need to show that this inclusion induces an isomorphism of∏
v∈M0
K
D−1v to O⊥/K.
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By the Approximation Theorem, every adele can be written, modulo K, as d+x,
where d ∈ ∏v∈M0
K
D−1v ×
∏
v|∞{0} and x ∈
∏
v∈M0
K
{0} ×∏v |∞Kv. Then
A(K)/K ∼=
∏
v∈M0
K
D−1v ×
(∏
v |∞Kv
)
/D−1.
Since every nontrivial element of
∏
v |∞Kv/D−1 gives a nontrivial character on O,
it follows that
∏
v∈M0
K
D−1v
∼= O⊥/K. 
Definition 2.2. An extreme point of the inverse different (or an extreme inverse
different) is an element χ of D−1 such that χR = D−1; equivalently, χ has maxi-
mal valuation (minimal exponents) within
∏
v∈M0
K
D−1v at every place. The set of
extreme points will be denoted by ∂D−1.
The extreme inverse different corresponds to the subset XK of K̂/O constructed
in [ALR, Corollary 3.5] using elementary Fourier analysis. The extreme points
play the role of the appropriate power of a uniformizing element in a local field
extension. For each extreme inverse different χ the map w 7→ χw gives a one-to-
one correspondence:
R :=
∏
v∈M0
K
Ov −→ D−1 :=
∏
v∈M0
K
D−1v ,
such that
W :=
∏
v∈M0
K
O∗v −→ ∂D−1 = ∂(
∏
v∈M0
K
D−1v ).
We may now write the Gelfand–Fourier transform of C∗(K/O) as the isomor-
phism C∗(K/O) ∼= C(D−1) determined by the pairing of Proposition 2.1, namely
δr 7→ δˆr = 〈r, ·〉 for r ∈ K/O. We note in passing that the various duality pairings
of K/O to R used in [HLe, ALR, Coh] involve a noncanonical choice of inverse dif-
ferent χ (or of a point in X in the case of [ALR]). In our notation, the transforms
from [HLe, ALR, Coh] would be given by δr 7→ 〈r, χ · 〉.
To describe the symmetries of our dynamical system, we need to analyze the
action of the group W :=
∏
v∈M0
K
O∗v on the inverse different, and in particular the
action of the subgroup O∗ of units, diagonally embedded in W . By Dirichlet’s unit
theorem, O∗ is infinite unless K is quadratic imaginary, but sinceW is compact, the
closure O∗ of the diagonal copy of O∗ in W is a compactification of O∗. Next we
see that this compactification coincides with the natural profinite limit determined
by the action of O∗ on K/O, and, by duality, with the transposed action on D−1.
We recall that O∗r denotes the stability subgroup of r ∈ K/O for the action of O∗
by multiplication on K/O.
Lemma 2.3. For each a ∈ O× let Ga := O∗/O∗1/a. The collection {Ga : a ∈ O×},
endowed with the natural homomorphisms
uO∗1/b ∈ Gb 7→ uO∗1/a ∈ Ga for u ∈ O∗, and a|b in O×
is a projective system of finite groups. The quotient maps u 7→ uO∗1/a of O∗ →
Ga determine an embedding of O∗ as a dense subgroup of the profinite group
proj limGa, which extends to the closure O∗ of (the diagonally embedded copy
of) O∗ inside W , giving an isomorphism O∗ ∼= proj limGa.
Proof. The collection of subgroups O∗1/a for a ∈ O× form an injective system
(with O× directed by divisibility) and hence the corresponding quotients Ga form
a projective system.
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Next observe that for any two distinct units u and v in O∗, there is b ∈ O× such
that u− v /∈ bO, hence u/b 6= v/b mod O, proving that the canonical map of O∗ to
proj limGa is injective.
The group of units O∗ maps onto each of the Ga’s by definition; we need to
extend this map to the closure of O∗ in W =∏v∈M0
K
O∗v, for which we will use that
W itself can be viewed as the limit of the projective system {(O/aO)∗ : a ∈ O×},
where (O/aO)∗ is the unit group of the finite ring (O/aO). Suppose now uλ → u
in W . Then (uλu
−1) → 1 in (O/aO)∗, so eventually (uλu−1) = (uµu−1) for some
fixed µ. It follows that uλ = uµ mod aO, that is, (uλ − uµ)/a ∈ O. Hence uλu−1µ
fixes 1/a modulo O, so uλ and uµ determine the same element of Ga. This implies
that the quotient map O∗ → (O/aO)∗ extends to a surjective homomorphism
ha : O∗ → (O/aO)∗ for each a ∈ O×.
It is now easy to verify that these homomorphisms ha form a coherent family of
continuous surjections ofO∗ to the projective system of groupsGa. The intersection
of the kernels is trivial, and by the universal property of the projective limit there
is an embedding of O∗ in proj limGa. Since the range is dense and O∗ is compact,
this embeding is surjective and we have the isomorphism O∗ ∼= proj limGa. 
It is easy to see that multiplication by integral ideles W is continuous and leaves
the inverse different invariant, thus the diagonal embedding O∗ →֒ W determines
a multiplicative action of O∗ on D−1. At the level of the C*-algebra C(D−1), a
function is fixed by the action of O∗ if and only if it is fixed by O∗. Averaging
over the O∗–orbits using the normalized Haar measure gives a faithful positive
conditional expectation EO∗ : C(D−1) → C(D−1)O
∗
. We shall denote by Ω the
(quotient) space of O∗–orbits in D−1; it is a compact Hausdorff space such that
C(D−1)O∗ ∼= C(Ω). Notice that O∗ acts trivially on Ω, so the multiplicative action
of W on D−1 drops to an action of W/O∗ on Ω, which we also write as multiplica-
tion. Similarly, multiplication of an orbit xO∗ in Ω by a principal ideal a ∈ O×/O∗
is well defined, since O∗ has been factored out from everything in sight.
Proposition 2.4. Let Ω be the orbit space of the action of O∗ on D−1 :=∏v D−1v .
There is an action α of O×/O∗ by injective endomorphisms of C(Ω) defined, for
aO∗ ∈ O×/O∗ and f ∈ C(Ω), by
αa(f)(x) :=
{
f(a−1x) if x ∈ aΩ
0 if x /∈ aΩ.(2.1)
A representation of the crossed product C(Ω)⋊α (O×/O∗) is faithful if and only if
it is faithful on C(Ω).
Proof. One first defines αa(f) for f ∈ C(D−1) and a ∈ O× and then restricts
to C(Ω) ∼= C(D−1)O∗ , where units act trivially, to obtain the action of O×/O∗.
This shows that (2.1) is independent of the point x representing an orbit and of
the integer a representing a principal ideal. Recall from the discussion preceding
Proposition 1.8 that the semigroup crossed product C(Ω)⋊α (O×/O∗) is generated
by a copy of C(Ω), and a semigroup of isometries {va : a ∈ O×/O∗}. To prove the
faithfulness statement, let F be a finite subset of O×/O∗ and consider the linear
combination
∑
a,b∈F fa,bv
∗
avb; such elements span the associated ‘algebraic crossed
product’, which is a dense ∗-subalgebra of C(Ω)⋊(O×/O∗). Choose representatives
in O× for the elements of F , and let q1 ∈ C(D−1) be the projection constructed as
in the proof of [ALR, Lemma 4.3]. Since this projection is invariant under O∗, it
lies in C(Ω). The result follows from the same commuting square argument that
gives Proposition 4.4 and Theorem 4.1 of [ALR]. Notice that [ALR, Lemma 4.2] is
not needed here because we have factored out the action of O∗. 
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Theorem 2.5. Let f 7→ fˆ denote the Gelfand–Fourier transform of C∗(K/O) onto
C(D−1) obtained from the pairing defined in Proposition 2.1. Denote the canonical
generators of C∗(K/O) by δr, and let {va : a ∈ O×/O∗} be the canonical semigroup
of isometries in C(Ω)⋊α (O×/O∗). Then the maps
θr 7→ ϑˆr := 1
R(r)
∑
u∈O∗/O∗r
δˆur r ∈ K/O
µa 7→ va a ∈ O×/O∗,
determine an isomorphism of C∗r (PK, PO) onto C(Ω)⋊α (O×/O∗).
Proof. Part (4) of Proposition 1.6 and the Gelfand–Fourier transform give an in-
jective homomorphism of Aθ := C
∗({θr : r ∈ K/O}) into C(D−1). The range of
this homomorphism is (canonically isomorphic to) C(Ω), because the conditional
expectation EO∗ is contractive, and thus transforms the set of generators δˆr, whose
linear span is dense in C(D−1), into the set of O∗-invariant functions ϑˆr, whose
linear span is dense in C(Ω).
Let πθ be the inverse of this isomorphism; the pair (πθ, µ) is covariant, so the
faithfulness criterion of Proposition 2.4 implies that πθ × µ is an isomorphism. 
Remark 2.6. When K = Q, the unit group is O∗ = {±1} and [BC, Remark 33.b]
shows that the Hecke algebra of PO ⊂ PK is the subalgebra of the Bost-Connes al-
gebra of fixed points under conjugation by
(
1 0
0 −1
)
. It is also interesting to compare
our Hecke C*-algebra to that of the almost normal inclusion
ΓO :=
(
1 O
0 1
)
⊂ ΓK :=
(
1 K
0 K∗
)
,
considered in [ALR]. Indeed, by [ALR, Corollary 2.5], C∗r (ΓK,ΓO) is canonically
isomorphic to the semigroup crossed product C∗(K/O) ⋊O×, and we can use the
embedding of Aθ in C
∗(K/O) to obtain an embedding of crossed products and
hence of Hecke algebras. Since the semigroups in the two crossed products are
not the same, we need to use the cross section of the semigroup homomorphism
O× → O×/O∗ obtained in Lemma 1.11.
Proposition 2.7. Let C∗r (ΓK,ΓO) be the Hecke C*-algebra of the almost normal
inclusion ΓO :=
(
1 O
0 1
) ⊂ (1 K
0 K∗
)
=: ΓK, denote the generators of C
∗(K/O) by δr
and let the va realize O× as a semigroup of isometries in C∗r (ΓK,ΓO). For each
multiplicative cross section s : O×/O∗ → O× as in Lemma 1.11, the maps
µa 7→ vs(a) and θr 7→ ϑr :=
1
|O∗/O∗r |
∑
u∈O∗/O∗r
δur
determine an isomorphism of C∗r (PK, PO) onto a C*-subalgebra Hs of C
∗
r (ΓK,ΓO).
The fixed point algebra of O∗ decomposes as
C∗r (ΓK,ΓO)
O∗ ∼= Hs ⊗ C∗(O∗).
Proof. We have already seen that θr 7→ 1R(r)
∑
u δur determines an embedding of
Aθ in C
∗(K/O), and it is easy to check that the elements vs(a) for a ∈ O×/O∗
satisfy the relations (I) and (III), giving a homomorphism of C∗r (PK, PO) onto a
C*-subalgebra Hs of C
∗
r (ΓK,ΓO). That this is an isomorphism follows from the
faithfulness criterion of Proposition 2.4.
For the last assertion observe that {vu : u ∈ O∗} generates a copy of C∗(O∗)
that commutes with Hs, so it suffices to prove that C
∗
r (ΓK,ΓO)
O∗ is generated
by elements of the form vu with u ∈ O∗ and v∗s(a)ϑrvs(b) with a, b ∈ O×/O∗ and
r ∈ K/O. By Lemma 2.3 the O∗-average of v∗aδrvb can be computed using the finite
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average defining ϑr, so EO∗(v
∗
aδrvb) = v
∗
aϑrvb. Multiplying as needed by vu one
can replace a and b by s(a) and s(b). 
We point out that the C*-algebraHs can be thought of as the Hecke algebra of a
‘+ construction’ associated to the cross section s, cf. [HLe, Coh]. The proposition
shows that Hs does not depend on s up to isomorphism.
3. A phase transition theorem.
We consider the action of R by automorphisms σt of C(Ω)⋊α (O×/O∗) induced
from the dual action αˆ via the norm. Specifically, this action is given by
σt(v
∗
afvb) = (Nb/Na)
itv∗afvb(3.1)
on the monomials spanning the crossed product, where a, b ∈ O× and f ∈ C(Ω).
The existence of such a continuous action σ can be verified using the universal
property of the semigroup crossed product or the presentation of C∗r (PK, PO), via
Proposition 2.4. One simply observes that for each t ∈ R the families {θr : r ∈
K/O} and {N ita µa : a ∈ O×/O∗} also satisfy the relations and thus induce an
automorphism σt of C
∗
r (PK, PO); the group property is easy to check on generators,
and a standard ‘ε/3-argument’ shows that σ is continuous. It is also possible,
and perhaps more interesting, to implement the dynamics spatially in the Hecke
representation on ℓ2(PO\PK) using the strongly continuous one-parameter unitary
group (Ut)t∈R on ℓ
2(PO\PK) defined by Utξ(γ) := (L(γ)/R(γ))−itξ(γ).
The symmetries are defined by multiplication: for χ ∈ W/O∗ let fχ(x) := f(χx)
for x ∈ Ω; then
γχ(v
∗
afvb) = v
∗
afχvb
defines a natural strongly continuous action γ of W/O∗ on C(Ω)⋊ (O×/O∗). Since
γ clearly commutes with σ, we can interpret the automorphisms {γχ : χ ∈ W/O∗}
as symmetries of the C*-dynamical system (C(Ω)⋊ (O×/O∗), σ). Through Propo-
sition 2.4, the duality pairing allows us to transpose the dynamics and the symme-
tries from C(Ω) ⋊ (O×/O∗) back to the Hecke C*-algebra C∗r (PK, PO), where the
dynamics is given by
σt(µ
∗
aθrµb) := (Nb/Na)
itµ∗aθrµb,
and the symmetries are given by
γχ(θr) = θχr.
An explanation is in order to make sure that the product of χO∗ ∈ W/O∗ by
(r +O)/O∗ ∈ (K/O)O∗ is a well defined class in (K/O)O∗ :
γχ(θˆr)(z) =
1
R(r)
∑
u∈O∗/O∗r
δˆur(χz) =
1
R(r)
∑
u∈O∗/O∗r
χA(Q)(TrA(K)/A(Q)(ruχz)).
We will also need to transpose the canonical dual action αˆ of K̂∗/O∗ on the
semigroup crossed product Aθ ⋊ (O×/O∗) of Proposition 1.8 to the Hecke C*-
algebra, via the isomorphism of Theorem 1.10. We denote this transposed action
also by αˆ; it is given by αˆχ(µa) = χ(a)µa, and αˆχ(θr) = θr, and its fixed point
algebra is Aθ := C
∗({θr : r ∈ (K/O)O∗}). We emphasize that the first assertion of
the theorem is that the equilibrium condition forces full αˆ–invariance on the KMS
states. This extra symmetry is a consequence of the stability of equilibrium, and
is a stronger property than σ–invariance alone, since σR is strictly smaller than
αˆ
K̂∗/O∗
when the norm is not injective on principal integral ideals.
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Theorem 3.1. Suppose K is an algebraic number field with class number hK = 1.
Let (C∗r (PK, PO), σ) be the Hecke C*-dynamical system associated to the almost
normal inclusion PO ⊂ PK, and let γ be the action of W/O∗ as symmetries of
this system. Then all KMSβ states are αˆ-invariant, and hence determined by their
values on the generators θr of Aθ ⊂ C∗r (PK, PO). Moreover,
(i) for each β ∈ [0,∞] there exists a unique W/O∗-invariant KMSβ state φβ
of σ, given by
φβ(θr) = N
−β
b
∏
p | b
(
1−Nβ−1p
1−N−1p
)
,
with r = a/b, for a, b ∈ O×, in reduced form.
(ii) For β ∈ [0, 1] the state φβ is the unique KMSβ state for σ; it is a type III
hyperfinite factor state when β 6= 0.
(iii) For β ∈ (1,∞], the extreme KMSβ states are indexed by ∂Ω, the O∗-orbits
of extreme points in the inverse different:
• The extreme ground states are pure and faithful, and are given by
φχ,∞(θr) =
1
R(r)
∑
u∈O∗/O∗r
〈r, uχ〉
where R(r) = |O∗/O∗r |, the element χ ∈ ∂D−1 is a representative of
an O∗–orbit, and 〈·, ·〉 indicates the duality pairing of K/O and D−1
from Proposition 2.1; states corresponding to different O∗–orbits are
mutually inequivalent.
• For β ∈ (1,∞) the extreme KMSβ states are given by
φχ,β(θr) =
1
ζK(β)
∑
a∈O×/O∗
N−βa
( 1
R(r)
∑
u∈O∗/O∗r
〈ar, uχ〉),
where ζK denotes the Dedekind zeta function of K.
The state φχ,β is quasiequivalent to φχ,∞ and the map Tβ : φχ,∞ 7→ φχ,β
extends to an affine isomorphism of the simplex of KMS∞ states onto the
KMSβ states. The action of the symmetry group W/O∗ on the extreme
KMSβ states, given by γw(φχ,β) = φχ,β ◦γw = φχw,β, is free and transitive.
(iv) The eigenvalue list of the Hamiltonian Hχ associated to φχ,∞ is {logNa : a ∈
O×/O∗} for every χ, so the ‘represented partition function’ Tr eβHχ is in-
dependent of χ and equals the Dedekind zeta function ζK(β) of K.
Proof. Since hk = 1, we have that the principal integral ideals O×/O∗ form a
lattice semigroup, and these act by injective endomorphisms that respect the lattice
structure by Proposition 1.8. By [L1, Theorem 12] KMSβ states of σ are αˆ invariant
and their restrictions to C(Ω) are characterized by the rescaling property
φ ◦ αa = N−βa φ.
Using the embedding of C(Ω) in C∗(K/O), and the formula for the conditional
expectation of the action ofW on C∗(K/O) given in [L1, pp. 376], one can write the
conditional expectation Eγ explicity: for r = a/b in reduced form, with b =
∏
p p
kp
one has
Eγθa/b =
∏
p
(
N(p)
N(p)− 1αpkp (1)−
1
N(p)− 1αpkp−1(1)
)
,
where the product is over a choice of representatives of the prime ideals in O,
and is independent of the choice. Part (i) follows from this and the rescaling
property above, since a symmetric KMSβ state must come from a KMSβ state
on the symmetric system. The C*-algebra of the symmetric system, namely, the
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range of Eγ , is isomorphic to C
∗(O×/O∗), and its fixed point algebra under αˆ is a
cartesian product of sequence spaces (over the nonarchimedean valuations M0K), on
which the rescaling condition is satisfied, for a given β, only by the obvious product
state. The KMSβ state φ given in part (i) is then obtained by lifting this product
state via Eγ×σ, as in [L1, Theorem 34].
It is straightforward to characterize the set of O∗–orbits of points in the extreme
inverse different: as a subset of the orbit space of the different, it is the complement
of the (orbits of) nontrivial multiples:
∂Ω =
⋂
p∈P
(pD−1)c/O∗ =
⋂
p∈P
supp(1− α̂p(1))/O∗;
so parts (iii) and (iv) follow from [L1, Theorem 20 and Corollary 22] and the
discussion about the partition function following those results. We point out that
the characterization from [L1] applies to ground states, but since by part (ii) every
ground state is a weak limit of KMSβ states as β tends to ∞, the distinction of
ground states vs. KMS∞ states does not arise.
Part (ii) is proved following the same arguments as in Neshveyev’s ergodicity
proof of the rational case [N], for which we first need to compute the dilation of the
action of O×/O∗ on Ω.
Denote by A0(K)O∗ the orbit space of the action ofO∗ on the finite adeles A0(K).
Then A0(K)O∗ is a locally compact space containing Ω as a compact subset, and
the action of O×/O∗ on Ω extends to an action of K∗/O∗ on A0(K)O∗ .
Proposition 3.2. The semigroup crossed product C(Ω)⋊ (O×/O∗) is canonically
isomorphic to the full corner of C0(A0(K)O∗)⋊ (K∗/O∗) determined by the projec-
tion 1Ω ∈ C0(A0(K)O∗).
Proof. By uniqueness of the minimal automorphic extension α˜ of the semigroup
action α [L2, Theorem 2.1], it suffices to check that {α˜q(f) ∈ C0(A0(K)O∗) : q ∈
K∗/O∗, f ∈ C(Ω)} is dense in C0(A0(K)O∗), and this is easy to see from the density
of
⋃
q q
−1Ω in A0(K)O∗ . 
Proposition 3.3. Let µ on A0(K)O∗ be a positive measure, which we view, indis-
tinctly, also as a positive linear functional on C0(A0(K)O∗). If µ satisfies
µ(Ω) = 1 and q⋆µ = N
β
q µ, where q⋆µ(X) = µ(q
−1X),(3.2)
then the state φµ of C
∗
r (PK, PO) obtained by restricting µ ◦ Eγ is a KMSβ state.
Conversely, every KMS state arises this way, in fact, the map µ 7→ φµ is an affine
isomorphism of simplices.
Proof. Direct from the characterization of KMS states given in [L1], and the char-
acteristic property of the minimal dilation/extension; see also [N]. 
Proposition 3.4. For each β ∈ (0, 1] and any measure µ satisfying (3.2), the
action of K∗/O∗ on A0(K)O∗ is ergodic.
Proof. The proof parallels that of [N, Proposition], using Proposition 3.2 in place
of [L2, Corollary 3.2]. One has to implement the following changes in Neshveyev’s
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proof:
P −→ M0K
A0 −→ A0(K)O∗
R :=
∏
Zp −→ Ω := (
∏
D−1v )/O∗
(origins of orbits) R∗ −→ ∂Ω
(symmetries) W :=
∏
Z∗p −→ W/O∗ = (
∏
O∗v)/O∗.
Notice that the last two items in the list coincide for K = Q (on the left column),
but have different versions for a general number field (on the right column). The
crucial ingredients are the convergence of the Dirichlet L–series L(ω, β), and the
divergence of the Dedekind zeta function as β → 1+, [Lan, Theorem 5, Ch. VIII,
p. 161]. 
Since for β ∈ (0, 1] the measure corresponding to the symmetric KMSβ state φβ
is ergodic, and KMSβ states form a convex set, the uniqueness assertion in part (i)
follows. This finishes the proof of Theorem 3.1. 
Remark 3.5. With respect to part (iv) of Theorem 3.1, we point out that by [OP,
Theorem 1], the dynamics σ is not approximately inner, so there is no intrinsic
Hamiltonian for this system. But the Liouville operators associated to the extreme
KMS∞ states (i.e. the ‘Hamiltonian operators’ in the associated GNS representa-
tions) have all the same spectrum, so it makes sense to talk about the spectrum of
the Hamiltonian and to associate a partition function to the system; see [tBW] for
a discussion of the spectra of Liouville operators.
4. Class field theory considerations
Let H be the Hilbert class field of K, and let H+ be the maximal abelian ex-
tension of K in which no finite prime is ramified. For example, for Q, we have
H = H+ = Q, but K = Q(√3) has H = K and H+ = K(i).
The symmetry groupW/O∗ has a Galois group interpretation as G(Kab, H+), the
Galois group of the maximal abelian extension of K overH+. We embedW into A∗K
by (av)v∈M0
K
7−→ (1, . . . , 1, av)v, where we put 1 in each archimedean component,
cf. [HLe, Proposition 8.5].
Proposition 4.1. Let σ1, . . . , σr be the embeddings of K in R, and let sgn(O∗) be
the subgroup of 〈−1〉r generated by the elements (sgn(σiu))i=1,...,r (u ∈ O∗). Then
the sequence
1 −→W/O∗ −→ A∗K/K∗K1∞ −→ Cl(K) × 〈−1〉r / sgn(O∗) −→ 1
is exact. Via the Artin map, we obtain the canonical isomorphism
W/O∗ ∼= G(Kab : H+).(4.1)
Proof. The exactness on the left follows from the proof of Lemma 2.3. The group
of finite ideles modulo W is isomorphic to the group of ideals, and modulo K∗ we
may change an idele to one of a fixed set of representatives of Cl(K). Then we can
still change the infinite part of the idele by an element of O∗K1∞, which means that
we can change the signs at the real places by an element of sgn(O∗).
The isomorphism A∗K/K∗K1∞ ∼= G(Kab : K) is from [We, p. 272]. Since the group
on the right is a finite factor group that contains no nontrivial unit at a finite
place, it corresponds to a finite extension of K in which no finite place is ramified.
Since O∗ acts trivially, all other places are allowed to ramify. Hence this group is
the Galois group of H+ over K, and, via the Artin map, W/O∗ is isomorphic to
the Galois group of Kab over H+. 
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Corollary 4.2. If K is a number field of class number one with no real embed-
dings, then W/O∗ is isomorphic to G(Kab : K). Via this isomorphism, the extreme
KMSβ states of the system (C
∗
r (PK, PO), σ) for β > 1 are indexed by the complex
embeddings of the maximal abelian extension Kab of K.
Proof. H = K because hK = 1 and H+ = H because K has no real embeddings, so
the isomorphism of W/O∗ to G(Kab : K) follows at once from Proposition 4.1. By
Theorem 3.1 part (iii), the action of W/O∗ is free and transitive on extreme KMSβ
states, so the second assertion follows. 
Corollary 4.3. If the class number of K is still one, but there are nontrivial un-
ramified extensions (at the finite places), then extreme KMSβ states for β > 1 are
indexed by the complex embeddings of the maximal abelian extension, modulo the
complex conjugations over each real embedding of K.
Proof. The result follows from the fact that Gal(Kab : H+) ∼= Gal(Kab : K)/({±1}r1),
where r1 denotes the number of real embeddings of K. 
One can use the indexing of Corollary 4.2 to obtain an action of G(Kab : K) on
extreme KMS∞ states, essentially coming from the ‘geometric’ symmetries of the
dynamical system.
It is also possible to define another action of G(Kab : K) on extreme KMS∞
states, coming from ‘arithmetic’ symmetries. First define the arithmetic Hecke
algebra K(PK, PO) to be the algebra over K generated by the θr and the µa. Eval-
uation of an extreme KMS∞ state on a θr corresponds to evaluation of θˆr on the
W/O∗–orbit of a point in the extreme inverse different. Since θˆr is a Q–linear com-
bination of characters, it follows that the image of K(PK, PO) under an extreme
KMS∞ state is contained in the real subfield of the maximal cyclotomic extension
of K. Thus, there is an action of G(Kab : K) on the values of extreme KMS∞ states.
Since in general this is a proper subfield of Kab, the arithmetic Hecke algebra can-
not support a canonical action in which G(Kab : K) acts freely and transitively by
composition with extreme KMS∞ states. In fact, one can compute both actions
and see how they differ.
Theorem 4.4. The geometric action of W/O∗ on extreme KMS∞ states from
Corollary 4.2 coincides with the Galois action of W/O∗ on their values, φχ,∞(θr),
as given by class field theory, if and only if K = Q.
Proof. Let φχ,∞ be an extreme KMS∞ state, and let j be an idele. The action of j,
viewed as a symmetry of Ω = D−1/O∗, on φχ,∞ is given by
φχ,∞(θr) 7→ φjχ,∞(θr) = 1
R(r)
∑
u∈O∗/O∗r
χA(Q)(TrA(K)/A(Q)(jruχ)).
Next we compute the action of the idele j, viewed now as a Galois element acting
on the values of the extreme KMS states via the Artin map as in Proposition 4.1.
We note first that the complex number φχ,∞(θr) is a linear combination with integer
coefficients of character values of the group K/O. Thus this combination of roots
of unity is in the maximal cyclotomic extension of Q. By class field theory, the
Galois action of an idele j ∈ W , when restricted to Qcycl, coincides with the action
of N(j), where N(j) is the norm of j to the rational ideles (see [We, Corollary 1,
p. 246]). Thus the Galois action of j on values of KMS∞ states is given by
φχ,∞(θr) 7→ 1
R(r)
∑
u∈O∗/O∗r
χA(Q)(TrA(K)/A(Q)(N(j)ruχ)),
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where we have used the A(Q)-linearity of the trace to replaceN(j)TrA(K)/A(Q)(ruχ)
by TrA(K)/A(Q)(N(j)ruχ).
If we now take j to be a rational idele, then N(j) = jd, where d = deg(K/Q),
and it follows that the two actions are different unless d = 1, i.e. unless K = Q. 
In order to relate our results to those of [HLe], we recall that the Hecke algebras
of [HLe] depend in general on two choices: first there is a localization process that
substitutes the ring of integers by a principal ring, and then there is a multiplicative
cross section from the principal ideals into the ring. Thus the resulting almost nor-
mal subgroup is not canonical, and one should not expect a general direct relation
with the Hecke algebras considered here and in [ALR], which are canonical.
However, if we assume hK = 1 and fix a subsemigroup S of O× containing a
representative for each ideal of O (see Lemma 1.11), then the Hecke C*-algebra
C∗(ΓS ,ΓO) of the almost normal inclusion
ΓO :=
(
1 O
0 1
)
⊂
(
1 K
0 SS−1
)
=: ΓS
considered in [HLe] has an action of W =
∏
v∈M0
K
O∗v by [HLe, Section 4], and one
obtains the following generalization of part 3 of [HLe, Proposition 8.5].
Proposition 4.5. Suppose hK = 1, and let S be the range of a multiplicative cross
section for O× → O×/O∗. Then
C∗(ΓS ,ΓO)
O∗ ∼= C∗r (PK, PO)
Proof. Embed C∗(ΓS ,ΓO) in C
∗(ΓK,ΓO) as indicated in [ALR, Remark 5.4] . This
shows that C∗(ΓS ,ΓO) does not depend on the specific cross section S up to iso-
morphism. The result now follows from Proposition 2.7. 
Remark 4.6. The particular case of Corollary 4.2 corresponding to the nine qua-
dratic imaginary fields of class number one, i.e. K = Q[√−d] for d = 1, 2, 3, 7,
11, 19, 43, 67, 163, is already implicit in [HLe]. Indeed, for such fields O∗ is a
finite group, and the almost normality of the inclusion PO ⊂ PK is straightfor-
ward, and does not require the general considerations leading to Lemma 1.2. As
indicated by Harari and Leichtnam, the argument of [BC, Remark 33.b)] can be
used to show that C∗r (PK, PO) is the fixed point algebra of their Hecke C*-algebra
C∗(ΓS ,ΓO) under the action of O∗, see also [LLar1, Example 2.9]. That the ex-
treme KMSβ states of C
∗
r (PK, PO) for β > 1 are indexed by G(Kab : K) then follows
from [HLe, Theorem 0.2 and Proposition 8.5]. This observation and the final re-
marks [HLe, pp. 241–242] concerning the Artin map, were a strong motivation for
the present work, by reinforcing our belief that the almost normal inclusion of full
“ax+ b” groups considered here would lead to a C*-dynamical system with group
of symmetries isomorphic to the right Galois groups, and that an appropriate com-
pactification of O∗, like the one given in Lemma 2.3, was the key to understand the
corresponding Hecke C*-algebra.
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