Association Rule Mining (ARM) is one of the well know and most researched technique of data mining. There are so many ARM algorithms have been designed that their counting is a large number. In this paper we have surveyed the various ARM algorithms in four computing environments. The considered computing environments are sequential computing, parallel and distributed computing, grid computing and cloud computing. With the emergence of new computing paradigm, ARM algorithms have been designed by many researchers to improve the efficiency by utilizing the new paradigm. This paper represents the journey of ARM algorithms started from sequential algorithms, and through parallel and distributed, and grid based algorithms to the current state-of-the-art, along with the motives for adopting new machinery.
Introduction
Association rule mining (ARM) [1] is one of the most famous technique of data mining, have received a wide attention in many areas like marketing, advertising, scientific and social network analysis and many others. ARM is based on Frequent Pattern Analysis which finds interesting correlation or association among attributes/items in large datasets. ARM technique has been first introduced by Agrawal et al. in 1993 [1] and they have described the formal model of association rule mining problem as follows. Let I = {i 1 , i 2 , i 3 , i 4 , i 5 , …, i m } be a finite set of items. An itemset is defined as a collection of zero or more items of I while k-itemset contains k items of I. Let D = {T 1 (X) . One has to find all the rules such they have support ≥ min_sup and confidence ≥ min_conf, where min_sup and min_conf are user defined threshold value for minimum support and minimum confidence [2] [3] . Confidence of rule X  Y or Y  X can be easily obtained from the support count of X, Y and X ∪ Y if they are already computed. So mining association rules consists of two integral processes, the first one is frequent itemsets mining and the second one is mining strong association rules from frequent itemsets. The Frequent Itemsets Mining (FIM) is more computational intensive than the rules generation. So majority of the literatures are central to designing fast and scalable algorithms for frequent itemsets mining [2] . In this paper, we have discussed the various ARM algorithms in four computing paradigm, sequential, parallel and distribute, grid, and cloud computing. Although this study may not be complete with respect to including all the algorithms but tried to cover maximum. Initially many ARM algorithms have been developed which are based on sequential computation. To achieve more speed up and scalability, parallel and distributed computation has been applied on basic algorithms and consequently parallel and distributed ARM algorithms have been proposed. With the emergence of grid computing, grid based ARM algorithms have been designed for grid computing and heterogeneous environment. The current state-of-the-art is to design efficient algorithms in cloud computing environment. Cloud computing uses MapReduce programming paradigm for parallel processing of large datasets.
Sequential ARM Algorithms
Sequential ARM algorithms are generally categorized into three classes based on the techniques used to mine frequent itemsets. The first one is Apriori [4] and its variants, the second one is FP-Growth [5] and the third one is Eclat and Clique based [6] . Apriori based algorithms generate frequent itemsets with candidate itemsets generations while FP-Growth based algorithms generate frequent itemsets without generating candidate itemsets. Eclat, MaxEclat, Clique, MaxClique algorithms are based on equivalence classes & hypergraph clique clustering and lattice traversal schemes. Table 1 summarizes the various sequential ARM algorithms. The algorithms described briefly in Table 1 can be classified as basic algorithms and their variants. Basic algorithms are Apriori, FP-Growth and Eclat. Variants algorithms have tried to improve the efficiency by applying some modifications on respective basic algorithms. Improvements over Apriori have addressed the issues like minimization of database scan, reducing database size, efficient pruning techniques and efficient data structures. Data structures are being a turning point in ARM algorithms and bases for new algorithms. FPGrowth, Tree-Projection and H-Mine are such examples. Some major data structures along with their significance in algorithms are discussed as follows. [19] Apriori algorithm proposed in [4] has used Hash Tree data structure to store and generate candidate itemsets and for support counting. Prefix Tree based Apriori algorithm named as SEAR has been proposed in [7] . Prefix Tree also known as Trie has been found faster, consumes less memory and simpler in operation [8] than Hash Tree. Eclat and Clique based algorithms use Vertical Data Layout and do not maintain any complicated data structures like Hash Tree [6] . The frequent pattern tree or FP-tree is an extended prefix tree that leads to an FP-tree based pattern fragment growth (FPGrowth) mining method [5] . It stores compressed database to avoid repeated scans. Tree Projection algorithm uses matrix counting on reduced set of transactions obtained by successive projection of transactions at the nodes of a Lexicographic Tree [17] . A new data structure H-struct is proposed by Pei et al. [18] . H-struct is a hyper-linked data structure that evolves a new frequent mining algorithm, H-mine. Serial computation is the bottleneck for sequential ARM algorithms. Sequential algorithms running in serial computing environment cannot provide high scalability and high response time due limited storage and computational power. To overcome the limitations of sequential algorithms, high performance parallel and distributed ARM algorithms are proposed which are scalable and taking less response time.
Parallel and Distributed ARM Algorithms
When it comes to mine large volume of datasets, the sequential algorithms have been failed to prove scalability and efficiency since single computer has limitation on its memory and processing capacity. Hence parallel and distributed algorithms have been developed to perform large-scale computing in ARM algorithms on multiple processors. In order to achieve good performance of parallel algorithms one has to focus on the some challenges as minimization of synchronization, communication & disk I/O, proper load balancing, appropriate data layout and data decomposition [20] . M. J. Zaki in his papers [20] [21] , has surveyed and classified the parallel and distributed algorithms up to that date on the basis of different dimensions that include hardware architecture, type of parallelism, work load balancing strategy and database layout, database partition, candidate partition. Another survey paper by Dunham et al. [22] have explained the many sequential and parallel ARM algorithms in detailed and also classified and compared them but covered limited number of algorithms. We have briefly described the various parallel and distributed algorithms in Table 2. Further Tables 3-9 have categorized these parallel and distributed algorithms on the basis of key characteristics. The key characteristics include memory system (h/w architecture), parallelism, load balancing, database layout, database and candidate partition and base algorithm [20] [21] . The published version is available at http://www.ripublication.com/ijaer16/ijaerv11n8_47.pdf [35] These parallel and distributed algorithms described in Table 2 are not able to address all challenging issues related to mining of huge, distributed and remote data sets as they are designed for homogeneous computing environment [23] . Most of the existing parallel and distributed ARM algorithms are based on static load balancing and partition the database evenly across the computing nodes because of the homogeneous environment. Therefore, they could not have employed well on emerging grid computing infrastructure as well as on heterogeneous compute cluster. Due to the heterogeneity of computing nodes in grid/cluster system and also inherent dynamic nature of association rule mining, execution of traditional parallel and distributed algorithms degrade the performance [24] . To overcome such issues new algorithms have been developed for grid computing environment. The published version is available at http://www.ripublication.com/ijaer16/ijaerv11n8_47.pdf 
ARM Algorithms in Grid Computing Environment
Parallel association rule mining deals with tightly coupled system: shared or distributed memory machine and fast network enabled clusters. Distributed association rule mining deals with loosely-coupled system like cluster in which nodes are connected by slow networks and geographically distributed. Grid association rule mining is designed to support data distribution on geographically distributed nodes and use computing resources of these nodes in order to achieve high performance [24] . Grid computing, an emerging technology provides a global computing infrastructure by integrating the heterogeneous computing system and data sets. There are following reasons which demands computational grid in data mining [23] . (1) There is need to access multiple databases and data sources because a single database does not able to hold all required data in an application. (2) Multiple databases may not always belong to the same organization and may not be found at the same location due to the geographical distribution. (3) To enhance the performance of data mining process, local copies of the whole datasets or subset of it may be used. Research in data mining on grid computing environment can be categorized into two directions, grid based data mining applications and grid based data mining algorithms. Both the approaches are described in the following sub-sections.
Grid Based Data Mining Applications
A number of systems have been proposed which are different from traditional parallel and distributed data mining system and are operated on clusters of computers, or over the internet. Some well known high-performance and distributed mining systems, which make use of JAVA and specially designed over cluster and internet, are listed in Table 10 . Besides these distributed applications for data mining there are so many research organizations who have worked on exploiting data mining on computational grids. Many research projects and approaches have tried to integrate and deploy data mining and grid infrastructure. The published version is available at http://www.ripublication.com/ijaer16/ijaerv11n8_47.pdf [40] Various grid data mining projects/applications described in Tables 10 and 11 , only integrate and deploy classical algorithms/tools on grid and do not provide any efficient mechanism for data partitioning & distribution, load balancing and minimization of synchronization & communication. So efficient algorithms suitable for grid architecture have needed to be designed, which are based on appropriate data partitioning & distribution approach, load balancing strategy, optimization of synchronization and communication. [57] Grid Based ARM Algorithms The non homogeneity of grid leads to unbalanced distribution of datasets and workloads. The distributed frequent itemsets generation is a very computation intensive task, and a lack of proper load balancing and synchronization technique will lead to significant degradation in performance [58] . ARM is an iterative and interactive process and at the end of each of iteration, a phase of synchronization is required in order to count global support. If the database is distributed randomly across the processors then processors will not complete their job at the same time, which increases idle time of processors and finally increasing the overall execution time of the system. The balanced distribution of the database among processors does not guarantee that processors will reach synchronization barrier at the same time. The reason behind this is that degree of correlation between items in each partition does not necessarily same. Frequent itemsets mining exhibits dynamic nature due to its degree of correlation between itemsets which is unpredictable before execution. Thus there is a need of dynamic load balancing strategy during execution under grid environment. So in order to minimize the load imbalance in grid based ARM algorithm one have to design an appropriate data partitioning approach before execution and a dynamic load balancing strategy during execution [59] . Various ARM algorithms for grid environment have been proposed, which focus on such issues. Table 12 lists some algorithms with their techniques of data distribution and load balancing. [24] [59] [63] [64] [65] 
ARM Algorithms in Cloud Computing Environment
Cloud computing delivers hardware and software as a service over the internet in a scalable and simple way. Cloud computing provides efficient platform for storage and analysis of huge data [66] . Data mining through cloud computing benefits the small business as they need not to own the software and hardware since these are available on reduced cost by cloud service providers [67] . There are many companies and organizations, which provide cloud services. Google have introduced a new technique to store and process excessive data. The hardware infrastructure of Google is based on the scalable clusters consisting of large number of commodity computers instead of using high performance computers. It has introduces Google File system (GFS) [68] , a new storage system and MapReduce framework [69] , a new computing paradigm. MapReduce introduces a paradigm shift in parallel processing. It has overcome the customary overheads of the traditional distributed framework. In traditional distributed system, one has to take care of node failures that lead to re-executions of the jobs. Message Passing Interface (MPI) programming paradigm used in scientific distributed system requires taking care of data partition, synchronization, communication and scheduling [70] [71] [85] Apart from the above proposed algorithms on MapReduce framework, Apache provides tools running on Hadoop that implemented many data mining and machine learning algorithms. Apache's Mahout [https://mahout.apache.org] is a library of various algorithms of machine learning and data mining. Apache's Spark [http://spark.apache.org] also provides machine learning library spark.mllib [86] . The published version is available at http://www.ripublication.com/ijaer16/ijaerv11n8_47.pdf
Conclusion
This paper surveyed the ARM algorithms in various computing paradigm. The considered paradigms are sequential computing, parallel and distributed computing, grid computing, and cloud computing. The family of sequential algorithm is classified into three branches, Apriori based, Eclat and Clique based, and FP-Growth based. Parallel and Distributed algorithms have been designed to increase scalability and decrease the execution time that was not possible with sequential computation. These parallel and distributed algorithms have been proposed for homogeneous cluster systems shows degradation in the performance when applied on heterogeneous cluster or gird infrastructure. The inherent dynamic nature of association rule mining and heterogeneity of computing nodes in grid/cluster are the major causes that degrade the performance of existing algorithms. This leads to the design of new algorithms for grid infrastructure. Initially grid based data mining applications have been developed that integrates traditional data mining techniques with grid infrastructure. To better utilize the grid resources and enhance the performance, efficient algorithms suitable for grid architecture have been designed, which are based on appropriate data partitioning and distribution, load balancing strategy, optimization of synchronization and communication. Hadoop MapReduce shifts the paradigm of parallel and distributed computing. It moves the computing power to where the data is rather than moving data. It is one of the most popular infrastructures to process and analyze big data. Many ARM algorithms have been re-designed on MapReduce framework for processing large scale data. Data mining and machine learning libraries are also developed to be run on Hadoop cluster.
