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We study signatures of critical behavior in microscopic simulations of highly excited, small,
Lennard-Jones drops. We focus on the behavior of the system at the time of fragment formation
(which takes place in phase space) and compare the results at this stage of the evolution with
the corresponding ones at asymptotic times (experimental accessible). We calculate four critical
exponents ( ,, and γ) and found that when the system fragments in phase space, it shows a
behavior close to a 3DIsing universality class that remains almost unchanged for times greater than
fragmentation time.
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The process of rapid expansion and fragmentation of highly excited drops attracts the attention of physicists in
dierent areas and in particular in the eld of nuclear physics. The possibility of facing a phase transition has initiated
a series of works focusing in the extraction of signals of criticality from both experimental measurements as well as data
resulting from simulations [1{5]. In the experimental case the only available information corresponds to the asymptotic
regime and the primordial fragments are to be reconstructed out of this data applying dierent approximations [6].
In a series of works (see for example [7], [8]) critical exponents have been calculated from experimental data, to be
more precise from the analysis of the fragment mass distribution. In this cases dierent approximations are to be
performed in order to take into account dierent eects (pre-equilibrium emission, excited fragment decay, etc) that
could disturb the calculations. On the other hand, in the case of numerical simulations we have all the microscopic
information at all times, but only if ones uses appropriate fragment recognition algorithms one can unveil the complex
fragmentation mechanism. In this work we use the already presented Early Cluster Formation Model (ECFM) via the
ECRA algorithm to recognize fragments [9]. This methodology has the advantage that it is able to nd the particle
partitions that give rise to the asymptotic fragments very early in the evolution. It has allowed to show that the
most bound density fluctuations (MBDF) in phase space are the seeds of the asymptotic fragments. In this way it is
possible to follow the evolution in time of the MBDF and determine the time of fragment formation as that time in
which the MBDF attain microscopic stability. We call this time "fragmentation time" (ff ). Having this information,
it is then possible to calculate the critical exponents corresponding to the spectra of MBDF as well as other signals
of critical behavior at all times (in fact, at all the times greater than ff ).
In this work we search for signals of critical behavior from t = ff to t  ff in order to nd out the stability of this
signals against time evolution. In this sense t  ff means times larger to the one corresponding to the microscopic
stability of fragments in q-space, called time of fragment emission (fe) [10].
In what follows we will describe the model used to simulate the fragmentation process in Section II. In Section
III we will describe the Fisher Droplet Model (FDM) used to analyze the extracted data from simulations, as well
as the behavior of the system near critical point from which arises the critical exponents. In Section IV we analyze
the results obtained whether at fragmentation time or at asymptotic time : the second moment of the fragment
distribution (M2), the normalize variance of the maximum fragment (NV M), the best t to a Fisher power law (2)
and the critical exponents  , γ,  and . Finally, in Section V, conclusions are drawn.
I. COMPUTER EXPERIMENTS
In previous work [10,11] we have already analyzed the dynamics of fragment formation and the caloric curve for
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We took the cut-o radius as rc = 3. Energy and distance are measured in units of the potential well () and
the distance at which the potential changes sign (), respectively. The unit of time used is: t0 =
p
2m=48. In our
numerical experiments initial conditions were constructed using the already presented [10] method of cutting spherical
drops composed of 147 particles out of equilibrated, periodic, 512 particles per cell L.J. system. We choose this kind
of initialization because we consider that the resulting correlations present in the system at initial time are the least
biased ones. It is worth mentioning at this point that the general features of the fragmentation process do not depend
on the initial state as has been shown in [11] were the fragmentation of bidimensional drops via the collision with
fast aggregates of three particles was studied. A broad energy range was considered such that the asymptotic mass
spectra of the fragmented drops displays from "U shaped" pattern , to exponentially decaying one. Somewhere in
between this two extremes a power law like spectra can be obtained.
One of the key ingredients in the analysis of fragmentation is the determination of the time at which fragments are
formed. This can be accomplished if a proper fragment recognition method is employed. In this paper, clusters are
dened according to the Early Cluster Formation Model [9] in which the fragments are associated to the most bound
density fluctuations (MBDF) in phase space. In this case fragments are given by the set of clusters fCig for which
the sum of the fragment internal energies attains its minimum value:
















where the rst sum in (2) is over the clusters of the partition, Kc:m:j is the kinetic energy of particle j measured in
the center of mass frame of the cluster which contains particle j, and Vij stands for the inter-particle potential.
Another way of recognizing fragments is the, MST algorithm [10]. In this case the constituents i; j belong to a
Cluster C if the following relation is satised:
i 2 C () 9j 2 C=rij  rcl (3)
with rcl the clusterization distance. In our case, being the interaction potential cut o at rc = 3 it is natural to
take rc = rcl: In general rcl must satisfy the relation rcl  rc: It should be noticed that in this case the correlation in
momentum space are completely disregarded. As such, the information provided by this kind of recognition algorithms
at early times in the evolution is not reliable with respect to the number and size of fragments at asymptotic times,
but on the other hand it provides information about the subsets of interacting particles.
The asymptotic fragments detected by MST algorithm are observable, on the other hand, ECRA clusters, being
dened in phase space, are observable only at that time in which they coincide with MST clusters. For earlier times
they are usually embedded into the MST clusters. It has been shown [9,10,12] that fragment properties of the system,
like for example the average size of the maximum fragment or the average multiplicity of fragments in given bins,
become stable very early in the evolution. As already mentioned in the introduction the time of fragment formation
is associated to that time at which the MBDF attain microscopic stability, which occurs once the system switches
from a regime dominated by fragmentation to one in which the dominant decay mode is evaporation. In order to
calculate this time (ff ) we use the so called, Short Time Persistence (STP), in which we calculate the stability of
MBDF against evaporation-fragmentation and coalescence. It is dened in the following way: at a given time t we
analyze each fragment Cti of size N
t
i by searching on all the fragments C
t+dt
j present at time t + dt for the biggest
subset Nmax]t+dti of particles that belonged to C
t







term account for the "evaporation-fragmentation process", but on the other hand one has to take care of the cases
in which the Nmax]t+dti does not constitute a free cluster but is embedded in a bigger fragment of mass N
t+dt
i . We






. Finally the Short time persistence reads :
STP (t; dt) =








where h:::im is the mass weighted average over all the fragments with size N > 3: And h:::ie is the average over an
ensemble of fragmentation events at a given energy E or multiplicity m. From this denition it is clear that STP  1
if the analyzed partition remains unaltered during dt and, on the other hand, STP  0 if its microscopic composition
presents large changes during that lapse of time.
In g.1 we show one typical calculation of this magnitude. This is for a very energetic case E = 2:65 (see g.2 to
locate this energy in the caloric curve), for which a very fast falling exponential spectrum is obtained. In this gure
we show STP (t; dt) as a function of t and for dierent values of dt, namely dt = 0:5t0; 1t0:; 1:5t0; 2t0. The almost
horizontal line denotes the reference value of STP and corresponds to fragments undergoing only a simple evaporation
process. In this way we say that when STP crosses this line the system goes, on the average, from fragmentation to
evaporation, and we call this time ff . Using the above mentioned criteria we have obtained time-scales ranging from
ff  75t0 for E = −0:5 up to ff  10t0 for E = 3:7. In the same way but working with the mass spectra given by
the MST algorithm we get times of fragment emission that are much larger than the corresponding ff . For example,
for E = −0:5, fe = 100t0. We took as asymptotic time, (a), a value much larger that all the fe calculated, i.e.,
t = 600t0.
Once the time of fragment formation is determined it is possible to calculate the temperature of the system at that
time. Because at this time the biggest MST cluster comprises more that bout 60% of the total mass of the system
and the system as a whole is expanding i.e out of equilibrium, the eective temperature is to be calculated with care.
For this purpose the expanding system is decomposed in concentric shells for each of which the mean radial velocity
is calculated. We found that the expansion is almost linear with the distance to the C.M. of the system. Then we
introduce a local temperature which is dened in terms of the local velocity fluctuations of the particle velocities
around the local expansion collective motion,Kint. The resulting expression is [13]:
T =
2
3(N − 1)Kint (5)
By averaging over the central shells were most of the mass is concentrated we calculate the corresponding temper-
ature. Moreover we can now dene the Caloric Curve as the average temperature of the system at fragmentation
time.
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The resulting caloric curve is displayed in g.2. In this gure, circles denote the temperature of the system, as
dened in eq.(5), as a function of the energy. It can be readily seen that this curve only displays a rise-plateau pattern
and no traces of a vapor branch are detected. On the same gure a curve denoted by squares is also present, for this
one the total kinetic energy (KTot), i.e. including both the fluctuations around the collective motion and the collective
motion itself, is used instead. Of course this is not a temperature , just a fraction of the total kinetic energy, but it is
then obvious that collective motion begins to be noticeable around a value of E = 0:0 , and it becomes dominant at
around E = 1:0. The absence of any vapor branch can be attributed to the fact that we do not impose to our system
any kind of volume restrictions [14]. The lack of such constraints in our nite system allow the expansive motion to
behave as a cooling mechanism that prevents it to attain temperatures above a certain limit value. It should also be
noticed that this caloric curve has a region in which the Thermal Response Function TRF dened as:
TRF = (dT=dE)−1 (6)
is negative. This behavior has been proposed as a signature of rst order phase transition [15]. For a more complete
analysis of the TRF for this case see [14]
A. The Fisher droplet model and critical exponents
When an analysis of a system undergoing a phase transition is performed, usually thermodynamic variables are
used. In numerical simulations of multifragmetation process as well as in experiments, we need a theory which allows
us to analyze the transition in terms of the observable of such experiments. In this way , following [7], we use the
Fisher droplet model (FDM) [16] to analyze the possible liquid to gas phase transition observed in our numerical
experiments. This is a model of liquid-gas phase transition in which is relevant to determine the probability of
droplet’s formation. This probability could be estimated in terms of the Gibbs free energy of a cluster of size A:
GA = −A[(− coex)− kbT ln[f(A; T )] + kbTln(A) + ::: (7)
where kb is the Boltzman constant,  is the chemical potential and coex is the chemical potential along the
coexistence curve.
The f term is related to the surface free energy of cluster formation. Following Fisher, f can be written as:
f(A; T ) = exp[a0!ATc=kbT ] (8)
where  is a critical exponent, a0 is a constant of proportionality, ! is the surface entropy density and  is a measure
of the distance to the critical point. For usual thermodynamic systems  = (Tc − T )=Tc, and for multigfragmentation
 = (mc−m)=mc. All the formulation of  are such that  > 0 corresponds to the liquid region. f could be expressed
in terms of a scaling variable, z [18],
z = A (9)
and f(z) can be interpreted as a scaling function.
Finally,  is another critical exponent which, for three dimensions is in the range 2    3 ( [16])
From the free energy of cluster formation (eq.7) the probability per particle of having a cluster of size A (or the
average cluster distribution normalized to the size of the system) is:
nA() = exp(−GA=kbT ) = q0A−f(z)exp[(− coex)A] (10)
At the critical point  = 0, f(0) = 1 and  = coex and the cluster distribution is a power law:
nA = q0A− (11)
If the rst moment of the cluster distribution is considered at the critical point the [17]:
M1( = 0) =
X
A
nA( = 0)A = q0
X
A
A1− = 1 (12)







Eq. (13) is true only if the scaling assumptions in the FDM apply to all clusters. For nite systems, eq.(13) is valid
for critical systems over a range in cluster size [7] in which the nite system behaves as an innite one.
Following the FDM the divergence at the critical point of the isothermal compressibility T and its connection with
the second moment of the cluster distribution could be deduced:
T )sing = (2kbT )−1M2() = (2kbT )−1Γjj−γ (14)
This equation describe the behavior of the system near the critical point and we will use it to get the critical
exponent γ.
We will see in the next section that for exploding LJ drops the predictions of the FDM are quite well followed, not
only when analysing the asymptotic regime, but also, and more important, at the time of fragment formation ff .
II. NUMERICAL RESULTS
A. Signals
Dierent signals have been proposed to search for critical behavior in fragmentation. The Fisher droplet model
relates the presence of a power law in the cluster distribution with the presence of a second order phase transition. In
this sense, the nding of a power law mass spectra in cluster distributions of our numerical experiments can be taken
as an evidence of a possible critical behavior. However, we should search for other typical signals of criticality to get
stronger evidences of such a behavior.
First we calculate the normalized variance of the size of the maximum fragment, NV M , [19] averaging over an
ensemble of a given multiplicity:
NV M =
< Amax− < Amax >>2
< Amax >
(15)
where Amax is the size of the biggest fragment and < ::: > is the average over an ensemble of fragmentation events
at a given multiplicity m . In [19] it was shown that this was a robust signature of critical fluctuations.





with n(A) the number of fragments of size A normalized to the size of the system.
The dependence of these magnitudes with the multiplicity are shown in gure 3 for the two times analyzed: ff
and a.
It can be seen that both magnitudes peak at, essentially, the same value of multiplicity at each of the times analyzed.
At ff , the NVM peaks at m = 60  1 (g.3a) and the M2 at m = 65  4 (g.3b), meanwhile at asymptotic times,
the magnitudes peaks at m = 73  1 (g.3c) and m = 77  3 (g.3d) respectively. The higher multiplicity values
at asymptotic times are due to evaporation processes of the fragments, which increase the number of monomers and
dimers. If we consider only fragments larger than A = 2, NV M peaks at the same value of multiplicity at both
analyzed times.
These signals reinforce the picture of a possible critical behavior in the system as was suggested by the presence
of a power law mass spectra. But, as it has been showed in [7], these evidences are not strong enough. We need to
analyze our data in terms of the model described above, the FDM, in order to nd out if our systems is performing
a continuous liquid-gas phase transition.
As we have seen, the normalization impose a condition on q0 such that q0 = q0() via a Riemann  function as
we showed in equation (13). Therefore, if we want to nd a true power law mass spectra according to the FDM,
we have to t them not with a two-parameter power law but with a single parameter,  -depending one, imposing
the dependence of q0 with  . This method was successfully used in [7], whether in percolation models or Au + C
multifragmentation. In this case, the mass spectra best tted by f(A; ) = q0()A− will correspond to the critical
multiplicity and the corresponding slope in a log-log plot will be the critical exponent  . The quality of the tting
procedure was measured via the standard 2 coecient (and therefore, a minimum in 2 corresponds to the best t).
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The tting was performed in the mass range 0:02Atot < Atot < 0:15Atot in order to avoid nite size eects. In
gure 3c we can see the behavior of the 2 coecient as a function of the multiplicity for ff (full triangles) and for
a (open triangles). The minimum in 2 points the critical multiplicity: mc = 59 2 for ff and mc = 76 2 for a.
These results agree very well with those obtained above via NV M y M2 giving stronger evidence of the presence of
a critical behavior.
The relation between the multiplicity and the energy is plotted in gure 3d. We can see that the critical multiplicities
corresponds mainly to energies surrounding E = 0:3, energy for which the collective motion begins to be noticeable.
It could be seen that starting right bellow mc, the relation between energy and multiplicity becomes linear. This
feature supports the use of multiplicity as a control parameter. The same behavior was also observed in percolation
and the same critical exponents were measured using both, occupation probability per site and multiplicity, as a
control parameter [7].
All these signals show strong evidences of critical behavior a time not accessible experimentally, in which the
particles of the system are still interacting. The ECRA algorithm detects at early times the correlation that give rise
to the asymptotic fragments. These correlations show the most bound density fluctuations (MBDF) according to a
critical behavior predicted by the FDM.
B. Critical exponents
In order to have a more complete description of the behavior of the system near critical point, we have calculated
four critical exponents,  , γ, , and . Two questions lead this section: it is possible to get the critical exponents
when the system is still interacting, i.e., at fragmentation time? Are these exponents the same that those obtained
at asymptotic time? We will answer armatively this two questions along this subsection.
The calculus of  arises from the process explained immediately above by which we have determined the best tted
power law according to the FDM. From this calculations we have got 2:18 0:03 for both times: ff and a. In the
rst case we have worked with the distribution of MBDF, while at a the results of ECRA analysis are the same
as the ones corresponding to MST analysis. The biggest fragment of each event was excluded when generating the
average cluster distribution of a given multiplicity in keeping with the FDM formalism [7] (although if include them
the value of  remain unaltered in the same tting range). The obtained value of  does not depend on the t range
as long as we stay in the range above mentioned (0:02Atot < Atot < 0:15Atot). The cluster distribution at the critical
multiplicity and its corresponding tting is shown in gure 4a for ff and g.5a for a. We can see that the t is very
good in the range of mass number 3− 25 for ff and 3− 18 for a.
As we have shown in previous section, the behavior of M2 near critical point can be described in terms of the critical
exponent γ as in equation (14). This relation is valid for an innite system in the limit  ! 0, but in a nite system
a maximum in M2 is seen instead of the divergence predicted in equation (14) and we have to nd the intermediate
region of  where M2 / γ . The procedure used to determine γ follows [7]: First, we take a value of mc from the range
obtained above from NV M , M2 and the best tted spectra. Then we determine two ranges of tting boundaries, one
for the gas region ( < 0, ming ; 
max




l ). In each one of these region, we
t the data to a power law, saving the exponents γg and γl and the goodness of the ttings, 2g and 2l for the gas side
and liquid side respectively. For each value of mc we made a lot of tting procedures in a wide range of . Finally,
we choose those exponents (γg and γl) such that they match each other within the error bars given by the tting
routine and whose 2 were in the lowest twenty percent of the distribution. The values that fullled these criteria
were histogrammed and from the corresponding distribution the average value (< γ >) and the variance (γ) was
obtained. For ff we got γ = 0:77 0:25 and for a γ = 0:72 0:33. The results obtained are shown in gures 4b and
5b for ff and a respectively. Two features are remarkable looking at these results: the value of γ is smaller than
the corresponding 3DIsing value (although far away from the percolation one, see table I) and the large error bars.
This can be understood because we do not know, a priory, the region of  where the relation (14) is valid. Therefore
we swept in  obtaining several dierent values of γ-matching in the range  0:4− 1:3. If we would bias to some 3D
ising values, we could discard the lower values and get some like γ = 1:25 0:15, but we have not strong arguments
to do that so we keep the results of γ without bias.
Another critical exponents arising directly from the FDM is . We have seen in previous section that the argument
of the scaling function, z, can be expressed in terms of  via equation (9). Taking into account that f has a single
maximum, we can calculate  in terms of the multiplicity by looking for the greatest production of clusters of size A:
nmaxA (max) = q0A
−f(zmax) (17)
where the argument of f is zmax = Amax. This can be re-expressed as:
6
max = zmaxA− (18)
Therefore, by plotting the value of  at which the production of cluster of size A is maximum, max as function
of A we get  and zmax. The procedure followed to get max for each value of A is similar to that explained in
[7,17] by which we found the maximum in nA() for a given A. The results obtained are  = 0:51 0:15 for ff and
 = 0:64 0:18 for a and are plotted in gures 4c and 5c respectively. Although the agreement between both values
is much worse than for  and γ, both values of  are within error bars and the overlap in a range of values closer to
the 3DIsing universality class than percolation one. (see table I)
Finally we calculate the  exponent related to the order parameter, the biggest fragment (Amax) in our case, by:
(Amax=Atot) /  ;  < 0 (19)
where Amax is the average size of the biggest fragment at a given multiplicity, Atot is the size of the system and 
the distance to the critical point as dened above. This relation is strictly valid in innite systems for small . On the
other hand, in nite systems, it is not correct for  too close to zero because of nite size eects. So the corresponding
t of (Amax=Atot) vs , at the same times used in the calculation of  , was performed for  near but not too close
to zero. These are displayed in gures 5d and 6d. The resulting values of  are 0:29 0:08 at tff and 0:28 0:13 at
t = 600t0. Although the found values are closer to the 0:31 of 3DIsing than 0:45 of percolation, the smallness of the
system is responsible of the large errors in  and of a possible sub-valuation of the exponent as was noticed in [22].
TABLE I. Critical exponents calculated at fragmentation
and asymptotic time, and the corresponding to the 3DIsing
(liquid-gas) and Percolation universality class [20,21]
.
Exponents ff a 3DIsing Percolation
 2:18± 0:03 2:18 ± 0:03 2.21 2.18
γ 0:77± 0:25 0:72 ± 0:33 1.23 1.82
 0:51± 0:15 0:64 ± 0:18 0.64 0.45
 0:29± 0:08 0:28 ± 0:13 0.33 0.41
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III. CONCLUSIONS
In conclusion, we have obtained strong evidences of critical behavior for exploding 3D, 147 particles Lennard-Jones
drops not only at (experimental accessible) asymptotic time but also at fragmentation time, when the system is not
yet disassembled in q-space. Moreover, we can also get the critical exponents at this early fragmentation time from
the Most Bound Density Fluctuations (MBDF) provided by the ECRA algorithm. These exponents have values closer
to a 3DIsing universality class (liquid-gas phase transition) than a percolation one, as we could see in table I, and
remains approximately constant in time from ff on. This results agrees with the meaning of ff , this is the time at
which the system switches from a fragmentation regime to a evaporation one. Although this results strongly suggest
that we are facing true critical behavior at ff it is important to keep in mind that due to nite size eects a critical
behavior could be compatible with the occurrence of a rst order phase transition [3].
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Figure Captions
Fig.1: Short time persistence (STP) as function of time for four dierent values of dt (empty squares:dt = 0:5t0,
full circles 1t0, empty triangles 1:5t0 and stars 2t0) and the reference value (solid line).
Fig.2: Temperature of the system against energy (Caloric Curve) in the energy range relevant for the present
calculation.
Fig.3: Normalized variance of the size of the maximum fragment (NVM) (a), γ2 = M2M0M21
(b) and best t to a FDM
power law (c) as function of the multiplicity for fragmentation time (ff ), full triangles, and for an asymptotic time
(a), empty triangles. In (d) we can see average multiplicity and its standard desviation for each energy for ff (full
circles) and for a (empty circles).
g.4: The critical exponents for ff :  (a), γ (b),  (c) and  (d). In (a) we plot the number of clusters of size
A, n(A), per particle removing the biggest fragment for each event and its best t (full line). In (b) we plot the M2
as a function of  = mc−mmc and the curve with the value of γ obtained (full line). In (c), the value of  for which the
production of clusters of size A is maximum, max, is plotted against the mas number A. and the best t (full line).
In (d) we nally plot the size of the biggest fragment normalized to the size of the system (Amax=Atot) as a function
of  = mc−mmc .
g5. The same plot that in gure 4 but for asymptotic time a.
9
