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Introduction
In the theory of normal surface singularities in the last decade one of the major issues was to compare it's analytic invariants with it's topological invariants, which are computable just from the resolution graph T of the given singularity, or equivalently from the link of the singularity, which is an oriented graph 3-manifold.
The main subject of research was to provide topological formulae for several discrete analytic invariants or at least topological candidates. Of course, when we fix the topological type and vary the analytic structure most of these analytic invariants also can change, so we have a hope to find purely topological formulas just in the case of special analytical families.
One such large breakthrough was the previous work of Némethi [N11] , and Okuma [O08] , [NO09] , that for splice quotient singularities, or in an another language for singularities satisfying the end curve condition, many analytic invariants like geometric genus or analytic Poincaré series coincide with their topological candidates like Seiberg-Witten invariants and topological multivariable Zeta function.
The coincidence of the Seiberg-Witten invariant and the geometric genus also holds in the case of Newton nondegenerate hypersurface singularities [B1] .
There is an another topological candidate which is called path lattice cohomology, or in other articles M IN γ , which is also an upper bound for the geometric genus for every analytic structure, however for some special families of singularities there is equality, like in the Superisolated case [B2] or also in the case of Newton nondegenerate hypersurface singularities [B2] .
However there are resolution graphs, for which M IN γ is not the geometric genus of any singularity corresponding to it, so the upper bound is not sharp in general [NO17] .
While the minimal possible geometric genus for a fixed topological type is already known, which is the geometric genus of generic singularities [NNII] , the determination of the maximal possible geometric genus is still an open problem.
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The main massage of these results is that while the geometric genus can change when we vary the analytic structure, there are combinatorial candidates for this value, and equality happens for special families of analytic types.
However in this article we show, that if we take all possible analytic structures into consideration, then the possible values of the geometric genus p g ( X) form an interval of integers.
In this article we prove two main theorems. Let's have a resolution graph T and a corresponding normal surface singularity with resolution space X, furthermore let's fix a Chern class l ′ and an effective cycle Z. Then our first main theorem states that the possible values of h 1 (Z, L), where L ∈ Pic l ′ (Z) form an interval of integers.
Similarly let's have a resolution graph T and let's fix a Chern class l ′ and an effective cycle Z, such that if l ′ = v∈V b v E v , then b v < 0 for every vertex v ∈ |Z|. The second main theorem we prove states that the possible values of h 1 (O Z (l ′ )) form an interval of integers if we consider any possible surface singularity with resolution graph T and O Z (l ′ ) is the natural line bundle.
As a corollary it yields that the possible values of the geometric genus p g ( X) form an interval of integers.
In section 2) we summarise the nessacary topological and analytic invariants and their main properties.
In section 3) we recall the results about effective Cartier divisors and Abel maps on surface singularities from [NNI] .
In section 4) we recall the results about cohomology of relatively generic line bundles and cohomology of natural line bundles on relatively generic surface singularities from [NR] .
Finally in section 5) and 6) we prove our 2 main theorems about possible values of h 1 of line bundles if we vary the line bundle, and possible values of h 1 of natural line bundles if we vary the analytic structure.
Preliminaries
2.1. The resolution. Let (X, o) be the germ of a complex analytic normal surface singularity, and let us fix a good resolution φ : X → X of (X, o). We denote the exceptional curve φ −1 (0) by E, and let ∪ v∈V E v be its irreducible components. Set also E I := v∈I E v for any subset I ⊂ V. For the cycle l = n v E v let its support be |l| = ∪ nv =0 E v . For more details see [N07, N12, N99b].
Topological invariants.
Let T be the dual resolution graph associated with φ; it is a connected graph. Then M := ∂ X can be identified with the link of (X, o), it is also an oriented plumbed 3-manifold associated with T . We will assume that M is a rational homology sphere, or, equivalently, T is a tree and all genus decorations of T are zero. We use the same notation V for the set of vertices, and δ v for the valency of a vertex v.
L := H 2 ( X, Z), endowed with a negative definite intersection form I = ( , ), is a lattice. It is freely generated by the classes of 2-spheres {E v } v∈V . The dual lattice L ′ := H 2 ( X, Z) is generated by the (anti)dual classes {E * v } v∈V defined by (E * v , E w ) = −δ vw , the opposite of the Kronecker symbol. The intersection form embeds L into L ′ . Then H 1 (M, Z) ≃ L ′ /L, abridged by H. Usually one also identifies L ′ with those rational cycles l ′ ∈ L ⊗ Q for which (l ′ , L) ∈ Z, or, L ′ = Hom Z (L, Z).
Each class h ∈ H = L ′ /L has a unique representative
All the E v -coordinates of any E * u are strict positive. We define the Lipman cone as
2.3. Analytic invariants. The group Pic( X) of isomorphism classes of analytic line bundles on X appears in the exact sequence
where c 1 denotes the first Chern class. Here Pic 0 ( A66] characterized rationality topologically via the graphs; such graphs are called 'rational'. By this criterion, T is rational if and only if χ(l) ≥ 1 for any effective non-zero cycle l ∈ L >0 . Here
The epimorphism c 1 admits a unique group homomorphism section l ′ → s(l ′ ) ∈ Pic( X), which extends the natural section l → O X (l) valid for integral cycles l ∈ L, and such that c 1 (s(l ′ )) = l ′ [N07, O04]. We call s(l ′ ) the natural line bundles on X. By their definition, L is natural if and only if some power L ⊗n of it has the form O(−l) for some l ∈ L.
is the group of isomorphism classes of invertible sheaves on Z. It appears in the exact sequence
where Pic 0 (Z) = H 1 (Z, O Z ). If Z 2 ≥ Z 1 then there are natural restriction maps (for simplicity we denote all of them by the same symbol r), Pic( X) → Pic(Z 2 ) → Pic(Z 1 ). Similar restrictions are defined at Pic 0 level too. These restrictions are homomorphisms of the exact sequences (2.3.1) and (2.3.3). Furthermore, we define a section of (2.3.3) by s Z (l ′ ) := r(s(l ′ )) = O X (l ′ )| Z . They also satisfies c 1 • s Z = id L ′ . We write O Z (l ′ ) for s Z (l ′ ), and we call them natural line bundles on Z.
We also use the notations Pic l ′ ( X) := c −1 1 (l ′ ) ⊂ Pic( X) and Pic l ′ (Z) := c −1 1 (l ′ ) ⊂ Pic(Z) respectively. Multiplication by O X (−l ′ ), or by O Z (−l ′ ), provides natural vector space isomorphisms Pic l ′ ( X) → Pic 0 ( X) and Pic l ′ (Z) → Pic 0 (Z).
2.4.
Notations. We will write Z min ∈ L for the minimal (or fundamental, or Artin) cycle, which is the minimal non-zero cycle of S ′ ∩ L [A62, A66]. Yau's maximal ideal cycle Z max ∈ L defines the divisorial part of the pullback of the maximal ideal m X,o ⊂ O X,o , i.e. φ * m X,o ·O X = O X (−Z max )·I, where I is an ideal sheaf with 0-dimensional support [Y80] . In general Z min ≤ Z max .
Effective Cartier divisors and Abel maps
3.1. Let ECa(Z) be the space of effective Cartier divisors on Z. Their support is zero-dimensional in E. Taking the class of a Cartier divisor provides a map c : ECa(Z) → Pic(Z). Let ECa l ′ (Z) be the set of effective Cartier divisors with Chern class l ′ ∈ L ′ , that is, ECa l ′ (Z) := c −1 (Pic l ′ (Z)). For any Z 2 ≥ Z 1 > 0 one has the commutative diagram
↓ ↓
Let us fix Z ∈ L, Z ≥ E. (The restriction Z ≥ E is imposed by the easement of the presentation, everything can be adopted for Z > 0).
As usual, we say that L ∈ Pic l ′ (Z) has no fixed components if
is non-empty. Note that H 0 (Z,
, then one can construct for each E v cuts in X intersecting E v in a generic point and having with it intersection multiplicity m v . Their collection D provides an element in ECa l ′ (Z) whose image by c is O Z (D) ∈ Pic l ′ (Z). Therefore
The action of H 0 (O * Z ) can be analysed quite explicitly. Note that from the exact sequence 0
. We have the following lemma and theorem from [NNI] :
is a principal bundle, or, equivalently, PH 0 (Z, L) 0 over PH 0 (Z, L) 0 /PH 0 (O * Z ) is a principal affine bundle. Hence, the fiber c −1 (L), L ∈ Im(c l ′ ), is a smooth, irreducible quasiprojective variety of dimension
Theorem 3.1.7. If l ′ ∈ −S ′ then the following facts hold.
(1) ECa l ′ (Z) is a smooth variety of dimension (l ′ , Z).
(2) The natural restriction r : ECa l ′ (Z) → ECa l ′ (E) is a locally trivial fiber bundle with fiber isomorphic to an affine space. Hence, the homotopy type of ECa l ′ (Z) is independent of the choice of Z and it depends only on the topology of (X, o).
Consider again an effective cycle Z, and a Chern class l ′ ∈ −S ′ associated with a resolution X, as above.
Then, besides the Abel map c l ′ (Z) one can consider its 'multiples' {c nl ′ (Z)} n≥1 . It turns out that n → dim Im(c nl ′ (Z)) is a non-decreasing sequence, Im(c nl ′ (Z)) is an affine subspace for n ≫ 1, whose dimension e Z (l ′ ) is independent of n ≫ 0, and essentially it depends only on the E * -support of l ′ (i.e., on
The statement e Z (l ′ ) = e Z (I) plays a crucial role in different analytic properties of X (surgery formula, h 1 (L)-computations, base point freeness properties). For details see [NNI] .
Relatively generic analytic structures on surface singularities
In this section we wish to summarise the results from [NR] about relatively generic analytic structures we need in this article. 4.1. The relative setup. We consider a cycle Z ≥ E on the resolution X, and a smaller cycle Z 1 ≤ Z, where we denote |Z 1 | = V 1 and the subgraph corresponding to it by Γ 1 . We have the restriction map r : Pic(Z) → Pic(Z 1 ) and one has also the (cohomological) restriction operator
In particular, we have the following commutative diagram as well:
By the 'relative case' we mean that instead of the 'total' Abel map c l ′ (with l ′ ∈ −S ′ and Z ≥ E) we study its restriction above a fixed fiber of r. That is, we fix some L ∈ Pic R1(l ′ ) (Z 1 ), and we study the restriction of
, and it is irreducible.
Let' recall from [NR] the analouge of the theroems about dominance of Abel maps in the relative setup:
Theorem 4.1.6. One has the following facts:
(1) If (l ′ , L) is relative dominant then ECa l ′ ,L is nonempty and h 1 (Z, L) = h 1 (Z 1 , L) for any generic L ∈ r −1 (L).
(
Furthermore, if L is generic in r −1 (L) then in both inequalities we have equalities and we have the even stronger statement, that h 0 (Z,
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In the following we recall the results from [NR] about relatively generic analytic structures: Let's fix a a topological type, so a resolution graph T with vertex set V, We consider a partition V = V 1 ∪ V 2 of the set of vertices V = V(Γ). They define two (not necessarily connected) subgraphs Γ 1 and Γ 2 . We call the intersection of an exceptional divisor from V 1 with an exceptional divisor from V 2 a contact point. For any Z ∈ L = L(Γ) we write
In the following for the sake of simplicity we will denote r = r 1 and R = R 1 . Furthermore let's have a fixed analytic type X 1 for the subtree T 1 (if it is nonconnected, then an analytic type for each component).
Also for each vertex v 2 ∈ V 2 which has got a neighbour in V 1 let's fix a cut D v2 on X 1 along we glue the exceptional divisor E v2 . If for some vertex v 2 ∈ V 2 which has got a neighbour in V 1 there isn't a fixed cut, then we glue the exceptional divisor E v2 along a generic cut.
We know that the tubular neighbourhood of the exceptional divisors are analitycally taut, so let's plumb the tubular neihgbourhood of the vertices in V 2 with the above conditons generically to the fixed resolution X 1 , now we get a big singularity X and we say that X is a relatively generic singularity corresponding to the analytical structure X 1 and the cuts D v2 .
We have the following theorem with this setup from [NR] :
Theorem 4.1.10. Let's have the setup as above, so 2 resolution graphs T 1 ⊂ T with vertex sets V 1 ⊂ V, where V = V 1 ∪ V 2 and a fixed singularity X 1 for the resolution graph T 1 , and cuts D v2 along we glue E v2 for all vertices v 2 ∈ V 2 which has got a neighbour in V 1 . Now let's assume that X is a relatively generic analytic stucture on T corresponding to X 1 . Furthermore let's have an effective cycle Z on X and let's have
Furthermore let's denote L = L|Z 1 , then we have the following: 1) We have H 0 (Z, L) 0 = ∅ if and only if (l ′ , L) is relative dominant or equivalently:
where L gen is a generic line bundle in
In the case of elliptic singularities we have seen in [NR] and [O08] , that if we fix a minimal elliptic resolution graph T , and we look at the possible analytic singularities supported on this resolution graph, then the possible values of p g can be anything between its minimal value 1, and it's maximal value, which is the Seiberg-Witten invariant in this case.
We want to generalise this statement to arbitrary resolution graphs T , and instead of p g = h 1 (O X ) to h 1 (O Z (l ′ )), so to the values of h 1 of an arbitrary natural line bundle on an arbitrary cycle, although in these cases we don't know the maximal value of these invariants in general, which is a hard and challenging problem.
We proof the following lemma which will be useful in the following proofs:
Lemma 4.1.13. Let's have a resolution graph T , a corresponding singularity X and an effective cycle Z on it, for which we have H 0 (
Assume, that we have a vertex u ∈ |Z|, such that Z u ≥ 2 and let's blow up the exceptional divisor E u sequentially along generic points Z v − 1 times and let the last −1 curve be E u ′ .
Let's denote the new vertex set by V new , the new resolution
Proof. Notice, that this means that every differential form in H 0 ( X,K+Z ′ )
has got a pole on the exceptional divisor E u ′ of order at most 1.
Now let's have the line bundle
Let's make one more observation about the situatuon: We claim, that h 1 (Z r ) < h 1 (Z), indeed we know, that there are differential forms in H 0 ( X, K+Z) H 0 ( X, K) , which have got pole of order Z, which means, that e Znew,u ′ = 0, which indeed yields
the subset of differential forms, which has got no pole on the divisor D, more precisely this means, that Ω D contains the differential forms which vanish on the image of the tangent map T D (c l ′ (Z)).
We have blown up the vertex u sequentially in generic points we know, that a generic differential form w ∈ Ω D has got a pole on the exceptional divisor E u ′ , which yields
On the other hand representatives of the differential forms in Ω D can be viewed as sections in H 0 ( X, K + Z), let's denote a subspace, which represents Ω D by W ⊂ H 0 ( X, K + Z). Now if p is the first point, where we blow up the exceptional divisor E u towards the last exceptional divisor E u ′ , then, there is a codimension 1 subspace of W , let's say W ′ , such that the sections in W ′ vanish at the point p. Now we see immediately, that there is a codimension 1 subspace of Ω D , in which the differential forms hasn't got pole on the exceptional divisor E u ′ .
This arguement yields that
Holes in possible values of h 1 of line bundles
In this section we consider a somewhat easier version of our main problem, namely we don't change the analytic types on the resolution graph T , but we fix an analytic type X and a Chern class l ′ , an effective cycle Z and we look at the h 1 stratification of Pic l ′ (Z), we prove the following theorem in this case:
Theorem 5.0.1. Let's have an arbitrary resolution graph T and a corresponding singularity X, an effective cycle Z and an abitrary chern class l ′ . Let's denote k = max L∈Pic l ′ (Z) h 1 (Z, L) and let's have an arbitrary integer χ(−l ′ ) − min 0≤l≤Z χ(−l ′ + l) ≤ r ≤ k, then there is a line bundle L ∈ Pic l ′ (Z), such that h 1 (Z, L) = r.
Proof. Assume now, that l ′ / ∈ −S ′ |Z| , then by Laufer sequence we can find a cycle l ∈ L, such that R(l ′ − l) ∈ −S ′ |Z−l| and h 0 (Z, L) = h 0 (Z − l, L − l) for every line bundle L ∈ Pic l ′ (Z). It can happen, that Z −l is nonconnected, but we can treat it's connected component's seperately, which means, that we can assume, that Z > E and l ′ ∈ −S ′ |Z| , so we have
We prove the statement by induction on h 1 (Z), if h 1 (Z) = 0, then Pic l ′ (Z) consists of just one line bundle, so we have max L∈Pic l ′ (Z) h 1 (Z, L) = χ(−l ′ ) − min 0≤l≤Z χ(−l ′ + l), and there is nothing to prove in this case. Now from [NNI] we know, that for a generic line bundle L ′ ∈ Pic l ′ (Z) one has h 1 (Z, L ′ ) = χ(−l ′ ) − min 0≤l≤Z χ(−l ′ + l), let's denote this number by q for the rest of the proof. It means, that q is the minimal possible value of h 1 of the line bundles in Pic l ′ (Z).
So assume in the following, that there is a line bundle L 1 ∈ Pic l ′ (Z) with h 1 (Z, L 1 ) = k and assume, that k = q, now we want to construct a line bundle, whose h 1 is k − 1.
Now we know, that there is a minimal cycle A, such that H 0 (Z,
We prove the statement first in the case A = 0, so when L 1 ∈ Im(c l ′ (Z)).
In fact we will prove, that there is a map f : (C, 0) → Pic l ′ (Z), such that f (0) = L 1 and for a generic element t ∈ (C, 0), one has h 1 (f (t)) = k − 1.
So assume in the following, that L 1 ∈ Im(c l ′ (Z)) and let's have a generic section s ∈ H 0 (Z, L 1 ) 0 and its divisor |s| = D.
Let's denote by Ω D ⊂ H 0 ( X, K+Z) H 0 ( X,K) the subset of differential forms, which has got no pole on the divisor D, more precisely this means, that Ω D contains the differential forms which vanish on the image of the tangent map T D (c l ′ (Z)). Now let's assume, that a generic differential form w ∈ Ω D has got a pole of order Z ′ on the exceptional divisors, where Z ′ v = 0 if w hasn't got a pole on E v , now obviously we have Z ′ ≤ Z. Now we know, that Ω D ⊂ H 0 ( X,K+Z ′ ) H 0 ( X, K) and so Ω D contains the differential forms which vanish on the image of the tangent map T D (c l ′ (Z ′ )), which means, that h 1 (Z ′ , L 1 ) = h 1 (Z, L 1 ) = k.
Now we know, that Z ′ is the minimal cycle, such that Z ′ ≤ Z and h 1 (Z ′ , L 1 ) = h 1 (Z, L 1 ) = k, and obviously we have
We will prove, that there is a map f ′ :
, such that f (0) = L 1 |Z ′ and for a generic element t ∈ (C, 0), one has h 1 (f ′ (t)) = k − 1.
Let's see first, that this will be enough for our statement, notice, that our statement is equivalent to the statement, that there are line bundles L ∈ Pic l ′ (Z) arbitrary close to L 1 in the classical topology, such that h 1 (Z, L) = k − 1.
We can extend the map f ′ to a map f ′′ :
Now for a generic element t ∈ (C, 0) we have h 1 (f ′ (t)) = k − 1 and h 1 (f ′′ (t)) ≥ h 1 (f ′ (t)) = k − 1 and by semicontinuity we have h 1 (f ′′ (t)) ≤ h 1 (Z, L 1 ) = k.
If h 1 (f ′′ (t)) = k − 1, then we are done, so we can assume, that k = h 1 (f ′′ (t)) > h 1 (f ′ (t)), which means, that Z ′ isn't the minimal cycle, such that Z ′ ≤ Z and h 1 (Z ′ , f ′′ (t)) = h 1 (Z, f ′′ (t)). Now f ′′ (t) is a degeneration of L 1 with k = h 1 (f ′′ (t)) and this minimal cycle can change only finite times by passing to degenerations, so repeating this argument a finite times we get a degeneration L of the line bundle L 1 , such that h 1 (Z, L) = k − 1 and this proves the statement.
So we are enough to prove, that there is a map f ′ : (C, 0) → Pic l ′ (Z ′ ), such that f ′ (0) = L 1 |Z ′ and for a generic element t ∈ (C, 0), one has h 1 (f ′ (t)) = k − 1.
It is obviuous as usual, that we can assume Z ′ ≥ E and so |Z ′ | is connencted, and if h 1 (Z ′ ) < h 1 (Z), then the statement follows from the induction hypothesis, so we can assume, that h 1 (Z ′ ) = K+Z) H 0 ( X,K) . Let's denote the subset of vertices I = (v ∈ V|Z ′ v ≥ 2), we know, that I = 0 because of h 1 (Z ′ ) > 0, so let's pick an arbitrary vertex u ∈ I. Let's denote furthermore
. Notice, that this means that every differential form in H 0 ( X,K+Z ′ ) H 0 ( X, K) has got a pole on the exceptional divisor E u ′ of order at most 1.
Let's have the line bundle L new = π * (L 1 ) on the cycle Z ′ new , we obviously have
Let's make one more observation about the situatuon:
. Indeed we know, that there are differential forms in H 0 ( X,K+Z ′ ) H 0 ( X, K) , which have got pole of order Z ′ , which means, that e Z ′ new ,u ′ = 0, which indeed yields h 1 (Z ′ r ) < h 1 (Z ′ ). 
Now by our main lemma we have that
h 1 (Z ′ r , L new |Z ′ r ) = h 1 (Z ′ new , L new ) − 1.
Let's look at the line bundles in
, which is given by the pullback of the blowup map one gets a line bundle L ′ 1 arbitrary near to L 1 , such that h 1 (Z ′ , L ′ 1 ) = k − 1, and we are done. So it means, that we can assume, that h 1 (Z ′ new , L ′ ) = k. Now notice, that L ′ is a relatively generic line bundle on Z ′ new with chern class π * (l ′ ) corresponding to the line bundle L ′ |Z ′ r = L new |Z ′ r , let's denote this restriction line bundle by L r . Now by our main theorem about relatively generic line bundles from [NR] we get: ) ). ) ).
Now assume, that for some effective cycle
0 ≤ B ≤ Z ′ new we have k = h 1 (Z ′ new , L ′ ) = χ(−π * (l ′ ))− (χ(−π * (l ′ ) + B) − h 1 ((Z ′ new − B) r , L r − R(B)
Its obvious, that h
is a generic line bundle, then we have the exact sequence:
which yields, that q ≥ χ(−π * (l ′ )) − χ(−π * (l ′ ) + B) + q ′ , and it means, that we have
By the induction hypothesis we know, that there is a line bundle L ′ r on the cycle Z ′ r , which is a degeneration of the line bundle L r , such that
Now let's look at a relatively generic line bundle L 2 ∈ Pic π * (l ′ ) (Z ′ new ) corresponding to the line bundle L ′ r on the cycle Z ′ r . Since L 2 is a degeneration of L ′ we immediately know, that
On the other hand we have:
then we are done, on the other hand if h 1 (Z ′ new , L 2 ) = k we can repeat the same procedure again to get another degeneration. Notice, that while this degeneration step we have:
Indeed, this is because of semicontinuity and because of the fact, that R(B) ) − 1. This means, that this degeneration process can repeat only finitely many times, so finally we got a degeneration L 1 of the line bundle L new such that h 1 (Z ′ new , L 1 ) = k − 1. Using the isomorphism Pic π * (l ′ ) (Z ′ new ) ∼ = Pic l ′ (Z) this completes the proof in the case A = 0. Let's prove the statement now in the general case. We know, that there are only finitely many possibilities for the fixed component cycle A of a line bundle L 1 ∈ Pic l ′ (Z), namely the cycles 0 ≤ A ≤ Z.
Assume, that L 1 ∈ Pic l ′ (Z) with h 1 (Z, L 1 ) = k and assume, that k > q, and let's denote the fixed component cycle of the line bundle L 1 ∈ Pic l ′ (Z) by A.
It means, that we have k = h 1 (Z,
We know, that A) ), so we can apply the statement already proved in the case A = 0, which means, that there is a map f : (C, 0) → Pic l ′ −A (Z − A) , such that f (0) = L 1 − A and for a generic element t ∈ (C, 0), one has
Let's have now a generic element t ∈ (C, 0) and let's denote f (t) = L t , so we have
Now let's have a map g : (C, 0) → Pic l ′ (Z), such that g(u)−A|Z −A = f (u). For a generic element u ∈ (C, 0) let's denote the line bundle g(u) by L u,1 ∈ Pic l ′ (Z), where we have L u,1 − A|Z − A = L u . Now we have, that h 1 (Z, L u, 1 
On the other hand by semicontinuity we know, that h 1 (Z, L u,1 ) ≤ h 1 (Z, L 1 ) = k.
If h 1 (Z, L u,1 ) = k − 1, then we are done, so we can assume, that for a generic element u ∈ (C, 0) one has h 1 (Z, L u,1 ) = k. This means, that the fixed point cycle of the line bundle L u,1 on the cycle Z is not A.
Notice, that the line bundle L u,1 is a degeneration of the line bundle L 1 , which means that
, because of semicontinuity, and because of the fact, that the fixed point cycle changes.
This means, that we can repeat this degeneration process only finitely times, and finally we get a degeneration L of the line bundle L 1 , such that h 1 (Z, L) = k − 1. This proves our theorem in the general case.
Holes in possible values of h 1 of natural line bundles
In the following we want to prove the same type of theorem as in the last section, but now we are looking for the value of h 1 cohomology numbers of natural line bundles like O Z (l ′ ) while moving the analyticial structure of the singularity fixing the topological type.
However for this, we will need the results proved by Laufer about deformations of normal surface singularities, for a more detailed summary of these results look at [NNII] or [La73] . supported on E. The topological object is a graph with multiplicities, denoted by Γ(r). As a non-decorated graph coincides with the graph Γ without decorations. Additionally each vertex v has a 'multiplicity decoration' r v , and we put also the self-intersection decoration E 2 v whenever r v > 1. (Hence, the vertex v does not inherit the self-intersection decoration of v if r v = 1). Note that the abstract 1-dimensional analytic space Z(r) determines by its reduced structure the shape of the dual graph Γ, and by its non-reduced structure all the multiplicities {r v } v∈V , and additionally, all the selfintersection numbers E 2 v for those v's when r v > 1 (see [La73, Lemma 3.1]). We say that the space Z(r) has topological type Γ(r). Clearly, the analytic structure of (X, o), hence of X too, determines each 1-dimensional nonreduced space O Z(r) . The converse is also true in the following sense. , whose topological type Γ(r) can be completed to a negative definite graph Γ (or, lattice L). Then there exists a 2-dimensional manifold X in which Z(r) can be embedded with support E such that the intersection matrix inherited from the embedding E ⊂ X is the negative definite lattice L. In particular (since by Grauert theorem [?] the exceptional locus E in X can be contracted to a normal singularity), any such Z(r) is always associated with a normal surface singularity (as above). In particular, in the deformation theory of X it is enough to consider the deformations of nonreduced spaces of type O Z(r) .
Fix a non-reduced 1-dimensional space Z = Z(r) with topological type Γ(r). Following Laufer and for technical reasons (partly motivated by further applications in the forthcoming continuations of the series of manuscripts) we also choose a closed subspace Y of Z (whose support can be smaller, it can be even empty). More precisely, (Z, Y ) locally is isomorphic with (C{x, y}/(x a y b ), C{x, y}/( (ii) Over a point q ∈ Q the fiber Z q is the subspace of Z determined by the ideal sheaf λ * (m q ) (where m q is the maximal ideal of q). Z is isomorphic with Z 0 , usually they are identified.
(iii) λ is a trivial deformation of Y (that is, there is a closed subspace Y ⊂ Z and the restriction of λ to Y is a trivial deformation of Y ).
(iv) λ is locally trivial in a way which extends the trivial deformation λ| Y . This means that for ant q ∈ Q and z ∈ Z there exist a neighborhood W of z in Z, a neighborhood V of z in Z q , a neighborhood U of q in Q, and an isomorphism φ : W → V × U such that λ| W = pr 2 • φ (compatibly with the trivialization of Y from (iii)), where pr 2 is the second projection; for more see [loc.cit.].
One verifies that under deformations (with connected base space) the topological type of the fibers Z q , namely Γ(r), stays constant (see [La73, Lemma 3.1]). 
If ρ 0 is surjective than ρ q is surjective for all q sufficiently near to 0. (c) There exists a deformation λ with ρ 0 bijective. In such a case in a neighbourhood U of 0 the deformation is essentially unique, and the fiber above q is isomorphic to Z for only at most countably many q in U .
Functoriality
Let Z ′ be a closed subspace of Z such that
Now with these notations and results we can state our main theorem of this section, the proof will be similar as in the case of line bundles, but it will be more technical:
Theorem 6.1.6. Let T be an arbitrary resolution graph with vertex set V and let Z be an effective cycle on it, let's have furthermore a Chern class l ′ ∈ L ′ , such that
Let's have a singularity X supported on T , and let's look at the natural line bundle restricted to the cycle Z, O Z (l ′ ). Suppose, that k = h 1 (O Z (l ′ )) > χ(−l ′ ) − min 0≤l≤Z χ(−l ′ + l), and let's have an arbitrary number k > m ≥ χ(−l ′ ) − min 0≤l≤Z χ(−l ′ + l), then there is another singularity X ′ supported on the resolution graph T , for which one has m = h 1 (O Z (l ′ )).
Proof. Let's denote the restricton of the Chern class l ′ to |Z| by l ′ d . Assume now, that l ′ d / ∈ −S ′ |Z| , then by Laufer sequence we can find a cycle l ∈ L, such that
) for every singularity corresponding to the resolution graph T .
It can happen, that Z − l is nonconnected, but we can treat its connected components seperately, which means, that we can assume, that |Z| is connected and l ′ d ∈ −S ′ |Z| , so we have and a v < 0 for each v ∈ |Z|.
Now from [NNI] we know, that for a generic line bundle
, let's denote this number by q for the rest of the proof.
It means, that q is the minimal possible value of h 1 of the line bundles in Pic l ′ d (Z). We will prove the theorem by induction on h 1 (Z). If h 1 (Z) = 0, then Pic l ′ (Z) consists of just one line bundle and then h 1 (O Z (l ′ )) = χ(−l ′ ) − min 0≤l≤Z χ(−l ′ + l) and there is nothing to prove.
Notice, that from [NNII] , we know, that for a generic singularity X supported on the graph T we have:
This means, that this is the minimal possible value h 1 (O Z (l ′ )) can be, for any analytic structure. So let's return to the proof of our main theorem and assume, that k > q, and we have a singularity X supported on T , such that k = h 1 (O Z (l ′ )) > q. Now we want to construct a singularity X ′ supported on the same resolution graph, such that h 1 (O Z (l ′ )) = k − 1.
Let's have a very large cycle Z ′ > Z on the singularity X and let's apply now Laufer's result, which says, that there is a deformation λ : Z ′ → (Q, 0) of Z ′ , such that λ −1 (0) = Z ′ , which is complete at every point q ∈ Q.
We know, that there is a minimal cycle A, such that
We prove the statement first in the case A = 0, so when O Z (l ′ ) ∈ Im(c l ′ (Z)), in fact we will prove, that there is a map f : (C, 0) → (Q, 0) , such that f (0) = 0 and for a generic element t ∈ (C, 0), if we denote λ −1 (f (t)) = Z ′ t , and it's subcycle Z t , then one has h 1 (O Zt (l ′ )) = k − 1. So assume in the following, that O Z (l ′ ) ∈ Im(c l ′ (Z)) and let's have a generic section s ∈ H 0 (Z, O Z (l ′ )) 0 and its divisor |s| = D. Let's denote by Ω D ⊂ H 0 ( X, K+Z) H 0 ( X, K) the subset of differential forms, which has got no pole on the divisor D. Now let's assume, that a generic differential form w ∈ Ω D has got a pole of order Z ′′ on the exceptional divisors, where Z ′′ v = 0 if w han't got a pole on E v , now obviously we have Z ′′ ≤ Z. As before we know, that Z ′′ is the minimal cycle, such that Z ′′ ≤ Z and h 1 (Z ′′ , O Z ′′ (l ′ )) = h 1 (Z, O Z (l ′ )) = k, and obviosly we have ) . We have still the fact, that every differential form in H 0 ( X,K+Z ′′ ) H 0 ( X, K) has got a pole on the exceptional divisor E u ′ of order at most 1.
Let's have the line bundle
It is obvious, that if M is enough large, then e Z ′′ r,M (u M ) = 0 for each each analytic type. We claim, that
)|Z ′′ r ) and so we have: Now we know, that the deformation λ : Z ′ → (Q, 0) of Z ′ is complete, which means, that there is a holomorphic map g : (Q u , 0) → (Q, 0), such that g(0) = 0 and g induces the deformation λ 1 of the cycle Z ′ .
If there is a point p ∈ Q u arbitrary close to 0, such that h 1 (O Z ′′ new,M,p (π * (l ′ ))) = k − 1, it is obviously enough, because we have then the points g(p) ∈ Q arbitrary close to 0 such that h 1 (O Z ′′ g(p) (l ′ )) = k − 1 and it proves our statement. Now let's have a generic point p ∈ Q u near 0, we have by semicontinuity, that
new,M (π * (l ′ ))) = k. On the other hand we have Z ′′ r,M,p = Z ′′ r,M and the line bundles O Z ′′ new,M (π * (l ′ ))|Z ′′ r,M and O Z ′′ new,M,p (π * (l ′ ))|Z ′′ r,M are the same, because of e Z ′′ r,M (u M ) = 0 for each analytical type, and so the divisor E u ′ and E u ′ ,p gives the same line bundle on Z ′′ r,M . It yields immediately, that
new,M,p (π * (l ′ ))) = k − 1, then we are immediately done, so it means, that we can assume, that h 1 (O Z ′′ new,M,p (π * (l ′ ))) = k. So now we know, that g(p) can be arbitrary close to 0 in Q, and by our main theorem from [NR] we get that:
Let's have a complete deformation λ 2 : Z ′ new,M → (Q 2 , 0) of the cycle Z ′ new,M,p , by blowing down this gives a deformation λ s of the cycle Z ′ g(p) with base space (Q 2 , 0). Now we know, that the deformation λ : Z ′ → (Q, 0) of Z ′ is complete at g(p), which means, that there is a holomorphic map g ′ : (Q 2 , 0) → (Q, 0), such that g ′ (0) = g(p) and g ′ induces the deformation λ s of the cycle Z ′ g(p) . It means, that we are enough to show, that there are points p 2 ∈ Q 2 arbitrary close to 0 such that k − 1 = h 1 (O Z ′′ new,M,p 2 (π * (l ′ ))) = h 1 (O Z ′′ g ′ (p 2 ) (l ′ )) since then g ′ (p 2 ) can be arbitrary close to g(p). We first show, that there are points p 2 ∈ Q 2 arbitrary close to 0, such that χ(−π * (l ′ )) − min 0≤l≤Z ′′ new,M,p 2 (χ(−π * (l ′ ) + l) − h 1 ((Z ′′ new,M,p2 − l) r,M , π * (l ′ ) − l)) = k − 1. We know, that there is a cycle 0 ≤ B ≤ Z ′′ new,M,p , such that k = χ(−π * (l ′ )) − χ(−π * (l ′ ) + B) + h 1 ((Z ′′ new,M,p − B) r,M , π * (l ′ ) − B). Let's denote by q ′ = χ(−π * (l ′ ) + B) − min 0≤l≤(Z ′′ new,M,p −B)r,M χ(−π * (l ′ ) + B + l). We know by our main theorem from [NNII] , that q ′ is the minimal possible value of For an arbitrary p 2 ∈ Q 2 let's denote G(p 2 ) = χ(−π * (l ′ )) − min 0≤l≤Z ′′ new,M,p 2 (χ(−π * (l ′ ) + l) − h 1 ((Z ′′ new,M,p2 − l) r,M , π * (l ′ ) − l)). Now if G(p 1 ) = k − 1, then we are done with our claim with the choice of p 2 = p 1 , so we can assume, that G(p 1 ) = k.
In this case let's repeat the same procedure with p 1 ∈ Q 2 instead of 0 ∈ Q 2 , notice, that It means, that we can repeat this procedure only finitely many times, and finally we get a point q 2 ∈ Q 2 arbitrary close to 0, such that χ(−π * (l ′ ))−min 0≤l≤Z ′′ new,M,q 2 (χ(−π * (l ′ )+l)−h 1 ((Z ′′ new,M,q2 − l) r,M , π * (l ′ ) − l)) = k − 1. Now the deformation λ 2 : Z ′ new,M → (Q 2 , 0) is complete in p 2 and we know from our main theorem from [NR] , that there are points p ′ 2 arbitrary close to p 2 such that:
(π * (l ′ ))) = χ(−π * (l ′ ))− min 0≤l≤Z ′′ new,M,p 2 (χ(−π * (l ′ )+l)−h 1 ((Z ′′ new,M,p2 −l) r,M , π * (l ′ )−l)) = k−1.
Indeed we should keep the restriction of analytic structure Z ′′ new,M,p2 to the cycle Z ′′ r,M , let's denote it by Z ′′ r,M,p2 . We should move the analytic structure Z ′′ new,M,p2 to get an analytic structure Z ′′ new,M,p ′ Proof. The statement follows immediately from the previous theorem, since for each analytic structure X supported on the resolution graph T one has h 1 (Z) = h 1 (Z − E |Z| , −E |Z| ), because of the following exact sequence:
Since the map H 0 (Z) → H 0 (E |Z| ) is obviously surjective, we indeed get h 1 (Z) = h 1 (Z − E |Z| , −E |Z| ).
The second statement follows immediately if we apply the first statement for a very large cycle Z.
