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The approach to equilibrium of a nondegenerate quantum system involves the damping of mi-
croscopic population oscillations, and, additionally, the bringing about of detailed balance, i.e. the
achievement of the correct Boltzmann factors relating the populations. These two are separate
effects of interaction with a reservoir. One stems from the randomization of phases and the other
from phase space considerations. Even the meaning of the word ‘phase’ differs drastically in the two
instances in which it appears in the previous statement. In the first case it normally refers to quan-
tum phases whereas in the second it describes the multiplicity of reservoir states that corresponds
to each system state. The generalized master equation theory for the time evolution of such systems
is here developed in a transparent manner and both effects of reservoir interactions are addressed in
a unified fashion. The formalism is illustrated in simple cases including in the standard spin-boson
situation wherein a quantum dimer is in interaction with a bath consisting of harmonic oscillators.
The theory has been constructed for application in energy transfer in molecular aggregates and in
photosynthetic reaction centers.
PACS numbers: 71.35.-y, 87.15.H-, 71.38.-k
I. INTRODUCTION
The purpose of this paper is to develop a generalized
master equation (GME) formalism for the description
of quantum evolution of a system in interaction with a
reservoir when the system is nondegenerate in that the
energies of the system are different from one another.
The situation is ubiquitous in chemical physics, an im-
portant real situation of interest being the transfer of
electronic excitation in a pair of unlike molecules such
as tetracene and antharacene. Another example of inter-
est, relevant to biophysics, is the capture of energy by
a photosynthetic reaction center from a molecule of the
antenna. Energy transfer in photosynthesis has had a
venerable history [1–5] decades ago and is coming under
active investigation [6, 7] in recent times as well. The
case of a degenerate system is relatively easy to under-
stand or describe because the interactions of the system
with a reservoir such as a bath of phonons leads only
to randomization and consequent loss of quantum coher-
ence, and a transition from wavelike motion or reversible
oscillations of probability differences to incoherent mo-
tion or irreversible decays. The probability difference
p(t) = P1(t) − P2(t) between the two localized states 1
and 2, depicting for instance the difference in the occu-
pation of two molecules of interest by the excitation, is
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naturally described by
dp(t)
dt
+ 2
∫ t
0
W(t− s)p(s)ds = 0. (1)
The time dependence of W(t) determines, in appropri-
ate fashion, the transition from coherent to incoherent
behavior. Bath interactions decide the decay behavior
of W(t) which, in turn, dictates the loss of quantum co-
herence. However, in the nondegenerate system under
consideration in the present paper, additional questions
arise from the fact that two unequal memories exist,W12
and W21, one for each direction of transfer. Is detailed
balance obeyed by these two memories the way it is by
their time integrals, i.e., by the rates F12 =
∫ t
0
dt W12(t)
and F21 =
∫ t
0
dt W21(t)? Does this mean that W12(t)
and W21(t) are in the Boltzmann ratio at every instant
of time? Does such a time-independent ratio relation pro-
vide an accurate description of transfer at all times? In
other words, is it possible to have a separation situation
of the memory in the form W12(t) = F12φ(t)? If so, how
would
dp
dt
+(F12+F21)
∫ t
0
φ(t−s)p(s)ds = (F12−F21)
∫ t
0
φ(s)ds
(2)
provide an accurate description of both the randomiza-
tion process (which would be taken care of by the time
dependence of φ(t) as in the degenerate case) and the
detailed balance process which would depend on the en-
ergy state difference of the system which are independent
of the reservoir? We provide explicit answers to these
questions below. They can be put to practical use in
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2the accurate description of short time and long time evo-
lution of excitation transfer in dissimilar molecule pairs
as encountered in the study of molecular aggregates and
photosynthetic systems. The basis for the solution we
provide is a detailed formulation in terms of projection
operators, implementation where necessary from gener-
alizations of the spectral prescription of Fo¨rster [8], and
computations from the resultant memory all of which
can be found in a paper written almost 40 years ago[9].
Other approaches [10–12] could be employed for similar
questions but in the light of relations that are available
[15, 16] between various formalisms, we will use here only
the GME approach. Our purpose in providing the ex-
plicit analysis below is to clarify confusing issues that
our perusal of literature has uncovered. The need for
such an analysis might be appreciated by noticing that
an equation such as (2) would not be able to describe
correctly the time evolution expected at both short and
long times as displayed in Fig. 1. In that Figure we show
a partial plot of the probability P1(t) of the initially oc-
cupied site in the quantum nondegenerate dimer. Time
is measured in units of 2V , arbitrary values of coupling
to the bath, temperature and field being assumed for
illustrative purposes. Two distinctly different behaviors
can be immediately identified, oscillations at short times,
and approach to a final steady state value. The details
of both are influenced by the energy difference 2∆ be-
tween the two states, 1 and 2, in a way not present in the
evolution of a degenerate dimer. The long time behavior
is determined by the exponential factor exp(−2∆/kBT ),
where T is the temperature, in that it equals the ratio
of the steady state values of the two probabilities. The
short time behavior has nothing to do with temperature
and exhibits the specific effects of the lack of resonance
of the two states. Unlike the long time behavior that
is certainly sensitive to the sign of ∆ (for instance to
which of the two is the more energetic molecule), the
short time behavior is independent of whether the ener-
getically lower state or higher state is initially occupied.
Specifically, for site 1 being initially occupied, P1(t) is
P1(t) = cos (Ωt) +
1 + 2∆2
2Ω2
(1− cos (2Ωt)) (3)
with Ω =
√
∆2 + 1, and ∆ is normalized with V . Here,
and everywhere in this paper, we set ~ = 1 for simplicity
in notation. The starting point for our considerations is
the Liouville equation
i
∂ρ
∂t
= [H, ρ] = Lρ (4)
where ρ is the total density matrix of the system, L is
the Liouville operator and H is the total Hamiltonian
of the system. The Hamiltonian is generally expressed
in terms of the unperturbed part H0 and a perturbation
V (H = H0 + V ) and the Liouville operator is simi-
larly decomposed as L = L0 + Lv. The endpoint after
the use of appropriately chosen projection operators that
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FIG. 1: Partial trace of the short and long time behavior
of the time evolution of the initially occupied site P1 for a
nondegenerate dimer.
generalize the Zwanzig’s diagonalization[13] with coarse
graining over the reservoir is[9]
∂PM
∂t
=
∫ t
0
ds
∑
N
WMN (t−s)PN (s)−WNM (t−s)PM (s).
(5)
Here M, N denote system states such as 1 and 2 sig-
nifying occupation by the excitation of the molecules,
details of the reservoir and the interaction of the system
with it have all gone into the formation of the detailed
form of the memoriesW(t), and the initial random phase
approximation has been employed. As expected, in the
following sections we will see that our analysis will yield
for a nondegenerate quantum dimer, not Eq. (2), but
dp(t)
dt
+
∫ t
0
ds [W12(t− s) +W21(t− s)] p(s)
=
∫ t
0
ds [W12(s)−W21(s)] , (6)
and, importantly, in that the time dependence of the
memories W(t) will naturally take care of both effects of
the reservoir, randomization with loss of coherence and
Boltzmannization with proper thermal behavior. The
paper is laid out as follows. In Section II we present
the GME formalism suitable to nondegenerate systems,
discussion of the salient features of the time dependent
memories and the connection between short and long
time dynamics is presented in Section III. In Section IV
we apply this formalism to the standard model of a non-
degenerate quantum dimer, while conclusions are pre-
sented at the end.
II. FORM OF THE MEMORIES FOR A
NONDEGENERATE QUANTUM DIMER
The derivation of the GME proceeds with the appli-
cation of appropriately chosen projection operators on
Eq. (4), which, in conjunction with the weak coupling ap-
proximation and the initial diagonalization assumption,
3results in
∂Pρ
∂t
= −
∫ t
0
dsPLvG0(t− s)LvPρ(s) (7)
for the relevant part of the density matrix. The simplified
form G0(t) = exp(−itL0) on the right in Eq. (7) is a con-
sequence of the weak-coupling approximation. We specif-
ically use the coarse graining projection operator[16] de-
fined as
〈M,m|PO|N,n〉 = e
−βEm
Q
∑
m′
〈M,m′|O|M,m′〉δM,Nδm,n
(8)
whose operation on any operator O has three conse-
quences. It diagonalizes the operator O in the eigen-
states of H0 as shown by the Kronecker deltas in M,N
and m,n; it traces over the bath as shown by the summa-
tion over m; and it thermalizes with the phonon equilib-
rium density matrix as shown by the Boltzmann factors
exp(−βEm). In Eq. (8), β = 1/kBT , Em and En are the
energies of the bath states over which coarse-graining is
performed, M,N are molecule states andQ = ∑m e−βEm
is the normalization factor of the bath equilibrium den-
sity matrix. As is well known, the definition of P in
Eq. (8) and Eq. (7) results in the generalized master
equation (Eq. (5)) for the probability of occupancy of
site M given by
PM =
∑
m
〈M,m|ρ|M,m〉. (9)
Also well known is the form of the memories appearing
on the right in Eq. (5):
WMN (t) = 2Q
∑
m,n
e−βEn |〈M,m|V |N,n〉|2
× cos {(Emn + EMN ) t} , and (10a)
WNM (t) = 2Q
∑
m,n
e−βEm |〈M,m|V |N,n〉|2
× cos {(Emn + EMN ) t} (10b)
and involves a thermal average over the initial and sum
over the final vibrational states. EMN = EM − EN and
Emn = Em − En are the energy differences between the
system and bath states respectively. Note that the only
difference to be discerned in the two expressions (a) and
(b) representing transfer in opposite directions between
the system states M and N is the appearance of En in
(a) but Em in (b). This is in keeping with the textbook
statement [14] that there should be an average for initial
states and sum over final states in such an expression.
By changing bath indices n and m within the summa-
tion, making the physical assumption that the system
and bath are independent entities, and taking advantage
of the insensitivity of the cosine to the sign of its argu-
ment, we can rewrite the second memory above as
WNM (t) = 2Q
∑
m,n
e−βEn |〈M,m|V |N,n〉|2
× cos {(Emn − EMN ) t} .
This form of (10b) differs from (10a) only in the sign of
the system energy difference EMN . We will explore be-
low the important question concerning what features of
the bath, if present, would lead to proper thermalization
of the system probabilities. Important to emphasize is
that these expressions are not exact but arise from the
weak-coupling approximation that cannot be avoided in
a practical calculation. How much of physically expected
behavior of the system is retained by their approximated
form is not clear a priori. Eqs. (10) in their current form
do not make manifest the spectral features of the bath.
To clarify these features, we convert Eqs. (10) into their
integral form (see Appendix of Ref. [17]) by introduc-
ing the density of bath energy states and the continuous
variable z = Em − En, and bundling a product of various
quantities under the symbol Y(z):
WMN (t) =
∫ ∞
−∞
dz Y(z) cos [(z + EMN ) t] (12a)
WNM (t) =
∫ ∞
−∞
dze−βzY(z) cos [(z + EMN ) t] .(12b)
It is instructive once again to rewrite (12b) in the alter-
nate form
WNM (t) =
∫ ∞
−∞
dz Y(z) cos [(z − EMN ) t] . (13)
The passage from (10) to (12) is made by splitting the
bath summation in the former first into a primed sum-
mation over bath states which have the energy difference
z = Em − En, the multiplication by the number of bath
states dzρ(z) having the given value of the energy differ-
ence z and a subsequent summation (integration) over z
that appears in (12). Thus, in these expressions Y(z) is
itself given by
Y(z) = 2ρ(z)Q
′∑
m,n
e−βEn |〈M,m|V |N,n〉|2 (14)
where the prime over the summation restricts it as ex-
plained above. The function Y(z) given by Eq. (14) con-
tains all the necessary information regarding the transi-
tions by taking into account the spectral features of the
bath and henceforth will be referred to as the spectral
function as elsewhere in the literature. The time evolu-
tion of the probability difference in a quantum dimer can
be obtained from Eq. (6) after substituting the appro-
priate memories W12 and W21 which are most generally
(but within the weak coupling, i.e., perturbative, approx-
imation) given by Eqs. (12) and are determined from the
interaction and a knowledge of the density of states.
4III. GENERAL MEMORY DESCRIPTION OF
DETAILED BALANCE AND DECAY OF
OSCILLATIONS
Having obtained the basic form for the time depen-
dent memory function in the previous section, we now
examine the features of the spectral function which ulti-
mately determines the behavior of the memories. For a
system that approaches equilibrium the long time limit of
the memories are given by their Fermi rates counterpart(
F =
∫∞
0
dt′W(t′)). In the case of a two-site nondegen-
erate system with energy difference E12 = 2∆ between
the two sites the ratio of the rates in the long time limit
is given by the detailed balance condition,
F12
F21
=
∫∞
−∞ dz Y(z)δ(2∆ + z)∫∞
−∞ dz e
−βzY(z)δ(2∆ + z) = e
−2β∆· (15)
In addition, using Eq. (13) for W21, the ratio of the two
rates in the long time limit can also be written as,
∫∞
−∞ dzY(z)δ(2∆ + z)∫∞
−∞ dzY(z)δ(2∆− z)
=
Y(−2∆)
Y(2∆) . (16)
Eqs. (15) and (16) gives Y(−z) = Y(z)e−βz implying that
Y(z)e−βz is the mirror image of Y(z). While calculating
the time dependent memories in the GME it is there-
fore sufficient to obtain only the spectral function Y(z).
These memories, when incorporated into the probability
equations, give the dynamics for the specific system of
interest. To understand the resulting dynamics it is in-
structive to examine Eq. (6) in the Laplace domain. For
the population initially at site 1 the Laplace transform
of Eq. (6) gives
p˜() =
1

ξ˜() +
1
+ W˜12() + W˜21()
[
1− ξ˜()
]
(17)
with ξ˜() = W˜12()−W˜21()W˜12()+W˜21() as the ratio of the difference
and the sum of the Laplace transform of two memories, 
being the Laplace variable. The value of the probability
difference at long times from the Abelian theorem, which
equates lim→0 p˜(), is
p(t→∞) = ξ˜( = 0) (18)
and results in p(t) = − tanh (β∆) which is independent
of the form of the memory function. The transient dy-
namics on the other hand would depend on the specific
form of the memory functions. For example, the dynam-
ics at short times would be dominated by the form of the
term 1
+W˜12()+W˜21() in Eq. (17).
To further exemplify the connection provided by the
GME between loss of coherence and decay to detailed
balance let us consider a representative spectral function
given by Y(z) = 1
1+e−βz Ys(z), which when substituted in
Eqs. (12) gives for the memories,
W = 1
2
∫ ∞
−∞
dz (1 + tanh(βz/2))Ys(z) cos [(z ± 2∆)t] .
(19)
To proceed further, we need to assume some form for
Ys(z). Any symmetric function Ys(z) would satisfy
Y(−z) = Y(z)e−βz and would therefore be appropri-
ate. As an example we consider a Lorentzian function
for Ys(z) (Ys(z) = 1/
(
1 + zα
)2
). To keep the analysis
analytically tractable we assume β << 1, and obtain the
time evolution equation for p from Eq. (6)
dp
dt
+ piα
∫ t
0
dse−α(t−s) cos (2∆(t− s)) p(s)
= −piα
2β
2
∫ t
0
ds e−αs sin(2∆s) (20)
In Fig. 2 we show both the coherent energy transfer for
short times with decay of oscillations and finally the prob-
ability difference settling to a constant value obtained as
solution of Eq. (20).
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FIG. 2: Time evolution of p resulting from the Lorentzian
spectral function. The different parameters are β = 0.1, α =
0.2 and ∆ = 1.
The steady state value of the probability difference at
long times from Eq. (18) is
ξ˜( = 0) = −β∆, (21)
the first order term obtained in the expansion of
tanh(β∆) for β << 1. The short time behavior is dom-
inated by the term 1
+W˜12()+W˜21() in Eq. (17) and for
the memory under consideration is,
p˜() =
4∆2 + 2
(
1 + α
)2

(
4∆2 + 2
(
1 + α
)2
+ piα
(
1 + α
)) , (22)
5which shows both oscillations of p and its decay at short
times. This loss of coherence at short times is a conse-
quence of the coupling to the reservoir. For small values
of α (α/ ∼ 0) the oscillation seen at short times in Fig. 2
can be further approximated by
p(t→ 0) = piα cos
(√
4∆2 + piα t
)
+ 4∆2
4∆2 + piα
. (23)
The observed dynamics of the probability difference can
be therefore looked upon as the resultant of the inter-
play between three different effects. The first is coherent
transfer with oscillations which occur between the maxi-
mum value of 1 and a minimum value, which is not -1 as
in the degenerate case but 4∆
2−piα
4∆2+pi/α ; this difference arises
from the nondegeneracy (finite value of ∆). The second
is the decay of the coherence at short times as a result of
coupling to the reservoir. The third is the ultimate de-
cay to a steady state value consistent with the detailed
balance condition, which, while it is also a result of the
coupling to the reservoir, stems from a source different
from that leading to the destruction of phase coherences.
IV. APPLICATION TO NONDEGENERATE
DIMER
As a more realistic example we now consider the stan-
dard model of a two-site nondegenerate dimer in interac-
tion with bosons and apply the formalism developed in
this paper to it. The Hamiltonian for this model is given
by
H = ~ω
(
b†b+ 12
)
+ V
(
a†1a2 + a
†
2a1
)
+ ∆
(
a†1a1 − a†2a2
)
+g~ω
(
b+ b†
) (
a†1a1 − a†2a2
)
(24)
and consists of an electron interacting with phonons and
tunneling between the two sites. In Eq. (24) b and b† are
respectively the annihilation and creation operator for
the phonons, with a frequency ω, ai and a
†
i are the par-
ticle’s annihilation and creation operator at site i=1, 2,
V is the tunneling matrix element between sites 1 and 2,
g is the electron-phonon coupling constant and ∆ is the
the difference in energies at sites 1 and 2 which measures
the nondegeneracy. Applying the unitary transformation
eSHe−S with S = g
(
b− b†) (a†1a1 − a†2a2) on Eq. (24)
the polaron Hamiltonian given by
H = ∆
(
A†1A1 −A†2A2
)
+ ~ω
(
B†B + 12
)
+V
(
A†1A2e
−2g(B−B†) +A†2A1e
2g(B−B†)
)
(25)
is obtained. In this transformed Hamiltonian the oper-
ators for the polaron and phonons operators are B =
b+ g
(
a†1a1 − a†2a2
)
and A = aeg(b
†−b) respectively. The
transformed Hamiltonian of Eq. (25), except for the last
term, is diagonal in the combined basis of the polaron
and phonons and hence is of the form H = H0 + V with
V = V
(
A†1A2e
−2g(B−B†) +A†2A1e
2g(B−B†)
)
represent-
ing the off-diagonal contribution to the Hamiltonian re-
sponsible for the motion of the polaron between the two
sites. The memory function obtained from the polaron
Hamiltonian can be computed[18] (see also Eq. (28) of
ref. [19]) and is given by
W(t) = 2e−4g2(1−cos(ωt)) coth( βω2 ) cos (4g2 sinωt± 2∆t) .
(26)
The spectral function Y(z) of equations (12), (13) and
(19) can be written in terms of a modified Bessel func-
tion, which is excellently approximated by a Gaussian for
large temperatures and a Poisson distribution for small
temperatures (see appendix for details), and is shown in
Fig. 3 for two different temperatures values βω = 0.1
(left) and βω = 20 (right). The probability difference
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FIG. 3: Spectral function Y(z) in the high (left) and low
(right) temperature limit normalized to V 2. The parameter
values are g = 1 and βω = 0.1 (left) and βω = 20 (right).
can be calculated by substituting the memory functions
of Eq. (26) in Eq. (6). Given our current interest which
is in the general trends of the behavior, we restrict the
analysis to the case of large temperatures (βω << 1), in
which case the spectral function can be expressed as a
Gaussian (see Eq. (A7))
Y(z) = V
2
2g
√
pi
βω
e
− (z−4g
2)
2
16g2/βω . (27)
In Eq. (27) we have assumed the density of states to
be uniformly distributed, which would be applicable, for
instance, in the case of acoustic phonons. From Eqs. (12)
the memory functions are
W = 2V 2e− 4g
2ωt2
β cos
[
(4g2ω ± 2∆)t] . (28)
In Fig. 4 we show the evolution of the probability differ-
ence for the memories given by Eq. (28). The parameters
have been specifically chosen to clearly demonstrate the
markedly different behaviors at short and long times. At
short times the probability difference shows decaying os-
cillations around a fixed value (dashed line in Fig. 4). In
6this limit the probability is described by
dp
dt
= −
∫ t
0
ds cos (∆(t− s)) p(s), (29)
which is independent of the presence of the bath and
whose solution,
p(t) =
∆2
1 + ∆2
+
1
1 + ∆2
cos
(
t
√
1 + ∆2
)
, (30)
shows coherent transfer, with p oscillating around a dis-
placed equilibrium value 〈p〉 = ∆2/ (1 + ∆2). Coupling
to the phonons leads to the loss of coherence and conse-
quently, the decay of p to the steady state (dashed-dotted
line in Fig. 4) detailed balance value (− tanh(β∆)). In
addition, the long time taken by p to reach equilibrium
is due to the small value of the coupling to the phonons.
The memory functions in Eqs. (12) can be expressed as
cosine and sine Fourier transforms of the spectral func-
tion. The Gaussian spectral function in the limit of van-
ishing coupling to the phonons tends to a delta func-
tion, whose Fourier transform results in long-lived mem-
ory functions.
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FIG. 4: Time evolution (solid line) of the probability differ-
ence as a function of dimensionless time 2V t for Gaussian
spectral function with uniform density of states showing two
different regimes in which the short time behavior is domi-
nated by the dc stark value (dashed line) and the long time
behavior settles to the value given by the detailed balance
condition (dashed-dotted line). The parameter values are
g2ω/V = 0.02, βV = 0.15, ∆/V = 2 and the initial condition
is p(0) = 1.
V. CONCLUSIONS
In this paper we have developed a formalism of gener-
alized master equation theory, appropriate, for describing
the quantum evolution of a system, which, in addition to
interaction with a reservoir is also nondegenerate. Within
the weak coupling approximation the theory presented
combines the two distinctly different effects of the pres-
ence of reservoir, namely, loss of coherence and decay of
probabilities to the value given by the Boltzmann fac-
tors. The important input required in the calculation ot
the evolution of the probabilities are the time dependent
memories appearing in the GME. They are determined
via Fourier transforms of the spectral function Y(z). Par-
ticulars of the bath such as the density of states and the
interaction with the subsystem of interest are contained
within this spectral function, thus providing a complete
general description of the quantum system of interest.
The central result of our present analysis can be appre-
ciated visually in Fig. 4 as the coexistence of probability
oscillations in the first part (short time) and of proba-
bility decay to values displaying the correct Boltzmann
probability ratios consonant with the nondegeneracy in
the second part (long time). The first is characteristic
of nondegeneracy in a quantum system while the sec-
ond represents ultimately the equal a priori postulate
of equilibrium statistical mechanics. Note that the time
scale in Fig. 4 is logarithmic: the two phenomena de-
scribed accurately by the theory we have presented apply
to widely different times.While the examples presented in
this paper are limited to two-site systems, the theory is
completely general and is applicable to larger quantum
systems[20]. The transparent way in which the theory
has been developed should allow for its application in
the study of a large number of different systems.
Appendix A: High and Low temperature limits of
the memory function
The memory function of Eq. (26) can also be written
as
W12(t) = 2V 2 exp
[−4g2 ((2n¯+ 1)− (n¯+ 1)eiωt − n¯e−iωt)]
(A1)
by using n¯ = 1
eβω−1 (~ = 1) for the average number of
phonons in thermal equilibrium and further by rearrang-
ing the terms as
W12(t) = 2V 2e−4g2(2n¯+1)e4g
2
√
n¯(n¯+1)
[√
n¯+1
n¯ e
iωt+
√
n¯
n¯+1 e
−iωt
]
(A2)
and using the relation e
x
2 (t+
1
t ) =
∑∞
l=−∞ Il(x)t
l can be
expressed in terms of the modified Bessel function
W12 = 2V 2e−4g2(2n¯+1)
∞∑
z=−∞
eiωz(t−
iβ
2 )Iz
(
8g2
√
n¯(n¯+ 1)
)
(A3)
Comparing this with Eq. (12) it is straightforward to see
that the function Y(z) is given by
Y(z) = 2V 2ρ(z)e−4g2(2n¯+1)e− βωz2 Iz
(
8g2
√
n¯(n¯+ 1)
)
(A4)
which by using the expression for n¯ can be written as
Y(z) = 2V 2ρ(z)e−4g2( 1+k1−k )k− z2 Iz
(
8g2
√
k
1− k
)
(A5)
7where k = e−βω. In the high temperature limit T →∞,
β → 1 for which k → 1. The large temperature expansion
of Eq. (A5) can be done by first realizing that when the
argument of a modified Bessel function is much larger
than its order than it can be approximated extremely well
by a Gaussian, or Iz(x) ≈ I0(x) exp(−z2/2x). With this
approximation, and using the asymptotic expansion for
modified Bessel function in the case when the argument
is much larger than the order and given by Iα(x) ≈ ex√2pix
we obtain for Y(z)
Y(z) ≈ ρ(z) V
2
2
√
pig
( √
k
1−k
)1/2 k−z/2e− z216g2 ( 1−k√k )e−4g2
(
(1−√k)2
1−k
)
(A6)
which reduces to a Gaussian
Y(z) = ρ(z) V
2
2g
√
pi
βω
e
− (z−4g
2)
2
16g2/βω (A7)
in the limit k → 1. In the low temperature limit (T → 0,
β →∞ and hence k → 0) and using the small argument
expansion of the modified Bessel function
Iα(x)→ 1
Γ(α+ 1)
(x
2
)α
0 < x <<
√
α+ 1, (A8)
in Eq. (A5) we obtain a Poisson distribution for the func-
tion Y(z) at low temperatures
lim
k→0
Y(z) ≈ V 2ρ(z)
(
e−4g
2
(4g2)z
z!
)
· (A9)
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