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Abstract—In this paper, the user cooperative task computation
is explored by sharing the computing capability of the user
equipments (UEs) so as to enhance the performance of mobile
edge computing (MEC) networks. The number of completed tasks
is maximized while minimizing the total power consumption of
the UEs by jointly optimizing the user task ofﬂoading decision,
the computational speed for the ofﬂoaded task and the transmit
power for task ofﬂoading. An iterative algorithm based on
the linear programming relaxation is proposed to solve the
formulated mixed integer non-linear problem. The simulation
results show that the proposed user cooperative computation
scheme can achieve a higher completed tasks ratio than the non-
cooperative scheme.
I. INTRODUCTION
To allow the mobile user equipments (UEs) to operate
computation-intensive and delay-sensitive applications such
as real-time online gaming and virtual reality, mobile edge
computing (MEC) has been proposed to bring the cloud-based
IT servers closer to the end UEs. The MEC networks are
usually constrained by the energy budget and delay require-
ments, and extensive efforts have been devoted to the design
of efﬁcient joint radio-and-computation resource managements
[1], [2]. However, as the industry foresees that as many as 20.4
billion of potential IoT devices will be in service by 2020 [3],
the limited computation capability of the MEC server has to
be shared by intensive workloads [4]. This will lead to the
server congestion issues so that a number of tasks may not be
accomplished, resulting in the so-called infeasible tasks.
To cope with this issue, the cooperative task computation
is proposed to exploit device-to-device (D2D) communications
and seek for computation resources sharing among UEs. It has
been shown that cooperative computation can help balance the
heterogeneous distribution of computation resources and the
uneven transmission conditions among different UEs [5]. For
the ﬁne-grained tasks, various partial computation ofﬂoading
schemes have been proposed on the resource sharing and
cooperative computing among UEs, such as [6], [7]. However,
the tasks that are highly integrated or relatively simple cannot
be partitioned and have to be executed as a whole [8]. In
this case, the ofﬂoading decisions on which task should be
ofﬂoaded and which UE should ofﬂoad to are required in the
multiple user cooperative MEC networks [9]. For instance, the
binary task ofﬂoading decisions to minimize the total energy
consumption were investigated in [10] and [11].
However, an important issue which is not addressed in the
existing literature is simultaneously maximizing the number
of completed tasks while minimizing the power consumption
of mobile devices. In fact, the cooperative computation is
based on the short-distance D2D transmissions, so that the task
ofﬂoading delay can be signiﬁcantly reduced. In this way, the
previous infeasible tasks can become feasible by exploiting the
computation resources in cooperative UEs. Furthermore, the
power constraints of mobile devices are ignored in the existing
user cooperative schemes for the sake of simplicity [9]–
[11], which greatly restricts the practicability of the proposed
approaches.
Against the above background, the computing capability
of mobile devices is exploited in this paper to maximize the
number of completed tasks while minimizing the total power
consumption of UEs. By taking into account the maximum
power constraints and the CPU frequency constraints, a mixed
integer non-linear problem (MINLP) is formulated to jointly
optimize the task ofﬂoading decision, transmit power for task
ofﬂoading and the serving computational speed. To efﬁciently
solve the non-convex problem, an equivalent tractable form
is ﬁrst presented by transforming the nonconvex constraints.
Then, an iterative algorithm based on the relaxation of the
integer constraint is proposed to efﬁciently solve the MINLP.
Finally, the simulation results show that the proposed cooper-
ative scheme can achieve a higher completed tasks ratio than
the non-cooperative case.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider that there are N UEs, and each UE has a com-
putation task to be executed. Deﬁne the UE set as N =
{1, 2, · · · , N}, and the computational intensive task of UE
i is denoted by Ui. The network access point is connected
to the MEC server, which enables UEs to ofﬂoad their tasks
for remote execution. Similar to [12], the task Ui of UE i is
modeled as
Ui = (Fi, Di, Tmaxi ), ∀i ∈ N , (1)
where Fi is the required CPU cycles of Ui for computation,
Di denotes the data size of Ui for transmitting and Tmaxi is
the latency constraint of Ui.
As shown in Fig. 1, as the computation capacity of edge
cloud is limited so that it cannot afford to compute the tasks for
all users at the same time. Therefore, to enhance the computa-
tion capacity of this MEC network, the computing capabilities
of UEs are exploited by conducting D2D transmissions. For
instance, in Fig. 1, UE i ofﬂoads its computational intensive
task to UE j with higher computing capability via D2D link
for cooperative task computation. At the same time, UE j’s
task can also be ofﬂoaded to its nearby device UE k.
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Fig. 1. An example of the cooperative task computation by UEs.
We use M = {0,N} to represent the set of places that UEs
can ofﬂoad its task to, which includes the MEC server and all
UEs. Deﬁne the indicator ai,j , i ∈ N , j ∈ M to represent the
task decision, where
C1 : ai,j = {0, 1}, ∀i ∈ N , ∀j ∈ M, (2)
in which ai,j = 1 denotes that UE i ofﬂoads its task to UE
j (j = 0), or to the MEC server (j = 0). Note that ai,i = 1
means that the task is executed by UE i itself. Also, each task
can only be executed in one place, which can be expressed as
C2 :
∑
j∈M
ai,j ≤ 1, i ∈ N . (3)
It is worthy pointing out that some tasks may not be able to
be completed anywhere in required time due to the lack of
communication or computation resources.
If UE i decides to ofﬂoad its task Ui to device j, the
achievable data rate can be given as
ri,j = B log2
(
1 +
pTi,jhi,j
σ2
)
, ∀i ∈ N , j ∈ M, (4)
where we assume that all the users have the same bandwidth
and are allocated with the orthogonal frequency bands, hi,j is
the channel gain from to UE i to UE j, σ2 describes the white
Gaussian noise power, B is the allocated bandwidth and pTi,j
is the transmit power. Then, the execution time of the task is
TCi,j =
Fi
fi,j
, ∀i ∈ N , ∀j ∈ M, (5)
where fi,j is the computation speed (CPU cycles per second)
of the device j adopted to execute task Ui. The time for task
ofﬂoading transmission is
TTi,j =
Di
ri,j
, ∀i ∈ N , j ∈ M, i = j. (6)
The total time consumption should satisfy the latency con-
straint:
C3 :
∑
j =i,j∈M
ai,j
(
Di
ri,j
+
Fi
fi,j
)
+ ai,i
Fi
fi,i
≤ Ti,max, i ∈ N .
(7)
The computing power consumption for UE j to execute the
task Ui at computational speed fi,j can be modeled as
pCi,j = κj(ai,jfi,j)
νj , ∀j ∈ N , (8)
where κj ≥ 0 is the effective switched capacitance and
νj ≥ 1 is a positive constant, which depends on the CPU
chip structure.
For the MEC server and other devices, one has the comput-
ing constraints as
C4 :
N∑
i=1
ai,jfi,j ≤ fmaxj , j ∈ M. (9)
Furthermore, for the mobile device, it has the limited power.
Therefore, one has the following power constraint for UE i as
C5 : pi =
∑
k∈N
ak,ip
C
k,i +
∑
j =i,j∈M
ai,jp
T
i,j ≤ pmaxi , i ∈ N .
(10)
Our target is to maximize the number of completed tasks
while minimizing the total power consumption of the UEs by
optimizing the task ofﬂoading decision {ai,j}, transmit power
for task ofﬂoading {pTi,j} and the serving computational speed
{fi,j}. Then, this problem can be formulated as
min
{ai,j},{fi,j},{pTi,j}
∑
i∈N
pi − φ
∑
i∈N
∑
j∈M
ai,j (11a)
s.t. C1− C5, (11b)
where the positive constant φ is introduced to combine the
different two objectives. It is readily to see that Problem (11)
is a nonconvex MINLP, which is non-convex and NP-hard
in general. In the following section, we propose an efﬁcient
method to solve Problem (11) by exploiting the relaxation of
the integer constraint and the dual method.
III. SOLUTION ANALYSIS
As Problem (11) is not mathematically tractable due to the
non-convex constraints C3, the constraint C3 is transformed
into a tractable form in the following.
If the task Ui is ofﬂoaded to device j, i.e., ai,j = 1, i = j.
Then, by observing that the objective (11a) is an increasing
function of pTi,j , it is inferred that the following equation holds
for the optimal solution:
Di
ri,j
+
Fi
fi,j
= Tmaxi , i = j, i ∈ N , j ∈ M. (12)
After some algebraic transformation, (12) is transformed into
ri,j =
Difi,j
Tmaxi fi,j − Fi
 Gi(fi,j). (13)
In addition, the transmitting power pTi,j can be represented as
a function of ri,j according to (4), which is
pTi,j =
σ2
hi,j
(
exp
(
ln(2)
B
ri,j
)
− 1
)
 Hi,j(ri,j). (14)
The functions Gi(x) and Hi,j(x) are deﬁned for simplicity.
Then, by denoting fmini =
Fi
Tmaxi
and Ui,j(x) =
Hi,j(Gi(x)), an equivalent reformulation of Problem (11) is
given by
min
{ai,j}
{fi,j}
∑
i∈N
∑
j =i
j∈M
ai,jUi,j(fi,j)+
∑
i∈N
κi
N∑
k=1
(ak,ifk,i)
νi−φ
∑
i∈N
∑
j∈M
ai,j
(15a)
s.t.
∑
j =i,j∈M
ai,jUi,j(fi,j) + κi
N∑
k=1
(ak,ifk,i)
νi ≤ pmaxi , i ∈ N ,
(15b)
ai,jfi,j ≥ ai,jfmini , i ∈ N , j ∈ M, (15c)
C1, C2, C4.
The equivalence between Problem (15) and Problem (11) can
be veriﬁed easily, which is omitted due to the limited space.
To efﬁciently solve Problem (15), we introduce the fol-
lowing conditions to reduce the feasible region. First of all,
according to (15b), if UE j spends all its power executing the
task Ui, we have
fi,j ≤
(
pmaxj
κi
) 1
νi
 fmaxi,j , j ∈ N . (16)
If UE i uses all its power to transmit task Ui to UE j, we have
fi,j ≥ Fi
Tmaxi − DiRmaxi,j
 fmini,j , i = j, j ∈ M, (17)
where
Rmaxi,j = B log2
(
1 +
pmaxi hi,j
σ2
)
.
Then, we deﬁne fmini =
Fi
Tmaxi
. Obviously, when Tmaxi >
Di
Rmaxi,j
, we have fmini,j > f
min
i for all i = j due to the
time consumption for ofﬂoading transmission. For notation
simplicity, we deﬁne
fmini,i = f
min
i , f
max
i,0 = f
max
0 (18)
fUi,j = min{fmaxi,j , fmaxj }, fDi,j = max{fmini,j , fmini }. (19)
Then, we introduce the variable xi,j = ai,jfi,j , and temporar-
ily relax the integer constraints. Consequently, Problem (15)
is transformed to
min
xi,j
ai,j
∑
i∈N
∑
j =i
j∈M
ai,jUi,j
(
xi,j
ai,j
)
+
∑
i∈N
κi
N∑
k=1
(xk,i)
νi−φ
∑
i∈N
∑
j∈M
ai,j
(20a)
s.t.
∑
j =i,j∈M
ai,jUi,j
(
xi,j
ai,j
)
+κi
N∑
k=1
(xk,i)
νi≤ pmaxi , i ∈ N , (20b)
N∑
i=1
xi,j ≤ fmaxj , j ∈ M, (20c)∑
j∈M
ai,j ≤ 1, i ∈ N , (20d)
ai,jf
D
i,j ≤ xi,j ≤ ai,jfUi,j , (20e)
0 ≤ ai,j ≤ 1. (20f)
According to (13)-(14), Hi,j(x) is nondecreasing convex
function with respect to (w.r.t) x, and Gi(x) is convex. As a
result, Ui,j (x) is convex w.r.t x, and its perspective function
tUi,j (x/t) is convex w.r.t (x, t). Consequently, it is concluded
that Problem (20) is a convex problem, which can be optimally
solved by the dual method. The Lagrangian of Problem (20)
is given by
L =
∑
i∈N
(1+μi)
∑
j =i,j∈M
ai,jUi,j
(
xi,j
ai,j
)
+
∑
i∈N
(1+μi)κi
N∑
k=1
(xk,i)
νi
− φ
∑
i∈N
∑
j∈M
ai,j +
∑
j∈M
vj
(
N∑
i=1
xi,j − fmaxj
)
−
∑
i∈N
μip
max
i +
∑
i∈N
si
⎛
⎝∑
j∈M
ai,j − 1
⎞
⎠ , (21)
where μi,vj and si are the non-negative dual variables associ-
ated with the constraints (20b), (20c), and (20d), respectively.
Then, taking the derivatives of L w.r.t xi,j and ai,j respec-
tively, we have
∂L
∂xi,0
=(1 + μi)U
′
i,0
(
xi,0
ai,0
)
+ v0, i ∈ N , (22)
∂L
∂xi,j
=(1 + μi)U
′
i,j
(
xi,j
ai,j
)
+ vj
+ (1 + μj)κjνi (xi,j)
νj−1 , ∀i = j, i, j ∈ N , (23)
∂L
∂xi,i
=(1 + μi)κiνi (xi,i)
νi−1 + vi, i ∈ N , (24)
∂L
∂ai,j
=(1 + μi)
(
Ui,j
(
xi,j
ai,j
)
− xi,j
ai,j
U ′i,j
(
xi,j
ai,j
))
− φ+ si, ∀i = j, i,∈ N , j ∈ M, (25)
∂L
∂ai,i
=− φ+ si, i ∈ N , (26)
where U ′i,j(x) represents the ﬁrst-order derivative of Ui,j(x)
w.r.t x. In addition, according to (13) and (14), it is easy
to infer that U ′i,j(x) < 0 and the second order derivative
U ′′i,j(x) > 0 for x ∈
[
fmini ,+∞
)
. In addition, it is inferred
that there is only one solution in x ∈ [fmini ,+∞) for the
equation ∂L∂xi,j = 0, i = j.
For simplicity, we denote the solution to the equation
∂L
∂xi,j
= 0 in the interval x ∈ [fmini ,+∞) as Γi,j , and denote
the optimal solution to Problem (20) as (a∗i,j , x
∗
i,j). Obviously,
if x∗i,j = 0, then a
∗
i,j = 0, which is due to the constraints that
xi,j ∈ [ai,jfDi,j , ai,jfUi,j ]. In the following analysis, we ﬁrst
consider the case that x∗i,j = 0, and then consider the case
that x∗i,j = 0.
First, to ensure that the solution is feasible, according to
(16) and (17), the set Ji,j is deﬁned as
Ji,j =
{
j|fDi,j ≥ fUi,j , Tmaxi ≤
Di
Rmaxi,j
, j ∈ M
}
. (27)
Then, it is easy to infer that
x∗i,k = 0, a
∗
i,k = 0, ∀k ∈ Ji,k. (28)
In addition, according to the Lagrangian function [13]–[15],
if the following condition holds, then xi,j∗ = 0, a∗i,j = 0,
∀i ∈ N , j ∈ M:
L|xi,j=0,ai,j=0 < min
{
L|xi,j=fUi,j ,ai,j=1,L|xi,j=fDi,j ,ai,j=1,
L|xi,j=Γ∗i,j ,ai,j=1
}
, (29)
where Γ∗i,j = [Γi,j ]
fUi,j
fDi,j
. The term y = [x]ba means that if x ≤ a,
then y = a, if x ≥ b, then y = b. Otherwise, y = x. Then, we
deﬁne Ki,j as the set of all the UEs that satisfy the condition
(29).
Then, we consider the case that x∗i,i = 0. In this case,
according to (24), as the dual variables are non-negative, we
have
∂L
∂xi,i
> 0, ∀i = j, i ∈ N . (30)
Then, it is inferred that if the task is executed locally, the
device should compute in the least computation speed that
can satisfy the delay constraint, i.e.,
xi,i
∗ = a∗i,if
D
i,i.
Furthermore, if x∗i,j = 0 and a∗i,j = 0, ∀i = j, according
to the Karush-Kuhn-Tucker (KKT) conditions [16], we can
conclude the following conditions:
∂L
∂ai,j
{
= 0, if ai,j∗ ∈ (0, 1),
< 0, if ai,j∗ = 1.
(31)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂L
∂xi,j
(x) |x∈[fDi,j ,fUi,j] > 0, and
L|xi,j=0,ai,j=0 ≥ L|xi,j=fDi,j ,ai,j=1
, if x∗i,j = f
D
i,j ;
∂L
∂xi,j
(x) |x∈[fDi,j ,fUi,j] = 0, and
L|xi,j=0,ai,j=0 ≥ L|xi,j=Γ∗i,j ,ai,j=1,
, if xi,j∗∈(fDi,j , fUi,j);
∂L
∂xi,j
(x) |x∈[fDi,j ,fUi,j] < 0, and
L|xi,j=0,ai,j=0 ≥ L|xi,j=fUi,j ,ai,j=1
, if xi,j∗ = fUi,j .
(32)
Then we have
x∗i,j = a
∗
i,jΓ
∗
i,j , ∀i = j, i ∈ N , j ∈ M. (33)
To determine the task decision ai,j , we deﬁne Ii,j as
Ii,j = (1 + μi)
(
Ui,j
(
Γ∗i,j
)− Γ∗i,jU ′i,j (Γ∗i,j)) ,
∀i = j, i ∈ N , j ∈ M˜i, (34)
where M˜i = M−{Ki,j ∪ Ji,j}.
Note that U ′i,j (x) ≤ 0 for all x ∈ [fmini ,+∞]. Consequent-
ly, according to (25) and (26), if xi,i = 0 and xi,j = 0, the
following inequality always holds
∂L
∂ai,i
<
∂L
∂ai,j
. (35)
Finally, according to constraint (20d), the task decision ai,j
is concluded as⎧⎨
⎩
if M˜i = ∅, a∗i,j = 0, ∀j ∈ M,
if i ∈ M˜i, a∗i,i = 1, ai,j∗ = 0, j = i, j ∈ M,
else, a∗i,k = 1, ai,j
∗ = 0, j = k, j ∈ M.
(36)
where k = arg min
j∈M˜i
Ii,j .
The transmit power can be readily obtained according to
(14). Note that the value of the dual variables μi and vj can
be determined by the sub-gradient method. The updating of
μi, and vj in the (t+ 1)-th iteration are
μ
(t+1)
i =
⎡
⎣μ(t)i + θ(t)i
⎛
⎝ ∑
j =i,j∈M
a
(t)
i,jUi,j
(
Γ
∗(t)
i,j
)
+κi
N∑
k=1
a
(t)
k,i
(
Γ
∗(t)
k,i
)νi − pmaxi
)]+
, i ∈ N , (37)
v
(t+1)
j =
[
v
(t)
j + ζ
(t)
j
(
N∑
i=1
x
(t)
i,j − fmaxj
)]+
, j ∈ M, (38)
where [a]+ = max{0, a}, and θ(t)i and ζ(t)j are the positive
step sizes in the t-th iteration. According to [17, Proposition
6.3.1], the sub-gradient method converges to the optimal
solution to Problem (20) for sufﬁciently small step sizes.
Overall, the above analysis is summarized in Algorithm 1.
IV. SIMULATION RESULTS
In this section, the simulation results are presented to show
the performance gains achieved by the proposed cooperative
MEC ofﬂoading scheme. Consider a 500 m × 500 m square
cell with the BS in the center, and UEs are uniformly distribut-
ed. For the computation task, the size of each task is uniformly
generated in the range [0.1, 1.1] Mbits, the required com-
putation frequency is uniformly distributed in [0.006G,14G]
cycles/second, the maximum task execution time is uniformly
drawn from [40, 50] ms and the maximum CPU frequency of
each UE is uniformly distributed in the range [0.002G,10G]
cycles/second. The other simulation parameters are set to B =
2 MHz, the noise power density is −174 dBm/Hz,κi = 10−24,
	 = 10−3 and νi = 3. All the results are averaged over
Algorithm 1 Linear Programming Relaxation Based Iterative
(LPRBI) Algorithm
Initialize xi,j(0) = 0, ai,j(0) = 0, ∀i ∈ N , j ∈ M and the
precision 	.
Initialize μ(0)i , v
(0)
j , θ
(0)
i , ζ
(0)
j , ∀i ∈ N , j ∈ M.
repeat
for i ∈ N ,j ∈ M do
Calculate xi,j(t) and ai,j(t) according to (33) and (36),
respectively;
end for
Update μ(t)i , v
(t)
j according to (37) and (38), respectively;
Update the objective O(t) according to (20a) ;
until |O(t) −O(t−1)| < 	
Calculate fi,j , ptot =
∑
i∈Npi, and Na =
∑
i∈N
∑
j∈Ma
(t)
i,j ;
Output: {a(t)i,j}, {fi,j}, ptot, Na.
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Fig. 2. The convergence performance of the proposed LPRBI algorithm.
1000 random realizations of users’ locations, tasks, and fading
channels [18], [19]. For comparison, we adopt the computation
scheme that no cooperation is conducted between UEs, which
is labeled as “Non-cooperative”. The proposed cooperative
computation scheme is labeled as “Prop-cooperative”.
Fig. 2 shows the convergence performance of the proposed
LPRBI algorithm. In Fig. 2, the maximum CPU frequency
of MEC server is set to fmax0 = 10
12 cycles/second, and the
maximum transmit power of each UE is set to pmaxi = 60dBm.
As expected, it is seen from the ﬁgure that the objective
value monotonically decreases during the initial iterations and
then converges within 18 iterations for all considered cases.
Consequently, the effectiveness of proposed LPRBI algorithm
can be veriﬁed.
Fig. 3 compares the completed task ratio achieved by
“Prop-cooperative” scheme and the “Non-cooperative” scheme
versus the total number of tasks. In Fig. 3, φ = 108, and
other parameters are the same as those of Fig. 2. It is shown
that the proposed “Prop-cooperative” scheme outperforms the
“Non-cooperative” scheme in terms of the completed task
ratios for all considered cases. When the user number or
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Fig. 3. The performances of the completed task ratio versus the task number.
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Fig. 4. The completed task ratio versus the maximum power of UEs.
task size increases, the completed task ratio decreases due
to the limited computation and power resources. Moreover,
the performance gaps among “Prop-cooperative” scheme and
the “Non-cooperative” scheme ﬁrst increase and then becomes
ﬁxed, meanwhile, the performance gap between the different
settings in each scheme gradually shrinks. The reason is that
the critical factor for limiting the task completion rate, in this
case, is the maximum power limit of the mobile UEs.
Fig. 4 illustrates the completed task ratios versus the
maximum power of the mobile UEs. It is observed that
the proposed “Prop-cooperative” scheme can always achieve
a higher task completed ratio than the “Non-cooperative”
scheme. For all the considered cases, more tasks can be
completed as the maximum power limit of UEs increases. In
the case of fmax0 = 200G, the task ratio is mainly limited
by the computation capacity of the MEC server, so that the
growth of the completed task ratio is slow. Meanwhile, in the
case of fmax0 = 500G, the task ratio is mainly limited by
the power limit of UEs, so that the gap between the proposed
“Prop-cooperative” scheme and the “Non-cooperative” scheme
decreases.
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Fig. 5. Total power consumption of UEs versus UEs’ maximum power limit.
Fig. 5 shows the total power consumption of UEs versus
the maximum power of the mobile UEs. In the case of
fmax0 = 500G, it is shown that the power consumed by the
proposed “Prop-cooperative” scheme is larger than that of the
“Non-cooperative” scheme. This is due to the fact that more
UEs can get their task being accomplished. In the case of
fmax0 = 200G, the power consumed by the proposed “Prop-
cooperative” scheme is comparable with that of the “Non-
cooperative” scheme, while the proposed “Prop-cooperative”
scheme can achieve a higher completed task ratio according
to Fig. 4.
V. CONCLUSIONS
A power efﬁcient user cooperative task computation scheme
has been investigated in this paper to maximize the number
of accomplished tasks while minimizing the total power con-
sumption of UEs. It has been shown that the ratio of completed
tasks is greatly affected by the computation resources of the
network and the maximum power of UEs. As the computation
resource of the potential cooperative UEs is exploited and the
task transmission distance is reduced by D2D transmission,
the proposed cooperative computation scheme allows more
tasks to be accomplished than the traditional non-cooperative
computation scheme.
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