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Study of far-from-equilibrium thermalization dynamics in quantum materials, including the dy-
namics of different types of quasiparticles, is becoming increasingly crucial. However, the inherent
complexity of either the full quantum mechanical treatment or the solution of the scattering integral
in the Boltzmann approach, has significantly limited the progress in this domain. In our previous
work we had developed a solver to calculate the scattering integral in the Boltzmann equation.
The solver is free of any approximation (no linearisation of the scattering operator, no close-to-
equilibrium approximation, full non-analytic dispersions, full account of Pauli factors, and no limit
to low order scattering) [1]. Here we extend it to achieve a higher order momentum space con-
vergence by extending to second degree basis functions. We further use an adaptive time stepper,
achieving a significant improvement in the numerical performance. Moreover we show adaptive time
stepping can prevent intrinsic instabilities in the time propagation of the Boltzmann scattering op-
erator. This work makes the numerical time propagation of the full Boltzmann scattering operator
efficient, stable and minimally reliant on human supervision.
PACS numbers:
I. Introduction
The study of ultrafast dynamics[2–9] has allowed for
the discovery of a number of very interesting effects[10–
18]. Its theoretical description however has to face a num-
ber of challenges, since the most interesting effects often
come from the interplay of laser excitation, thermalisa-
tion of different types of quasiparticles and transport[19–
25]. The concomitant description of these different effects
is further aggravated by the fact that out-of-equilibrium
dynamics dramatically increases the complexity, as the
population cannot be anymore safely assumed as close to
equilibrium[26]. The large amount of degrees of freedom
required to describe a band, position and momentum de-
pendent population increase vastly any theoretical and
numerical effort. It is also evident that at times the need
to describe several types of quasiparticles requires input
from a number of methods, further increasing the com-
plexity. Finally, all these data about transport and scat-
tering for different quasiparticles need to be integrated
into a single treatment.
The time dependent Boltzmann equation (BE)[27] has
proven very powerful in tackling this complexity as it al-
lows for a seamless integration of transport and scatter-
ing even among different types of quasiparticles [28–39].
This approach requires the tackling of two fundamental
issues. First, the BE needs ab initio input for the disper-
sions and the scattering matrix elements. While finding
∗Electronic address: marco.battiato@ntu.edu.sg
dispersions for quasiparticles is nowadays routine work
in many cases, the second part is far more challenging,
yet recently it has been successfully tackled for different
quasiparticles by several groups [40–42] (we do not ad-
dress this issue here). The second issue, which we address
in this work, is the discretisation of the time-dependent
BE itself, after the ab initio input is known.
The BE has been widely used in a range of fields
spanning from gasses, plasma, and semiconductor’s
physics (we focus here specifically on the time-dependent
equation)[43–50]. The transport part has a similar shape
in all those fields, with the only notable exception that
in solid state applications, the particle’s dispersion is not
anymore a quadratic function of the momentum, but is
in general much more complicated and often an analytic
form is not known. A number of successful numerical
methods to tackle the transport part of the BE have been
developed in the past, even in the presence of electric or
electromagnetic fields[51–62].
The scattering part has instead always been more chal-
lenging [63–77]. For classical particles (gasses and plas-
mas) as well as in the low occupation regime in semicon-
ductors, the scattering term still requires handling high
dimensional integrals, but it can be written as a linear
operator of the particles’ populations. A number of ap-
proximations have been used to address this problem, yet
with modern computational capabilities the linear prob-
lem can be handled. On the other hand, when the quan-
tum statistics of particles start playing a role, the scat-
tering term of the BE becomes, in the case, for instance,
of electron-electron collisions, a quartic operator due to
the presence of the Pauli factors. This hugely increases
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2the difficulty of addressing this problem with straightfor-
ward numerical approaches. It is very common in these
cases to do close to equilibrium approximations to again
reduce the collision term to a linear or at most quadratic
operator.
All the mentioned difficulties are present in steady
state calculations, but computing the time evolution ag-
gravates some of them and rises further numerical chal-
lenges. The scattering integral (which we remind is
a quartic operator) requires high dimensional integrals,
with highly discontinuous integrands. Yet, even more
importantly, the issue of particle, energy and momen-
tum conservation becomes critical. A numerical method
that does not preserve exactly those quantities can be
used reliably only for steady state or short time propaga-
tions, making exact conservation an indispensable prop-
erty. Unfortunately standard ways of calculating the
scattering integrals lead to errors that break such con-
servation laws.
We have proposed a numerical method to solve the
BE scattering term, which allowed for the treatment
of arbitrary dispersions, arbitrary scattering amplitudes,
had an excellent scaling, and preserved particle, energy
and momentum[1, 26]. We here extend that method to
a higher order and integrate an adaptive time stepper,
vastly increasing the numerical performance.
II. The Boltzmann scattering integral
The scattering part of the BE (a.k.a. the quan-
tum Fokker-Planck equation) can be obtained by time-
dependent perturbation theory applied to a hamiltonian
where any number of quasiparticles weakly interact with
each other[48, 78]. Notice that the BE cannot be ap-
plied to strongly interacting particles directly, as time-
dependent perturbation theory fails. In that case one
should first reformulate the problem by finding weakly
interacting quasiparticles.
Assuming that all quasiparticles’ dispersion n (k)
(where the index n is a composite index containing the
quasiparticle type and the band index, and k the crys-
tal momentum) are known, the scattering BE provides
the expression for the time (t) evolution of the momen-
tum resolved population fn (t,k) for each of the band for
each quasiparticle involved in the scattering. Each com-
bination of scattering among quasiparticles and bands
with an active interaction (for shortness called scattering
channel) will contribute to the time evolution.
As an example, the Boltzmann scattering term (BST)
for a four fermionic legs scattering n0 + n1 ↔ n2 + n3
(which, for simplicity, we suppose different) is composed
of four terms giving the time propagation of the popula-
tion in each involved leg. The first term, giving the time
evolution of the population in the first involved band n0,
is
(
∂fn0 (t,k0)
∂t
)
n0+n1↔
n2+n3
=
∑
G
∫ ∫ ∫
V 3BZ
dk1 dk2 dk3 wn0+n1↔
n2+n3
(k0,k1,k2,k3) ·
δ(n0(k0) + n1(k1)− n2(k2)− n3(k3)) δ(k0 + k1 − k2 − k3 +G)·[(
1− fn0 (t,k0)
)(
1− fn1 (t,k1)
)
fn2 (t,k2) fn3 (t,k3)
− fn0 (t,k0) fn1 (t,k1)
(
1− fn2 (t,k2)
)(
1− fn3 (t,k3)
)]
,
(1)
where
∑
G denotes summation over all reciprocal lattice
vectorsG to account for umklapp scattering and w is the
momenta (kn) dependent scattering amplitude (which is
supposed to be known or estimated by other means) for
that given scattering channel. The triple integral on the
momenta over the volume of Brillouin zone VBZ , along
with the two Dirac deltas accounts for all combinations
of momenta which yet have to satisfy energy and mo-
mentum conservation (up to a reciprocal lattice vector
G). The two addends in the square brackets, which we
call scattering phase space, account for the direct and the
time reversed processes (see Fig. 1).
The generalisation of Eq. (1) to other types of scatter-
ings between different quasi-particles (both fermions and
3FIG. 1: a) Electron-electron scattering between an electron in
a state labelled by k0, n0 and another in a state labelled by k1,
n1 to states labelled by k2, n2 and k3, n3. b) Time-reversed
process corresponding to the same scattering.
bosons) or even different number of legs (a.k.a. involved
states) keeps the mathematical structure unchanged. For
this reason we will show the numerical method for the
time propagation in Eq. (1) only, yet it is general to any
type of scattering. Let us, however, remind that calcu-
lating quasiparticle dispersions n (k) and the momenta-
resolved amplitudes w (k0,k1,k2,k3), which are required
as input in Eq. (1), are not addressed here.
Assuming all the input functions are known, the nu-
merical treatment of Eq. (1) still presents several critical
challenges. 1) The integral in Eq. (1) is high dimen-
sional and it contains several (depending on the dimen-
sionality of the system) Dirac deltas, one of which has
a highly non trivial form. This means that the scatter-
ing term requires the execution of integrals over an ex-
tremely complex high-dimensional hyper-surface. 2) As
all the populations appearing in Eq. (1) are time depen-
dent and known only at runtime, the integral operator on
the right-hand side is a quartic operator. This leads to a
very prohibitive scaling of the storage and computational
cost, if straightforward methods are used. 3) It is imper-
ative to construct a numerical method that is able to con-
serve exactly particle number, total momentum and total
energy, regardless of the achieved numerical precision. In
the absence of such property, any numerical method can
be exploited only for limited time propagations or under
some strict conditions and approximations.
In the following sections we will address how to extend
the method we developed[1] in two major ways: 1) the
increase of the order of convergence, by using second de-
gree piecewise continuous polynomial basis functions and
2) the use of a more advanced, higher order time stepping
algorithm with adaptive timestep.
III. Momentum space discretization
We present in this section the necessary changes to our
method[1] in order to increase the momentum space or-
der of convergence. We restrict ourselves in this work to
one dimensional materials, yet it can be generalised to
higher dimensions. For the reader’s convenience we will
briefly summarise the structure of the method, which is
independent of the basis functions. We will then intro-
duce the second degree basis functions used in this work.
Then we will show how the construction of the scattering
tensor has to be modified to account for the use of second
degree polynomial basis functions, and how to construct
the scattering elements.
We assume the distribution functions fn (t, k) and the
dispersion relation n (k) for a given band n are defined
over a certain domain, which can be a compact subset of
the Brillouin zone. The method will work even when a
different domain is chosen for each band, allowing com-
putational savings as certain regions of the Brillouin zone
might not be affected by the dynamics and can be effi-
ciently disregarded.
We now focus on a single band. We split the domain
into non-overlapping regions called ’elements’ which com-
pletely cover that domain. Together, the group of ele-
ments is called a mesh. For our 1D analysis the mesh
consists of divisions of the line. Again every band can
have a different mesh, and even if in the present work
the results are presented for uniform meshes, the method
can be applied to any unstructured mesh.
A. Projection on local basis functions
We project all the functions defined over the domain
of a given band n on a set of momentum basis functions
ΨAa
n
(k) (which again can be different for each band). We
construct these basis functions to be zero everywhere ex-
cept over the element identified by the index A, and con-
tinuous everywhere except at the edges of the element
A. More than one basis function with subindex a can
be constructed for each element as long as they are lin-
early independent. For instance, the distribution func-
tions fn (t, k) and the dispersion relation n (k) can be
written as a linear combination of these basis functions:
fn(t, k) =
∑
Bb
fBb
n
(t) ΨBb
n
(k),
n(k) =
∑
Bb
Bb
n
ΨBb
n
(k),
(2)
where fBb
n
(t) and Bb
n
are the coefficients of the discretised
population and dispersion. Notice that fn(t, k) has been
so far only semi-discretized since the time variable in the
coefficients fBb
n
(t) has not been discretized yet.
We further assume here (yet it is not necessary) that
our basis functions are orthonormal:∫
dk ΨAa
n
(k) ΨBb
n
(k) = δAB δab (3)
4where δ is the Kronecker delta. Projecting the colli-
sion integral in Eq. (1) on the chosen basis and using
Eq. (2), the orthonormality of basis functions, and the
fact that the basis functions are non zero only over a sin-
gle element, we obtain the final expression for the semi-
discretised form of collision integral as (see ref.[1] for a
detailed derivation)
∑
Aa′
dfAa′
n0
(t)
dt
=
∑
Aa
∑
Bb
∑
Cc
∑
Dd
Sa
′abcd
ABCD
n0n1n2n3
((
1Aa
n0
− fAa
n0
(t)
)(
1Bb
n1
− fBb
n1
(t)
)
fCc
n2
(t) fDd
n3
(t)−
fAa
n0
(t) fBb
n1
(t)
(
1Cc
n2
− fCc
n2
(t)
)(
1Dd
n3
− fDd
n3
(t)
)) (4)
with
Sa
′abcd
ABCD
n0n1n2n3
=
∑
G
∫
A
n0
∫
B
n1
∫
C
n2
∫
D
n3
dk0 dk1 dk2 dk3 ΨAa′
n0
(k0)ΨAa
n0
(k0)ΨBb
n1
(k1)ΨCc
n2
(k2)ΨDd
n3
(k3)
wn0+n1↔
n2+n3
(k0, k1, k2, k3) δ(k0 + k1 − k2 − k3 +G)
δ
(∑
α
Aα
n0
ΨAα
n0
(k0) +
∑
β
Bβ
n1
ΨBβ
n1
(k1)−
∑
γ
Cγ
n2
ΨCγ
n2
(k2)−
∑
δ
Dδ
n3
ΨDδ
n3
(k3)
) (5)
where 1Aa
n
is the discretized representation of a function
with a constant value of 1 over the domain, and the inte-
grals are now only over a single element and not anymore
over the full domain. We refer to Sa
′abcd
ABCD
n0n1n2n3
as the scat-
tering tensor, since it contains all information about the
scattering. Even if the numerical results shown in this
work are obtained using orthonormal basis functions, we
stress that the orthonormality assumption is not neces-
sary and the method is immediately generalisable to a
non-orthonormal basis set by simply adding a mass ma-
trix to Eq. 4. We will not repeat here how to execute the
summation in Eq. 4 as it is already described in Ref. [1],
and we will simply focus on the construction of the scat-
tering integrals in Eq. 5.
B. Second degree polynomial basis functions
To achieve a higher order of convergence compared to
our previous work, we now use as basis functions second
degree piecewise discontinuous polynomials with support
on only one element, as shown in Fig. 2. We choose nor-
malized Legendre polynomials of order 0,1 and 2 as basis
functions for each element since they form an orthonor-
mal set. The scaling of the number of non-zero elements
of each scattering channel remains the same as in the case
of linear basis functions. However, switching from first
degree to second degree basis functions has three main
effects. a) The time and storage cost increases in 1D and
for 4-leg scatterings by a factor (3/2)5 ≈ 7.6, as there are
FIG. 2: Example of basis functions for a given band. The
band index is omitted for brevity.
more basis functions and therefore more (a′abcd) combi-
nations for each combination of (ABCD). b) The order
of convergence is however one order higher than the lin-
ear case (as it scales as  ∼ (1/N)(p+1), where p is the
maximum order of basis functions and N is the number
of elements in the mesh), and, already at very low pre-
cisions, it compensates for the cost increase and outper-
forms the lower order approach. c) The third difference
is however the most critical: the energy Dirac delta has
now a quadratic function inside. This leads to a large
increase in cost compared to the linear order in the pre-
calculation, yet interestingly it does not affect the storage
5cost and the numerical cost of the time propagation.
C. Numerical integration of scattering tensor
elements
The presence of Dirac deltas for energy and momen-
tum conservation in Eq. (4), makes the integration do-
main highly discontinuous thereby making the use of a
straightforward Monte Carlo integration approach im-
practical. However, notice that our choice of basis func-
tions transforms the dispersion into a piecewise polyno-
mial as shown in Eq. (5). As a result we can analytically
invert both the Dirac deltas to reduce the integrand to
a more manageable form. We now need to choose the
variables to invert the Dirac deltas. Although all the
choices are analytically equivalent, they are not so nu-
merically. Moreover, each inversion will lead to slightly
different formulas, due to sign asymmetry in Eq. (5).
Before addressing the integration, we construct a map-
ping of variables as k1 → xA; k2 → xB ; k3 → −xC ; k4 →
−xD +G, which makes the momentum Dirac delta com-
pletely symmetric with respect to each variable: δ(xA +
xB + xC + xD). By doing so, the whole integral struc-
ture becomes symmetric with respect to all the variables.
Thanks to this, we can, without loss of generality, invert
the Dirac deltas with respect to the first two variables.
The inversion with respect to any couple of variables can
be obtained simply by an appropriate simple mapping
(not shown here).
In Appendix A we derive how to invert the Dirac deltas
with respect to the first two variables to finally obtain an
expression that has the following structure:
Φ[F [], lA, hA, lB , hB , lC , hC , lD, hD, µ0, µA1, µA2, µB1, µB2, µC1, µC2, µD1, µD2] =
hC∫
lC
hD∫
lD
dxC dxD
(
F [xA+[xC , xD], xB+[xC , xD], xC , xD]√D[xC , xD] .Θ[lA,hA][xA+[xC , xD]]Θ[lB ,hB ][xB+[xC , xD]]Θ[0,∞][D[xC , xD]]+
F [xA−[xC , xD], xB−[xC , xD], xC , xD]√D[xC , xD] .Θ[lA,hA][xA−[xC , xD]]Θ[lB ,hB ][xB−[xC , xD]]Θ[0,∞][D[xC , xD]]
)
(6)
where Θ[...,...][...] represents the Heaviside function be-
tween the edges (i.e. lA and hA or lB and hB) of the ele-
ment corresponding to the variable reduced (xA or xB in
this case), D is the discriminant of the quadratic equation
obtained when reducing the energy Dirac delta, while the
basis functions and w in Eq. (5) are grouped in F[...]. For
the complete expressions of all the terms and a more ac-
curate description of the integral, refer to Appendix A.
Eq. (6) now does not have any internal Dirac deltas and
requires an integration over a rectangular domain. In
spite of the lack of Dirac deltas, the integrand has some
strong discontinuities due to the presence of the Heaviside
functions. In spite of the relatively low dimensionality of
this integral in 1D, to be consistent with the treatment
we will use in 2D and 3D materials, we use Monte Carlo
to perform this integration.
The scattering tensor has some inherent symmetries,
which are equivalent to particle, momentum and en-
ergy conservation. These symmetries would be automat-
ically obeyed for an error-free calculation of the scatter-
ing tensor. However, numerical calculation introduces a
finite error which in general breaks these symmetries. In
Ref. [1] we symmetrised the tensor after its calculation.
We highlight here that, when an apposite construction of
Monte Carlo points is done (not treated here), the sym-
metrisation of the scattering tensor elements becomes un-
necessary, and those conservations are ensured from the
outset regardless of the numerical precision.
IV. Time propagation algorithms
Eq. (4) is a first order, semi-discrete (since the time
variable has not been discretised yet) non-linear ordi-
nary differential equation. In principle, once the scat-
tering tensor for a particular scattering channel is cal-
culated, the population can be propagated in time by
simply contracting the scattering tensor with the popu-
lations at that time. To complete the discretisation, we
need to use a time stepping algorithm (which is a numer-
ical algorithm for solving initial value first order ordi-
nary differential equations). We compare in this section
two different time propagation schemes: Runge-Kutta 4
(RK4) and the adaptive time stepping method, Dormand
Prince 853 (DP853).
6A. Runge-Kutta 4
The classic RK4 is a fifth order accurate method. It
is easy to implement and, more importantly, it requires
only 4 function evaluations per step in time[79]. RK4 is
the most commonly used general purpose time stepping
algorithm given that it combines ease of implementation,
sufficient stability, good computational cost, a good order
of convergence, and usually performs sufficiently well on
a very large class of problems.
However, RK4 scheme also presents some serious limi-
tations. The most critical for the present problem is that
the timestep is fixed and needs to be provided by the
user. This has two major drawbacks. Firstly, usually
one would like to control precision (or tolerance to error)
of the solution. With RK4 this must be done a posteriori
by controlling the timestep. Moreover this must be done
directly by the user, leading to an overuse of human time
and decreased efficiency. For that reason, it would be
beneficial to have a method that can decide the timestep
itself.
However the most critical problem is that often dynam-
ics can evolve through different timescales, with, for in-
stance, a first timescale with relatively high time deriva-
tives evolving towards a slower timescale with much
smaller derivatives. This is the typical behaviour of the
Boltzmann scattering operator, especially when several
quasiparticles and bands are involved. This means that
the error at a given step in time and, more importantly,
the stability condition change throughout the dynamics.
The fact that the timestep is fixed in RK4, means that
it must be chosen according to the strictest restrictions,
even if for the greatest part of the time propagation that
chosen time step ends up being unnecessarily small. As
a result the actual wall time of the simulations (the real
computational cost) is inflated with no benefit on the
precision.
RK4 still remains a powerful method in its simplicity,
and we will use it to benchmark our results. Moreover
in certain situations, especially when the system does
not transition between different timescales, or (not shown
here) in the presence of static electric fields, RK4 can still
maintain a computational advantage over more advanced
methods.
B. Adaptive time step Dormand Prince 853
Following the conclusions of the previous section we
choose to implement an adaptive time stepping algo-
rithm. These algorithms relieve the user from the task
of setting the timestep, and, more importantly, allow for
the timestep to be constantly adapted to convergence
and stability requirements at each step. These algorithms
usually work according to the following strategy. 1) They
attempt a propagation with a given timestep ∆t (usually
estimated from the previous steps). 2) They estimate the
error. 3) They compare the error with the required ac-
curacy, and if below it, they accept the step and advance
the time by ∆t, otherwise the solution is discarded and
restart from step 1 with a new estimation of ∆t.
Here we implement adaptive time stepping according
to the Dormand Prince 853 method [80] which is an eight
order embedded Runge Kutta method. It uses 12 func-
tion evaluation per attempted step to both calculate the
numerical solution and estimate the error. For details on
the implementation see Ref. [81].
There is one last problem to address when using adap-
tive time stepping algorithms. Since the algorithm con-
stantly adapts the timestep the output is constructed at
non-uniformly spaced time values. This makes plotting
and comparison with experiments or other simulations
difficult. For this reason, all adaptive time step algo-
rithms allow for interpolation of the solution between
steps in time with high order accuracy. To distinguish
this output from the direct output of the method, it is
referred to as dense output. DP853 allows for the con-
struction of a seventh order accurate dense output, yet
achieving this accuracy between the adaptive timesteps
requires further 3 function evaluations per step. Let
us stress that dense output only serves to provide the
user with interpolated values of the solution at the user-
specified regular time intervals and that it does not affect
the time stepping of DP853 in any way: DP853 uses its
own previous time step solution to estimate the next time
step value, not the dense output.
In spite of the vastly increased complexity of the solver
compared to RK4, DP853 proves to be computationally
advantageous compared to RK4 in the long run.
1. Modifications to the error estimation
The version of DP853 that we have implemented fol-
lows very closely Ref. [81]. However we have importantly
modified the error evaluation to address some specific fea-
tures of the Boltzmann scattering term. Before address-
ing the changes we have made, we first need to summarise
the way typical Dormand Prince methods estimate the
error. As there are quite some technicalities involved
with DP853, and it is not our intention to repeat here
a full description of this method, we will instead pro-
vide a brief description of the simpler Dormand Prince
5 (DP5) and show how we modify the error estimation
in that case. The interested reader can easily apply our
extension to DP853.
DP methods, being embedded RK methods, can es-
timate the solution at different orders of accuracy. DP5
begins the estimation of the error by taking the difference
7between two solutions at different orders
|∆n(k)| =
∣∣∣f [5]n (k)− f [4]n (k)∣∣∣ (7)
where ∆n(k) is the band- and momentum-resolved ab-
solute value of the difference between the fifth-order RK
estimation f [5]n (k) and the fourth-order one f
[4]
n (k). We
want to compare the k-resolved difference with the so
called scale which represents the local error that we are
ready to tolerate. It is constructed by adding two terms:
scalen(k) = atoln +
∣∣∣f [5]n (k)∣∣∣ rtoln (8)
The first term atoln is the absolute tolerance (which we
allow to be band-dependent) and refers to the acceptable
absolute error in the population. The second term gives
the acceptable error as the product of a relative toler-
ance rtoln and the value of the function (for which the
highest order estimation is used). This allows for the er-
ror estimation to be controlled as a fraction of the actual
population, unless such quantity becomes lower than the
absolute tolerance, in which case the less strict require-
ment applies. The square of the normalised error is then
estimated as
(DP5)
2
=
1
N
∑
n
(∫ ( |∆n(k)|
scalen(k)
)2
dk
/∫
dk
)
, (9)
where N is the number of bands, and each integral runs
over each band’s domain (even if the domain is not ex-
plicitly written for shortness).
We can now introduce the first modification done to
the error estimation. The relative tolerance term has the
role of ensuring that the error is smaller than the informa-
tion carried by the solution. Usually this information is
the distance of the value of the solution from 0. However
that is not necessarily always the case for fermionic pop-
ulations. If the population is smaller than 0.5 then the
relevant quantity is the number of electrons. However
when the population is above 0.5, the system is better
described by holes, and we want our precision to be com-
pared to the number of holes i.e. (1 − f). Therefore we
want to make sure that the relative tolerance estimation
works equally well for electrons and holes. We modify
the scale for fermionic bands as
scalen(k) = atoln + min
(∣∣∣f [5]n (k)∣∣∣ , ∣∣∣1− f [5]n (k)∣∣∣) rtoln
(10)
while no change is done for bosonic bands.
The second modification to the error estimation for
DP853 is motivated by a different problem. The Boltz-
mann scattering term is an operator which has several
fixed points. These fixed points include thermal equilib-
rium distributions (more fixed points exist, but it is not
really relevant for this discussion). However that is true
only when the populations acquire physically meaningful
values: if the population somewhere is negative, or, for
fermions, above 1, there is no guarantee that Eq. 1 will
converge to a thermal equilibrium (yet it still might). If
at any step in time the solution acquires unphysical val-
ues somewhere, the time evolution of Eq. 1 might lead
to a complete divergence of the population. Notice that
this would be still the legitimate time propagation of that
initial condition and therefore DP has no way of recog-
nising this behaviour by looking at the error. This means
that an error, even within the acceptable tolerance, when
leading to unphysical values of the solution, can cause
catastrophic instabilities in the solution.
To prevent that behaviour we have to do an error es-
timation that does not treat all the errors of the same
amplitude equally. An error that keeps the population
within the window of physical values is treated in the
standard way. On the other hand we artificially amplify
any error that would lead the solution to acquire unphys-
ical values. To achieve that, for each band, we add the
following terms to the squared error in Eq. 9:
(n)
2
= pn
∫ Θ
(
−f [5]n (k)
)
scalen(k)
2 dk/∫ dk, (11)
where pn is a penalisation factor (that we allow to be
band dependent), and Θ is the unit step function. For
fermionic bands we add the following further contribution
to the squared error
(ferm,n)
2
= pn
∫ Θ
(
f
[5]
n (k)− 1
)
scalen(k)
2 dk/∫ dk
(12)
which penalises solutions with values above 1. DP, in its
effort to contain the error by acting on the timestep, will
then reject the step when these problematic cases arise,
and reduce the timestep.
We remind that all the above expressions enter the
code in their discretised versions (which we do not show
here for brevity).
V. Numerical results
We show numerical results obtained with the use of
quadratic basis functions, and compare the performance
of the two introduced time propagation schemes. It is not
our intent here to address physically interesting cases,
but only to show the capabilities and performance of the
method on a minimal case study: a two band system.
In view of applying the algorithm to the thermalisation
8Scattering Channel number Scattering Process
1 1+1 ⇐⇒ 1+1
2 1+1 ⇐⇒ 1+2
3 1+2 ⇐⇒ 1+2
4 2+2 ⇐⇒ 2+1
5 2+2 ⇐⇒ 2+2
6 1+1 ⇐⇒ 2+2
TABLE I: List of all scattering channels included. The num-
bers on the left column refer to band numbers (1 for conduc-
tion band and 2 for valence band). For instance 2+2⇐⇒ 2+1
describes a scattering channel where two electrons in band 2
scatter into band 1 and band 2.
dynamics of carbon nanotubes, we choose to describe a
1D semiconducting material. In order to highlight that
the implementation can handle bands defined on different
meshes, we describe an indirect bandgap semiconductor.
Finally to show that the code works for arbitrary disper-
sions and how they can be taken from ab initio calcula-
tions, we use as dispersions those of two electronic bands
of (6,5) carbon nanotubes (CNT) close to the Fermi level
(see Fig. 3a) as calculated using tight-binding[82]. We
include all possible electron-electron scattering channels
obtainable with these two bands, as listed in table I.
Again it is not our purpose to describe a realistic sys-
tem, so we choose all the scattering amplitudes, we−e, to
be the same and equal to a constant 1, except for scat-
tering channels 1, 3, and 5. For these the dependence
on the momenta is chosen to be a constant 1 everywhere
except in regions where the transferred momentum be-
comes smaller than 0.1. In that region the we−e is chosen
to be linear with the transferred momentum. This mim-
ics the property of real scattering amplitude, which van-
ishes when the initial and final state are identical. Notice
that enforcing this property is necessary as it is required
to avoid a divergence of the scattering integral due to a
divergence in the joint density of states. Nonetheless we
stress that the choice of the dependence of the scattering
matrix elements on the momenta is arbitrary and simply
meant to display the capabilities of the method.
A. Time propagation: Runge Kutta 4
To test the method we choose an out-of-equilibrium
population as initial condition (see Fig. 3 b and c) and
let the code propagate the populations in all the bands.
Notice that since the scattering amplitude is in arbitrary
units, the time is in arbitrary units as well. In Fig. 4 we
show the evolution of the populations. The calculations
have been done with 100 elements per band (for a total
of 600 basis functions), and a RK4 timestep of 0.001. We
observe that the initial out-of-equilibrium distribution in
the bands thermalises with time. To accommodate for
the added particles and energy (the initial gaussian ex-
FIG. 3: a) Band structure considered for the calculations done
in this work. Inset: Band structure of CNT(6,5) calculated
using tight binding [82] from which the dispersions used in
this work have been extracted. The circles mark the part
of dispersion selected for this study. b) and c) Initial out-
of-equilibrium distribution of electron population in the two
bands. The chemical potential µ is set to -1 eV and the tem-
perature value is set to 1000 for band 2 (c). Band 1 has been
filled with a non equilibrium distribution (b) chosen to be
a Gaussian centered at k=-18.25 with a spread of 0.25 and
amplitude of 0.1 eV.
citation in the higher energy band) the thermalized dis-
tribution broadens in both bands as seen from Fig. 4.
The shift of the peak in band 1 towards the center of
the domain indicates a re-distribution of the momentum
between the two bands. Notice that when umklapp scat-
terings are present, total momentum is not preserved, as
these scatterings preserve it only up to a reciprocal lat-
tice vector G. Since we constructed the Brillouin zone to
be much wider than the momentum domain of the bands,
umklapp scatterings (which the solver tries to construct
by default) are absent. This implies that the total mo-
mentum is conserved to machine precision. We have also
verified that the code conserves total particles and total
energy to machine precision.
Before proceeding to the numerical evaluation of the
method, as an interesting analysis tool we define a quan-
tity that indicates the distance from equilibrium. We
define the distance between two populations f(k) and
g(k) in a given band as
d(f(k), g(k)) =
(∫
(f(k)− g(k))2 dk
)1/2
(13)
9FIG. 4: Time propagation of the initial electron population
distribution in band 1 (left side) and band 2 (right side) with
RK4 scheme. a), b), c) and d) show the different succes-
sive snap shots of the time propagation. Adaptive time step-
ping with DP853 shows the same thermalization profiles (not
shown).
and denote the band-resolved distance from equilibrium
DEqn as the distance between the population fn(k, t) of
that band n at any given time t
DEqn = d(fn(k, t), feq,n(k)) (14)
and the equilibrium condition feq,n(k) = limt→∞ fn(k, t).
The distance from equilibrium for the conduction band
(as shown in Fig. 5) is not a simple exponential decay.
We test here the dependence of the precision of RK4
on the timestep. To construct the error, we need the
exact solution. As that is not accessible, we perform a
DP853 calculation with a very small absolute and rela-
tive tolerance (1e-16 for both the bands), and take this
solution as a good estimation of the exact solution. We
then perform a series of RK4 calculations with increas-
ingly larger timesteps and calculate the distance between
the predicted population at time t = 0.4 with our nearly
exact solution at t = 0.4. In Fig. 6 we show the influence
of the time step on the error.
We observe that with increasing timestep the error in-
creases as δt5 as expected. We can also observe the ap-
FIG. 5: Distance from equilibrium (as defined in Eq. 14) for
the time propagation of the excitation shown in Fig. 3 using
RK4 scheme. The band index is omitted for brevity.
FIG. 6: Variation of Error with the timestep size for RK4.
For smaller time steps the error varies with the fifth power of
the time step size.
FIG. 7: Effect of instability on the population. Right) Stable
solution at time t = 0.4. Left) Solution at time t = 0.4 when
the RK4 time propagation becomes unstable.
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pearance of instability, when the timestep increases above
a certain threshold. In Fig.7 we show the population for
a timestep of 0.0022 where instability in the solution is
just appearing, and the one for a timestep of 0.0025 where
instead the solution has completely diverged.
B. Time propagation: Dormand Prince 853
The observation that the system’s thermalisation
evolves through different timescales (Fig. 5), hints that
a full propagation with a single timestep is inefficient.
Early times require small timesteps, while later times
could permit the use of longer ones. Even if that can
be done by the user manually in RK4 by stopping the
simulation, changing the timestep and then continuing,
adaptive time stepping methods like DP853 are prefer-
able in these cases, as they perform that task automati-
cally at each timestep and optimise the choices.
The analysis of the convergence order of DP853 itself
is less straightforward compared to RK4, as there is no
fixed timestep. Moreover the computational cost is not
directly linked to the number of performed steps, since a
fraction of the steps are rejected. We first show in fig. 8
the behaviour of the error in the solution after a time,
t=0.4 in dependence of the accepted and total (mean-
ing accepted plus rejected) steps in time. Both values
are indirectly controlled by setting the tolerances men-
tioned in the previous section. We observe that the er-
ror scales with the ninth power of the total timesteps at
lower tolerances or higher number of time steps. It can be
noted from Fig. 8 that the number of rejected timesteps
(i.e. the difference between the number of total timesteps
and the number of successful timesteps) tends to remain
relatively constant over the full range of required toler-
ances (please notice the logarithmic scale). We observe
that most of the rejections happen at the beginning of
the calculation. DP853 uses the error obtained using the
initial guess for timestep (which we provide as large) to
make a better guess. This takes a few iterations before
DP853 obtains a value of the time step that gives an
acceptable error. From that point on DP853 is very effi-
cient in predicting a time step for the next iteration and
rarely rejects future steps.
We can now compare DP853 and RK4. The number of
total steps taken does not provide a fair comparison, since
the computational cost at each step is very different for
the two methods. We therefore compare in Fig. 9 the wall
time (actual time that it takes for the time propagation)
at parity of error. As seen from Fig. 9 DP853 vastly out-
performs RK4. This is partially due to the much higher
convergence order. However notice that RK4 diverges if
the numerical effort is too low. This is due to the fact
that while DP853 adapts its step and can take shorter
time steps at early times when the dynamics is fast and
FIG. 8: Variation of Error for DP853 with the number of
steps. At higher number of steps, i.e. higher tolerances, the
error varies with the ninth power of the number of the time
steps.
FIG. 9: Comparison of the computational cost of DP853 and
RK4.
then save computational resources later, RK4 does not
have this flexibility and its overall stability is linked to
the worst case timescale. For a required error precision
of 1e-4, which can be considered acceptable, the cost of
RK4 is approximately 45 times the cost of DP853.
However Fig. 9 does not account for one of the greatest
advantages of DP853 over RK4. In RK4 the user needs to
test timestep sizes and observe the solution to evaluate
its quality. This approach has both a numerical and,
even more importantly, a human cost, not included in
the comparison in Fig. 9. This makes the real wall time
for RK4 much higher than the one for DP853, in almost
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all the cases.
C. Dormand Prince 853: Dense output
It is worth however highlighting one problem we en-
countered when using DP853. The method computes
the solution with eight-order accuracy at irregular time
intervals. However this output, due to this characteris-
tic, is seldom useful. The order of convergence of the
dense output is one order lower. That means that while
DP853 controls the error of the eight-order embedded
Runge Kutta method by comparing it to the tolerances
assigned by the user, the useful output (the dense one)
has a (sometimes importantly) higher error. This differ-
ence in the orders of convergence can lead to very evident
errors. In Fig. 10 we show one case where the eight-order
solution at the adaptive steps has an extremely low er-
ror, while the seventh-order one at the dense time mesh
shows evident errors. One might see this from a differ-
ent point of view: while the solution produced on the
adapted times has a high precision, the lower order in-
terpolation, used to produce the solution on the dense
mesh has a lower precision. This is an issue the user
should be aware of, yet it is easily solvable by running
another simulation with smaller tolerances with the ef-
fect of reducing the error in both orders. This is rarely
a problem, since, given the high order of convergence,
usually an even rather large decrease in the required tol-
erance leads to a very small increase in computational
time.
VI. Conclusions
Concluding, we have extended in two major ways the
method we developed in Ref. [1] for the solution (without
any approximation) of the time-dependent Boltzmann
scattering integral for strongly-out-of-equilibrium scenar-
ios and for realistic band structures and matrix elements.
1) We have extended the treatment to higher order basis
functions, gaining one order of convergence in momen-
tum space. 2) We have implemented a powerful adaptive
time step scheme and shown how to modify it to address
the issues typical of this equation. We have shown how
these improvements work and allow for flexible and mul-
tipurpose calculations of the ultrafast time propagation
of femtosecond excitations in solids.
Appendix A. Scattering elements with second
order basis functions
We here address the task of computing the scattering
elements in Eq. 5. As already mentioned we first perform
the mapping of variables as: k1 → xA; k2 → xB ; k3 →
FIG. 10: Comparison between the eight-order solution (on the
adaptive time steps) and the seventh-order solution (on the
closest point of the dense mesh) for DP853. Inset: Zoomed
in discontinuity of the solution. To magnify the effect of nu-
merical accuracy we choose a lower mesh resolution of n=20
elements and set the tolerance values to 1e-2 for this case.
−xC ; k4 → −xD + G, to express the integral in a form
that is symmetric with respect to the variables. It can
be shown that the integral assumes the following general
form:
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Φ[F (), lA, hA, lB , hB , lC , hC , lD, hD, µ0, µA1, µA2, µB1, µB2, µC1, µC2, µD1, µD2]
=
∫ hA
lA
∫ hB
lB
∫ hC
lC
∫ hD
lD
dxAdxBdxCdxD F (xA, xB , xC , xD) δ(xA + xB + xC + xD)
δ(µ0 + µA1xA + µA2x
2
A + µB1xB + µB2x
2
B + µC1xC + µC2x
2
C + µD1xD + µD2x
2
D)
(A.1)
where the function F () incorporates the basis functions
and the scattering matrix element, while the coefficients,
µ0, µA1 etc. result from expressing the coefficients of the
dispersions and the basis functions, everything after the
appropriate variable transformation.
Without loss of generality, we now choose the variables
xA and xB to analytically invert the Dirac deltas. By re-
ducing the first Dirac delta, we can write the first variable
as
xA[xB , xC , xD] = −xB − xC − xD. (A.2)
We can now substitute this in the energy Dirac delta and
collect all the terms with the same power of xB to find:
δ (energy) = δ
(
αx2B + β[xC , xD]xB + γ[xC , xD]
)
(A.3)
where
α = µA2 + µB2 (A.4)
β[xC , xD] = µB1 − µA1 + 2µA2(xC + xD) (A.5)
γ[xC , xD] = µ0 + (µC1 − µA1)xC+ (A.6)
+ (µA2 + µC2)x
2
C + +(µD1 − µA1)xD+
+ (µA2 + µD2)x
2
D + 2µA2xCxD
The quadratic form inside the Dirac delta in Eq. A.3,
possesses two roots with respect to the variable xB . No-
tice that these roots xB+[xC , xD] and xB−[xC , xD] are
dependent on the last two variables and are real only
where the discriminant
D[xC , xD] = β
2[xC , xD]− 4α[xC , xD]γ[xC , xD] (A.7)
is positive. We can now rewrite Eq. A.1 as
Φ[...] =
∫ hC
lC
∫ hD
lD
dxCdxD
(
F [xA+[xC , xD], xB+[xC , xD], xC , xD]√
D[xC , xD]
·
·Θ[lA,hA][xA+[xC , xD]] Θ[lB ,hB ][xB+[xC , xD]] Θ[0,∞][D[xC , xD]]
+
F [xA−[xC , xD], xB−[xC , xD], xC , xD]√
D[xC , xD]
·
·Θ[lA,hA][xA−[xC , xD]] Θ[lB ,hB ][xB−[xC , xD]] Θ[0,∞][D[xC , xD]]
)
,
(A.8)
where the first (second) addend in the brackets comes to
the first (second) root. The Θ[...] represents the Heav-
iside function. The first two Heaviside functions derive
from the limits of the integration in the first two vari-
ables. The third Θ[...] function, ensures that the integral
is not performed over complex solutions.
The expression in Eq. A.8 is now a lower dimensional
integral finally over a function and not anymore a distri-
bution (in the sense of a generalised function). However
this is not a smooth function due to the presence of the
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Heaviside functions. We are now free to perform this
integral by any numerical technique. For consistence to
the technique that we will use in higher dimensions, we
performed this integral with Monte Carlo.
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