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In the paper, we shall consider the boundary value problem
u(n) + λa(t)f (t, u, u′, u′′, u(3), . . . , u(n−2)) = 0, n ≥ 2, t ∈ (0, 1),
u(i)(0) = 0, 0 ≤ i ≤ n− 3,
αu(n−2)(0)− βu(n−1)(0) = 0,
γ u(n−2)(1)+ δu(n−1)(1) = 0
where λ > 0, α, β, γ and δ are constants satisfying α, γ > 0 and β, δ ≥ 0. Intervals
of λ are determined to ensure the existence of a positive solution of the boundary value
problem according to the signs of a(t) and f .
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In the paper, we shall consider the boundary value problem (BVP for short)
u(n) + λa(t)f (t, u, u′, u′′, u(3), . . . , u(n−2)) = 0, n ≥ 3, t ∈ (0, 1) (1.1)
together with the boundary conditionsu
(i)(0) = 0, 0 ≤ i ≤ n− 3,
αu(n−2)(0)− βu(n−1)(0) = 0,
γ u(n−2)(1)+ δu(n−1)(1) = 0
(BC)
where λ > 0, α, β, γ and δ are constants satisfying α, γ > 0 and β, δ ≥ 0. Such a question and its particular form have
been extensively studied in [1–5].
In order to get criteria for the existence of a positive solution, the conditions
a(t) ≥ 0, f (t, u0, u1, u2, . . . , un−2) ≥ 0
are often imposed on the nonlinearity a(t) and f (t, u0, u1, u2, . . . , un−2). For example, Patricia et al. [1] studied:
u(n) + λQ (t, u, u′, u′′, u(3), . . . , u(n−2)) = λP(t, u, u′, u′′, u(3), . . . , u(n−2)),
(BC).
One of the most important conditions in [1] is as follows:
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there exists a continuous function f : (0,∞)→ (0,∞) and p1, p, q1, q : (0, 1)→ R such that
(A1) q(t) ≤ Q (t, u0, u1, u2, . . . , un−2)
f (u)
≤ q1(t); p(t) ≤ P(t, u0, u1, u2, . . . , un−2)f (u) ≤ p1(t),
(A2) q(t)− p1(t) ≥ 0.
By (A1) and (A2, we have q(t)− p1(t) ≤ Q−Pf , which means Q − P ≥ 0.
When λ = 1, Agarwal and Wong [2] studied
u(n) + f (t, u, u′, u′′, u(3), . . . , u(n−2)) = 0,
(BC).
The above condition is released as follows:
there exists L ≥ 0 such that f (t, u0, u1, u2, . . . , un−2)+ L ≥ 0.
Furthermore, conditions that Q , P and f are continuous on [0, 1] × (−∞,+∞)n−1 are all needed in [1,2]. It means that
they didn’t consider the case of singularity of the term a(t) at 0 and 1.
In fact, several eigenvalue characterizations for particular cases of BVP (1.1)–(BC) have been carried out. To cite a few
examples, Fink et al. [3] have dealt with the boundary value problem
u′′ + λq(t)f (u) = 0,
u(0) = u(1) = 0.
A more general problem, namely
u(n) + λq(t)f (u) = 0,
u(i)(0) = u(n−2)(1) = 0, 0 ≤ i ≤ n− 2,
has been dealt in [5,6]. The conditions that f (u) ≥ 0, q(t) ≥ 0 and their continuity are all needed.
More recently, in [7], Eloe and Ahmad study the following BVP,u
(n) + a(t)f (u) = 0,
u(i)(0) = 0, 0 ≤ i ≤ n− 2,
αu(η) = u(1).
They get the positive solution for the above BVP by the fixed point theorem, but the following conditions
(A1) f : [0,+∞)→ [0,+∞) is continuous,
(A2) a : [0, 1] → [0,+∞) is continuous, (1.2)
are also needed.
The following analogical problem has been studied in [8],
(ϕ(p(t)u(n)(t)))′ + a(t)f (u, u′, u′′, u(3), . . . , u(n−2)) = 0, n ≥ 2, t ∈ (0, 1),
u(i)(0) = 0, 0 ≤ i ≤ n− 3,
u(n−2)(0) =
m−2−
i=1
αiu(n−1)(ξi), u(n−1)(1) = 0.
The following condition
f : [0,+∞)n−1 → [0,+∞) is continuous
is also needed in [8].
Motivated by the above works, we determine whether or not we can get an interval of λ to ensure the existence
of solution of (1.1)–(BC) if either a(t) or(and) f (t, u0, u1, u2, . . . , un−2) may change sign and a(t) has singularity at 0
or(and) 1.
In this paper, we’ll offer intervals ofλ to ensure the existence of a solution of (1.1)–(BC) in two cases according to the signs
of a(t) and f . In fact, we may allow a(t) to show a singularity at 0 and 1. So our results not only extend but also complement
the results of the above-mentioned papers and their references.
2. Basic lemmas
To obtain a solution for (1.1)–(BC), we need amapping whose kernel G(t, s) is the Green’s function of the boundary value
problem
u(n) = 0, n ≥ 2, t ∈ (0, 1),
(BC).
2316 D. Ma, X. Yang / Journal of Computational and Applied Mathematics 235 (2011) 2314–2324
It can be verified that g(t, s) = ∂n−2
∂tn−2 G(t, s) is the Green’s function of the following BVP−u
′′ = 0, t ∈ (0, 1),
αu(0)− βu′(0) = 0,
γ u(1)+ δu′(1) = 0.
Furthermore,
g(t, s) = 1
αγ + αδ + βγ

(β + αs)[δ + γ (1− t)], 0 ≤ s ≤ t,
(β + αt)[δ + γ (1− s)], t ≤ s ≤ 1.
It is clear that 0 ≤ g(t, s) ≤ g(s, s) on [0, 1] × [0, 1].
Let E = C[0, 1] be a Banach space with norm ‖u‖0 = maxt∈[0,1] |u(t)|. Let B = {u ∈ C (n−2)[0, 1]|u(i)(0) = 0, 0 ≤ i ≤
n − 3} be a Banach space with norm ‖u‖b = maxt∈[0,1] |u(n−2)(t)| = ‖u(n−2)‖0. Let P = {u ∈ B|u(n−2) ≥ 0}. Then it is easy
to prove that P is a cone in B.
For any λ ≥ 0, define a operator A on C (n−2)[0, 1] by
(Au)(t) = λ
∫ 1
0
G(t, s)a(s)f (s, u(s), u′(s), u′′(s), . . . , u(n−2)(s))ds.
Obviously, u ∈ C (n−2)[0, 1] is a solution of (1.1)–(BC) if and only if u is a fixed point of A.
Lemma 2.1 ([9]). The following properties hold,
if u ∈ B, then 0 ≤ |u(i)(t)| ≤ tn−2−i
(n−2−i)!‖u‖b ≤ ‖u‖b for 0 ≤ i ≤ n− 2 and t ∈ [0, 1] = I;
if u ∈ P, then 0 ≤ u(i)(t) ≤ tn−2−i
(n−2−i)!‖u‖b ≤ ‖u‖b for 0 ≤ i ≤ n− 2 and t ∈ I.
Lemma 2.2. Suppose the following conditions hold,
(H1) a(t) ∈ C((0, 1), R);
(H2) f (t, u0, u1, u2, . . . , un−2) ∈ C(I × (−∞,+∞)n−1, R);
(H3) 0 <
 1
0 g(s, s)|a(s)|ds < +∞.
Then A : P → B is completely continuous.
Proof. AP ⊂ B is obvious. In the following, we prove A is completely continuous, i.e., A is compact and continuous.
Let D ⊂ P be a bounded set, i.e., there exists C1 > 0 such that ‖u‖b ≤ C1 for ∀u ∈ D.
(i) For ∀u ∈ D, by Lemma 2.1, we have
‖Au‖b = max
t∈I
|(Au)(n−2)(t)| =
λ ∫ 1
0
g(t, s)a(s)f (s, u(s), u′(s), u′′(s), . . . , u(n−2)(s))ds

≤ max
(s,u0,u1,...,un−2)∈I×
n−2∏
i=0
[0, C1
(n−2−i)! ]
|f (s, u0, u1, u2, . . . , un−2)|λ
∫ 1
0
g(t, s)|a(s)|ds
≤ max
(s,u0,u1,...,un−2)∈I×
n−2∏
i=0
[0, C1
(n−2−i)! ]
|f (s, u0, u1, . . . , un−2)|λ
∫ 1
0
g(s, s)|a(s)|ds
= C2 < +∞.
So, AD is uniformly bounded.
(ii) For any t1, t2 ∈ I and for any u ∈ D, by Lemma 2.1 and (i), we have
|(Au)(t2)− (Au)(t1)| = |(Au)′(ξ)| |t1 − t2|
≤ max
t∈I
|(Au)′(t)| |t1 − t2|
≤ ‖Au‖b|t1 − t2| ≤ C2|t1 − t2|,
which means AD is equi-continuous.
By the Arzela–Ascoli theorem, (i) and (ii) shows that AD is comparatively compact, and thus A is compact.
Now, we prove A is continuous. Let {um} be any sequence in P with limm→∞ um = u ∈ P . Then, for ε = 1, we
can choose a positive integer M1 satisfying ‖um − u‖b < 1, and thus ‖um‖b < ‖u0‖b + 1 = L for m > M1. Then by
Lemma 2.1, we get 0 ≤ u(n−i)m (t) < L, 2 ≤ i ≤ n. (H2) shows that f (t, y0, y1, y2, . . . , yn−2) is uniformly continuous on
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[0, 1] × [0, L]n−1, and thus, for ∀ε > 0 (ε < 1), there exists δ > 0, for ∀(t, y0, y1, y2, . . . , yn−2) ∈ [0, 1] × [0, L]n−1,
∀(t, y0, y1, y2, . . . , yn−2) ∈ [0, 1] × [0, L]n−1, when
|t − t| < δ, |y0 − y0| < δ, |y1 − y1| < δ, |y2 − y2| < δ, . . . , |yn−2 − yn−2| < δ,
we get
|f (t, y0, y1, y2, . . . , yn−2)− f (t, y0, y1, y2, . . . , yn−2)| < ε. (2.1)
Now, from limm→∞ um = u ∈ P , we can choose a positive integerM2 > M1 satisfying ‖um − u‖b < δ form > M2. Thus by
Lemma 2.1, for ∀t ∈ I andm > M2, we have,
|um(t)− u(t)| < δ, |u′m(t)− u′(t)| < δ, |u′′m(t)− u′′(t)|0 < δ, . . . , |u(n−2)m (t)− u(n−2)(t)|0 < δ.
So, by (2.1),
‖Aum − Au‖b = ‖(Aum − Au)(n−2)‖0
= max
t∈I
λ ∫ 1
0
g(t, s)a(s)[f (s, um(s), u′m(s), . . . , u(n−2)m (s))− f (s, u(s), u′(s), . . . , u(n−2)(s))]ds

≤ max
t∈I
λ
∫ 1
0
g(t, s)|a(s)| |f (s, um(s), u′m(s), . . . , u(n−2)m (s))− f (s, u(s), u′(s), . . . , u(n−2))(s)|ds
≤ ελmax
t∈I
∫ 1
0
g(t, s)|a(s)|ds
≤ ελ
∫ 1
0
g(s, s)|a(s)|ds,
which means A : P → B is continuous.
Above all, A : P → B is completely continuous. 
Lemma 2.3 ([10]). Let X be a linear norm space and Ω be a bounded concave open set of X. If T : Ω → X is completely
continuous and T (∂Ω) ⊆ Ω , then T has at least one fixed point inΩ .
3. Main results
In this section, we will obtain results for (1.1)–(BC) in two cases according to the signs of a(t) and f .
Case 1. a(t) ≥ 0 and f (t, u, u′, u′′, . . . , u(n−2))may change sign.
Letw(t) =  10 G(t, s)a(s)ds and N =  10 g(s, s)a(s)ds.
Let K is a fixed positive constant. For ∀(t, u0, u1, u2, . . . , un−2) ∈ I × (−∞,+∞)n−1, let
f ∗(t, u0, u1, u2, . . . , un−2) = f (t,max{u0, Kw(t)},max{u1, Kw′(t)}, . . . ,max{un−2, Kw(n−2)(t)}).
Lemma 3.1. f ∗(t, u0, u1, u2, . . . , un−2) is continuous on I × (−∞,+∞)n−1.
Proof. For simplicity, we first prove the following result.
Conclusion: if h(t, y) is continuous on I × (−∞,+∞), then
h∗(t, y) = h(t,max{y, Kw(t)}) =

h(t, y), y ≥ Kw(t),
h(t, Kw(t)), y ≤ Kw(t)
is continuous on I × (−∞,+∞).
Proof. For ∀(t, y) ∈ I × (−∞,+∞), we define a function g : (t, y) → (t,max{y, Kw(t)}). It is clear that the function
g(t, y) = (t,max{y, Kw(t)}) = (t, |y−Kw(t)|+(y+Kw(t))2 ) is continuous on I × (−∞,+∞). Now, h∗(t, y) = h ◦ g(t, y),
i.e., the function h∗ is a composition of two continuous functions: the function h, and the function g . Since both h and g are
continuous, we get h∗ is continuous on I × (−∞,+∞).
Completely similar to the above conclusion, from f (t, u0, u1, u2, . . . , un−2) is continuous on I × (−∞,+∞)n−1,
we get f0(t, u0, u1, u2, . . . , un−2) = f (t,max{u0, Kw(t)}, u1, u2, . . . , un−2) is continuous on I × (−∞,+∞)n−1. From
the continuity of f0(t, u0, u1, u2, . . . , un−2), we get that f0(t, u0,max{u1, Kw′(t)}, u2, . . . , un−2) is continuous on I ×
(−∞,+∞)n−1, that is to say f (t,max{u0, Kw(t)},max{u1, Kw′(t)}, u2, . . . , un−2) is continuous on I× (−∞,+∞)n−1. By
deduction, we get f (t,max{u0, Kw(t)},max{u1, Kw′(t)}, . . . ,max{un−2, Kw(n−2)(t)}) is continuous on I×(−∞,+∞)n−1,
which completes the proof of Lemma 3.1. 
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Let
(H4) a(t) ∈ C(0, 1), a(t) ≥ 0, 0 <  10 g(s, s)a(s)ds < +∞;
(H5) f (t, y0, y1, . . . , yn−2) is nondecreasing in yi, 0 ≤ i ≤ n− 3 for each fixed (t, y0, y1, . . . , yi−1, yi+1, . . . , yn−2).
Remark 3.1. If (H4) holds, thenw(n−2)(t) =  10 g(t, s)a(s)ds ≥ 0, ‖w‖b > 0 and 0 < N < +∞. If (H5) holds, then
f ∗(t, u0, u1, u2, . . . , un−2) = f (t,max{u0, Kw(t)},max{u1, Kw′(t)}, . . . ,max{un−2, Kw(n−2)(t)})
≥ f (t, Kw(t), Kw′(t), . . . , , Kw(n−3)(t),max{un−2, Kw(n−2)(t)}).
Theorem 3.1. Suppose (H2), (H4) and (H5) hold, there exist r and M such that r > M > 0 and 0 < a < b, where
a = M
min
t∈[0,1] f (t,Mw(t),Mw
′(t), . . . ,Mw(n−2)(t))
,
b = r
N max
t∈I,Mw(n−i)(t)≤un−i≤r, 2≤i≤n
f (t, u0, u1, . . . , un−2)
.
Then, for ∀λ ∈ [a, b], BVP (1.1)–(BC) has at least one solution y(t) with 0 ≤ Mw(n−2) ≤ y(n−2) and ‖y‖b > 0.
Proof. For any λ ∈ [a, b], define T ∗ on B by
(T ∗u)(t) = λ
∫ 1
0
G(t, s)a(s)f ∗(s, u(s), u′(s), . . . , u(n−2)(s))ds,
where
f ∗(t, u0, u1, u2, . . . , un−2) = f (t,max{u0,Mw(t)},max{u1,Mw′(t)}, . . . ,max{un−2,Mw(n−2)(t)}).
Then Lemmas 3.1 and 2.2 shows T ∗ : P → B is a completely continuous operator. Define θ : B → P by
θy(t) =
∫ t
0
∫ t1
0
∫ t2
0
· · ·
∫ tn−3
0
max{y(n−2)(s), 0}dsdtn−3 · · · dt1.
Obviously, θT ∗ : P → P is also a completely continuous operator, furthermore
(θT ∗u)(n−2) = max{(T ∗u)(n−2), 0}. (3.1)
LetΩ1 = {u ∈ P| ‖u‖b < r}. For any u ∈ ∂Ω1, let I1 = {t|t ∈ I, f ∗(t, u(t), u′(t), . . . , u(n−2)(t)) ≥ 0}. Then
0 ≤ (θT ∗u)(n−2)(t) = max

λ
∫ 1
0
g(t, s)a(s)f ∗(s, u(s), u′(s), . . . , u(n−2)(s))ds, 0

≤ λ
∫
I1
g(t, s)a(s)f ∗(s, u(s), u′(s), . . . , u(n−2)(s))ds
≤ λ max
I1×[0,r]n−1
f ∗(t, u0, u1, . . . , un−2)
∫
I
g(s, s)a(s)ds
≤ λ max
I×[0,r]n−1
f ∗(t, u0, u1, . . . , un−2)N
= Nb max
t∈I, Mw(n−i)≤un−i≤r, 2≤i≤n
f (t, u0, u1, . . . , un−2)
= r.
By Lemma 2.3, θT ∗ has a fixed point y ∈ Ω1.
Now, we give a claim that (T ∗y)(n−2)(t) ≥ Mw(n−2). Otherwise, there exists t0 ∈ [0, 1] such that
Mw(n−2)(t0)− (T ∗y)(n−2)(t0) = max
0≤t≤1
[Mw(n−2)(t)− (T ∗y)(n−2)(t)]
= max
0≤t≤1
(Mw(n−2) − (T ∗y)(n−2))(t)
= L0 > 0.
We will discuss it from the following cases.
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(a) If t0 = 0, then [Mw(n−2) − (T ∗y)(n−2)]′(0) ≤ 0, which means Mw(n−1)(0) − (T ∗y)(n−1)(0) ≤ 0. Since Mw(t) and
(T ∗y)(t) satisfy the boundary condition in (BC), it follows that
α[Mw(n−2)(0)− (T ∗y)(n−2)(0)] − β[Mw(n−1)(0)− (T ∗y)(n−1)(0)] = 0.
Since α > 0 and β ≥ 0, it follows thatMw(n−2)(0)− (T ∗y)(n−2)(0) ≤ 0, this is a contradiction.
(b) If t0 = 1, then, in a similar way as (a), we can get a contradiction.
(c) If t0 ∈ (0, 1), thenMw(n−1)(t0)− (T ∗y)(n−1)(t0) = 0. We can conclude
Mw(n−2)(t)− (T ∗y)(n−2)(t) ≥ 0, t ∈ [0, 1]. (3.2)
Suppose on the contrary, that there exists t1 ∈ [0, t0) ∪ (t0, 1] such that
Mw(n−2)(t)− (T ∗y)(n−2)(t) > 0, t ∈ (t1, t0) or (t0, t1), (3.3)
and
Mw(n−2)(t1)− (T ∗y)(n−2)(t1) = 0.
Without loss of generality, we suppose t1 ∈ [0, t0). Then for t ∈ (t1, t0), by Remark 3.1,
Mw(n−1)(t)− (T ∗y)(n−1)(t) = [Mw(n−1)(t)− (T ∗y)(n−1)(t)] − [Mw(n−1)(t0)− (T ∗y)(n−1)(t0)]
=
∫ t
t0
[Mw(n) − (T ∗y)(n)](s)ds
=
∫ t0
t
[M − λf ∗(s, y, y′), . . . , y(n−2)(s)]a(s)ds
≤
∫ t0
t
[M − λf (s,Mw(s),Mwu′(s), . . . ,Mw(n−3)(s),
max{Mw(n−2)(s), y(n−2)(s)})]a(s)ds.
For ∀s ∈ (t, t0),
If (T ∗y)(n−2)(s) > 0, by (3.1) and (3.3), then
y(n−2)(s) = (θT ∗y)(n−2)(s) = (T ∗y)(n−2)(s) < Mw(n−2)(s).
So,
max{Mw(n−2)(s), y(n−2)(s)} = Mw(n−2)(s).
If (T ∗y)(n−2)(s) ≤ 0, by (3.1), then
y(n−2)(s) = (θT ∗y)(n−2)(s) = 0 ≤ Mw(n−2)(s).
So,
max{Mw(n−2)(s), y(n−2)(s)} = Mw(n−2)(s).
Hence,
Mw(n−1)(t)− (T ∗y)(n−1)(t) ≤
∫ t0
t
[M − λf (s,Mw(s),Mwu′(s), . . . ,Mw(n−2)(s))]a(s)ds
≤
∫ t0
t
[
M − a min
s∈[0,1] f (s,Mw(s),Mwu
′(s), . . . ,Mw(n−2)(s))
]
a(s)ds = 0,
which meansMw(n−2)(t)− (T ∗y)(n−2)(t) is decreasing on (t1, t0), and then we have
0 = Mw(n−2)(t1)− (T ∗y)(n−2)(t1) ≥ Mw(n−2)(t0)− (T ∗y)(n−2)(t0) = L0 > 0.
This is a contradiction. So (3.2) holds. Thus by the definition of (T ∗y)(t) andw(t), we have
Mw(n−i)(t)− (T ∗y)(n−i)(t) ≥ 0, t ∈ I, 2 ≤ i ≤ n.
Therefore,
Mw(n−2)(t0)− (T ∗y)(n−2)(t0) =
∫ 1
0
g(t0, s)a(s)Mds− λ
∫ 1
0
g(t0, s)a(s)f ∗(s, y, y′, . . . , y(n−2)(s))ds
=
∫ 1
0
g(t0, s)a(s)[M − λf ∗(s, y(s), y′(s), . . . , y(n−2)(s))]ds
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=
∫ 1
0
g(t0, s)a(s)[M − λf (s,Mw(s),Mwu′(s), . . . ,Mw(n−2)(s))]ds
≤
∫ 1
0
g(s, s)a(s)ds
[
M − a min
s∈[0,1] f (s,Mw(s),Mwu
′(s), . . . ,Mw(n−2)(s))
]
ds
= 0.
So, we get a contradiction.
From (a)–(c), we get (T ∗y)(n−2)(t) ≥ Mw(n−2), t ∈ I . Therefore y(n−2)(t) = (θT ∗y)(n−2)(t) = (T ∗y)(n−2)(t) ≥ Mw(n−2)(t),
t ∈ I . So, y(n−i)(t) ≥ Mw(n−i)(t), t ∈ I, 2 ≤ i ≤ n, and thus f ∗(s, y(s)), y′(s), . . . , y(n−2)(s) = f (s, y(s), y′(s), . . . , y(n−2)(s));
On the other hand, by y(n−2)(t) = (T ∗y)(n−2)(t), we have y(t) = (T ∗y)(t) = [λ  10 G(t, s)a(s)f (s, y, y′, . . . , y(n−2)(s))]ds,
which means y is a solution of (1.1)–(BC). Furthermore, ‖y‖b ≥ maxt∈[0,1] |Mw(n−2)(t)| > 0. 
Theorem 3.2. Suppose (H2), (H4) and (H5) hold, f (t, 0, . . . , 0) ≥ 0 and there exists t∗ ∈ [0, 1] and r2 > 0 such that 1
0 g(t
∗, s)a(s)f (s, 0, . . . , 0)ds ≠ 0 and
b2 = r2N max
(t,u0,u1,...,un−2)∈I×
n−2∏
i=0
[0, r2
(n−2−i)! ]
f (t, u0, u1, . . . , un−2)
.
Then, for ∀λ ∈ (0, b2], BVP (1.1)–(BC) has at least one solution y(t) satisfying 0 < ‖y‖b < r2.
Proof. For ∀(t, u0, u1, u2, . . . , un−2) ∈ I × (−∞,+∞)n−1, let
f ∗(t, u0, u1, u2, . . . , un−2) = f (t,max{u0, 0},max{u1, 0}, . . . ,max{un−2, 0}).
Then f ∗(t, u0, u1, u2, . . . , un−2) is continuous on I × (−∞,+∞)n−1. (For the reason, similar to Lemma 3.1).
For any λ ∈ (0, b2], define
T ∗u(t) = λ
∫ 1
0
G(t, s)a(s)f ∗(s, u(s), u′(s), . . . , u(n−2)(s))ds,
θT ∗u(t) =
∫ t
0
∫ t1
0
∫ t2
0
· · ·
∫ tn−3
0
max{(T ∗u)(n−2)(s), 0}dsdtn−3 · · · dt1.
In the same way as Theorem 3.1, we can easily know that θT ∗ : P → P is also a completely continuous operator.
LetΩ2 = {u|u ∈ P : ‖u‖b < r2}. For any u ∈ ∂Ω2, let I1 = {t|t ∈ [0, 1], f ∗(t, u, u′, . . . , u(n−2)) ≥ 0}. Then
‖θT ∗u‖b = max
0≤t≤1
{(T ∗u)(n−2)(t), 0}
≤ λ
∫
I1
g(t, s)a(s)f ∗(s, u(s), u′(s), . . . , u(n−2)(s))ds
≤ λ max
(t,u,u1,...,un−2)∈I×
n−2∏
i=0
[0, r2
(n−2−i)! ]
f (t, u, u1, . . . , un−2)b2
∫
I
g(s, s)a(s)ds
= r2.
By Lemma 2.3, we know θT ∗ has a fixed point y ∈ Ω2.
Now, we give a claim that (T ∗y)(n−2)(t) ≥ 0. Otherwise, there exists t0 ∈ [0, 1] such that [(T ∗y)(n−2)(t0) = min0≤t≤1
(T ∗y)(n−2)(t)] = −L < 0.We discuss it from the following cases.
(d) If t0 = 0, then (T ∗y)(n−1)(0) ≥ 0. Since (T ∗y)(t) satisfies the boundary condition in (BC), it follows thatα(T ∗y)(n−2)(0) =
β(T ∗y)(n−1)(0). Obviously, this is a contradiction since α > 0 and β ≥ 0.
(e) If t0 = 1, then (T ∗y)(n−1)(1) ≤ 0. Since (T ∗y)(t) satisfies the boundary condition in (BC), it follows that γ (T ∗u)(n−2)(1) =
−δ(T ∗u)(n−1)(1). Obviously, this is a contradiction since γ > 0 and δ ≥ 0.
(f) If t0 ∈ (0, 1), then (T ∗y)(n−1)(t0) = 0. We can conclude
(T ∗y)(n−2)(t) < 0, t ∈ [0, 1]. (3.4)
Otherwise, there exists t1 ∈ [0, t0) ∪ (t0, 1] such that
(T ∗u)(n−2)(t1) = 0, (T ∗u)(n−2)(t) < 0, t ∈ (t1, t0) or (t0, t1).
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Without loss of generality, we suppose t1 ∈ [0, t0). Then for t ∈ (t1, t0)
(T ∗y)(n−1)(t0)− (T ∗y)(n−1)(t) =
∫ t0
t
(T ∗y)(n)(s)ds
= −
∫ t0
t
λa(s)f ∗(s, y(s), y′(s), . . . , y(n−2))ds
≤ −
∫ t0
t
λa(s)f (s, 0, 0, . . . ,max{y(n−2)(s), 0})ds.
For s ∈ (t, t0), since (T ∗y)(n−2)(s) < 0, it follows that
y(n−2)(s) = (θT ∗y)(n−2)(s) = max{(T ∗y)(n−2)(s), 0} = 0.
So
−(T ∗y)(n−1)(t) ≤ −
∫ t0
t
λa(s)f (s, 0, 0, . . . ,max{y(n−2)(s), 0})ds
= −
∫ t0
t
λa(s)f (s, 0, 0, . . . , 0)ds ≤ 0,
which means (T ∗y)(n−2)(t) is increasing on (t1, t0). Therefore, 0 = (T ∗y)(n−2)(t1) ≤ (T ∗y)(n−2)(t0) = −L, which is a
contradiction. So (3.4) holds. Then we have y(n−2)(t) = (θT ∗y)(n−2)(t) = 0, t ∈ I . Furthermore
(T ∗y)(n−2)(t0) = λ
∫ 1
0
g(t0, s)a(s)f ∗(s, y, y′, . . . , y(n−2))ds
= λ
∫ 1
0
g(t0, s)a(s)f (s, 0, 0, . . . , 0)ds ≥ 0.
This is a contradiction.
From (d)–(f), we get (T ∗y)(n−2) ≥ 0, t ∈ [0, 1]. Therefore, y(n−2) = (θT ∗y)(n−2) = (T ∗y)(n−2), t ∈ [0, 1]. So y = T ∗y =
λ
 1
0 G(t, s)a(s)f (s, y, y
′, . . . y(n−2)(s)]ds, which means y is a solution of (1.1)–(BC). Furthermore, ‖y‖b > 0 since
 1
0 g(t
∗, s)
a(s)f (s, 0, . . . , 0)ds ≠ 0.
Case 2. Both a(t) and f (t, u, u′, u′′, . . . , u(n−2))may change sign.
Let
a+(t) = max{a(t), 0}, a−(t) = max{−a(t), 0},
p(t) =
∫ 1
0
G(t, s)a+(s)ds, q(t) =
∫ 1
0
G(t, s)a−(s)ds.
Then a+(t), a−(t), p(n−2)(t) and q(n−2)(t) are nonnegative. We have the following results. 
Theorem 3.3. Suppose (H1)–(H3), (H6) and (H7) hold, where
(H6) there exists k > 1 such that
 1
0 a
+(s)g(t, s)ds > k
 1
0 a
−(s)g(t, s)ds,
(H7) there exists d < 1 such that kd > 1 and 0 < dmaxt∈[0,1] f (t, 0, . . . , 0) < mint∈[0,1] f (t, 0, . . . , 0).
Then there exists λ∗ > 0 such that for any λ ∈ (0, λ∗), (1.1)–(BC) has a solution y(t) with y(n−2)(t) > 0.
Proof. We discuss (1.1)–(BC) from the following two steps.
Step 1. Consider the following equation,
u(n)(s)+ λa+(s)f (s, u, u′, . . . , u(n−2)) = 0,
(BC). (3.5)
For any λ > 0, define Tλu(t) = λ
 1
0 G(t, s)a
+(s)f (s, u, u′, . . . , u(n−2))ds. Since
 1
0 g(s, s)|a(s)|ds < +∞, it follows that 1
0 g(s, s)a
+(s)ds < +∞. By Lemma 2.2, Tλ : P → B is completely continuous. Obviously, the solution of (3.5) is equal to
the fixed point of Tλ.
For ∀η ∈ (d, 1), since
lim‖u‖b→0
f (s, u, u′, . . . , u(n−2)) = f (s, 0, 0, . . . , 0) > ηf (s, 0, 0, . . . , 0) ≥ η min
s∈[0,1] f (s, 0, 0, . . . , 0),
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it follows that there exists ε0 such that if ‖u‖b ≤ ε0 then f (s, u, u′, . . . , u(n−2)) > ηmins∈[0,1] f (s, 0, 0, . . . , 0) for any
s ∈ [0, 1]. Let f (t) = maxs∈I max‖u‖b≤t f (s, u, u′, . . . , u(n−2)), then f (t)t ∈ C(0,+∞). Let λ = ε0‖p‖bf (ε0) , then λ > 0 and
f (ε0)
ε0
= 1
λ‖p‖b . For any λ ∈ (0, λ), we have
f (ε0)
ε0
< 1
λ‖p‖b , take rλ = ε0 such that
f (rλ)
rλ
< 1
λ‖p‖b .
LetΩ3 = {u|u ∈ B, ‖u‖b < rλ}. For any u ∈ ∂Ω3, we have
‖Tλu‖b = max
t∈I
|(Tλu)(n−2)(t)|
= λmax
t∈I
∫ 1
0
g(t, s)a+(s)f (s, u, u′, . . . , u(n−2))ds

≤ λmax
t∈I
∫ 1
0
g(t, s)a+(s)dsf (rλ)
= λ‖p‖bf (rλ)
< rλ.
By Lemma 2.3, there exists uλ ∈ Ω3 such that Tλuλ = uλ and u(n−2)(t) ≥ ηmins∈[0,1] f (s, 0, 0, . . . , 0)λp(n−2)(t).
Furthermore, by
‖uλ‖b = ‖Tλuλ‖b = max
t∈I
|(Tλuλ)(n−2)(t)|
= λmax
t∈I
∫ 1
0
g(t, s)a+(s)f (s, u, u′, . . . , u(n−2))ds

≤ λmax
t∈I
∫ 1
0
g(t, s)a+(s)dsf (ε0)
= λ‖p‖bf (ε0),
we have that when λ→ 0, ‖uλ‖b → 0.
Step 2. Since
d max
s∈[0,1]
f (s, 0, . . . , 0) < min
s∈[0,1] f (s, 0, . . . , 0),
choose η∗ ∈ (d, 1) such that
d max
s∈[0,1]
f (s, 0, . . . , 0) < η∗ min
s∈[0,1] f (s, 0, . . . , 0) < mins∈[0,1] f (s, 0, . . . , 0).
Since
lim‖u‖b→0
f (s, u, u′, . . . , u(n−2)) = f (s, 0, 0, . . . , 0) < kd max
s∈[0,1]
f (s, 0, 0, . . . , 0)
and
lim‖u‖b→0
f (s, u, u′, . . . , u(n−2)) = f (s, 0, 0, . . . , 0) > η∗ min
s∈[0,1] f (s, 0, 0, . . . , 0),
it follows that there exists c > 0 such that for any s ∈ [0, 1] if ‖u‖b < c then
η∗ min
s∈[0,1] f (s, 0, 0, . . . , 0) < f (s, u, u
′, . . . , u(n−2)) < kd max
s∈[0,1]
f (s, 0, 0, . . . , 0).
From Step 1, for the above η∗ ∈ (d, 1), there exists λ such that BVP (3.5) has a solution uλ for any λ ∈ (0, λ). Now we let
λ∗ > 0 be small enough that when λ ∈ (0, λ∗)
‖uλ‖b + λη∗ max
s∈[0,1]
f (s, 0, 0, . . . , 0) ≤ c (3.6)
and for any ‖u1‖b ≤ c, ‖u2‖b ≤ c , if ‖u1 − u2‖b ≤ λ∗η∗maxs∈[0,1] f (s, 0, 0, . . . , 0)‖p‖b, then
|f (s, u1, u′1, . . . , u(n−2)1 )− f (s, u2, u′2, . . . , u(n−2)2 )| ≤
η∗ − d
2
min
s∈[0,1] f (s, 0, 0, . . . , 0). (3.7)
Now, for ∀λ ∈ (0, λ∗), consider the following equation.v
(n)(s)+ λa+(s) f (s, uλ + v, (uλ + v)′, . . . , (uλ + v)(n−2))− f (s, uλ, (uλ)′, . . . , (uλ)(n−2))
−λa−(s)[f (s, uλ + v), (uλ + v)′, . . . , (uλ + v)(n−2)] = 0,
(BC).
(3.8)
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Let
Fv(t) = λ
∫ 1
0
G(t, s)a+(s)[f (s, uλ + v, (uλ + v)′, . . . , (uλ + v)(n−2))− f (s, uλ, uλ′, . . . , (uλ)(n−2))]ds
− λ
∫ 1
0
G(t, s)a−(s)f (s, uλ + v, (uλ + v)′, . . . , (uλ + v)(n−2))ds.
Since
 1
0 g(s, s)|a(s)|ds < +∞, it follows that
 1
0 g(s, s)a
+(s)ds < +∞ and  10 g(s, s)a−(s)ds < +∞. By Lemma 2.2,
F : P → B is completely continuous.
LetΩ4 = {v|v ∈ B, ‖v‖b < λη∗maxs∈I f (s, 0, . . . , s)‖p‖b}. For any v ∈ ∂Ω4, we have
‖v‖b = λη∗max
s∈I
f (s, 0, . . . , s)‖p‖b ≤ c.
From (3.6), we have ‖uλ‖b ≤ c. So, ‖v + uλ‖ ≤ ‖v‖b + ‖uλ‖b ≤ c. Furthermore,
‖Fu‖b = max
t∈I
|(Fu)(n−2)(t)|
≤ λmax
t∈I
p(n−2)(t)min
t∈I f (s, 0, 0, . . . , 0)
η∗ − d
2
+ λkdmax
t∈I
q(n−2)(t)max
t∈I
f (s, 0, 0, . . . , 0)
≤ λ‖p‖b
[
η∗ − d
2
+ d
]
max
t∈I
f (s, 0, 0, . . . , 0)
≤ λη∗‖p‖b max
t∈I
f (s, 0, 0, . . . , 0).
By Lemma 2.3, there exists v ∈ Ω4 such that Fv = v, which means (3.8) has a solution v. Combining (3.5) and (3.8),
we get
(uλ + v)(n)(s)+ λa(s)f (s, uλ + v, (uλ + v)′, . . . , (uλ + v)(n−2)) = 0,
(BC).
It means that y = uλ + v is a solution of (1.1)–(BC). Furthermore,
y(n−2) = (uλ + v)(n−2)(t)
= λ
∫ 1
0
g(t, s)a+(s)f (s, uλ + v, (uλ + v)′, . . . , (uλ + v)(n−2))ds
− λ
∫ 1
0
g(t, s)a−(s)f (s, uλ + v, (uλ + v)′, . . . , (uλ + v)(n−2))ds
> λp(t)η∗min
s∈I f (s, 0, 0, . . . , 0)− λkdmaxs∈I f (s, 0, 0, . . . , 0)
> λp(t)[η∗min
s∈I f (s, 0, 0, . . . , 0)− dmaxs∈I f (s, 0, 0, . . . , 0)]
> 0. 
Remark 3.2. If
 1
0 a(s)g(t, s)ds > 0, then there exists k such that (H6) holds.
Proof. Since
 1
0 a(s)g(t, s)ds > 0, it follows that∫ 1
0
a+(s)g(t, s)ds >
∫ 1
0
a−(s)g(t, s)ds ≥ 0.
So, there existm(t) ∈ C[0, 1]withm(t) > 0 such that∫ 1
0
a+(s)g(t, s)ds > m(t) >
∫ 1
0
a−(s)g(t, s)ds ≥ 0.
Let K(t) =
 1
0 a
+(s)g(t,s)ds
m(t) . Then K(t) ∈ C[0, 1] and K(t) > 1. Let K(t0) = mint∈I K(t). Then K(t) ≥ K(t0) > 1. So, there
exists k such that K(t0) > k > 1. Hence, K(t) > k > 1. That is∫ 1
0
a+(s)g(t, s)ds > km(t) > k
∫ 1
0
a−(s)g(t, s)ds ≥ 0. 
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