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ABSTRACT
A case study framework was used to study the competitiveness of Honduran coffee with
major importing partners, along with an import demand analysis.  Several important points
summarize the findings.  First, trends in green coffee supply and consumption continue to
depress world coffee prices, making the production of coffee less attractive.  Since small coffee
producing countries, like Honduras, cannot affect the international price, they must improve
efficiency, productivity, employ cost reduction techniques, and rely on the promotion of specific
product attributes to remain competitive.  Second, increased market share of Honduran coffee in
major importing markets, Germany, Japan, and the U.S. was found.  A significant improvement
of the Honduran market share of coffee in Germany and Japan was found.  Third, because of a
significant response of import demand of Honduran coffee with respect to a positive shock in
income of Japan and the U.S., Honduras has the potential to capture an increased percentage of
its partner’s imports.  Additionally, price strategies to gain market share in Germany can be
implemented.  Fourth, product quality is currently a key element in improving the
competitiveness of Honduran coffee.  Production, distribution, and marketing tactics are not well
developed and resources are not used in an advantageous way.  Therefore, the probability that
Honduran coffee can be viewed as a superior product from other producing countries of the
region is very low.
Export demand for Costa Rica, El Salvador, Guatemala, Honduras and Panama were
estimated to determine the effects of changes in income and relative export price when trade
occurs among Central American countries (CAC).  Results indicate that trade among CAC can
be a powerful engine of growth, as indicated by significant positive responses of value of exports
xto a positive shock in income levels.  However, relative export price plays an important role in
promoting export revenues for El Salvador and Honduras only.  The export response to a shock
in income for El Salvador and Honduras lasted fewer periods and was lower compared to those
from Costa Rica, Guatemala and Panama.
1CHAPTER I
INTRODUCTION
The flow of international trade has been the subject of a great deal of empirical research. 
Exports from a country not only represent a way to achieve economic growth, but also they
provide foreign exchange earnings needed to import the capital and intermediate goods for
domestic production and debt servicing obligations (Lord, 1991).  Estimation of income and
price elasticities from import and export demands have a wide applicability to a host of
important macro and micro-economic policy issues (Goldstein and Khan, 1985).  For instance,
economic theory indicates that higher income elasticities cause exports to be a more powerful
engine of growth.  Also, higher price elasticities create a more competitive international market
for the exports of a particular country; thereby, a real devaluation will be more successful in
promoting export revenues (Goldstein and Khan, 1985; Lord, 1991).
In the case of developing countries, pessimism about the demand for their exports in
developed countries= markets has been a recurrent theme in the literature (Bhagwati and
Srinivasan, 2001; Faini et al., 1992; Richter, 1991).  Critics cite reduced export performance in
developing countries as a result of low economic growth in developed economies (Lewis, 1980). 
Also, limited opportunities exist for the developing countries= exports, which are mainly based
on agricultural products (Houthakker and Magee, 1969).
Lewis (1980) analyzed the consequences of a slowdown of growth in developing
countries as a result of a growth decline in developed countries.  He proposed that developing
economies can maintain satisfactory economic growth by increasing trade among themselves.
International trade in primary commodities dominates the export performance of the
economy of the developing world (Lord, 1991).  Despite efforts to diversify exports, most
2developing countries continue to rely on a relatively small number of primary commodities, such
as coffee, for foreign exchange earnings (Riedel, 1984; Lord, 1991).  For this reason, many Latin
American countries face low income and price elasticities of demand for their exports
(Houthakker and Magee, 1969).
In the case of Honduras, the importance of conducting research in international trade can
be justified by the growing importance of trade in the economy.  As an illustration, Figure 1.1
shows that for most of the period from 1960-2000 Honduran imports and exports have been
growing.  Despite a decline in the two variables during the period 1980-1987, during the
remaining period imports and exports in Honduras have steadily increased.  During 2000 imports
alone were about 56 percent of Honduran gross domestic product (GDP) and exports were 42
percent of GDP.
During the last decade, the general composition of agricultural exports from Honduras
has significantly shifted towards nontraditional products.  These include commodities such as
shrimp, melons, and pineapple, and the rapid emergence of manufactured textile exports.  Coffee
exports from Honduras since 2001 are about the same level as shrimp, which has been a
nontraditional product for the country.
Bananas and coffee have been the two traditional agricultural industries that accounted
for the majority of the export value from Honduras. 
At the beginning of the 1990s, coffee and bananas accounted for half of all Honduran
exports.  At the end of the period their weight decreased to about 20 percent of all exports.  Also,
during the decade of the 1990s, coffee replaced bananas as the principal agricultural export
product.
3Figure 1.1.  Honduran imports and exports as percentage of GDP (1960-2000).
This study has several objectives.  The first is to analyze the competitiveness of
Honduran coffee exports in its principal markets.  From this evaluation, recommendations will
be proposed for improving the trade opportunities of the coffee industry.  The second objective
is to estimate import demand relationships for Honduran green coffee.  The third objective is to
estimate export demand relationships for trade among Central American countries.
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4I.  Research Problem
During recent years the world coffee market has undergone important changes on the
supply side.  These changes have been reflected by a steady increase of world production (Inter-
American Development Bank (IADB) et al., 2002).  Such changes have caused a decrease in the
world coffee price, affecting coffee producing countries, especially those whose economies rely
on coffee exports (IADB et al., 2002).  The coffee crisis in these countries creates a series of
social and economic problems.  In Honduras, despite the general world coffee crisis, coffee
continues to be an important source of jobs and revenue.  For this reason, it is necessary to
identify strategies that aim for survival and, if possible, sustainable economic development for
coffee producers along with their families.
Honduran coffee export success is influenced by the economic conditions of its
international trading partners.  Thus, it is necessary not only to improve the different domestic
production processes of the product, but also to evaluate the relationship between foreign income
and prices with consumption of Honduran coffee.
Current issues of regional integration create a higher demand from policy makers for
consistent estimates of aggregate income and price elasticities of trade flows within integrating
regions.  The dependence of developing countries on trade with other developing countries has
not been thoroughly studied.  Information of how trade flows among Central American countries
(CAC) will ascertain important information related to the idea that economic growth of
developing countries can be maintained by increasing trade among developing countries (Lewis,
1980).  Also, the analysis of how trade flows among CAC will provide valuable results for these
countries if they decide to give preferential treatment to trade among themselves.
5II.  Justification
Previous trade research indicates that many Latin American countries face low income
elasticities of demand for their exports, presumably as a result of excessive emphasis on products
such as coffee (Houthakker and Magee,1969).  One implication of this is that changes in
aggregate income in importing markets will have little effect on coffee demand from producing
countries.
In the context of Honduras, coffee exports contribute an average of 25 percent to the
agricultural domestic product and 5 percent to the national domestic product (Banco Central de
Honduras (BCH)).  Additionally, coffee exports generate about 21 percent of the total foreign
currency earnings (U.S. dollars) of the nation (BCH).  According to IHCAFE (2001), the total
number of coffee farms in Honduras is about 105,000, with total area of more than 440,000 mz
(308,000 ha or 760,760 acres), in which approximately 50 percent is cultivated under natural
shade.
The current issues in the world coffee market are seriously affecting the Honduran
economy.  In 1990 Honduran coffee exports totaled 180 million U.S. dollars; in 1997 coffee
exports increased to 326 million dollars as a result of increased world prices.  However, since
2001, coffee export value returned to 1990 levels while the volume of exports changed from 1.7
million 60 Kg sacks to 3.8 million.  Nevertheless, coffee continues to be an important source of
jobs and revenues for Honduras.  For this reason, the government of Honduras is making efforts
to reduce the impact of this crisis on the domestic economy.
Trade flows among Central American countries have not been thoroughly studied. 
Analyzing the flow of exports across these countries as a result of changes in income and
relative prices provides valuable information to make inferences about their trade trends.  During
61990 exports from Costa Rica to the Central American region represented 10 percent of its total
exports.  The same statistic accounted for 15 percent of exports in El Salvador, 20 percent for
Guatemala, 2 percent for Honduras, 19 percent for Nicaragua and 2 percent for Panama.  During
the same year the total market value of trade among CAC accounted for 757 million U.S. dollars. 
For the 2000 period exports from Costa Rica to the Central American region accounted for 10
percent of total exports, while exports from other countries to the region were 21 percent for El
Salvador, 23 percent for Guatemala, 13 percent for Honduras, 18 percent for Nicaragua and 3
percent for Panama.  The total market value grew to 3 billion dollars.  Econometric models that
quantify export demands for trade among CAC result in a valuable contribution to assist policy
makers in evaluating the impact of changes in foreign economic activity on trade flows among
the Central American region.
III.  Objectives
General Objectives
This study has the following main objectives:
1.  Develop a case study using the Honduran coffee industry to study competitiveness,
and provide potential solutions for the current problems; and,
2.  Estimate import demand for Honduran coffee, and export demand for trade among
Central American countries (CAC).
Specific Objectives
The specific objectives of the study are as follows:
1.  Analyze the competitiveness of Honduran coffee exports and provide
recommendations to improve the performance of the coffee industry in international
markets;
72.  Estimate import demand relationships for Honduran green coffee to evaluate the
effects of changes in income and import prices on coffee trade flows between Honduras
and its main trading partners, Germany, Japan, and the U.S.; and,
3.  To estimate export demand relationships for each of the Central American countries to
evaluate the effects of changes in income and relative export price when trade occurs
exclusively among Central American countries.
IV.  Procedure
Objective One
To study the competitiveness of coffee exports from Honduras, a case study framework is
implemented, in which descriptive and explanatory methods for the analysis of the collected data
are used.  This methodology is chosen to gain additional evidence of the evaluated subject using
qualitative and quantitative information (Yin, 1992).  First, world indicators of the coffee market
are studied to provide insight and future perspective for coffee entrepreneurs.  Second, the study
assesses if the market share of Honduran coffee in its major importing markets (Germany, Japan,
and the U.S.) have increased over time.  Increased market share will suggest some degree of
competitiveness in international coffee markets (Harrison and Kennedy, 1997).  Third, using an
import demand analysis framework, the dynamic effect of income and import price changes on
the volume of coffee imported from Honduras was analyzed for the three markets.  A high
responsiveness of import volumes to changes in income and prices creates a more competitive
international market for the supplier country (Goldstein and Khan, 1985; Lord,1991;
Rittenberg,1986).  Finally, important steps in the coffee production process of three groups of
growers in Honduras are evaluated to assess the effectiveness of the activity towards obtaining
good quality beans.  Superior quality is essential for product and industry competitiveness
8(Harrison and Kennedy, 1997), and well developed production and commercialization systems
are necessary for an industry to successfully compete in international markets (Roule, 1999). 
Finally, based on evidence from the different analyses and information collected from previous
studies, recommendations are proposed for improving the competitiveness of the coffee industry
in Honduras.
Objective Two
The responsiveness of the import demand of Honduran green coffee to changing
economic environments of its main trading partners (Germany, Japan, and the U.S.) is studied by
estimating import demand relationships for each country.  Using consumer utility maximization,
a theoretical specification of Honduran coffee import demand is specified, in which the volume
of coffee imports is a function of imports prices and income of trading partners (all variables
expressed in natural logarithms).  The study incorporates dynamics by using a vector
autoregressive framework (VAR) (Sims 1980; Zellner and Palm, 1974) with variables in levels
and first differences.  Additionally, the stationary properties of the variables are evaluated and a
test for cointegration was conducted using the contribution of Johansen, (1988) maximum
likelihood estimation for error correction models.
A test for unit roots is carried out using the Phillips-Perron procedure (PP) (Phillips and
Perron, 1988).  Additionally, the Augmented Dickey-Fuller (ADF) (Dickey and Fuller, 1979),
and the Kwiatkowsky (KPSS) (Kwiatkowsky et al., 1992) tests are estimated for purposes of
comparison.  The optimal lag length for each system of equations is chosen by implementing
Akaike Information Criteria (AIC).  The Schwartz Criteria (SBC) and the Likelihood Ratio (LR)
test are also conducted to corroborate results from AIC.
9If the variables are stationary, called integrated of order zero (I(0)), the systems can be
estimated using VAR.  However, if the first difference of two or more variables are found to be
stationary, called integrated of order one (I(1)), further analysis needs to be conducted to
determine if they are cointegrated (Enders 1995).  If a dependent variable x and the explanatory
variable y are integrated of order one and if x and y grow over time in such a way that the linear
combination of these two variables at period t, expressed by d t = xt - "yt, is stationary, and if " is
unique, then x and y are said to be cointegrated (Engle and Granger, 1987).  The series dt
measures the disequilibrium at period t when the long run relationship between the two variables
is xt="yt.  Processes of the form known as ‘error correction mechanisms’ (ECM) adjusts for any
disequilibrium between variables that are cointegrated.  Thus, the ECM consists of adding the
once lagged values of the residuals from the long-run relationship to the dynamic system of
equations as an error correction term (Engle and Granger, 1987).  In order to determine the
degree of cointegration, the Johansen (1988) method is used.  This method allows for the
presence of multiple cointegrating vectors, which contains information on the long-run
relationship of the variables, and relies on the relationship between the rank of a matrix and its
characteristic roots (Harris, 1995).
Finally, impulse response functions (IRF) are constructed.  IRFs measure the response of
variables in the model to a one time shock of the variables in the system.  This procedure is used
to study the magnitude and the path of the response variable to shocks in the VAR model
(Enders, 1995).  Plots of the IRF over time are presented for a visual representation of the
behavior of the series in response to shocks.  Because IRF may sometimes provide a misleading
impression of results (for example a response whose sign is unexpected can arise (RATS, 2003)),
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error bands are estimated to characterize uncertainty about point estimates of impulse response
functions (Sims and Zha, 1999).  This procedure is implemented by using Monte Carlo
simulation (RATS, 2003).
Objective Three
Export demand for Costa Rica, El Salvador, Guatemala, Honduras and Panama is
estimated to evaluate the effects of changes in income and relative export price when trade
occurs exclusively among Central American countries.  A standard export demand function is
used, in which the value of exports from a country is a function of relative export prices and
income of trading partners (all variables expressed in natural logarithms).  The export variable
includes each country’s real exports to the other CAC.  The income variable is constructed by
taking the weighted average of real income from the other CAC.  The weights are given by the
share of each exporting country exports to each of its partners.  The relative price is defined as
the ratio of the exporting country price to the weighted average of the export prices of the other
CAC.  The weights are the same as described for the income variable.
The stationary properties of the variables and the lag length selection are determined
using the same unit root tests and selection criteria described in the previous objective.  In order
to determine the degree of cointegration among the variables, the Johansen method is
implemented and models are estimated in VAR framework with variable in levels and first
differences.  Finally, impulse response functions with error bands are estimated.
V.  Data Requirements
To assess the performance of coffee producers in Honduras, three groups were selected
from two departamentos (parishes) of Honduras.  The departamentos were chosen to represent
important coffee producing areas of the country, and include the departamentos of El Paraíso and
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Santa Bárbara.  Each of the departamentos produces 16 percent of the national coffee production. 
At each departamento relevant coffee cooperatives were contacted for the selection of producing
groups, which were chosen based on their representativeness of production at each
departamento.  The evaluated groups included the following: El Paraíso (Cooperativa Mixta de
Caficultores de Oriente (COMICAOL), located in the departamento of El Paraíso; San José de
Colinas (Cooperativa Agropecuaria Cafetalera San José Limitada (COCASJOL)); and Santa
Bárbara (Asociación Hondureña de Productores de Café (AHPROCAFE_Oficina regional de
Santa Bárbara )), which are located in the departmento of Santa Bárbara.  A survey, conducted
by the Agricultural Reconstruction and Strategic Plan Project Louisiana-Honduras (ALIANZA),
was used to collect the information.  The survey questionnaire approach is similar to the one
used by Leal and Morales (1991) (Appendix 1).  The questionnaire was conducted during
January of 2002, in which focus group meetings with coffee producers were organized to elicit
views on the current situation and future prospects for the coffee industry.
The countries selected for the import demand analysis are Germany, Japan, and the
United States (U.S.).  Data on value and volumes of coffee trade, coffee category 071 (coffee
and substitutes), were collected from the United Nations database, COMTRADE.  National
account data, such as real Gross Domestic Product (GDP), to be used as a proxy for income in
the import analysis, and Consumer Price Index (CPI), were collected from the World Bank
World Development Indicators (2002).  Import price is computed dividing value of coffee
imports by volume of product.
For the export demand analysis, data were collected for Costa Rica, El Salvador,
Guatemala, Honduras and Panama (information for Nicaragua and Belize was not complete). 
The data on value of exports were collected from the United Nations trade flow database,
12
COMTRADE.  Real GDP to be used as a proxy for income and Consumer Price Index (CPI)
were taken from the World Bank World Development Indicators database (2002).  CPI was
required to deflate value of exports.  This analysis uses an aggregate export price index (EPI) as
a proxy for export prices.  Data on EPI are taken from CEPAL (Itsmo CentroAmericano: Medio
Siglo de Estadísticas Económicas 1950-2000).
VI.  Outline of Dissertation
This work accomplishes the three objectives through a “journal-article-style”
dissertation.  A literature review is presented in chapter two.  The case study of the evaluation of
Honduran coffee competitiveness in export markets conforms chapter three.  The import demand
analysis of Honduran coffee is in chapter four.  An export demand analysis of trade among
Central American countries is included in chapter five.  Finally an overall summary is included
in chapter six.
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CHAPTER II 
LITERATURE REVIEW 
The flow of international trade has been the subject of abundant empirical research.  One 
reason for this degree of attention has been the wide applicability of estimated income and price 
elasticities to a host of important economic policy issues (Goldstein and Khan, 1985).  Recently, 
estimation of trade elasticities has been also motivated by the application of newly developed 
techniques in the econometrics of nonstationary time series (Senhadji, 1998; Senhadji and 
Montenegro, 1999; Reinhart, 1995). 
Studying the flow of trade across countries as a result of changes in income (income 
elasticity) and relative prices (price elasticity) in their international partners provides valuable 
information to make inferences about trade trends.  The size of income and price elasticities in 
commodity trade determines not only the magnitude of the transmitted effect, but also the impact 
of trade-policies on the performance of trade among countries Lord (1991). 
The objective of this chapter is to provide an overview of issues related to the economic 
framework, previous results, and econometric procedures in estimating trade model equations.  
The chapter is organized in the following way: part I introduces the economic framework of 
trade model theory; in part II, specification issues in trade modelling are discussed.  Part III 
presents a discussion of disaggregated demand using Armington specification.  In part IV a 
literature review of income and price elasticities of trade models is presented including results 
for coffee; and, part V discusses the econometric techniques to be applied in this study.
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I.  Economic Framework 
The specification of static relationships to explain international commodity demand can 
be derived from economic theory of consumer demand (Labys, 1973).  Consumer demand theory 
explains demand based on the maximization of consumer utility subject to budget constraints.  
The solution of the maximization problem leads to a set of demand equations of the form qij = qj 
(pj, p1, ...,pn, yi); j = 1,2,...,n; i = 1,2,...,m, which describes the consumption of the j commodity 
by the i individual, qij, as a function of its own price pj, the prices of other commodities p1, ..., pn, 
and personal income, yi.  An important assumption is that demand behavior is assumed to be time 
variant Labys (1973).  Also, additional restrictions have been associated with demand systems, 
such as homogeneity, Engel aggregation, Cournot aggregation, and Slutsky condition (for a 
detailed description see Henderson and Quandt, 1980; Labys, 1973; Varian, 1992).  
Separability 
A utility function is said to be separable if it can be expressed as: 
U = f [U1(q1) + U2(q2) + ... +, Un(qn)], where Uj(qj) = Uj (q1i, q2, ..., qni); ni is the number of 
commodities in the j group such that n1 + n2 + ... + ni = n.  The function is weakly separable if 
the ratio of marginal utilities of a pair of commodities k and j is assumed to be unaffected by the 
level of consumption of a third commodity l, or that M(Uj/Uk)/Mql = 0 for l …j, k and for all j, k 0 A 
and l 0 B.  A function is strongly separable if the utility function can be partitioned into 
subgroups, such that the marginal rate of substitution between two commodities j and k from two 
different partitions A and B does not depend upon the consumption of commodities that belong 
to a third partition C:  M(Uj/Uk)/Mql = 0 for j 0 A; k 0 B; and l 0 C. 
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A common use of the concept of separability, which applies to the concept of 
international trade analysis, is in the utility tree framework (Chambers, 1988).  The idea is that 
elements belonging to the commodity bundle can be partitioned into different groups.  
Consumers follow a two stage maximization process in which total expenditure is first split into 
group’s expenditures and then each group expenditure is split into individual commodity 
expenditures at the second stage.  This reasoning, reduces the number of parameters to be 
directly estimated in a demand function (Chambers, 1988). 
Commodity Characteristics 
Before introducing the concept of commodity differentiation, the distinction between 
commodity and product needs to be made.  In this section, a product refers to a commodity that is 
distinguished by nature.  The nature of the commodity is defined by its location, which embodies 
a set of characteristics.  Therefore, the same commodity available from two different regions is 
considered to be two distinct products (Lord, 1991). 
Economic trade literature identifies two types of product differentiation.  In the first case 
perceived differences in product are related to agents undertaking the transaction or to the 
transaction itself.  The second type refers to differences in product from quality distinctions due 
to physical attributes (Lord, 1991).  From the first scenario, commodities are said to be 
horizontally differentiated when importers differ in their choice of product even though the 
quality may be the same.  In the second case, a commodity is vertically differentiated when 
product options differ only in quality (Davis, 1995; Lord, 1991). 
In trade models, consumer preference has implemented the concept of commodity 
differentiation into the concepts of characteristic approach and the variety approach (Lord, 
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1991).  In the characteristic approach it is commodity characteristics that give origin to 
commodity differentiation.  In contrast, in the variety approach the importer may prefer to 
diversify the suppliers of a commodity rather than purchase that commodity from only one 
country (Lord, 1991).  In the former formulation, the characteristics contained in a commodity 
are objectively defined, while the consumers’ preferences for characteristics are subjective.  
Therefore, each consumer derives a different level of utility from the consumption of those 
characteristics (Lancaster, 1966 and 1971). 
The demand for internationally traded commodities that are differentiated can be 
expressed in terms of explicit or implicit schedules (Lord, 1991).  The explicit schedule 
attempts to measure directly the demand for characteristics of an exported good; however, 
because prices for individual characteristics are not directly observable, their estimation has 
been based on structural hedonic price schedules.  In this approach the price of a commodity 
is used as a measure of its characteristics, and that price is related in an empirical manner to 
the measurable characteristics of the commodity (Lord, 1991).  An implicit export demand 
schedule does not separate the characteristics of a commodity.  The measurable characteristics 
are considered together by the total quantity exported of a good; therefore, the observed price 
of an export is again used as a measure of all its characteristics.  This implicit demand 
schedule is the familiar Marshallian one that relates the quantity of the export demanded to its 
price.  This approach suffers from the limitation of yielding a solution in which buyer 
purchases from only one supplier; therefore, diversification of supply sources arises only from 
aggregation of consumers (Lord, 1991).
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For the variety approach, a consumer=s desire for diversity of supply sources arises 
from the convexity of the indifference curve for imperfectly substitutable products that 
conform a commodity (Deaton and Muellbauer, 1980).  In international trade, strict convexity 
of an importer=s indifference curve will cause the importer to prefer a diversity of exporting 
countries to a single supplier country (Lord, 1991).  Unfortunately, this approach does not 
explain why an importer differentiates between a commodity originating from one supplier 
and the same commodity originating from another one; but, it does provide an explanation of 
the observed diversification, by importers, of foreign suppliers of products that are near 
substitutes for one another (Lord, 1991). 
II.  Specification Issues in Modelling Trade 
During the process of modelling trade an early step is the determination of the type of 
model to use.  Goldstein and Khan (1985) suggested that the appropriate model to use 
depends on several points, such as the type of good being traded (homogeneous or highly 
differentiated goods), the end use to which the traded commodity is put (final consumption or 
as a factor input), the purpose of modelling exercise (forecasting versus hypothesis testing), 
and sometimes in the availability of data. 
There are two models that have been widely used in the international trade literature: 
the imperfect substitutes model and the perfect substitutes model (Goldstein and Khan, 1985). 
 Because most of the research in trade was initially focused in aggregate levels, the two 
models were viewed as competitors.  However, once disaggregation is admitted, the models 
can be viewed as complements one dealing with trade for differentiated goods and the other 
for close or perfect substitutes (Goldstein and Khan, 1985). 
 
 20
The Imperfect Substitutes Model 
This model has been the center of empirical work on trade equations, where the 
principal assumption is that imports and exports can not be considered as perfect substitutes 
for domestic goods.  Goldstein and Khan (1985) described the imperfect substitutes model in 
a system of eight equations.  The following description is based only in the import and export 
demand equations.  The imperfect substitutes model of country i=s imports from, and exports 
to, the rest of the world (two country case) is expressed as: 
Mi = f (Yi, PIi, Pi) and (2.1) 
Xi = g (Yw, PXi, Pw), where (2.2) 
Mi is the quantity of imports demanded in country i and Xi is the quantity of country i=s 
exports demanded by the rest of the world.  On the left hand side of equation (2.1), import 
demand is function of the level of income in country i (Yi), the import price in country i (PIi), 
and the price of all domestically produced goods in country i (Pi).  Equation (2.2) is function 
of the level of worlds= income (Yw), the export price in country i (PXi), and the price of 
domestically produced goods in the world (Pw). 
Since consumers maximize utility subject to a budget constraint, the resulted demand 
equations for imports and exports are a function of income in the importing country, the 
imported good=s own price, and the price of domestic substitutes (Goldstein and Khan, 1985). 
 In the case of aggregate functions, the possibilities of inferior goods and domestic 
complements for imports are excluded.  Then, the income elasticities fYi (fh = MMi/Mh) and gYw 
(gh = MXi/Mh), and cross price elasticities, fPi and gPw, are assumed to be positive while the 
own price elasticities of demand, fPIi and gPXi are assumed to be negative.  Additionally, the 
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assumption of no money illusion is frequently made; therefore, a doubling of money income 
and all prices leaves demand unchanged: fYi + fPIi + fPi = 0 and gYw + gPXi + gPw = 0.  This 
homogeneity of the demand function is commonly expressed in empirical work by dividing 
the right hand side of the import demand equation by Pi.  Therefore, the remained arguments 
in the demand function become the level of real income (Yi/Pi) and the relative price of 
imports (PIi/Pi).  This assumption suggests that if income and prices are doubled the export 
demand function remains unchanged (Goldstein and Khan, 1985). 
In the case of an aggregate level model (n-country case), the symmetry between the 
import demand and the export demand disappears (Goldstein and Khan, 1985).  In this case it 
is common to specify in export demand equations relative price as the ratio of the exporter 
price to several competitors= export prices.  This is because total exports face competition not 
only from domestic producers of the importing country, but also from other exporters to the 
same region (Goldstein and Khan, 1985). 
Another assumption in most of the empirical work has included the supply price-
elasticities for imports and exports to be infinite.  A convenient outcome of this assumption is 
that it permits satisfactory estimation of the import and export demand equations by single 
equation methods.  PIi and PXi can then be viewed as exogenous (Goldstein and Khan, 1985). 
One caveat of the imperfect substitutes model is related to the true exogeneity of 
export prices (Goldstein and Khan, 1985).  These authors described evidence that export 
prices can be influenced by exchange rate changes and by changes in foreign export prices.  
The implication of lack of exogeneity in export prices is that high price elasticities offer no 
guarantee that devaluation or other expenditure-switching policies will actually be effective in 
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altering a country=s trade balance (Goldstein and Khan, 1985).  Only under perfect 
competition it is correct to assume the export price as exogenous; that is, beyond the influence 
of the quantity supplied by any individual exporting country (Goldstein and Khan, 1985). 
The Perfect Substitutes Model 
Although the imperfect substitutes model has been of primary use in empirical trade 
work, the implementation of the perfect substitutes model has been justified because of 
several arguments.  First, the existence of homogeneous commodities such as copper and 
sugar.  Second, the evidence that differences in methodology for constructing price statistics 
across countries understates the true degree of substitutability among commodities.  Third, the 
interest on results about price and income elasticities that do not appear when goods are 
assumed to be imperfect substitutes (Goldstein and Khan, 1985).  For these reasons a scenario 
is needed where demand and supplies do not depend on price differentials between domestic 
and foreign goods (Goldstein and Khan, 1985). 
In contrast to the imperfect substitutes model, in the perfect substitutes model=s system 
of equations (not presented) there is not separate import demand or export supply functions 
(Goldstein and Khan, 1985).  The demand for imports and the supply of exports represent the 
excess demand and excess supply for domestic goods.  This means that estimating import 
demand or export supply for a perfectly substitutable good is really a matter of estimating 
domestic demand and domestic supply, with imports and exports emerging as residuals 
(Goldstein and Khan, 1985).  Also, once all prices are expressed in common currency and 
transportation costs and other trade barrier expenses are subtracted there is only one traded 
good price (world price) in the perfect substitutes model (Goldstein and Khan, 1985).  A 
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specific country can affect the world price of the traded good depending on the extend that it 
can affect the overall supply or demand levels of the traded commodity (Goldstein and Khan, 
1985). 
The Choice of Variables 
Most of the time trade researchers have relied on variable=s proxies for the estimation 
of trade models.  Price deflators such as unit value indices (UVI) have been frequently 
implemented in place of real import and export prices (Goldstein and Khan, 1985).  UVI are 
estimated by dividing the value of exports or imports by the physical traded quantities.  The 
estimation of UVI is legitimate for a single product; however, the procedure yields spurious 
price indices when different products are combined (Goldstein and Khan, 1985; Johnson, 
1994; Piedra, 1988).  It is important to account how poor measures of prices will affect 
estimated price elasticities.  Goldstein and Khan (1985) described two cases: the first case 
occurs when the dependent variable imports or exports is correctly measured, but there is 
measurement error in the price data.  In this case, the estimated coefficients of price will be 
biased toward zero.  The second case occurs when an inappropriate measure of prices is used, 
which results in estimated price elasticities biased towards minus one (Goldstein and Khan, 
1985).  Commonly, researchers facing poor price data use available price proxies (UVI), but 
estimate a range of the true elasticities (Goldstein and Khan, 1985).  Other options include 
restricting hypothesis relevant to specific cases and replacing import or export prices with 
another price measure such as domestic wholesale prices (Goldstein and Khan, 1985). 
Another dilemma on proxies for the estimation of trade models is which variable to 
use for the representation of income in trade models.  In the case of import demands, two 
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important points have been made: real income versus real expenditure and, if real income is 
used, how cyclical and secular movements in real income should be treated (Goldstein and 
Khan, 1985). 
Real income versus real expenditure.  Although little empirical research has been done to 
compare these two alternatives, the choice has been made by maintaining consistency with 
the model of balance of payments adjustment (Goldstein and Khan, 1985).  Real expenditure 
has been preferred in monetary oriented works because it can be related to the difference 
between actual and real money balances; therefore, assuring a direct role for money in trade 
and balance of payment adjustments (Goldstein and Khan, 1985).  In contrast, Keynesian 
oriented researchers prefer real income due to the income-driven view of balance of payments 
adjustments (Goldstein and Khan, 1985). 
Secular versus cyclical real income.  In equation (2.1) of the imperfect substitutes model it is 
assumed that changes in real income (Yi/Pi) have the same effect whether the movements 
represent trend (secular) or cyclical variations.  However, some empirical work has showed 
that movements in real income may have different effects on imports (Goldstein and Khan, 
1985).  Cyclical income elasticity is expected to exceed the secular elasticity, also secular 
elasticity might even be negative under certain conditions (Goldstein and Khan, 1985).  
Despite these results Goldstein and Khan (1985) suggest that there is still serious doubt about 
the effect of secular or cyclical income on the estimated elasticities. 
Finally, applications have been also made for the distinction between permanent and 
transitory income when applied to aggregate import demand models;
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 however, little attention has been given to this distinction and still needs further investigation 
(Goldstein and Khan, 1985). 
Relative prices.  An important issue with the choice of explanatory variables in trade models 
is related to the choice of relative prices.  The goal is to keep the number of price terms small 
enough for estimation purposes, while still capturing the dominant effects on the estimated 
elasticities (Goldstein and Khan, 1985).  In the estimation of aggregate import and export 
demands, a country=s exports face competition from importer=s domestically produced goods 
and from goods produced from other exporting countries (Goldstein and Khan, 1985; 
Senhadji and Montenegro, 1999).  Including ratios of all these prices will contain many 
highly correlated relative prices leading to multicollinearity problems (Senhadji and 
Montenegro, 1999).  Most of empirical work has assumed only one relative price that extracts 
most of the information contained in all the relative prices mentioned above (Senhadji and 
Montenegro, 1999).  The reduction in the number of prices is justified from the theoretical 
assumption that consumer=s preferences are separable leading to a two-stage budgeting 
(Senhadji and Montenegro, 1999).  In the first step consumers (importers) allocate 
expenditure between all tradable and nontradable goods on the basis of income and relative 
prices of tradable and nontradable goods.  In the second step, the importer allocates his 
expenditure on tradable goods (given at step one) between imports and domestic tradables 
(Goldstein and Khan, 1985). 
III.  Disaggregated Demand 
When imports or exports are disaggregated by type of commodity and by country of 
origin, the number of potential competitors from different exporting countries increases 
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dramatically (Goldstein and Khan, 1985).  In this case, estimation of the own and cross price 
elasticities has been possible by implementing Armington models (Armington, 1969).  The 
Armington model is a disaggregated model which distinguishes commodities by country of 
origin.  A good is defined as a commodity which is differentiated by kind only, such as coffee 
is from tea.  A product is a good that is additionally differentiated by the place of production 
(Armington, 1969).  Import demand is determined in a separable two-step procedure.  First 
expenditure allocation is determined among n imported goods by maximizing importer=s 
utility based on income constraint and prices of other goods.  Next, the importer decides how 
much to consume of products from different sources (Alston et al., 1990).  In the most general 
form, the import demand function on the second stage is characterized in share form as: 
ij
iij
ij
ij
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φφ −= )/(/ 1111 , (2.3) 
where Md1ij is the quantity of imports demanded in country i of good 1 exported by country j 
(product ij), Md1i is the quantity of good 1 demanded in country i from all sources of supply, 
bij is a constant which can be interpreted as the quantity share of country j in total imports of 
good 1 by country i, Pij is the price of product ij, P1i is the price of good 1 in country i, and φij 
is the elasticity of substitution for product ij.  This approach permits the calculation of cross 
price elasticities between imports from all sources using estimates of the aggregate price 
elasticity of demand for imports, a single elasticity of substitution, and trade shares (Goldstein 
and Khan, 1985).  The Armington model assumes weak separability of the utility function 
(the marginal rate of substitution between two goods from the same group is independent of 
the consumption of goods in other groups); constant elasticity of substitution between any two 
products of a good in a given market (homothetic); and equality of the elasticity of 
 
 27
substitution between any pair of products in a given market (Haniotis, 1990).  Therefore, 
within a market, trade patterns change only with relative price changes and the elasticities of 
substitution between all pair of products are identical and constant (Alston et al., 1990).  Then 
in the second stage of Armington specification market shares do not vary with expenditures 
and different import sources are separable (Alston et al., 1990). 
Important concerns have risen about using Armington=s methodology.  One is related 
to whether the actual data from international trade satisfy the homothetic and separability 
assumptions at the second stage.  Alston et al. (1990), presented evidence of failure for 
several cotton and wheat U.S. import markets to satisfy the homothetic and separability 
assumptions at the second stage.  Another problem with the Armington=s methodology is the 
result of biased elasticities estimates obtained in demand equations for commodities that are 
used as inputs (Davis and Jensen, 1990).  Davis and Kruse (1993), showed that traditional 
methods of empirically implementing Armington trade model result in theoretically and 
statistically inconsistent parameter estimates.  Also, Davis and Kruse (1993), Goldstein and 
Khan (1985), and Lanclos (1989) mention that in the Armington framework the choice of the 
right level of aggregation for the good categories is ambiguous, and that the type of data 
required for implementing the model is either unavailable or of poor quality. 
In this study (Chapters III and IV), using consumer utility maximization, a theoretical 
specification of Honduran coffee import demand in country i is written as: 
Mi = M (Pi, Yi), where Mi is country i=s volume of green coffee imports from Honduras, Pi is 
the real import price of Honduran green coffee into country i, and Yi is country i=s level of 
income. 
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According to demand theory, a negative relationship is expected for price and positive for the 
income variable. 
The double logarithm functional form has been widely used in agricultural trade 
models (Davis and Kruse, 1993; de Gorter and Meilke, 1987; Duffy et al., 1990; Haniotis, 
1990), and it is also adopted in this study.  The, model specification in natural logarithms at 
period t can be expressed as: 
tttt uypm +++= 121110 ααα , (2.4) 
where lower case letters represent the natural logarithm of the variables previously described 
and ut is a stochastic disturbance term, which is assumed to be independent and identical 
distributed (i.i.d.), with zero expected mean and constant variance.  The resulting model (2.4) 
is useful for direct empirical applications, since coefficient estimates are directly interpreted 
to be elasticities. 
IV.  Price and Income Elasticities of Trade Models 
Goldstein and Khan (1985), in their survey of trade models reported during 1969-
1980, provide four major conclusions.  First, for industrialized countries relative prices play a 
powerful role in the demand for imports and exports.  This result suggests that the 
contribution of expenditure-switching policy instruments, such as exchange rate changes, 
tariff and subsidies, on trade balance adjustment is strong (Goldstein and Khan, 1985).  
Second, short-run price elasticities of demand for imports and exports are significantly 
smaller than the long run elasticities.  This difference between long-run and short-run price 
elasticities of demand has the implication that the value of trade balance can worsen initially 
in response to devaluation (Goldstein and Khan, 1985).  The reason is because of low short-
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run elasticities of demand and the tendency for import prices to rise more rapidly in local 
currency terms than export prices.  Nevertheless, on the long-run, the growth of the price 
elasticities of demand is larger and export prices catch-up with import prices; finally, the 
initial deterioration in the trade balance is reversed (Goldstein and Khan, 1985).  Third, 
income elasticities of export and import demand, for a representative industrial country, fall in 
the range of 1 to 2.  Because of this result it is expected that the shares of imports and exports 
in real terms of GNP to be rising over time.  The fourth conclusion is that there are significant 
differences in price and income elasticities of demand across commodity groups.  Higher 
income and price elasticities have been reported for manufactures than for non-manufactures. 
 Additionally, within non-manufactures, price elasticities for raw materials and fuels appear to 
be larger that those for food and beverages (Goldstein and Khan, 1985). 
Income and Price Elasticity for Coffee 
One implication of the last conclusion from Goldstein and Khan (1985) is that 
elasticities for food and beverages, which are common export products from developing 
countries, are very low.  For example, most of coffee demand estimates from different 
countries have reported very low price elasticities (Jhonson, 1994; Okunade and McLean-
Meyinsse, 1992; Parikh, 1973; Venkatram and Deodhar, 1999).  Also, Islam and Subramanian 
(1989) concluded that exports of coffee have very low price and income elasticities, and even 
if for individual developing countries the price elasticity of export demand is high, elasticity 
for developing countries taken as a group is low.  Therefore, simultaneous action by all or 
many developing countries in reducing prices or in increasing supply would result in a 
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movement along an inelastic aggregate demand curve, with damaging effects for export 
revenues (Islam and Subramanian, 1989). 
Huang et al. (1980) provided three reasons for a price inelastic demand for coffee.  
First, coffee has a minor role in most of consumer=s budget.  Second, the absence of 
substitutes, and third, its potentially addictive character.  The results of low price elasticity 
suggest that efforts to increase the demand of coffee should be focus on non-price factors, 
such as improving quality standards or reducing supply (other factors constant), rather than 
price incentives in their generic coffee promotional campaign (Huang et al., 1980). 
In contrast to these results, Kutty (2000) found that Indian coffee demand from its 
principal trade partners is price elastic.  For this reason, a fall in Indian coffee prices, in 
relation to the prices of other coffees in the international market, is likely to stimulate Indian=s 
coffee exports to its main trading partners.  Other researchers in the U.S. have suggested that 
demand for individual coffee varieties (Abaelu and Manderscheid, 1968) and for soluble 
coffee (Huang et al., 1980) are sensitive to the price level.  In these cases, suppliers of these 
products should make an attempt to reduce the cost related to production and shipment, so 
that they can obtain more competitive prices for their products (Kutty, 2000). 
   Income also seems to play a negligible role in determining coffee consumption in 
several countries.  Most demand studies have found the income elasticity of coffee to be very 
low or even negative (inferior good) (Huang et al., 1980; Hughes, 1969; Islam and 
Subramanian, 1989; Jhonson, 1994; Okunade and McLean-Meyinsse, 1992; Parikh, 1973).  
This result has been attributed to the fact that coffee consumption eventually reaches a 
saturation level for most individuals (Huang et al.,1980) and at higher incomes this beverage 
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is displaced by other beverages, such as alcoholic drinks (Parik, 1973).  Given this result, 
some researchers concluded that it is possible that revenues of producers or manufacturers of 
coffee can be enhanced by creating or developing new products of coffee, whose consumption 
will increase with rising levels of income (Okunade and McLean-Meyinsse, 1992). 
Recent Work in Import and Export Demands 
Recent literature is divided about the ability of relative prices (real devaluation) in 
affecting import and export demands.  Rose (1990 and 1991) and Ostry and Rose (1992) 
found that real devaluation has in general no significant impact on trade activity.  However, 
findings from Bond (1985); Clarida, 1994; Reinhart (1995); Senhadji (1998); Senhadji and 
Montenegro (1999); Warner and Kreinin (1983), suggest that relative prices play a significant 
role in the determination of imports and exports not only in developed countries, but also in 
developing countries.  Additional results indicate that export demand from developing 
countries show, in general, lower price elasticities than developed countries, except by Asian 
developing countries which have showed significantly higher price elasticities than both 
industrial (Senhadji and Montenegro,1999) and other developing countries (Senhadji and 
Montenegro,1999; Reinhart,1995).  In contrast, other researchers (Faini, et al., 1992) have 
concluded that because of export competition among several developing countries, there is no 
sufficient empirical evidence to assess whether an export-led development strategy can be 
successfully adopted.  Devaluation can be an effective tool when used by one developing 
country, but when other developing countries let their exchange rate depreciate, even under 
the most optimistic conditions, nearly 80 percent of the impact of devaluation on export 
revenues is wiped out (Faini, et al., 1992). 
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Similar to the findings from Goldstein and Khan (1985) recent results support the 
point that trade movements are significantly more responsive to relative prices in the long run 
than in the short-run (Kinal and Lahiri, 1993; Senhadji, 1998; Senhadji and Montenegro, 
1999).  Additionally, these researchers found also a similar pattern response of trade flows to 
income changes. 
Changes in income play an important role in the determination of export and import 
demands of developed and developing countries (Bond, 1985; Kinal and Lahiri, 1993; 
Marquez and McNeilly, 1988; Reinhart, 1995; Rittenberg, 1986; Senhadji and Montenegro, 
1999).  Also, according to Reinhart (1995); Senhadji (1998); and Senhadji and Montenegro 
(1999), industrial countries=s income elasticities are higher than their counterparts developing 
countries.  Although developing countries= income elasticities have been reported to be lower, 
they were reported to have a significant impact on export demand (average larger than one) 
(Bond, 1985; Kinal and Lahiri, 1993; Senhadji and Montenegro, 1999).  An exception to 
these results in income elasticity has been the case for Africa.  Countries from Africa have 
yielded some of the lowest income elasticities compared to other developing countries 
(Reinhart, 1995; Senhadji and Montenegro, 1999). 
Recent trade study results also agree with previous works in relation to differences in 
price and income elasticities of demand across commodity groups.  Marquez and McNeilly 
(1988) concluded that income and price elasticities of developing countries= exports of raw 
materials and food are substantially lower than those for manufactured goods.  Empirical 
results from Islam and Subramanian (1989) suggest that estimates of price and income 
elasticities of demand for agricultural exports for all developing countries, taken together, 
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were found to be very low.  Therefore, an attempt by all developing countries to expand 
traditional agricultural exports with low price elasticity of demand may not yield rising 
earnings for all, but can result in falling export revenues (Islam and Subramanian, 1989). 
Import and Export Demands for Central American Countries 
Most of the research using trade models has focused on industrial countries (Senhadji, 
1998).  In general, for developing countries, early literature has assumed both import demand 
and the demand for their exports to be relatively insensitive to changes in prices and income 
(Chenery and Strout, 1966; Houthakker and Magee, 1969). 
Very little research has been oriented to describe trade in countries of the Central 
American region.  A study by Khan (1974), using import and export demand functions, found 
high price and income elasticities for Costa Rica.  In recent studies, Senhadji and Montenegro 
(1999), using export demand analysis, found low price (-0.87) and income (0.31) elasticity 
estimates for Guatemala, while price and income elasticity results for Panama were -1.14 and 
0.47, respectively. 
Using import demand equations Senhadji (1998), estimated low estimates for price 
and income elasticities for Honduras (-0.39 and 0.74, respectively), Nicaragua (-0.26 and 
0.57) and Panama (-0.16 and 0.99).  In contrast, high estimates for price and income 
elasticities were found for Costa Rica (-4.18 and 1.21, respectively) and El Salvador (-1.23 
and 1.47). 
There is no sufficient empirical evidence to assess whether an export-led development 
strategy can be successfully adopted by these countries.  As it was previously stated, because 
of export competition that occurs to a large extend among these countries, exchange rate 
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policies lose much of their effectiveness, and demand from industrial countries is again a 
major determinant of their export performance (Faini et al., 1992).  However, Faini et al. 
(1992) and Reinhart (1995) concluded that for some developing countries the demand for 
their exports is increasingly coming from other developing countries, and for this reason price 
elasticities are higher when developing countries trade with other developing countries (Faini 
et al., 1992). 
V.  Econometric Techniques 
Dynamic Model 
Demand reactions to changes in price or income are not instantaneous; rather, the 
reaction is spread over some period of time (Lord, 1991).  Therefore, a change in price or 
income influences demand in the short and long-run.  Dynamics in export equations can be 
included using the framework of Nerlove (1958).  The long run demand of a commodity can 
be expressed as mt*(d) = α0 + α2pt+ α1yt, where mt*(d) is the long run or equilibrium import 
demand for a commodity, and the other variables are as previously defined.  Actual values of 
equilibrium demand can not be observed; therefore, the parameters α0, α1, and α2 can not be 
directly estimated (Nerlove, 1958).  To solve this problem, Nerlove assumed that a change in 
current imports varies proportionally to the difference between long run imports and past 
imports, mt(d)-mt-1(d) = γ H (mt*(d) - mt-1(d)), where γ represents the speed of adjustment.  This 
result known as the adjustment equilibrium equation can be used to explain current imports as 
function of past values, ∑ = −−= ti ditidt mm 0 )*()( )1( γγ  (Nerlove, 1958).  Replacing the 
adjustment equilibrium into the long run import demand, the result is a dynamic equation 
suitable for estimation (Nerlove, 1958). 
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Zellner and Palm (1974), made an important contribution to dynamic modeling.  
These researchers transformed a multiple time series model into dynamic simultaneous 
equation models.  This transformation uses economic framework and stochastic properties of 
related series to jointly determine model structure.  Later, the ability to improve time series 
type models using economic theory increased in popularity by the introduction of vector 
autoregressive models (VAR) (Sims, 1980). 
The present study incorporates dynamics by using VAR models with variables in 
levels and differences.  Additionally, the stationary properties of the variables are evaluated 
and a test for cointegration is conducted using the contribution of Johansen, (1988) maximum 
likelihood estimation for error correction models.  The incorporation of these tools in the 
analysis of agricultural markets has been used before (Bessler, 1984; Johnson, 1994; No, 
2001; Piedra, 1998; Robledo, 2002; Zapata and Garcia, 1990).   
Equation (2.4) at current period t can be represented as an unrestricted (3x3) VAR of 
kth lag order: 
tktktt uzAzAAz ++++= −− ...,110 ,                                                                                        (2.5)
where zt is a (3 x 1) vector of endogenous variables including m, p, and y.  A0 is a vector of 
intercepts and the rest of Ai is a (3 x 3) matrix of parameters of the endogenous variables.  ut 
is i.i.d., with zero expected mean and constant variance.  This is a reduced form system in 
which each variable in zt is regressed on only lagged values of both itself and all the other 
variables in the system (Sims, 1980; Zellner and Palm, 1974). 
International commodity trade series may have a long term relationship and it is 
important to distinguish the short-run adjustment components from the long-run equilibrium 
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components.  Works from Engle and Granger (1987) provided a mechanism, Error Correction 
Mechanism (ECM), by which adjustment is achieved between variables that are cointegrated. 
 The ECM specification then provides the means by which the short-run observed behavior of 
variables is associated with their long-run equilibrium growth paths (Harris, 1995). 
Lord (1991) illustrates the relationships that characterize the underlying process of 
dynamic adjustments in single equation trade models.  For instance, using a simpler 
representation of a trade relationship consider the system X = kYε, where k is a constant and X 
and Y represent a country=s export and income of the importing country, respectively.  
Expressing this equation in logarithms and taking the first order stochastic difference, the 
function becomes: 
xt = αo + α1xt-1 + α2yt + α3yt-1 + ut (2.6) 
where, for the system to be stable, 0 <α1< 1 and α2 and α3> 0.  Lower case letters denote the 
logarithms of upper case letters; αo = ln k and α2 = ε. 
If the dynamics of the process are of a relative high order, coefficient estimates can be 
imprecise, the reason being multicollinearity between lagged values of an explanatory 
variable.  The following step is to transform the equation in a way that formulation of the 
variables, in differences, is nested in the levels form of the equation.  For instance, adding 
(-xt-1) to both sides of equation (2.6) and then subtracting and adding (α2yt-1) from the resulted 
equation yields: 
∆xt = αo + β1xt-1 + α2∆yt + β3yt-1 + ut,                                                                             (2.7)
where β1 = (α1 - 1) and β3 = (α2 + α3); -1 < β1 < 0 and α2, β3 > 0. 
 
 37
In the present problem, ECM can be specified by transforming the stochastic 
difference equation (2.7).  For example, a long-run proportional response of the trade variable 
X to its determinant Y is imposed by ( α1 + α2 + α3) = 1.  To show the proportionate response, 
(1 - α1 - α2 ), is replaced for α3 in (2.6) and then combining the lagged values of x and y in 
(2.7) results  
∆xt = αo + β1(x - y)t-1 + α2∆yt + ut,                                                                                  (2.8)  
where -1 < β1 < 0.  The imposed restriction then ensures that changes in the explanatory 
variable produce proportional changes in the dependent trade variable over the long-run; 
however, when the long-run response is not proportional, an additional lag of the explanatory 
variable is introduced, which results in 
∆xt = αo + β1(x - y)t-1 + α2∆yt + δ3yt-1 + ut,  (2.9) 
where δ3 > β1 when α2 and α3 > 0 in (2.6).  When the coefficient δ3 is non-zero, the steady 
state response of the dependent variable to the explanatory variable is not proportional.  The 
term β1(x - y)t-1 in equations (2.8) and (2.9) is the adjusting mechanism, error correction, for 
any disequilibrium in the previous period.  Because the variables are in terms of logarithms, 
∆xt and ∆yt represent rate of change of the variables.  Therefore the following is true: the 
second term (x-y) = (lnX-lnY) = ln (X/Y).  Since the coefficient of this term is negative the 
adjustment process is described in the following way.  If the rate of growth of the dependent 
variable falls below its steady-state equilibrium the value of the ratio of variables in the 
second term would decrease in the following period.  A decrease in value and the negative 
coefficient of the term would have a positive influence on the growth rate of the dependent 
trade variable (Lord, 1991).
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Optimal Lag Length 
The determination of the optimal lag length is critical because there is a trade off 
between the reduction of the sum of squares as a result of the estimation of additional 
coefficients and the associated loss of degrees of freedom (Enders, 1995).  Also, work from 
Braun and Mittnik (1993) showed that estimates of impulse response functions and variance 
decompositions of a VAR, whose lag length is different from the true lag length, are 
inconsistent. 
In this study three methods are used to evaluate lag length, the Akaike Information 
Criteria (AIC), the Schwarz Bayesian Criteria SBC, and the Likelihood Ratio test (LR). 
AIC = log |Σ| + 2/T, and SBC = T log |Σ| + N log (T), where |Σ| is the determinant of the 
variance-covariance matrix of residuals and T is the number of observations.  Minimizing 
AIC and SBC suggest the best fitting model. 
The general form of the LR test described by Enders (1995) is 
LR = (T - c) (log |Σr| - log |Σu|), where T is the total number of observations; c is the number 
of parameters estimated in each equation of the unrestricted system; and |Σr| and |Σu| are the 
determinants of the variance-covariance matrixes of the residuals from the restricted and 
unrestricted models, respectively.  This statistic follows an asymptotic χ2 distribution with 
degrees of freedom equal to the number of restrictions in the system.  If the resulted LR 
statistic is larger than the χ2 critical value at the specified significance level, then reject the 
null hypothesis in favor of the unrestricted model. 
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Testing for Unit Roots 
A time series of the form Yt = α + ρYt-1 + ut, where -1<ρ< 1 and ut is a random 
disturbance with zero mean and constant variance σu2, follows an autoregressive process of 
order 1 (AR(1)).  If |ρ| = 1, then Yt is nonstationary, and is said to have a unit root, named 
random walk if α = 0 and random walk with a drift if α … 0.  It is also possible to allow for a 
nonstochastic trend; in this case, the previous equation includes a time trend t.  However, if |ρ| 
< 1, then the AR(1) process is stationary (Harris, 1995).  
Series like Yt, which can be made stationary by taking the first difference, are said to 
be integrated of order one, and denoted, I(1).  Stationary series are said to be integrated of 
order zero, I(0).  In general, if a series must be differenced d times to be made stationary, it is 
said to be integrated of order d, I(d).  Different series, I(0) or I(1), are expected to have 
different properties (Engle and Granger, 1987).  If Yt is I(0) with zero mean then the variance 
of Yt is finite; an innovation or shock has only a temporary effect on the value of Yt; the 
expected length of times between crossings of Y = 0 is finite; the autocorrelations, ρk, decrease 
steadily in magnitude for large k.  Also, if Yt is I(1) the variance of Yt goes to infinity as t goes 
to infinity; an innovation or shock has a permanent effect on the value of Yt, as Yt is the sum 
of all previous changes; the autocorrelations, ρk61, for all k as t64. 
In this study, the test for unit roots is carried out using the Phillips-Perron procedure 
(PP) (Phillips and Perron, 1988).  Additionally, the Augmented Dickey-Fuller (ADF) (Dickey 
and Fuller, 1979), and the Kwiatkowsky (KPSS) (Kwiatkowsky et al., 1992) tests are 
estimated for purposes of comparison.  The PP and the ADF tests estimate the statistic for  
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testing the null hypothesis that the series is I(1), while the KPSS test evaluates the null 
hypothesis that the series is I(0). 
There are several advantages of using the PP test.  First, this method is valid for very 
general time series models.  Second, it incorporates the effect of correlations of the first 
differences on the statistics in a nonparametric way.  Third, the test statistics are easy to 
construct, requiring only OLS regression estimates, the calculations of moments of the data, 
and an estimator of the variances.  Fourth, tests of hypothesis require critical values which 
have already been tabulated by Dickey and Fuller.  Finally, their asymptotic local power, 
under general conditions on the innovation structure, is the same as the one obtained under 
i.i.d. conditions by the Dickey- Fuller approach (Perron, 1988).  In general, PP test is both 
conservative and more powerful; however, the usefulness of the test is undermined when 
economic variables are characterized by the presence of a large negative moving average 
component (negative autocorrelation) (Harris, 1995). 
Cointegration and ECM 
Some series may be expected to move in such a way that they do not drift too far apart.  
Normally, economic theory will propose forces which tend to keep such series together.  An 
example includes short and long term interest rates, household income and expenditures, and 
prices of the same commodity in different markets or close substitutes in the same market 
(Lord, 1991).  If zt is a vector of N economic variables, then the components of the vector zt 
are said to be cointegrated of order d, b, denoted CI (d, b), if all components of zt are I(d), 
there exists a vector α (…0) so that wt = α=zt is I(d-b), b>0.  The vector α is called the 
cointegrated vector (Engle and Granger, 1987).  In the case d = b = 1, cointegration would 
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mean that if the components of zt were all I(1), then the equilibrium error would be I(0).  
There may be more than one cointegrating vector; in this case α becomes a matrix.  If there 
are r linearly independent cointegrating vectors, with r # N - 1, which are into the N H r 
matrix α.  The rank of α will be r which is called the cointegrating rank of zt (Engle and 
Granger, 1987). 
Cointegration analysis allows short-run dynamics and long-run relationships to be 
formulated in one model with the use of an error correction mechanism (ECM), which adjusts 
for any disequilibrium between variables that are cointegrated.  Several methods for testing 
for cointegration are available, the most commonly used in the literature is that suggested by 
Engle and Granger (1987).  However, a more powerful test that allows for the detection and 
estimation of the number of cointegrating vectors has been suggested by Johansen (1988) in a 
context of a VAR model.  In this procedure, maximum likelihood is applied to a differentiated 
process of the following form: 
tktktktt uzzzz +Π+∆Γ+∆Γ=∆ −+−−− 1111 ..., ,  (2.10) 
where, Γi = - (I-A1-...-Ai), for all (i=1,..., k-1); Π = -(I-A1-...-Ak); each of the Ai is a (3x3) 
matrix of parameters of the endogenous variables; ∆ stands for the variables in first 
differences (e.g., ∆mt = mt - mt-1); and ut is i.i.d., zero mean and constant variance. 
Π = αβ=, where α represents the speed of adjustment to disequilibrium and β is a matrix of 
long run coefficients. 
The Johansen test procedures rely upon the estimation of the rank r of the matrix of 
coefficients, Π, which is the number of cointegrating relationships.  In order to determine r, 
the λtrace and λmax tests statistics are performed: 
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λtrace (r) = -T 3ni=r+1 ln(1 - úi) (2.11) 
λmax (r, r +1 ) = -T ln(1 - úr+1),                                                                                      (2.12) 
where úi are the estimated values of the characteristic roots (eigenvalues) resulted from the Π 
matrix and T is the total number of observations.  If Π has full rank, then the variables in the 
system are I(0), and if the rank of Π is zero, then there are no cointegrating relationships, and 
equation (2.10) can be estimated as a regular VAR model in first differences using regular 
OLS.  The λmax estimates the statistic for testing the null hypothesis that the number of 
cointegrating vectors is r against the alternative of r + 1 cointegrating vectors.  The λtrace 
statistic test the same null hypothesis as the λmax test; however, the alternative hypothesis is 
the rank of Π is n - r, where n is the number of variables in the system (Johansen, 1988). 
The estimation of the long-run estimates of the cointegration relationship is only the 
first step of estimating the complete model.  The short-run structure of the model is also 
important in terms of the short-run adjustment behavior of the economic variables that are 
being studied.  Having obtained the long-run cointegration estimates, using the Johansen 
approach, the short-run VAR in error correction form, with the cointegration relationships 
explicitly included, is estimated (VECM) (Harris, 1995). 
Impulse Response Functions 
  The impulse response procedure (dynamic multipliers) is used to study the path 
reaction of variables to shocks in the VAR model.  More specifically, by Wold=s 
decomposition theorem, a VAR representation of equation (2.5) is transformed into a vector 
moving average (VMA) representation, which permits the time path of various shocks on the 
variables contained in the VAR system to be plotted (Sims, 1980).  The moving average 
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representation of (2.5) can be written as ∑∞= −+= 0i itit ucz α , where α is a deterministic vector 
component, and ci are the impulse response functions, which describes the response of an 
endogenous variable to a specific change in ut, such as 
ijtjiti cuz =∂∂ + )()( /                                                                                                          (2.13) 
Therefore, ci  traces the effect on current and future values of the endogenous variable 
of a shock to one of the innovations ut.  For instance, uj(t) is the error (deviation) of the 
variable zj (coffee import price); therefore, cij measures the point estimate impulse response 
function of a change in coffee import price on current and future values of the i variable.  In 
the nature of VAR models the errors are usually correlated (VAR is underidentified) (Enders, 
1995).  Therefore, VAR errors are orthogonalized by a Cholesky decomposition so that the 
covariance matrix of the resulted errors is diagonal (Enders, 1995).  Additionally, the IRF for 
each variable is corrected by the standard deviation of the forecast errors of each series.  
These corrected series become approximate changes in standard error terms (Enders, 1995). 
Impulse responses may sometimes provide a misleading impression of results, for 
example a response whose sign is unexpected can arise (RATS, 2003).  In order to 
characterize uncertainty about point estimates of impulse response functions, confidence 
bands for impulse response estimates are often constructed.  Kilian (1998) describe three 
traditional methods for constructing classical error bands.  One is the asymptotic method, 
which is based on a delta expansion of the asymptotic distribution of the impulse response 
estimator (Lütkepohl, 1990).  Another methodology is Monte Carlo integration.  This method, 
which is Bayesian in origin, simulates the posterior distribution of the impulse response, 
conditional on the number of presample observations (Doan, 1990).  The third method is the 
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nonparametric bootstrap interval, based on Runkle=s (1987) work.  This alternative generates 
replications of the impulse response estimate, conditional on the estimated coefficients and 
residuals, as if these were the real population values (Kilian, 1998). 
Sims and Zha (1999), proposed the construction of error bands aimed to characterize 
the shape of the likelihood function.  These researchers concluded that likelihood-based bands 
are more accurate than bands based on asymptotic theory, even though these are known to 
provide good approximations in large enough samples.  To implement this idea a pseudo-
random sample from the distribution of cij is computed, using it to accumulate a first and 
second moment matrix.  From these, one computes the estimated covariance matrix Ω of the 
H-dimensional cij matrix in (equation 2.13) and calculates its eigenvector decomposition 
WΛW= = Ω, where Λ is diagonal and WW= = I.  Any cij can now be represented as 
∑ =∧ += Hk kkijij Wcc 1γ , where cij is a H-dimensional column vector, the first term on the right 
hand side is the estimated mean of cij, and W.k is the kth column (e.g., kth eigenvector).  
Uncertainty about cij is generated by randomness in the coefficients γk..  The variance of γk is 
the k diagonal element of matrix Λ.  Therefore a more complete description of uncertainty 
about cij is given by an error band representation of kkij tWtc λ⋅±
∧
)()(  to represent an 
approximate 68 percent probability band for the k variance component.  Additionally, Sims 
and Zha improved this methodology by conducting another round of Monte Carlo simulation 
and computing another set of quantiles of the γk corresponding to the largest values of Ω.  
Likelihood characterizing error bands constructed in this way are considered to be better 
representation of uncertainty in cij than bootstrap-based confidence intervals as descriptors of 
likelihood shape (Sims and Zha, 1999). 
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CHAPTER III
AN EVALUATION OF HONDURAN COFFEE COMPETITIVENESS IN EXPORT
MARKETS
The potential of a product to successfully perform in an export market depends on a
variety of factors.  These include the exporting country’s share of the importing country’s market
for the good; the elasticity of substitution between competing products in the market; and the
magnitude of the income and relative price elasticities of demand (Riedel, 1984).
During recent years the world coffee market has undergone important changes on the
supply side, which have been reflected by a steady increase of world production (Inter-American
Development Bank (IADB) et al., 2002).  Such changes have caused a decrease in the world
coffee price, affecting coffee producing countries, especially those whose economies rely on
coffee exports (IADB et al., 2002).  The coffee crisis in these countries creates a series of social
and economic problems.  In the context of Honduras, the coffee industry is of particular interest
because it has historically contributed to a good portion of the production activity of the
economy.  For example, during the last decade in Honduras, coffee exports contributed an
average of 25 percent to the agricultural and 5 percent to the national domestic products (Banco
Central de Honduras (BCH)).  Also during this same period, coffee exports generated an average
of 21 percent of the total foreign currency earnings (U.S. dollars) of the nation (BCH).
The current issues in the world coffee market and the severity of the impact on
developing coffee producing countries, such as Honduras, call for new strategies that aim for
survival and, if possible, sustainable economic development for coffee producers along with
their families.  This is the most affected group of the coffee sector chain.
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The general objective of this chapter is to analyze the competitiveness of Honduran
coffee exports.  To this purpose a case study framework is implemented, in which descriptive
and explanatory methods for the analysis of the collected data are used.  This methodology was
chosen to gain additional evidence of coffee trade flows using qualitative and quantitative
information (Yin 1992).  Econometric analysis provides empirically based arguments to the
study of the problem, while statistical descriptions of time series data and a qualitative
evaluation of the Honduran coffee producing sector complement the quantitative analysis.
In order to analyze the competitiveness of Honduran coffee in international markets, the
following statements are evaluated:
1.  Market share has been described as an efficient method of determining a firm or an
industry’s ability to compete (Harrison and Kennedy, 1997).  As coffee producing countries gain
advantage through various sources of competitiveness, relative market share in importing
country’s market increases over time.
The next two statements are developed within the framework of import demand analysis,
in which import demand equations of Honduran green coffee were estimated for three
geographic markets:
2.  A significant positive response of the volume of imports to changes in income levels
of importing countries (income elasticity of import demand) implies that the supplier will be in a
position to capture a larger percentage of its partner’s imports (Lord, 1991;Rittenberg, 1986). 
Therefore, in the case of Honduran coffee, it is advantageous that income growth in importing
countries causes a positive reaction on the volume of purchased product from Honduras.
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3.  High response of import volumes to changes in import prices (price elasticity of
import demand) creates a more competitive international market for the supplying country.  For
example, a real devaluation will be more successful in promoting export revenues (Goldstein and
Khan, 1985; Lord, 1991).  Indeed, in the Honduran coffee framework, the response that
evaluates the relationship between a change in coffee import price and the volume of imported
product should be significantly high (absolute value).
4.  Superior quality is essential for product differentiation, which in turn improves
industry competitiveness (Harrison and Kennedy, 1997).  In the current analytical framework, an
industry that successfully competes in the international market must possess, among other
characteristics, a well developed production and commercialization system that leads to a high
quality product (Roule, 1999).
Data collection and unit of analysis used for the case study are described as follows.  The
countries selected for market share and import demand analysis of Honduran coffee are
Germany, Japan, and the United States (U.S.).  These countries were selected because together
they import more than 50 percent of total green coffee exports from Honduras.  Data on value
and volumes of coffee trade, coffee category 071 (coffee and substitutes), were collected from
the United Nations database, COMTRADE.  National account data, such as real Gross Domestic
Product (GDP), to be used as a proxy for income in the import analysis, and Consumer Price
Index (CPI), were collected from the World Bank World Development Indicators (2002).
For statement number four of the previous section, time constraints preclude the analysis
of the entire coffee sector in Honduras.  Since coffee producers represent an important
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component of the coffee industry and also an important component of the general Honduran
economy, the evaluation is framed in the analysis of this economic group.
To assess the performance of coffee producers in Honduras, three groups were selected
from two departamentos (parishes) of Honduras.  The departamentos were chosen to represent
important coffee producing areas of the country, and include the departamentos of El Paraíso and
Santa Bárbara.  Each of the departamentos produces 16 percent of the national coffee production. 
At each departamento relevant coffee cooperatives were contacted for the selection of producing
groups, which were chosen based on their representativeness of production at each
departamento.  The evaluated groups included the following: El Paraíso (Cooperativa Mixta de
Caficultores de Oriente (COMICAOL), located in the departamento of El Paraíso; San José de
Colinas (Cooperativa Agropecuaria Cafetalera San José Limitada (COCASJOL)); and Santa
Bárbara (Asociación Hondureña de Productores de Café (AHPROCAFE_Oficina regional de
Santa Bárbara )), which are located in the departmento of Santa Bárbara.  A survey, conducted
by the Agricultural Reconstruction and Strategic Plan Project Louisiana-Honduras (ALIANZA),
was used to collect the information.  The survey questionnaire approach is similar to the one
used by Leal and Morales (1991) (Appendix 1).  The questionnaire was conducted during
January of 2002, in which focus group meetings with coffee producers were organized to elicit
views on the current situation and future prospects for the coffee industry.
Previous studies have reported several steps in harvesting and processing coffee in which
great care must be taken to achieve high quality product (Goto and Fukunaga 1956; Leal and
Morales, 1991).  In this study, the implemented diagnostic approach evaluates eight practices
emphasized by these authors, which include: the technology of production, efficiency of harvest,
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handling of harvested product, conditions before the pulping process, deficiencies during the
pulping, fermentation, and drying processes, and problems during the commercialization.
Although Honduran coffee policies do not have a significant impact on the international
arena, world coffee indicators provide valuable information regarding the world coffee market. 
For this reason, the next section, part I, provides a description of world coffee indicators in terms
of supply, demand, and prices.  Part II includes the market share analysis of Honduran coffee
exports in its most important partners, Germany, Japan, and the U.S.  Part III summarizes the
results of dynamic analysis of import demand of Honduran coffee from the three major
importers.  Part IV proceeds with the evaluation of coffee producing activities in three regions of
Honduras.  Part V includes conclusions and results.  Finally, part VI provides recommendations
for improvement of Honduran coffee competitiveness in international markets.
I.  Current Issues of The World Coffee Market
General Background
Low prices of green coffee in international markets have caused a significant decrease in
the value of world exports.  During the period 1985-1989, world exports of green coffee were
valued at an annual average of 10,500 million U.S. dollars (Centro de Comercio Internacional,
1992 (CCI)).  However, during 1998-2002, annual world exports averaged 8,043 million dollars
(ICO).  Moreover, according to the ICO world coffee exports of green coffee in 2002 were
valued at 5,513 million dollars. 
Developed economies are the principal consumers of coffee.  Traditionally, the U.S. has
been the principal coffee importer in the world, followed by Germany, France, Japan and Italy
(IADB et al., 2002; ICO).  Data from the ICO indicates that in 2001, the U.S. imported 27
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percent of the total consumption of importing countries, while Germany imported 19 percent,
France and Japan 9 percent each, and Italy 8 percent.
World Supply, Production, Exports, Demand and Stocks of Green Coffee
Figure 3.1 plots the world total supply of green coffee (addition of beginning stocks, total
production, and total imports), production from producing countries, and the levels of ending
stocks for importing member countries of the ICO.  The data is presented on Appendix 2. 
During the period 1960-2002, total supply presented an annual average growth rate (R) of 0.2
percent (R=[(ln(St)-ln(St-1)]*100, where ln(St) and ln(St-1) represent the natural log of total supply
on present and previous period, respectively); however, the pattern of total supply has 
fluctuated over time.  During 1969-1978, supply presents a decreasing trend; however, in the
period 1979-1992, this trend was reversed.  Since 1993 a decreasing trend is observed again. 
During the years 1998-2002, total supply decreased by 0.5 percent.  Total supply in 2002
accounted for 134,547 million 60 kg bags.  
New investments, in traditional and new producing countries, such as Vietnam, have
increased global production (IADB et al., 2002).  During the observed period, world production
of green coffee has been characterized by a general increasing trend (Figure 3.1), which has
grown at an average annual rate of 1.3 percent. During the years 1998-2002, production
increased at a rate of 1.2 percent.  Total production in 2002 was 110,104 million bags.
Increased productivity has promoted world exports.  During the period 1960-2002, world
exports of green coffee grew at an annual average rate of 1.7 percent.  However, during the last
five years global coffee exports grew at only 0.5 percent (Appendix 2).
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World's Total Supply, Production, and Ending Stocks of Green Coffee
 (1960-2002).
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Figure 3.1.  World’s total supply, production, and ending stocks of green coffee (1960-2002).
Source: Horticultural and Tropical Products Division, FAS/USDA.
Table 3.1 shows quantities of world consumption of green coffee during the period
1994/1995 to 2000/2001.  The figures for individual countries and for total estimates suggest that
coffee consumption has remained relatively stable during the last five years.  The average annual
rate of change for all countries is less than 0.01 percent.  Estimates for world demand of green
coffee for the period 2001/2002 were 60,657 million bags (Appendix 2).
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Table 3.1.  World Coffee Disappearance by Selected Importing Countries,
October-September z.
Importing Country 1994/
1995
1995/
1996
1996/
1997
1997/
1998
1998/
1999
1999/
2000
2000/
2001
Thousand 60-kilogram bags
Europe:
    France    5,085.0 5,519.0   5,623.0   5,317.0   5,311.0   5,316.0   5,358.0
    Germany 10,618.0 9,761.0   9,773.0   9,019.0 10,480.0   9,456.0   9,651.0
    Italy    4,656.0 4,718.0   4,857.0   4,843.0   4,977.0   5,122.0   5,221.0
    Netherlands    1,866.0 2,516.0   2,491.0   2,012.0   1,771.0   1,577.0   1,862.0
    Spain    2,684.0 2,930.0   3,029.0   2,968.0   3,354.0   3,131.0   2,921.0
    Sweden    1,234.0 1,327.0   1,358.0   1,162.0   1,267.0   1,217.0   1,214.0
    United Kingdom    2,178.0 2,452.0   2,296.0   2,565.0   2,365.0   2,303.0   2,302.0
    Other European
    Countries    6,291.0 6,723.0   6,956.0   7,267.0   7,095.0   6,576.0   7,421.0
Total Europe 34,612.0 35,946.0 36,383.0 35,153.0 36,620.0 34,698.0 35,950.0
Other Major
Importing Countries:
    Japan    5,975.0   5,999.0   6,369.0   5,900.0   6,261.0   6,733.0   6,831.0
    United States 16,950.0 18,138.0 17,847.0 18,194.0 19,057.0 18,681.0 19,416.0
Rest of the world           4.0          2.0          2.0          2.0          3.0          3.0          6.0
Grand Total 57,541.0 60,085.0 60,601.0 59,249.0 61,941.0 60,115.0 62,203.0
z Disappearance is derived on the basis of the data on net imports of all forms of coffee adjusted for changes in
visible inventories.  U.S. data are derived from roastings and net imports of processed coffee.
Source: Horticultural and Tropical Products Division, FAS/USDA.
Another important statistic is the value of domestic consumption of green coffee in
producing countries.  Domestic consumption, during 1960-2002, increased at an annual average
rate of 1.3 percent.  From 1998-2002, consumption grew at a rate of 2.3 percent.  In 2002 the
coffee consumption of producing countries totaled 27,380 million bags (Appendix 2).
Increasing stocks of green coffee have also played an important role in world coffee
supply.  Coffee stocks have been accumulated since 1960.  Figure 3.1 plots the volume of the
world’s green coffee stock accumulation at the end of each year.  Stock accumulation shows a
decreasing pattern, which during the observed period has dropped at an average annual rate of 3
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percent.  During the last five years ending stocks have decreased at a rate of 7.2 percent.  The
level of stocks at the end of 2002 year were 20,344 million bags.
In general, if the world pattern of green coffee supply and consumption continue,
oversupply of product will prevail in the market.  This will continue to depress world coffee
prices.  Coffee currently represents the most visible example of the declines in agricultural
commodity prices (World Bank, 2002).  The weakness in coffee prices can be attributed to the
accumulation of stocks, weak demand, and large production increases by major exporters.  The
most important long-term problem has been attributed to a weak coffee demand (World Bank,
2002).
World Coffee Prices
The three most important commercialized groups of coffee in the world have been
Arabica (Milds), which accounts for over 70 percent of world production, Brazils, and Robusta
(Abaelu and Manderscheid, 1968; CCI, 1992; ICO).
Colombia has traditionally been the largest supplier of Milds.  However, other important
sources include Mexico, Central America, Central and East Africa, India and to some extent
Indonesia (Abaelu and Manderscheid, 1968; CCI, 1992; ICO).  Milds are considered premium
coffee, they are responsible for the aroma and flavor preferred by coffee blends, and therefore
they receive premium prices (Abaelu and Manderscheid, 1968).  Brazils are supplied exclusively
by Brazil.  This type of coffee is considered to provide a less desirable flavor and is used
primarily in blends with Milds (Abaelu and Manderscheid, 1968).  Robusta coffees are grown in
West and Central Africa, throughout South-East Asia and to some extent in Brazil.  Robustas are
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similar to the Brazils in flavor and aroma; therefore, they are considered substitutes for the
Brazils although rather inferior (Abaelu and Manderscheid, 1968).
Figure 3.2 shows the trend of real ICO coffee composite indicator prices (weighted price
based on the market share of exports for each coffee group).
Figure 3.2.  Real annual average for International Coffee Organization (ICO) composite coffee
price (1965-2002).  Source: ICO files.
During 1965-2002, real coffee prices have decreased at an annual rate of 4.3 percent with an
estimate volatility of 27.4 percent (standard deviation of the percentage growth rate).
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Historically, the highest coffee prices have been during the mid 1970s as a result of unfavorable
weather in Brazil (frost in 1975) (CCI, 1992).  According to IADB et al., (2002), since the mid
1990s, coffee prices are not only affected by shifts in Brazilian production, but also by a steady
expansion of coffee production in other countries, especially Vietnam.  In real terms, current
estimates indicate that coffee prices are about one fifth of their 1960 level (WorldBank, 2002).
Using the filter X-11 procedure from Statistical Analysis System (SAS, 1997), the
seasonal behavior of nominal coffee prices was evaluated.  With this procedure, the seasonal
component of the time series is calculated and plotted.  Price peaks and bottons are defined, and
price market windows for the product can be identified (SAS/ETS, Ch.19 User Manual).  A plot
of the results is presented in Appendix 3.  Results of the analysis suggest that, based on the
observed period, a band of slightly higher prices is identified during the months of February
through June.  Within this window, prices are about 1 percent higher than the mean price (0.97
U.S. dollars/lb) except for May, when the price is about 2 percent higher than the mean price. 
Declining coffee prices after May can be attributed to the entrance of Brazil into the coffee
market, since they start harvesting in April/May (CCI, 1992).
Attempts to arrest the price decline of world coffee prices have been unsuccessful.  The
export retention scheme, promoted by the Association of Coffee Producing Countries, ceased
operating in February 2002  (World Bank, 2002).  Another strategy, supported by the ICO,
called for the removal of low quality coffee beans from the market was not well supported. 
Some producing countries stated that this mechanism did not compensate producers of low
quality beans (World Bank, 2002).  In addition, some countries have undertaken their own price
support policies or stock-holding mechanism.  For example, Brazil has subsidized put options to
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effectively guarantee a minimum price to producers.  These schemes may be partially successful
in the short-run, but could aggravate oversupply in the long-run (World Bank, 2002).
According to the World Bank (2002), long-run real coffee prices are projected to recover,
but will remain well below the historical highs of the 1970s and more recent highs of the 1990s. 
By 2015 real arabica and robusta prices are estimated to increase about 75 percent from the 2002
levels.  However, these prices will still be only half of their peaks in the 1990s.
II.  Market Share Analysis
This section of the study evaluates if the market share of Honduran coffee in major
importing partners has increased over time.  Increased market share suggests a positive degree of
competitiveness (Harrison and Kennedy, 1997).
Market shares for Germany, Japan, and U.S. were estimated as the ratio of green coffee
exports from Honduras to total coffee imports in each market.  Since Guatemala and Costa Rica
are the two major coffee exporting countries in Central America, their results were also
estimated for purposes of comparison.  Rates of growth (R) were estimated.  R=[(ln(St)-ln(St-
1)]*100, where ln(St) and ln(St-1) represent the natural log of market share on present and
previous period, respectively.  For Honduras, shares were plotted and simple linear trend
analysis was used to study the behavior of each market share over time.
During the observed period, market share of Costa Rican and Guatemalan coffees in
Japan and the U.S. showed positive average rate of growth; however, market shares of these two
countries in Germany have decreased (Table 3.2).  Honduras market share in the three importing
countries present a positive annual rate of growth, with special improvement in Germany and
Japan.
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Table 3.2.  Market Share Growth Rate of Green Coffee Exports from Costa Rica, Guatemala,
and Honduras in Major Importing Countries, Germany, Japan, and the U.S. z
Germany y Japan U.S.A.
Costa Rica -1.1 4.1 1.2
Guatemala -0.6 0.7 0.9
Honduras   2.3 2.7 1.1
z  Growth rates (R) were estimated as R=[(ln(St)-ln(St-1)]*100, where ln(St) and ln(St-1) represent the natural log of
market share on present and previous period, respectively.
y Periods 1963-2001 for Germany and the U.S. and 1969-2001 for Japan.
During the period 1963-2001, the market share of green coffee from Honduras in
Germany averaged 3.2 percent, with minimum and maximum values of 0.8 and 12 percent in
1984 and 2001, respectively.  From Figure 3.3 it can be observed that the market share of
Honduran coffee in Germany does not present a well defined trend.  However, market share of
Honduran coffee in this country has grown at an average annual rate of 2 percent.  The trend
analysis for Germany resulted  in a significant positive trend coefficient (Table 3.3), suggesting
that the market share of Honduran coffee has increased over time in this country.
During 1969-2001, Honduran coffee averaged 4 percent of total Japanese coffee imports. 
Market share oscillated between 0.4 percent and 8 percent in 1971 and 1981, respectively.  The
series present an increasing trend during 1969-1986, followed by a decreasing trend during the
remaining period (Figure 3.4).  During the entire period, Honduran coffee market share has
grown at an annual rate of 3 percent in Japan.  Although the trend analysis of market share in
Japan resulted in a positive trend coefficient, this was not statistically different from zero (Table
3.3).
During 1963-2001, the market share of Honduran green coffee in the U.S. averaged 1
percent, with minimum and maximum values of 0.7 and 8 percent in 1984 and 2001, 
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Figure 3.3.  Market share of Honduran coffee in Germany, 1963-2001.
respectively.  Figure 3.5 shows that, except for the last five years, in which market share
substantially increased, most generally market share for Honduras in the U.S. does not present a
defined trend.  However, during the observed period, market share in the U.S. grew at an average
rate of 1 percent.  Results from the trend analysis yielded a significant positive trend coefficient,
suggesting an increasing market share of Honduran coffee in the U.S. (Table 3.3).
In summary, results from this section suggest that the market share of Honduran coffee in
its major importing markets, Germany, Japan, and the U.S. have increased during the period
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Table 3.3.  Results of Trend Analysis for Market Share of Honduran Coffee in Major Importing
Markets, Germany, Japan, and U.S.
Country EstimatedIntercept
Estimated Trend
Coefficient t value 
z R2
Germany 1.88 0.06        2.57 * 0.15 
Japan 2.67 0.05        1.46 0.06
U.S. 0.44 0.08 5.02 ** 0.40
z * and ** mean the estimated parameter is statistically different from zero at 5 and 10 percent of significance,
respectively.
under study.  Average growth rates have been 2 percent for Germany, 3 percent for Japan, and 1
percent for the U.S.  Results from the trend analysis confirmed the existence of increasing
market share in the three markets.  Estimated trend coefficient was statistically different from
zero for Germany and the U.S. and not significant for Japan.
III.  Coffee Import Demand Analysis
Using an import demand analysis framework, this section analyzes the dynamic effect of
income and import price changes on the volume of coffee exports from Honduras to three
important coffee markets (Germany, Japan, and the U.S.).  Markets with a high positive response
of import volumes to changes in income have a considerably stronger growth potential (Lord,
1991).  Also, a significant reaction of import volumes due to import price changes, implies that
price intervention strategies designed to increase export revenues can have a strong impact
(Lord, 1991).
Using consumer utility maximization and a double logarithm functional form, a
theoretical specification for Honduran coffee import demand in country i is written as: 
, (3.1)m p y uit it it t= + + +α α α1 1 2
where mi is country i’s volume of green coffee imports from Honduras at period t, pi is the real
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Figure 3.4.  Market share of Honduran coffee in Japan, 1969-2001.
import price of Honduran green coffee into country i, yi is country i’s level of income and ut is a
stochastic disturbance term, which is assumed to be uncorrelated with explanatory variables,
independently and identically distributed (i.i.d.), with zero expected mean and constant variance.
 According to demand theory, a negative coefficient is expected for the price variable and
a positive coefficient for the income variable.  The procedure incorporates dynamics by
estimating equation (3.1) in a (3x3) vector autoregressive system (VAR) of kth lag order for each
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Figure 3.5.  Market share of Honduran coffee in the U.S., 1963-2001.
of the three markets.  The system is a reduced form in which each variable is regressed on only
lagged values of both itself and all the other variables (Sims, 1980; Zellner and Palm, 1974). 
The VAR systems are estimated with all variables in levels.  There is an argument against
differencing because it may throw away information in the comovements of the data, such as the
possibility of cointegration (Enders, 1995; Sims, 1980).  Therefore, it is expected that estimated
models in levels produce not only consistent estimates, but also account for the presence of any
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possible cointegration relationship among the variables in the system (Sims, 1980 and Enders,
1995).
The information used in the estimation includes volume of Honduran green coffee
imports for each of the markets, measured in millions of pounds, and real GDP, measured in
billions of U.S. dollars.  Real GDP is used as a proxy for the income variable.  Because of data
limitations, the analysis estimated import prices by dividing value (million U.S. dollars) by
volume to obtain dollars per pound.  Additionally, CPI was required to deflate prices to obtain a
measure in real terms.
The optimal lag length for each system of equations was chosen by implementing the
Akaike Information Criteria (AIC).  Also, plots of residuals and the Ljung-Box Q test were
evaluated to detect the presence of residual correlation.  The results from these procedures
suggested an optimum lag length of two for each of the evaluated countries.
The widely used descriptive methodology of dynamic multipliers, impulse response
functions (IRF), is implemented in this part of the study.  This procedure is used to evaluate the
path reaction of variables to shocks in the VAR model.  Each variable in the system of VAR is
shocked by a positive one standard error of the historical innovation of each variable.  The
Choleski decomposition was used as restriction for the identification of the VAR.  The system
was constrained such that real income has a contemporaneous effect on the variables coffee
import price and volume of coffee imports.  However, coffee import price has a
contemporaneous effect on the variable volume of coffee imports only.  The volume of coffee
imports does not have a contemporaneous effect on the variables real income and coffee import
price.  In order to characterize uncertainty about point estimates of impulse response functions,
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Sims and Zha (1999), proposed the construction of error bands aimed to characterize the shape
of the likelihood function.  This procedure was implemented using Monte Carlo simulation, and
by application of antithetic acceleration, the variance of estimates was reduced (RATS, 2003).
The IRF, represented by solid lines, and estimates of one standard deviation error bands,
short-dashed lines, are presented in Figures 3.6-3.8 for Germany, Japan, and the U.S.,
respectively.  Six IRF are reported for each country: the effect of an innovative shock in real
income on coffee import price and volume of coffee imports; the effect of a shock in coffee
import price on itself and volume of coffee imports; and the effect of a shock in volume of coffee
imports on itself and coffee import price.  Both the IRF and the error bands were corrected by the
standard deviation of the forecast errors of each series; therefore, reaction functions are
measured in terms of standard deviations (Enders, 1995).  If error bands widen in such a way that
positive and negative reaction values are possible, including the original steady-state, the result
is assumed to be null.  In the figures, the vertical axis denotes the dynamic responses to specific
shocks, while the horizontal axis represents time in years.
For Germany, a positive shock of one standard deviation on the level of income increases
coffee import prices (plot A).  The error bands suggest that this reaction is different from original
equilibrium levels only during the first period (contemporaneously).  The shock to income
causes a positive reaction in Honduran green coffee imports (plot B).  However, the effect is not
different from steady-state levels.
The effect of a positive shock on coffee import prices decays toward the original
equilibrium at period four (Plot C).  The shock to prices causes a reduction in the volume of
German coffee imports (plot D).  The effect accumulates, and reaches the lowest point during 
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Figure 3.6.  Impulse response functions (IRF) and error bands for import demand of Honduran
coffee from Germany.  Solid and short-dashed lines represent point estimate IRF and one
standard deviation error bands, respectively.  Model estimated with all variables in levels.
period five at the level of -0.4 standard deviation.  However, the effect during the second period
after the shock is not significant form equilibrium levels.  After the fifth period, import volume
slowly returns to equilibrium.
A shock in the volume of coffee imports slowly decreases and reaches equilibrium at
period six (plot E).  The effect of the shock on imports causes a positive reaction in prices, but
the reaction is not different from steady-state levels (plot F).
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Results of the dynamic reactions for Japan are presented in Figure 3.7.  A positive shock
of one standard deviation on Japan’s income does not have any effect on coffee import 
prices (plot A).  The shock to Japan’s income causes coffee import volume to increase
contemporaneously only (plot B).
A positive shock to coffee import prices lasts three periods (plot C). The shock in import
prices is reflected by decreased coffee imports during the second period, followed by increased
imports above original equilibrium levels during the next two periods.  This result was
unexpected and does not conform to economic theory.  There is the possibility that reduced
imports, as a reaction to increased prices, causes the use of accumulated stocks, and imports are
latter increased to compensate for reduced reserves.
The effects of a positive shock in coffee imports last four periods after the shock (plot E). 
The same shock increases import price during the second to fourth year after the shock (plot F).
Results for the U.S. are presented in Figure 3.8.  A positive shock of one standard
deviation in U.S. income causes a positive reaction on import prices during the two periods after
the shock (plot A).  The shock in income causes an increase in coffee imports during the fourth
period after the shock only (plot B).
A positive shock in the U.S. coffee import price slowly decreases and reaches
equilibrium after six periods (plot C).  The change in price causes a negative contemporaneous
reaction on the volume of imports (plot D).  The effect on volume of coffee imports is reversed
during the second and third periods.  This unexpected result is similar to the one from Japan.  It
is believed that accumulated stocks in importing countries play an important role in explaining
this result.
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Figure 3.7.  Impulse response functions (IRF) and error bands for import demand of Honduran
coffee from Japan.  Solid and short-dashed lines represent point estimate IRF and one standard
deviation error bands, respectively.  Model estimated with all variables in levels.
A positive shock in the volume of Honduran coffee imports declines during the following
period (plot E).  The shock of import volume has no effect on prices (plot F).
In summary, results from IRF suggest that a positive shock in Germany’s income does
not have a significant effect on Honduran coffee imports.  A positive shock in the Honduran
coffee import price implies a reduction in the volume of imports from Germany.  This effect
accumulates below original equilibrium and reaches the lowest point (-0.4 standard deviation)
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Figure 3.8.  Impulse response functions (IRF) and error bands for import demand of Honduran
coffee from the U.S.  Solid and short-dashed lines represent point estimate IRF and one standard
deviation error bands, respectively.  Model estimated with all variables in levels.
after five periods.  For Japan, a positive shock in income induced a positive contemporaneous
reaction on the volume of imports.  Following an increased shock on import price in Japan,
imports decreased during the second period.  After the second period, imports increased above
equilibrium and remained at this level during two consecutive periods.  For the U.S., results
indicate that a positive shock in the U.S. income caused an increase in coffee imports during the
fourth period after the shock only.  Also, results suggest a negative contemporaneous effect on
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import volumes as a result of a positive shock in import prices.  Moreover, the level of imports is
expected to increase at the second and third periods after the shock.  The effect of import price
on volume of coffee imports for Japan and the U.S. was unexpected and it is believed that
accumulated stocks in these countries play an important role in this result.
The results from this section differ from previous studies by Huang et al. (1980), Hughes
(1969), Islam and Subramanian (1989), Okunade and McLean-Meyinsse (1992) and Parikh
(1973).  These analyses found a negligible role for income and prices in determining coffee
consumption.  In contrast, Kutty (2000) reported that Indian coffee demand from its principal
trading partners reacts significantly to changes in import price and income.
IV.  Evaluation of Production Activities in Three Coffee Producing Regions of Honduras
This section includes a qualitative evaluation of the principal activities of coffee growers
in three producing regions of Honduras.  The focus is on the production of high quality beans. 
High quality product is an important category in analyzing industry competitiveness (Harrison
and Kennedy, 1997).  This section proceeds by first presenting a general overview of the coffee
industry in Honduras.  It then describes the principal activities evaluated.  Finally, the section
presents and discusses the results of the evaluation.
Nature of the Coffee Industry in Honduras
According to IHCAFE (2001), the total number of coffee farms in Honduras is about
105,000, with total area of more than 440,000 mz (308,000 ha or 760,760 acres), in which
approximally 50 percent is cultivated under natural shade.  Small growers, of less than 15
manzanas (10.5 ha or 26 acres), represent 92 percent of the total coffee producers and cultivate
57 percent of the total area (Canales, 2001).  
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Harvest occurs during the months of October through January, and production is mainly
for export markets (92 percent).  Small farmers account for 55 percent of total production. 
Medium and large farmers comprise 39 and 6 percent of total production, respectively (Canales,
2001).
Forty-nine percent of coffee producers in Honduras have access to health centers and 33
percent are illiterate (IHCAFE, 1999).  Approximately 56 percent have access to tap water, while
the rest obtain the water from other sources such as rivers or wells.  Only 15 percent have access
to electricity and 73 percent to sewage services.
The Honduran coffee sector is comprised of producers, exporters, processors and the
government.  Traditionally the most relevant institution has been the Instituto Hondureño del
Café (IHCAFE), which was created in 1970 to address the execution of coffee policies in
Honduras.  Other relevant functions include: the orientation and supervision of coffee sector
activities towards domestic policies and international agreements; provision of technical
assistance to the coffee sector; and operation and control of the export licence system.
Since January 2001, IHCAFE has been a private organization and is no longer financed
and controlled by the government, but by policies from the Consejo Nacional del Café (CNC). 
The CNC was created in December of 2000, and is the current entity responsible for formulation
of coffee policies in Honduras.
Another relevant institution is The Fondo Cafetero Nacional (FCN).  The FCN was
created in 1993 to assist in the construction and maintenance of roads in coffee regions.  It also
supports special projects, such as electrification and the construction of educational
infrastructure.
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In order to provide partial financing to local government and coffee related organizations,
exports of green coffee from Honduras were first taxed in 1955.  The current export tax is 6.00
U.S. dollars per bag.  Of this, IHCAFE receives 1.00 dollar and FCN 1.75 dollars.  The rest is
used for debt service and other government programs.
Evaluated Activities
To evaluate the performance of various production activities toward the production of
high quality coffee beans, the following activities were analyzed:
1.  Is the technological level of production adequate on the farms? Production of high
quality coffee begins with the planting process, through the selection of adequate varieties
adapted to the zone.  In the field, best management practices and the application of pest and
diseases controls are necessary.
2.  Are the harvests done uniformly?  During the harvest a problem which seriously
reduces the quality of coffee is the lack of uniformity of harvesting.  Ideally, only fully ripe
cherries should be harvested.
3.  Is product from different varieties handled separately?  The blending of product from
different varieties reduces the quality of the final product.  It also reduces the efficiency of the
processing due to the blending of product with different characteristics such as size and weight.
4.  How efficiently is the product handled before the beginning of the pulping process
(removal of the pulp from the fruit)?  Long delays of the pulping process cause fermentation of
the cherry, which leads to sour coffee.  A good practice is to pulp the coffee on the same day it is
harvested, not exceeding 12 hours after harvesting. (Goto and Fukunaga, 1956).
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5.  Are there any deficiencies during the pulping as a result of improperly adjustments of
machinery?  It is necessary that the pulping machine be clean and overhauled before the
beginning of each harvest season.
6.  Is the fermentation process efficient?  Coffee beans that come out of the pulping
machine are covered with a thick layer of mucilage, which is removed by a natural process of
fermentation.  A critical aspect is the time the product undergoes the process.  Depending on the
temperature, thickness of the mucilage layer, and concentration of the enzymes, the process
normally takes between 12 and 36 hours for most coffees (Goto and Fukunaga, 1956).
7.  Is the drying process efficient?  As soon as the beans are demucilaged and washed,
they are dried.  In Honduras this process is normally done naturally by sun-drying.  Problems
caused by using this method of drying are linked to climatic factors which can reduce the
efficiency of the process and quality of the product.
8.  Are there any problems during the commercialization process that are detrimental to
quality of the coffee?  One problem is the presence of intermediaries in the commercialization
process.  Most of them do not have infrastructure for handling and storing the product. 
Therefore, they promote the mixing of coffees from different varieties and qualities.  This results
in reduced quality.
Results and Discussion
A brief description of the regions evaluated is presented in Appendix 4.  The following is a
summary of the principal issues of interest described in the previous section.
Overview.  The average farm size of the growers evaluated is 24.5 manzanas (17.1 Ha or 42.3
acres).  Coffee producers in the three zones produce other products in addition to coffee,
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including fruits, vegetables, beans, and corn.  This diversification of activities within coffee
farms suggests that there is an opportunity for alternative revenues when coffee prices are low
(Canales, 2001).
Technological level.  The principal variety planted in the three zones is Caturra, followed by
Catuaí, which are varieties of the Arabica coffee type, or Milds.  A previous study reported that
the most common coffee varieties planted in Honduras (65 percent of total area) include Caturra,
Catuaí, IHCAFE-90, and Lempira (Canales, 2001).  These varieties are more productive and
have good resistance to insects and diseases.
Despite the existence of institutional promotion of the production of specialty coffees,
only a few producers in Santa Barbara (28 percent) are involved in the production and marketing
of specialty coffees.  The principal limitation for the introduction of specialty coffees is the lack
of technical assistance in the production and marketing of these products.
During the field management of the crop there are several problems that affect yields. 
These include the lack of working capital, which primarily limits the use of inputs; the lack of
financing and technical assistance; and high input costs and scarce working labor.
Within the three zones 57 percent of the growers work with improved coffee varieties, 61
percent use fertilizers, 26 percent use fungicides and 25 percent use insecticides and herbicides. 
The use of pruning techniques was reported by 81 percent of the total evaluated growers.  Only
two regions had producers that reported the use of organic fertilizer: 9 percent in San Jose de
Colinas and 12 percent in Santa Barbara.
Harvest.  The majority of the harvesting labor, in the three zones, is composed of adults (men
and women).  However, in most of the cases the harvesting labor includes children.  Three or
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four harvests are regularly done per cycle, in which only ripe fruits are picked during the first
two harvests and all remaining cherries are collected in the last harvest.  Only 6 percent of the
growers sampled classified cherries according to variety.  A very common problem is that
parcels in farms are planted using a mix of different varieties.  In addition, due to the lack of
market price incentives, most of the growers (66 percent) do not classify the harvested cherries
according to stage of maturity.
The pulping process.  In the three zones most of the producers have their own pulping machine,
so that harvested cherries need not wait long periods of time before starting the pulping process. 
Delays exist because the total harvest needs to be collected in order to initiate pulping.  Waiting
times of more than 24 hours were reported by 9 percent of producers in San Jose de Colinas and
18 percent in El Paraíso.  In the regions of El Paraíso and San José de Colinas most of the
growers do not calibrate the pulping machine for periods of up to six months.  This reduces the
efficiency of the process.  In most cases, product is not separated according to different types and
qualities.
Fermentation and washing processes.  In San José de Colinas and Santa Bárbara producers
reported to use 22 and 12 hours for the fermentation of cherries, respectively, and in El Paraíso
growers use 36 hours for fermentation.  Most of the growers in the regions evaluated (85
percent) use water from rivers to wash the beans after fermentation.
Drying process.  The drying process in El Paraíso and San José de Colinas can be done,
alternatively, using natural or artificial methods.  Only in Santa Bárbara did some of the growers
report deficiencies in the availability of drying infrastructure.
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Commercialization.  High input prices, scarce labor, the lack of credit and the lack of
transportation create pressure for coffee growers to sell their product to local intermediaries at
terms that are less than fair.  During the harvest year of 1998-1999, intermediaries moved 81
percent of the total coffee produced in Honduras (Canales, 2001).
In El Paraíso the local cooperative has captured most of the market for coffee, while local
exporters buy most of the product in San José de Colinas and Santa Bárbara.  Cooperatives and
exporters have played a very important part in the internal commercialization process of coffee. 
Canales (2001) reported that both cooperatives and exporters commercialize about 7 percent of
the total production directly from small farmers.  Most producers in El Paraíso (53 percent) and
Santa Bárbara (88 percent) reported to sell their product in the wet parchment stage.  Most
producers in San José de Colinas (88 percent) sell their product in dry parchment.  In El Paraíso,
a few producers (41 percent) reported to sell coffee in the cherry.  Selling points were reported to
be, on average, at 6.3 km and 20 km away from the farm for El Paraíso, and San José de Colinas
and Santa Bárbara, respectively.  Poor infrastructure of roads in coffee producing regions
reduces the efficiency of the entire production and commercialization processes.  Results from a
previous study indicate that only 38 percent of the producing communities have access to roads
that are transitable the whole year; 24 percent have access to roads that are transitable only
during the dry season; and 33 percent are limited to roads for animal traction (Canales, 2001).
The financing structure.  A general comment was that only medium and large growers have
access to credit.  It has been estimated that 75 percent of coffee producers do not have access to
formal credit (Canales, 2001).  An example that describes the critical condition of credit was
given from the group of small coffee producers.  Of the group, only 20 percent have reported to
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have access to credit, with 38 percent provided by private banks, 15 percent by cooperatives, and
8 percent by intermediaries (Canales, 2001).  An important aspect related to credit is the land
ownership situation of coffee producers.  Only 57 percent of total coffee producers have title to
their land (Canales, 2001).  It is necessary to provide coffee producers with property rights to
create a climate of investment and improve the financial capacity of their farms.
V.  Conclusions
The general objective of this chapter was to analyze the competitiveness of Honduran
coffee with its major importing partners.  To this purpose a case study framework was
implemented in which empirical analysis results and qualitative information were analyzed to
obtain a deeper understanding of the problem.  Also, results from previous studies and personal
interviews were evaluated for additional evidence of results.
First, world indicators of the coffee market were studied to provide insight and future
perspective for coffee entrepreneurs.  Second, the study assessed if the market share of Honduran
coffee in its major importing markets (Germany, Japan, and the U.S.) has increased over time. 
Increased market share will suggest some degree of competitiveness in international coffee
markets (Harrison and Kennedy, 1997).  Third, using an import demand analysis framework, the
dynamic effect of income and import price changes on the volume of coffee imported from
Honduras was analyzed for the three previously mentioned markets.  A high responsiveness of
import volumes to changes in income and prices creates a more competitive international market
for the supplier country (Goldstein and Khan (1985); Lord (1991); Rittenberg (1986)).  Finally,
important steps in the coffee production process of three groups of growers in Honduras were
evaluated to assess the effectiveness of the process towards obtaining good quality beans. 
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Superior quality is essential for product and industry competitiveness (Harrison and Kennedy,
1997), and a well developed production and commercialization systems are necessary for an
industry to successfully compete in international markets (Roule, 1999).  
Based on results of the different analysis, the following conclusions can be made.  The
time series analyzed in this study (part I) suggest that if the world patterns of green coffee supply
and consumption continue, oversupply of the product will prevail in the market, leading to a
continuous drop of world coffee prices.  These results are similar to previous reports from United
Nations (2000) and World Bank (2002).  These studies concluded that large production
increases, accumulation of large stocks, and weak demand of coffee are the main reasons for low
coffee prices.  However, the most important long-term problem has been attributed to a weak
coffee demand (World Bank, 2002).  According to the U.S. Department of Agriculture (USDA),
per capita annual coffee consumption in the major importing countries has been stagnant, at
about 4.5 kilograms of green coffee equivalent.
Projections of the World Bank (2002) indicate that in the long-run real coffee prices are
projected to recover, but will remain well below the historical highs of the 1970s and more
recent highs of the 1990s.  By 2015 real arabica and robusta prices are estimated to increase
about 75 percent from the 2002 levels.  However, these prices will still be only half of their
peaks in the 1990s.
Results of the X-11 procedure on ICO composite coffee price suggest that, based on the
observed period, a slight high band of prices can be identified during February to June.  Within
this window, prices are on average 2 percent higher than the mean price (0.97 U.S. dollars/lb)
during May, and 1 percent higher for the rest of the months during the window.
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Results from the market share analysis (part II) indicate that coffee from Honduras
showed increasing market share growth rates in major importing countries.  The market shares
increased at an average rate of 2 percent for Germany, 3 percent for Japan, and 1 percent for the
U.S.  The growth rates in Germany were higher for Honduras than those from Costa Rica and
Guatemala.  A study by the United Nations (2000) found that during the period 1985-1996, the
competitiveness of Honduran coffee into Japan and the U.S. decreased.  However, among the
Central American countries Honduran coffee showed the most significant improvement in
European markets.
In general, coffee import volume from Honduras in Japan and the U.S. reacts to positive
shocks in the level of importer’s income (part III).  Although the reaction for Germany was
positive, the result was not significant from equilibrium levels.  The reaction from Japan was
higher in magnitude than the one from the U.S.  These results suggests that as importers’ income
grows, Honduras has the potential to capture a larger percentage of their imports.
Results also found that an increased shock in the Honduran coffee import price will result
in a reduction in the volume of imports from Germany.  However, for Japan and the U.S.,
following a shock on import prices, imports decreased during one period only and then increased
above the equilibrium during subsequent periods.  This result is unexpected and does not
conform with behavior economic theory.  However, there is the possibility that following a
positive shock in import price, countries like Japan and the U.S. decrease the level of imports by
using accumulated stocks.  Later imports may increase to renew reduced stocks from the
previous period.  Responsiveness of German coffee imports to a positive shock in import price
suggests that price strategies may be used to increase market revenues or market share of
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Honduran coffee into this country.  However, implementation of price based strategies, to
increase export revenues from Japan and the U.S. need to be carefully evaluated.
Evaluation of the coffee production process in Honduras (part IV) indicates that low
levels of input use characterizes the production of coffee in this country, which reduces the
efficiency of producing high quality beans.  Similar results were previously reported by Canales
(2001) and United Nations (2000).  Canales concluded that 52 percent of the total coffee
producers in Honduras use fertilizers and most of them use chemical fertilizers.  Moreover,
among the producers who use fertilizers, most of them do not follow technical recommendations
for levels and frequency of application (Canales, 2001).  The United Nations (2000) study found
that within the Central American region, Honduras is the country with the lowest technological
level in coffee production.  Planting densities and fertilization levels are generally low; a
significant percentage of producers do not implement pruning techniques and adequate pest
management.  Finally, the marketing of the product is deficient as a result of low access to
producing regions.
Because of the absence of market price incentives, the blending of product from different
varieties and maturity stages is very common during the harvest, wet process, and
commercialization.  Additionally, the mix of different planted varieties in the field makes the
task of separating the product difficult during the harvest.  These problems reduce the quality of
the final product and also reduce the efficiency of the processing due to the blending of product
with different characteristics.
Results from the survey indicate that only in one of the evaluated regions a significant
percent of producers delays the pulping process for more than one day; however, reported
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deficiencies in the quality of water used for washing the beans after fermentation may be
detrimental to the quality of the final product (Leal and Morales, 1991).
Although the presence of intermediaries for product commercialization was not common
in the regions evaluated in this study, results from previous research suggest that intermediaries
move the majority of the product produced in the nation (Canales, 2001).  This situation
increases the vulnerability of produced product quality, and causes reduction in producer price,
which is reflected in low farm investment.
The majority of producers sell their product in the wet parchment stage.  One problem
associated with the commercialization of product in cherry or in wet parchment is that poor
access roads and long distances from the farms to selling points may increase the risk of
fermentation of the product.  This in turn, leads to sour coffee. 
In addition, other factors that indirectly reduce the probability of producing high quality
coffee are identified.  Results from Canales (2001) evidenced serious deficiencies in credit
access by coffee growers in Honduras.  This causes producers to turn to informal credit sources,
which require strict loan conditions and interest rates.  This limits farm investment.  Moreover,
the poor standard of living in coffee communities, where education, health, water, electricity and
sewage are scarcely provided, makes the possibilities of technological changes and, therefore,
quality improvements, very difficult.  For example, none of the producers evaluated in the three
zones are implementing any strategy to improve the quality of the product.  However, one
common thought in the three zones is that a good strategy to improve the quality of coffee is by
improving the pulping, fermentation and washing processes.
1  Karen Enamorado is the Vice-President of OROCAFE in Kenner, Louisiana.  OROCAFE imports coffee from
Colombia, Guatemala, Honduras and Nicaragua, and sells to companies including Community Coffee and
Folgers (Appendix 6).
2  Cristian Lesage is an exporter of Honduran coffee to Europe and the U.S. (Bon Café) (Appendix 6).
   Olman Zapata is a private consultant and coffee specialist in Honduras  (Appendix 6). 
85
In order to compare evidence from a different source to the previous results, personal
interviews were conducted using the questionnaire format presented in Appendix 5.  The results
of the interview, including contact information of the respondents, are presented in Appendix 6. 
The Honduran coffee was described as good quality, when compared to other Central American
coffees.  Honduran coffee has slightly inferior quality than coffee from Guatemala and Costa
Rica, which are the countries producing the highest quality of coffee in the Central American
region.  Inconsistency of quality is one of the main reason affecting the image of Honduran
coffee in international markets.
A common thought from the respondents is about the serious deficiency during the wet
and drying processes in the production of coffee in Honduras.  Insufficient infrastructure for
performing these processes in the producing regions requires movement of the product, most of
the time in the cherries or wet parchment stage, to San Pedro Sula (north of the country), where
the processing centers are concentrated due to its proximity to the port of shipment.  Another
important deficiency includes the blending of product of different qualities.  According to Karen
Enamorado1, in the past these type of problems have caused a bad reputation of the quality of
Honduran coffee in international markets.  However, testimony from Christian LeSage and
Olman Zapata2 indicates that during the last decade national efforts have reverse this situation,
and now Honduran coffee highly competes with the best coffees of the Central American region.
86
In relation to the perspectives of Honduran coffee in markets such as Germany, Japan,
and the U.S., a common idea is that Honduran coffee has reached a good participation, especially
in Germany, but not in the U.S.  According to Mr. LeSage the reason for a reduced participation
in the U.S. market is probably because Mexico has the advantage of lower transportation cost. 
Also, Japan has been traditionally a good market for Honduran coffee.
 This section is concluded by mentioning four important points that summarize the
findings of this study.  
1.  Low world coffee prices.  Continuing trends of green coffee supply and consumption will
keep depressing world coffee prices, making the production of coffee less attractive.  Since small
coffee producing countries, like Honduras, can not affect the international price, the challenge is
placed on Honduran coffee producers in terms of competitiveness, which requires improvement
in efficiency, productivity, cost reduction techniques and promotion of specific product
attributes.
2.  Increased market shares.  Positive trends of market share for Honduran coffee in major
importing countries, Germany, Japan, and the U.S. were evidenced.  Among the three countries,
a significant improvement of Honduran coffee in Germany was found.
3.  Potential of market growth.  Because of a significant response of the income elasticity of
import demand of Honduran coffee from Japan and the U.S., Honduras has the potential to
capture a larger percentage of these partner’s imports.  Additionally, price strategies to gain
market share in Germany can be implemented (high price elasticity of import demand).
4.  Serious deficiencies in the production process.  Product quality is currently a key element in
improving the competitiveness of Honduran coffee.  Production, distribution, and marketing
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tactics are not well developed and resources are not used in an advantageous way.  Therefore, the
probability in the future that Honduran coffee can be viewed as a superior product from other
producing countries of the region is very low.
VI.  Recommendations
Based on evidence from the different analysis of this study, information collected from
previous studies, and testimonial information recorded during the focus group meetings and
personal interviews, the following recommendations are proposed for improving the
competitiveness of the coffee industry in Honduras:
Improve Product Quality
A strategy that supports quality is key for competitiveness in exports markets since it
creates the possibility that exporters can exert some influence on the import demand from
foreign countries (Lord, 1991).  In the case of Honduras, results from the previous sections
suggest that improvements in quality are of paramount importance to enhance the image of
Honduran coffee in international markets.
It is necessary to identify and support geographic areas with comparative advantage for
the production of quality coffee.  For instance, recently the IHCAFE, under the program “Taza
de la excelencia” (cup of excellence), organized a competition to identify best quality coffees
among 41 participants (Diario La Prensa, June 10, 2004).  In this event the best coffees were
selected to participate in an international auction.  Another study by IHCAFE and FCN: Atlas de
Cafés de Honduras (Atlas of Honduran Coffee) estimated the degree of association between
environmental and soil characteristics and quality of coffee.  In this study a cartographic
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distribution of different qualities of coffees was reported.  However, in order to complement this
type of analysis it is necessary to update the inventory of coffee varieties planted per region.
The process of identifying zones with comparative advantage for the production of coffee
should include the development of reasonable domestic standards that match international
market requirements and therefore promote the payment of premium prices for higher quality
coffee (IADB et al., 2002).  IHCAFE can be the institution incharged to develop and make this
standards mandatory in order to produce more uniform quality of product.
Results from the study (section IV), information from focus group meetings, and personal
interviews suggest that some alternatives that would significantly improve the quality of
Honduran coffee include: to promote, at the farm level, the handling of product according to
variety and maturity stage, and improve the processes of pulping, fermentation, and washing. 
IHCAFE along with organizational and cooperative approaches can help producers with
agricultural support services, research and extension in production, and guidelines in harvesting
and processing.  It is important to keep promoting the use of improved varieties and the
arrangement of fields in which more than one variety is planted together.  ANACAFE
(Asociación Nacional de Cafetaleros), AHPROCAFE (Asociación Hondureña de Productores de
Café), and CCCH (Central de Cooperativas Cafetaleras de Honduras) are relevant organizations,
which can facilitate the financing and dissemination of these objectives.
It is necessary that the Honduran government through the CNC promotes the construction
of coffee processing facilities (dryers and mills) at each of the major producing regions in the
country, so that damages for fermentation of beans are reduced.  The improvement of the
transportation infrastructure is also vital (Canales, 2001; IADB et al., 2002; U.N., 2000).  It may
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be difficult to justify this investment based solely on the argument of coffee quality.  However, it
can be lobbied through IHCAFE and CNC as a government measure to improve the
infrastructure of the overall agricultural sector.
Finally, mills should become pivotal elements in maintaining high quality product.  This
can be accomplished by minimizing defects during the milling process, and providing optimal
conditions for storage and shipping (IADB et al., 2002).  One important element is to develop by
national entities, such as IHCAFE, the capacity to evaluate coffee with same standards as the
buyers; therefore, consistency in lots and confidence in delivery can be provided for long-run
relationships with costumers.
Diversification
This study and previous works (Canales, 2001; IADB et al., 2002; U.N., 2000) have
revealed that coffee farmers in Honduras are already producing other crops besides coffee. 
However, sustainable diversification strategies need to be developed, especially for those
producers who are not competitive in producing high quality coffee, but are able to continue
farming as agricultural enterprises (IADB et al., 2002).  The identification of alternative
activities should be based in detailed analyses of market potential, risk management, barriers to
entry and skill requirements (IADB et al., 2002).  These type of analyses can be implemented by
domestic institutions such as INE (Instituto Nacional de Estadística), FIDE (Fundación Para la
Inversión y Desarrollo de Exportaciones), FHIA (Fundación Hondureña de Investigación
Agrícola), EAP (Escuela Agrícola Panamericana, El Zamorano) and ENA (Escuela Nacional
Agrícola).  These institutions can form financing alliances with international development
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institutions such as USAID/Honduras (United States Agency for International Development) and
BID (Banco Interamericano de Desarrollo).
Additional factors that need to be considered include the employment of displaced labor
from coffee farms, sustainability of alternative activities, and reasonable use of natural resources
(IADB et al., 2002).  One negative impact of diversification into other agricultural production
activities is that new activities may not be compatible with types and conditions of the coffee
regions.  For this reason, it is important that only activities with minimal adverse environmental
impacts be promoted, such as the production of rambután (Nephelium lappaceum), licha (Litchi
chinensis), and cacao (Theobroma cacao).  These products are not only compatible with
environmental conditions of coffee regions, but also, according to FHIA, have excellent
opportunities in Europe and the U.S.  Information from the focus groups indicates that an
important factor for consideration is the long tradition of coffee production in some families and
communities.  Many farmers may be very resistant to any diversification strategy.
Another diversification approach is to add value to coffee.  Currently there is a high
interest in the production of specialty coffees such as, organic, fair trade, and shade grown or
bird friendly coffees.  These coffees not only have the potential to increase the revenues of the
producers, but also benefit the environment.  In 2000, specialty coffees accounted for 8 percent
of the volume of beans roasted in the U.S.; however, they comprise one-third of the 18 billion
U.S. dollars in total retail coffee sales (Fintrac, 2000).  Organic coffee, is thought to comprise
only 1 percent of all U.S. coffee sales and 5 percent of the gourmet market.  However, it is one
of the fastest growing niches in the overall specialty coffee market, expanding by roughly 20
percent per year (Fintrac, 2000).  There are already some institutions promoting the production
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of specialty coffees in Honduras (CDA/Fintrac, IHCAFE, USAID, and Zamorano); however, a
stronger campaign from the Honduras government is needed to achieve this objective.
Although specialty coffees are likely to continue a strong growth trend (Fintrac, 2000;
Giovannucci, 2001; IADB, et al., 2002), because of market size limitations and lack of
standardized terminology and friendly certification procedures, especial caution should be placed
in approaching these markets (Fintrac, 2000; Giovannucci, 2001).  
Development of Innovative Marketing Strategies
Quality differences contribute to the degree of product differentiation, but advertising
itself can often be sufficient to differentiate products in the consumer’s mind (Harrison and
Kennedy, 1997).  In Honduras, professional marketing efforts for the promotion of coffee should
be implemented.  Because of limited resources for promotional activities and the highly
competitive environment for international coffee sales, marketing strategies must be judiciously
targeted.  For instance, in Germany and Japan, where it was found that Honduran coffee has a
good participation.
During the last five years government efforts have been successful in changing a
deteriorated image of Honduran coffee, which led to past discounts between five and ten U.S.
dollars per bag below the average for coffee of other milds category.  The quality of Honduran
coffee is today highly competitive with the best coffees from the Central American region;
however additional work must be oriented for the development of effective promotional
campaigns in international markets.  Students at Zamorano and ENA can collaborate in the
development of marketing strategies, while the CNC and IHCAFE can be the institutions for
implementing the results.  Funds for such programs can initially be complemented by
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international donors, but must be permanently funded by a portion of the coffee export tax and
by sponsorship of other private organizations.
Brand recognition is a key in highly competitive markets.  IHCAFE promotional policies
can be developed, which focus on local benefits, rather than price premium or market benefits. 
For example, fair trade, shade grown, and ethnic coffee.  Also, efficient approaches can be
developed, which implement roaster visits and trade shows.
The Internet has potential not only for promotion activities, bur also for sale strategies
oriented to capture directly roasters or even consumers.  For example, during this year the
IHCAFE and the ACE (Alliance for Coffee Excellence), which owns the Cup of Excellence
program, joined efforts for holding the first auction for the best Honduran coffees in July, 2004. 
Also business such as Comdaq (Commodity Dealers Automated Quotations Network
(http://www.Comdaq.net)) and SCAA (Specialty Coffee Association of America
(http://www.SCAA.org) are providing solutions for developing coffee e-commerce.
One way to overcome low coffee price in international markets is by developing or
stimulating new markets for domestic consumption.  Increased internal consumption can provide
familiarity with the characteristics of good coffee and contribute to improvements in production
quality (IADB, et al., 2002).  One good example of this strategy is Brazil, which is now one of
the world’s major consumers of coffee (IADB, et al., 2002).  Potential activities to achieve this
goal include the organization of fairs, in which international buyers can be invited, and the
promotion of coffee through domestic sports.
Marketing strategies can be designed with the objective of attracting foreign investment
that uses domestic product.  One example is the production of caffeine for the pharmaceutic
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industry for the production of goods that are consumed in developed countries (U.N. 2000).  This
type of activities can be developed by a team integrated by the Honduran government (CNC),
IHCAFE, private domestic investors, and FIDE.  International donors could complement this
type of team-work.  According to the USAID/Honduras (Honduras country plan, 2003-2008), a
list of bi- and multi-lateral donors and their principal areas of focus include the United States (a
very diversified portfolio of projects), Japan (public infrastructure and agriculture), Sweden
(statistics, justice and human rights, and social programs), Spain (agriculture, judicial reform,
and decentralization), Germany (agriculture and education), Canada (forestry and rural
development), United Kingdom (rural development), Italy (irrigation), Holland (rural
development and housing), and Swiss (rural water projects).  Multilateral donors include the
Inter-American Development Bank (a very diversified portfolio of projects), the World Bank
(education, land tenancy, and health), the IMF and the European Union (food security and rural
development), and the United Nations agencies (UNDP, FAO, and UNICEF).
Because of large stocks accumulation of green coffee by importing countries,
implementation of price based strategies need to be carefully evaluated.  Results from the import
demand analysis of Honduran coffee from Germany suggests responsiveness of coffee imports to
shocks in import prices; therefore, price strategies may be used to increase market revenues or
market share of Honduran coffee in this country.
External Factors and Producer Vulnerability
The political arena of the Honduran coffee industry is complex. The opinion of various
stakeholders is that past and current coffee policies have favored large firms.  Current policies
toward domestic and export marketing rights need to be modified in such a way that reduce
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procedures for business startup and exports of coffee.  It is necessary to review and correct
taxation schemes and various trade and financial policies that disincentive for quality production
and competitiveness.
Producers mentioned that in terms of organizational structure, Honduras suffers from an
absence of cohesive national coffee policies and strategies to regulate the larger number of
institutions serving the coffee industry.  CNC through the IHCAFE can create a program for the
development of strong organizational and cooperative approaches that can help overcome many
producer problems and improve quality.
In terms of general environmental considerations, specific activities can be organized in
conjunction with the USAID/Honduras program to promote shade-grown coffee with eco-
tourism.  In Costa Rica, Colombia, El Salvador and Mexico coffee producing areas have been
associated with national parks.  Coffee production in some regions of Honduras is closely tied to
needs for access to clean water, conservation of biodiversity, and reduced vulnerability to
extreme events.  In this way a culture of conservation of natural resource can be established with
a tangible benefit from coffee producing regions.
The implementation of risk management instruments can help lenders and creditors to
reduce the uncertainty of income fluctuations and therefore provide for debt repayment (IADB,
et al., 2002).  Results of the market seasonal analysis using the X-11 procedure indicate that
hedging and inventory management strategies can be developed to spread sales throughout larger
period, therefore potential market windows or price rises can be captured.
The availability of accurate price and other market information helps reducing risk and
also providing producers with guidelines to coordinate production and trade activities.  Current
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efforts of price and market information are being done by several organizations in Honduras,
IHCAFE, FHIA/Chemonics, regional cooperatives (CCCH), and local radio programs (Radio
America).  A complementary and more sophisticated market information system is the program
CIMS (Centro de Inteligencia Sobre Mercados Sostenibles) coordinated by INCAE (Instituto
Centroamericano de Administración de Empresas), which is accessible to all Central American
countries.  Efforts from the Honduras government are needed to provide long-term market and
price information to coffee producers.  Market information is a public good, so that it can be
financed by public funds (IADB, et al., 2002). 
It is necessary that the government can promote active partnership with NGOs for
developing price risk insurance mechanisms and similar instruments to protect coffee producers
from price fluctuations and natural events.  The crisis in coffee prices has severely affected the
private banking sector.  The effect has been to withdraw credit to the coffee sector, particularly
producers.  The government needs to develop incentives to stimulate the financial sector
involvement in coffee projects.  Additionally, new financing products need to be developed such
as new credit lines with conditions that are similar to the ones in international markets, or credit
packages based on the availabilities of produced product (stocks) (U.N. 2000).
Research
Most of the research to develop new technologies of production and marketing of coffee
in Honduras is financed with international funds.  If the Honduran government is promoting the
sustainability of coffee producers in Honduras, it is required a better support from the domestic
administration for researching activities.  Innovative programs that integrate government (CNC),
public (ANACAFE, AHPROCAFE, and CCCH), private (IHCAFE, FHIA, CDA/FHIA, and
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FIDE), and academic sectors (EAP, UNAH, and Zamorano) can be successful in developing the
Honduran coffee industry.  Any line of action oriented to achieve this objective need to be
supported with appropriate and effective public policy and investments instruments, private
investment, and backing from civil society.
It is important to understand that the improvement of the coffee industry in Honduras is a
necessary task from the domestic government.  However, a heavy reliance of Honduras on coffee
renders a high probability of vulnerability in the domestic economy.  For this reason it is
necessary that non-competitive coffee farmers switch, partially or totally to other agricultural or
nonagricultural activities.  Continued production by unprofitable producers or in inefficient
coffee production areas should not be subsidized. 
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CHAPTER IV
AN IMPORT DEMAND ANALYSIS OF HONDURAN COFFEE
International trade in primary commodities has dominated the exports of developing
countries (Lord, 1991; Riedel, 1984).  This is one reason why the performance of disaggregate
commodity trade has been of important concern to producers and economic
policy-makers in these countries (Lord, 1991).
Previous work in trade has revealed low price and income elasticities of demand for
coffee in importing countries (Houthakker and Magee,1969; Riedel, 1984).  One implication of
this is that changes in economic activity in coffee markets will have little effect on coffee
demand from producing countries.  In the context of Honduras, coffee has been one of the most
important export products for the domestic economy.  Revenues from coffee production
contribute 5-8 percent of the total Honduran gross domestic product and about 30 percent of the
agricultural gross domestic product (Canales, 2001).
Recently, the world coffee market has undergone important changes in the supply side,
which have been reflected in decreased world coffee prices.  These changes are severely
affecting coffee producing countries, especially those whose economy relies on coffee exports
(Inter-American Development Bank (IADB) et al., 2002).  In Honduras, despite of the general
world coffee crisis, coffee continues to be an important source of jobs and revenues for the
country.  For this reason, the Honduran government is making efforts to reduce the impact of this
crisis in the domestic economy.  A valuable contribution to this problem is the determination of
the responsiveness of import demand of Honduran coffee to changing economic environments in
its main trading partners, Germany, Japan, and the United States (U.S.).  These three countries
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have been traditionally the major importers of Honduran coffee and during the last ten years
imported more than 50 percent of the total Honduran annual sales (IHCAFE, 2002).
The principal objective of this study is to estimate import demand relationships for
Honduran green coffee to evaluate the effects of changes in income and import prices on coffee
trade flows between Honduras and its main trading partners.
I.  Model and Econometric Tools
In estimating import demand schedules of agricultural products, most recent works have
followed a two stage utility maximization approach, basically a static Armington specification
(Davis and Kruse, 1993; de Gorter and Meilke, 1987; Duffy et al., 1990; Haniotis, 1990). 
However, important concerns have risen about using this methodology.  Alston et al. (1990),
presented evidence of failure for several cotton and wheat U.S. import markets to satisfy the
homothetic and separability assumptions at the second stage.  Additionally, Davis and Kruse
(1993), showed that traditional methods of empirically implementing Armington trade model
result in theoretically and statistically inconsistent parameter estimates.
In this study, using consumer utility maximization, a theoretical specification of
Honduran coffee import demand in country ith is written as: Mi = M (Pi, Yi), where
Mi is country i’s volume of green coffee imports from Honduras, Pi is the real import price of
Honduran green coffee into country i, and Yi is country i’s level of income.  According to
demand theory, a negative relationship is expected for price and positive for the income variable.
The double logarithm functional form has been widely used in agricultural trade models
(Davis and Kruse, 1993; de Gorter and Meilke, 1987; Duffy et al., 1990; Haniotis, 1990;
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Lanclos, et al., 1997), and it is also adopted in this study.  The model specification in natural
logarithms at period t can be expressed as:
, (4.1)m p y ut t t t= + + +α α α0 1 2
where lower case letters represent the natural logarithm of the variables previously described and
ut is a stochastic disturbance term, which is assumed to be uncorrelated with explanatory
variables, independently and identically distributed (i.i.d.), with zero expected mean and
constant variance.  The resulting model (4.1) is useful for direct empirical applications since
coefficient estimates are directly interpreted to be elasticities.
The study incorporates dynamics by using a vector autoregressive framework (VAR)
(Sims 1980; Zellner and Palm, 1974).  Additionally, the stationary properties of the variables are
evaluated and a test for cointegration is conducted using the contribution of Johansen, (1988)
maximum likelihood estimation for error correction models.  The incorporation of these tools in
the analysis of agricultural markets has been used before (Bessler, 1984; Johnson, 1994; No,
2001; Piedra, 1998; Robledo, 2002; Zapata and Garcia, 1990).
Equation (4.1) at current period t can be represented as an unrestricted (3 x 3) VAR of kth
lag order:
(4.2)z A z A z ut t k t k t= + + +− −1 1 ...
where zt is a (3 x 1) vector of endogenous variables including m, p, and y.  A0 is a vector of
intercepts ("0i) and the rest of Ai is a (3 x 3) matrix of parameters of the endogenous variables.  ut
is i.i.d., with zero expected mean and constant variance.  This is a reduced form system in which
each variable in zt is regressed on only lagged values of both itself and all the other variables in
the system (Sims, 1980; Zellner and Palm, 1974).
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First, the stationary properties of each variable in equation (4.1) are estimated.  Series
which can be made stationary by taking the first difference, are said to be integrated of order
one, I(1), while stationary series are said to be integrated of order zero, I(0).  The test for unit
roots is carried out using the Phillips-Perron procedure (PP) (Phillips and Perron, 1988). 
Additionally, the Augmented Dickey-Fuller (ADF) (Dickey and Fuller, 1979), and the
Kwiatkowsky (KPSS) (Kwiatkowsky et al., 1992) tests were estimated for purposes of
comparison.  The PP and the ADF tests estimate the statistic for testing the null hypothesis that
the series is I(1), while the KPSS test evaluates the null hypothesis that the series is I(0).
The optimal lag length for each system of equations was chosen by implementing Akaike
Information Criteria (AIC).  The Schwartz Criteria (SBC) and the Likelihood Ratio (LR) test
were also conducted to corroborate results from AIC.  Minimizing AIC and SBC suggests the
best fitting model.  The LR test follows an asymptotic P2 distribution with degrees of freedom
equal to the number of restrictions in the system and evaluates the null hypothesis in favor of the
restricted model.
In the Johansen (1988) procedure, maximum likelihood is applied to a differentiated
process of the following form:
, (4.3)∆ Γ ∆ Γ ∆ Πz z z z ut t k t k t k t= + + +− − − + −1 1 1 1...
where, 'i = - (I-A1-...-Ai), for all (i=1,..., k-1); A = -(I-A1-...-Ak); ) stands for the variables in
first differences (e.g., )mt = mt - mt-1); and ut is i.i.d., zero mean, and constant variance. 
Additionally, A = "$’, where " represents the speed of adjustment to disequilibrium and $ is a
matrix of long run coefficients.
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The Johansen test procedures rely upon the estimation of the rank (r) of the matrix of
coefficients, A, which is the number of cointegrating relationships.  In order to determine r, the
8trace and 8max test statistics are performed.  The 8max estimates the statistic for testing the null
hypothesis that the number of cointegrating vectors is r against the alternative of r + 1
cointegrating vectors.  The 8trace statistic test the same null hypothesis as the 8max test; however,
the alternative hypothesis is the rank of A is n - r, where n is the number of variables in the
system.  If A has full rank (e.g., r = 3), then the variables in the system are I(0), and if the rank of
A is zero, then there are no cointegrating relationships.
The goal in this procedure is to evaluate the long and short-run interrelationships among
the variables.  Long rung relationships are tested first; and then, for the short-run analysis VAR
systems in levels and differences are estimated.  Finally, impulse response functions (IRF) are
constructed.  IRF are used to study the path reaction of variables to shocks in the VAR model. 
Unit root analysis was done using SHAZAM computer program, version 7.0 and the rest of data
analysis was performed using Regression Analysis for Time Series (RATS), version 5.
II.  Data and Sources
The information used to estimate the import demand models include data on volume of
imports of Honduran green coffee, in million pounds, Honduran coffee import prices at each of
the markets, in U.S. dollars per pound, and real Gross Domestic Product (GDP), in U.S. billion
dollars, to be used as a proxy for the income variable.  Because of data limitations, this analysis
estimated import prices by dividing value by volume.  Additionally, to obtain real values
Consumer Price Index (CPI) was required to deflate prices.
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The data used are annual and cover the period 1971-2001 for Germany, 1969-2001 for
Japan, and 1962-2001 for the U.S.  The volume and value of coffee imports for the three markets
were obtained from a United Nations trade flow database, COMTRADE.  The category of coffee
used was 071, described as “coffee and substitutes.”  The national account data, real GDP
(constant 1995) and CPI, came from the World Bank World Development Indicators database
(2002).
III.  Descriptive Statistics
Descriptive statistics for variables are presented in Table 4.1.  During the observed
period, German imports of green coffee from Honduras averaged 27.68 million pounds, 22.85
million pounds for Japan, and 43.82 million pounds for the U.S.  Minimum coffee import levels
were 6.11 million pounds in 1984 for Germany, 0.39 million pounds in 1971 for Japan, and
18.71 million pounds in 1988 for the U.S.  Maximum imports were 78.29 million pounds in
2001, 42.28 million pounds in 1991, and 106.39 million pounds in 2000, for Germany, Japan,
and the U.S., respectively.
Figure 4.1, panels A-C, presents the plots of coffee imports by Germany, Japan and the
U.S., respectively.  Import volumes for the three countries present a general increasing pattern
over time; however, the import pattern from each country varies from year to year in a very
irregular way.  Visual inspection suggests that, among the three markets, imports by the U.S.
have been the most irregular, but the observed relative variability for Germany and the U.S. has
been similar, 21.05 and 20.81, respectively (Table 4.1).  Coffee imports by Japan have been
more stable that the other two countries (13.42).
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Table 4.1.  Descriptive Statistics for Import Demand Analysis of Honduran Coffee.
Series Units Mean Standard Deviation Minimum Maximum
Germany
Import Volume Million of pounds      27.68     21.05      6.11      78.29
Real Import Price U.S. $/lb        1.48       0.65      0.62        3.87
Real GDP Billion U.S. $  2062.58  386.50 1441.22  2701.61
Japan
Import Volume Million of pounds      22.85      13.42       0.39      42.28
Real Import Price U.S. $/lb        1.51        0.66       0.63        3.89
Real GDP Billion U.S. $  3385.61  1593.65  790.25  5680.57
U.S.
Import Volume Million of pounds      43.82      20.81      18.71   106.39
Real Import Price U.S. $/lb        1.74        0.86        0.49       5.11
Real GDP Billion U.S. $  5142.16  1928.15  2376.78  9013.86
During the observed period, real import prices of Honduran green coffee averaged 1.48,
1.51, and 1.74 dollars per pound for Germany, Japan, and the U.S., respectively (Table 4.1). 
Minimum import prices, for the three countries, were recorded in 2001 and they were, 0.62
dollars per pound for Germany, 0.63 dollars for Japan, and 0.49 dollars for the U.S.  Maximum
import prices occurred in 1977 at the values of 3.87 dollars for Germany, 3.89 dollars for Japan,
and 5.11 dollars per pound for the U.S.  Variability of import prices has been higher for the U.S.
(0.86), followed by Japan (0.66), and Germany (0.65).
Figure 4.1, panels D-F, shows that real prices for the three importers present a very
similar behavior.  Prices for the three countries, in general, do not present a defined trend;
however, since the highest price in 1977, prices present a declining trend.
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Figure 4.1.  Plots of variables import demand analysis of Honduran coffee.  Major importing countries, Germany, Japan, and the U.S.
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During the observed period, for Germany, the real GDP averaged 2,062.58 billion dollars
with minimum and maximum values of 1,441.22 billion dollars, in 1971, and 2,701.61 billion
dollars in 2001, respectively.  Japan’s real GDP averaged 3,385.61 billion dollars, and minimum
and maximum values were 790.25 billion dollars in 1960, and 5,680.57 billion dollars in 2000,
respectively.  The U.S. real GDP averaged 5,142.16 billion dollars.  Minimum and maximum
values were 2,376.78 billion dollars in 1960 and 9,013.86 billion dollars in 2001, respectively. 
The level of real GDP for the three countries presents an increasing trend overtime (Figure 3.1,
panels G-I).
In summary, during the observed periods, the highest volumes of Honduran green coffee
imports were from the U.S., followed by Germany, and Japan.  Among the three countries, the
highest average real import price has been for the U.S., followed by Japan, and Germany. 
Finally, the highest average real GDP is for the U.S. followed by Japan and Germany.
IV.  Dynamic Analysis Results
Unit Roots
Unit root results for ADF, PP, and KPSS tests are presented in Table 4.2.  For Germany,
the three tests convey the same result of nonstationarity for the three variables.
Contrasting results were obtained for the case of Japan.  The ADF test found the
variables import volume and real GDP to be nonstationary.  The PP found nonstationarity only
for real GDP.  Finally the KPSS test found the three variables to be nonstationary.
For the U.S., the ADF test found the three series to be nonstationary, while the PP and
the KPSS tests found import price and real GDP to be nonstationary.
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Table 4.2.  Unit Root Results for Import Demand Analysis of Honduran Coffee.
Country Variable ADF z PP KPSS
Germany
Import Volume        -2.04    -2.26 1.93 *  
Real Import Price        -2.43    -2.52    0.59 *
Real GDP        -0.61    -1.26    3.08 * 
Japan
Import Volume        -1.25 -3.98  *, Try    0.35  * 
Real Import Price -3.14 *    -2.69  *    0.65  * 
Real GDP        -0.55    -1.45 Tr    0.88  * 
U.S.
Import Volume        -2.23 -5.83  *, Tr    0.07  
Real Import Price        -2.05    -1.93    1.43  * 
Real GDP        -0.57    -2.02    4.14  * 
z   ADF = Augmented Dickey Fuller test, PP = Phillip Perron test, and KPSS = Kwiatkowsky et al. test.  ADF and PP
test the null hypothesis that the series is nonstationary; KPSS tests the null hypothesis that the series is stationary. 
y  Starred values indicate rejection of null hypothesis at 10 percent of significance.  Tr indicates that the test
concludes the presence of a trend.  Critical value for ADF and PP is  -3.13 with trend and -2.57 with no trend.  For
KPSS critical value is 0.347.
A summary of results based on the PP test is presented in Table 4.3.  In general, the PP
test is preferred because it is both conservative and more powerful than the other two tests
(Perron, 1988).
Table 4.3.  Summary of Unit Root Results Based on Phillip Perron Test (PP) for Import Demand
Analysis of Honduran Coffee.
Series Germany Japan U.S.
Import Volume I(1) z Trend stationary Trend stationary
Real Import Price              I(1) I(0) I(1)
Real GDP              I(1) I(1) I(1)
z  I(0) indicates series is stationary; I(1) indicates series is nonstationary.
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Lag Order Model Selection
Results for AIC and SBC criteria, and LR test are presented in Table 4.4.  Restricted data
availability for Germany (1971-2001) and Japan (1969-2001), caused a limited maximum lag
length evaluation of two.  For Germany the three statistics suggest the use of one lag in the
model.  For Japan, the AIC and the SBC criteria minimize the use of one lag; however, the LR
test suggest the use of two lags.  Finally, for the U.S. both criteria, AIC and SBC, minimize the
optimal lag length of one, and the LR test suggests that lag levels higher than one are not
significant.
Table 4.4.  Lag Length Results for Import Demand Analysis of Honduran Coffee.
AIC z SBC LR (P-value)
Germany
Ho: Lag = 1 -362.53 -346.12 y ---
Ho: Lag = 2 -355.28           -326.56 0.51
Japan 
Ho: Lag = 1 -239.10           -225.48 ---
Ho: Lag = 2 -238.13           -215.22             0.03 * x
U.S.
Ho: Lag = 1 -457.18           -437.53 ---
Ho: Lag = 2 -444.57          -410.18             0.88
Ho: Lag = 3 -431.15          -382.83             0.11
z  AIC = Akaike Information Criteria; SBC = Schwarz Bayesian Criteria; LR = Likelihood Ratio test.
y Values in bold indicate the optimal lag length specified in column one. 
x Starred values indicate rejection of the null hypothesis that the lag number corresponding in column one is equal to
zero.
Because of divergence of some of the previous results, plots of residuals and the Ljung-
Box Q test were evaluated to detect the presence of residual autocorrelation, and then, adjust for
any model specification problem.  The results are presented in Table 4.5.  For Germany the
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model using two lags does not present residual correlations at Q(6) for the three variables;
therefore, this model is selected.  In the case of Japan, the Q tests indicate that there is no
residual correlations at Q(6) for the one lagged model.  However, plots of residuals suggest that
the two lagged system performs better.  Therefore, this model is selected.  For the U.S., the tests
present evidence of autocorrelation for the three systems of equations at Q(6).  However
additional autocorrelation tests (Q(2) and Q(3)) were significant for the one lagged model.  For
this reason, the two lagged model was selected.
Table 4.5.  Results for the Ljung-Box Q Test Statistic for Import Demand Analysis of Honduran
Coffee.
Q test for one lag Q test for two lags Q test for three lags
Germany Q(6) statistic; P-value for null hypothesis of no autocorrelation z
Import Volume  6.29;  0.39         5.19;  0.52 x ---
Real Import Prices       10.31;  0.11         7.45;  0.28 ---
Real GDP     13.33;  0.04 ** y         6.55;  0.36 ---
Japan
Import Volume     10.28;  0.11  6.06; 0.42 ---
Real Import Prices       9.85;  0.13  9.22;  0.16 ---
Real GDP       8.10; 0.23        12.72; 0.05 * ---
U.S.
Import Volume  9.80;  0.13  8.63;  0.20          6.06;  0.42
Real Import Prices        4.74;  0.58         6.10;  0.41 3.59;  0.73
Real GDP     11.60;  0.07 *       13.62;  0.03 **       14.34;  0.03 **
z  Q(6) level is evaluated; determined as the squared root of the total number of observations (Diebold, 2001).
y ** and * indicate rejection of the null hypothesis at 5 and 10 percent levels, respectively.
x Values in bold indicate the optimal lag length.
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Cointegration Analysis
In the cointegration analysis, using the Johansen Maximum Likelihood method, one
assumption is that at least two of the variables in zt of equation (4.3) are nonstationary (Hansen
and Juselious, 1995).  For this reason the procedure was implemented only for Germany and the
U.S.  Results are presented in Tables 4.6 and 4.7 for Germany and the U.S., respectively.  The
tables present the rank test based on Lambda Max (L-Max) and Trace tests statistics, in which
critical values are those reported by Osterwald and Lenum (1992).
Table 4.6.  Trace and Lambda Max (L-Max) Statistics for Cointegration Tests of Germany. 
Import Demand Analysis of Honduran Coffee.
Estimated Statistics Critical Values
Ho: r L-Max z Trace L-Max 95% Trace 95%
0 15.63 31.16 22.00 34.91 
1       10.26     15.43 15.67 19.96
2         5.27       5.27           9.24           9.24
z  L-Max estimates the statistic for the null hypothesis (Ho) that the number of cointegrating vectors is r against the
alternative of r + 1 cointegrating vectors, where r is the rank of A matrix in equation (4.3).  The Trace statistic tests
the same null hypothesis as the L-Max test; however, the alternative hypothesis is the rank of A is n - r, where n is
the number of variables in the system.
Table 4.7.  Trace and Lambda Max (L-Max) Statistics for Cointegration Tests of the U.S. 
Import Demand Analysis of Honduran Coffee for the U.S.
Estimated Statistics Critical Values
Ho: r z L-Max Trace L-Max 95% Trace 95%
0 22.43 41.11 22.00 34.91 
1 12.80 18.69 15.67 19.96
2         5.88       5.88           9.24           9.24
z  L-Max estimates the statistic for the null hypothesis (Ho) that the number of cointegrating vectors is r against the
alternative of r + 1 cointegrating vectors, where r is the rank of A matrix in equation (4.3).  The Trace statistic tests
the same null hypothesis as the L-Max test; however, the alternative hypothesis is the rank of A is n - r, where n is
the number of variables in the system.
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In the case of Germany, both tests, the L-Max and Trace, fail to reject the null hypothesis
of no cointegration (Ho: r = 0) at the five percent level. Therefore, it is concluded that there is no
long run equilibrium relationship for Germany between volume of coffee imports from Honduras
and real import price of Honduran coffee and Germany’s real GDP.
For the U.S., both tests reject the null hypothesis of no cointegration (Ho: r = 0), and fail
to reject the null hypothesis of more than one cointegrating vector (Ho: r = 1); suggesting that
there is one long-run equilibrium relationship among the variables.
Following the results from both tests, when one cointegrating vector is normalized for
volume of imports, the long-run equilibrium model, including a constant in the cointegrating
space, yields:
m(U.S.) = -2.02 + 0.37 p + 0.7 y, (4.4) 
where m(U.S.) is the volume of Honduran green coffee imports by the U.S., p is the import price of
Honduran coffee in the U.S., and y represents the U.S. real GDP. 
The speed of adjustment parameters ("i ) for the error correction term in the equations for
volume of imports, import prices, and level of income were -0.81, 0.20, and -0.03, respectively. 
At the 5 percent significance level none of the variables adjust to a deviation from the long-run
equilibrium, and the sign for the error correction term in the price equation was not expected.
Since equation (4.4) is expressed in terms of natural logs of the variables, estimates for
the parameters result in direct elasticities.  The resulting sign for the price variable was not
expected, and does not conform to economic theory.  The estimated long-run equilibrium
relationship suggests that the volume of Honduran coffee imports into the U.S. is income
inelastic, 0.7.  The latter result is similar to previous studies (Houthakker and Magee,1969;
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Huang et al., 1980; Hughes, 1969; Islam and Subramanian, 1989; Johnson, 1994; Okunade and
McLean-Meyinsse, 1992 ;Parikh, 1973 ), and it has been attributed to the fact that coffee
consumption eventually reaches a saturation level for most individuals (Huang et al.,1980) and at
higher incomes this beverage is displaced by other beverages, such as alcoholic drinks (Parik,
1973).
Results of model specification tests for the estimated cointegrated model are presented in
Table 4.8.  The presence of autocorrelation is checked using the Ljung-Box (L-B) test, for T/4
lags (T is the total number of observations), and a Lagrangian Multiplier (LM) test for first and
fourth order autocorrelation (Hansen and Juselius, 1995).  Finally, normality is tested based on a
multivariate version of the univariate Shenon-Bowman test (Hansen and Juselius, 1995).
Table 4.8.  Results of Misspecification Tests for Cointegration Analysis of the U.S., Import
Demand Analysis of Honduran Coffee.
Test Degrees of Freedom P2 Test Statistic p-valuez
L-B 9 80.44 0.16
LM(1) 1             8.54 0.48
LM(4) 4 10.02 0.35
Normality 6             5.83 0.44
z  p-value for null hypothesis: Ho = no autocorrelation and Ho = normality.
The three tests conclude that the there is no residual autocorrelation and the null
hypothesis of normality is not rejected.  However, unexpected signs from the estimated
relationship in equation (4.4) for the import price and for the speed of adjustment term in the
price equation, suggest unreliability of results.
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Impulse Response Functions
The widely used descriptive methodology of dynamic multipliers, impulse response
functions (IRF), is implemented in this study.  This procedure is used to study the path reaction
of variables to shocks in the VAR model.  Each variable in the system of VAR is shocked by a
positive one standard error of the historical innovation of each variable.  The Choleski
decomposition was used as restriction for the identification of the VAR.  The system was
constrained such that real income has a contemporaneous effect on the variables coffee import
price and volume of coffee imports.  However, coffee import price has a contemporaneous effect
on the variable volume of coffee imports only.  Volume of coffee imports does not have a
contemporaneous effect on the variables real income and coffee 
import price.  IRF may sometimes provide a misleading impression of results.  For example, a
response whose sign is unexpected can arise (RATS, 2003).  In order to characterize uncertainty
about point estimates of impulse response functions, Sims and Zha (1999), proposed the
construction of error bands aimed to characterize the shape of the likelihood function.  This
procedure was implemented using Monte Carlo simulation, and by application of antithetic
acceleration, the variance of estimates was reduced (RATS, 2003).
VAR estimation in levels and differences is common in applied work; however, which
one performs better in finite samples has not been clearly determined by empirical literature. 
There is an argument against differencing because it throws away information in the
comovements in the data (Enders, 1995; Sims, 1980).  For this reason, IRF from models in levels
and differences are estimated and plotted within error bands and comparing and contrasting
results are evaluated for robustness.
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The IRF for model in levels, represented by solid lines, model in differences, long dashed
lines, and estimates of one standard deviation error bands, short dashed lines, are presented in
Figures 4.2-4.4 for Germany, Japan, and the U.S., respectively.  Six IRF are reported for each
country: the effect of an innovative shock in real income on coffee import price and volume of
coffee imports; the effect of a shock in coffee import price on itself and volume of coffee
imports; and the effect of a shock in volume of coffee imports on itself and coffee import price. 
Both the IRF and the error bands were corrected by the standard deviation of the forecast errors
of each series; therefore, reaction functions are measured in terms of standard deviations
(Enders, 1995).  If error bands widen in a way that positive and negative reaction values are
possible, including the original steady-state, the result is assumed to be null.  In the figures, the
vertical axis denotes the dynamic responses to specific shocks, while the horizontal axis
represents time in years.
For Germany (Figure 4.2), a positive shock of one standard deviation on the level of
income causes an increase in coffee import prices (plot A).  The error bands suggest, for both
models, that this reaction is different from original equilibrium levels during the first period
(contemporaneously).  Additionally, for the model in differences the effect is below error band
estimates during the third and fourth periods after the shock.  The same shock to income causes a
positive reaction of Honduran green coffee imports from both models (plot B).  However, the
effects are not different from original equilibrium levels.
The effect of a positive shock on coffee import prices slowly decays toward the original
equilibrium at period four in the model in levels (Plot C).  The effect in the model in differences
remains at the level of 0.8 standard deviation after the fourth period.  For both models, the shock
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Figure 4.2.  Impulse response functions (IRF) and error bands for import demand analysis of
Honduran coffee from Germany.  Solid and long-dashed lines represent point estimate IRF for
model in levels and differences, respectively.  Short-dashed lines are for one standard deviation
error bands estimated from the model in levels.
to prices causes a contemporaneous reduction in the volume of coffee imports (plot D).  For the
model in levels, the effect accumulates and reaches the lowest point at period five (-0.4 standard
deviation); however, the effect during the second period after the shock is not significant form
equilibrium levels.  After the fifth period, import volume slowly returns to equilibrium.  In the
IRF for GERMANY
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model in differences, the reduced import volume remains closer to steady-state levels at -0.05
standard deviation.
A positive shock in the volume of coffee imports, for the model in levels, slowly
decreases and reaches equilibrium at period six (plot E).  In the model in differences, the effect
of the shock remains at 0.8 standard deviation after the third period.  For the model in levels, the
effect of the shock on imports does not have any effect in import prices.  In the model in
differences, the reaction is positive and peaks at period three (0.5 standard deviation) and then
remains at 0.45 standard deviation.
In general, both models suggest that a positive shock in Germany’s income does not have
a significant effect on imports of Honduran coffee.  For both models, an increased shock in
Honduran coffee import price will imply a contemporaneous reduction in the volume of imports
from Germany.  After the first period, the effect in the model in levels accumulates below
original equilibrium during five periods, and then slowly returns to original levels.  For the
model in differences, the reduction in import volume remains marginal after the first period.
Results of the dynamic reactions for Japan are presented in Figure 4.3.  For the model in
levels, a positive shock of one standard deviation on Japan’s income does not have a significant
effect on coffee import prices (plot A).  For the model in differences there is a positive reaction
above error bands during the second and third periods after the shock.  The same shock, in both
models, causes coffee import volume to increase contemporaneously (plot B).  Thereafter the
reaction returns to equilibrium for the model in levels, but remains constantly increasing for the
model in differences.
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Figure 4.3.  Impulse response functions (IRF) and error bands for import demand analysis of
Honduran coffee from Japan.  Solid and long-dashed lines represent point estimate IRF for
model in levels and differences, respectively.  Short-dashed lines are for one standard deviation
error bands estimated from the model in levels.
A positive shock to coffee import prices lasts three periods in the model in levels (plot
C), but for the model in differences, the effect stays constant at 0.8 standard deviation after the
fifth period.  The change in import prices, for both models, is reflected on a decrease of coffee
imports during the second period.  This effect is reversed and volume of imports increased,
above
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original equilibrium levels, during the following two periods for the model in levels, and during
the fourth period for the model in differences.
For the model in levels, the effect of a positive shock in coffee imports lasts five periods
(plot E).  In the model in differences, the effect remains at 0.3 standard deviation after the fourth
period.  The same shock in import volume, for the model in levels, causes a positive reaction in
import price during the following three periods.  For the model in differences the reaction is
different from equilibrium levels during the third period after the shock only (plot F).
In general, for Japan both models agree that a positive shock in income induced a
positive contemporaneous reaction on the volume of imports.  Following a shock on import
prices, in both models, imports decreased during the second period.  After the second period the
effect increased above equilibrium and remained positive during two consecutive periods for the
model in levels, and during the fourth period for the model in differences.  This result was
unexpected and does not conform to economic theory.  However, there is the possibility that
reduced imports, as a reaction to increased prices, causes the use of accumulated stocks, and
imports are latter increased to compensate for reduced reserves.  A transient response (decays to
zero) is expected from changes in import price (Lord, 1991).  Therefore, in the present context,
long lasting effects of import price shocks do not conform to economic theory.
Results for the U.S. are presented in Figure 4.4.  For the model in levels, a positive shock
of one standard deviation in the U.S. income has no significant effect on import prices (plot A). 
For the model in differences there is a negative reaction below error bands during
the third and fourth periods after the shock.  The shock in income does not have an immediate
effect on volume of coffee imports (plot B).  However, for both models, the change in income 
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Figure 4.4.  Impulse response functions (IRF) and error bands for import demand analysis of
Honduran coffee from the U.S.  Solid and long-dashed lines represent point estimate IRF for
model in levels and differences, respectively.  Short-dashed lines are for one standard deviation
error bands estimated from the model in levels.
causes an increase in coffee imports during the fourth period.  Additionally, for the model in
differences a higher import volume, above error bands, resulted during the third period.
For the model in levels, a positive shock in the U.S. import price of Honduran coffee
slowly decreases and reaches equilibrium after five periods (plot C), but for the model in
differences the effect remains at 0.9 standard deviation.  The shock in price causes a negative
IRF for THE U.S.
Effect of Income on Import Price
1 2 3 4 5 6 7 8
-0.36
-0.24
-0.12
0.00
0.12
0.24
0.36
0.48
0.60
Effect of Income on Import Volume
1 2 3 4 5 6 7 8
-0.24
-0.12
0.00
0.12
0.24
0.36
Effect of Import Price on Import Price
1 2 3 4 5 6 7 8
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Effect of Import Price on Import Volume
1 2 3 4 5 6 7 8
-0.50
-0.25
0.00
0.25
0.50
Effect of Import Volume on Import Volume
1 2 3 4 5 6 7 8
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
Effect of Import Volume on Import Price
1 2 3 4 5 6 7 8
-0.25
0.00
0.25
0.50
A C E
B FD
121
contemporaneous effect on the volume of imports in both models (plot D).  Additionally, the
effect on coffee imports is reversed during the second period for both models, and extends to the
third period, only for the model in levels.  This unexpected result is similar to the one from the
model in levels from Japan.  It is believed that accumulated stocks in importing countries play an
important role in explaining this result.
A positive shock in the volume of Honduran coffee imports declines at the following
period for the model in levels (plot E).  However, for the model in differences, the shock stays at
0.5 standard deviation after period four.  The same shock on coffee import volume has no effect
on prices in both models (plot F).
In summary for the U.S., results from both models indicate that a positive shock in the
U.S. income caused an increase in coffee imports during the fourth period after the shock, and a
significant increase, during the third period for the model in differences.  Also, as a result of a
positive shock in import prices, both models suggest a negative contemporaneous effect on
import volumes.  Moreover, the level of imports is expected to increase at the second period.
V.  Conclusion
The responsiveness of the import demand of Honduran green coffee to changing
economic environments of its main trading partners, Germany, Japan, and the U.S. was studied. 
Import demand relationships for each country were estimated.  The stationary properties of the
series were evaluated using ADF, PP, and KPSS tests.  Optimal lag length selection was done by
evaluating results from AIC and SBC criteria and LR test.  Additionally, plot of residuals and the
Ljung-Box Q test were evaluated to detect the presence of residual autocorrelation.  Estimation
procedures included VAR systems with variables in levels and differences.  Additionally, the
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stationary properties of the variables were evaluated and a test for cointegration was conducted
using the contribution of Johansen, (1988) maximum likelihood estimation for error correction
models.  The dynamic effects in each of the systems were evaluated using the common
methodology of impulse response functions (IRF), and in order to characterize uncertainty about
point estimates of IRF, error bands were constructed using the procedure developed by Sims and
Zha (1999), and described in RATS, User’s guide (2003), chapter 13.
For Germany, the three variables, import volume, real import price, and real GDP
resulted nonstationary.  For the U.S., real import price and real GDP were found to be
nonstationary, and for Japan only real GDP was found to be nonstationary.  The lag length
selection procedures found an optimal lag length of two for each of the three countries.
From the cointegration analysis, no steady-state relationship among Honduran coffee
imports and import prices and the level of income was found for Germany and Japan.  For the
U.S., the L-Max and Trace tests for cointegration found one cointegrating vector.  The estimated
long-run equilibrium yielded an income elasticity of 0.7.
Results from the IRF and error bands summarize in the following way.  For Germany,
both models suggest that a positive shock in Germany’s income does not have a significant effect
on imports of Honduran coffee.  For both models, an increased shock in Honduran coffee import
price will imply a contemporaneous reduction in the volume of imports from Germany.  After
the first period, the effect in the model in levels accumulates below original equilibrium during
five periods, and then slowly returns to original levels.  For the model in differences, the
reduction in import volume remains marginal after the first period.
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For Japan both models agree that a positive shock in income induced a positive
contemporaneous reaction on the volume of imports.  Following a shock on import prices, in
both models, imports decreased during the second period.  After the second period the effect
increased above equilibrium and remained positive during two consecutive periods for the model
in levels, and during the fourth period for the model in differences.
For the U.S., results from both models indicate that a positive shock in the U.S. income
caused an increase in coffee imports during the fourth period after the shock, and a significant
increase, during the third period for the model in differences.  Also, as a result of a positive
shock in import prices, both models suggest a negative contemporaneous effect on import
volumes.  Moreover, the level of imports is expected to increase at the second period in both
models.
The oscillatory effect, negative reaction to the shock in import price followed by
increased imports, found for both models in Japan and the U.S. was unexpected, and does not
conform to economic theory.  However, there is the possibility that reduced imports, as a
reaction to increased prices, causes the use of accumulated stocks, and imports are latter
increased to compensate for reduced reserves.
Results of this investigation provide evidence that imports of Honduran coffee from
Japan and the U.S. react to one period shocks in economic activity.  Also coffee imports from
Germany, Japan, and the U.S. respond to changes in import price.  These results contrast
previous findings from Huang et al. (1980), Hughes (1969), Islam and Subramanian (1989),
Okunade and McLean-Meyinsse (1992) and Parikh (1973).  These studies found a negligible role
of income and prices in determining coffee consumption in several countries.  In contrast Kutty
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(2000) reported that Indian coffee demand, from its principal trading partners, is significantly
affected by changes in income and import price.  Honduran green coffee exports to Japan and the
U.S. have considerable growth potential due to significant response of buyers to incremental
shocks in their real income.  Strategies based on price reductions aimed to increase revenues
from coffee exports are advisable for Germany, but must be carefully analyzed for Japan and the
U.S.
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CHAPTER V
AN EXPORT DEMAND ANALYSIS OF TRADE AMONG CENTRAL AMERICAN
COUNTRIES
Studying the flow of exports across countries as a result of changes in income and
relative prices in their international partners provides valuable information to make inferences
about trade trends of selling countries.  Economic theory indicates that higher income elasticities
of export demand cause exports to be a powerful engine of growth (Lord, 1991).  Also, higher
price elasticities create a more competitive international market for the exports of a country;
therefore, a monetary devaluation will be more successful in promoting export revenues
(Goldstein and Khan, 1985; Lord, 1991).
In the case of developing countries, pessimism about the demand for their exports in
developed countries’s markets has been a recurrent theme in the literature (Bhagwati and
Srinivasan, 2001; Faini et al., 1992; Richter, 1991).  Critiques include limited export growth in
developing countries as a result of declined growth in developed countries (Lewis, 1980) and
low opportunities of demand for their exports, which are mainly based on agricultural products
(Houthakker and Magee, 1969).
One idea to overcome one of these problems has been the theory that the economic
growth of developing countries can be maintained by increasing trade among developing
countries (Lewis, 1980).  The dependence of developing countries on trade with other
developing countries has not been thoroughly studied.  The analysis of how trade flows among
Central American countries (CAC) will ascertain information about this theory and will
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provide valuable results for CAC if they decide to give preferential treatment to trade among
Central American regions.
The principal objective of this study is to estimate export demand relationships for each
of the Central American countries to evaluate the effects of changes in income and relative
export price when trade occurs exclusively among countries of Central America.
I.  Model and Econometric Tools
A traditional framework for analyzing the demand for exports is used in this study
(Goldstein and Khan, 1978; Houthakker and Magee, 1969; Khan, 1974).  Even though the
specification of the model differs across studies, particularly with respect to dynamics, the base
of the underlying framework is:
Xi = X (Pi, Yi), (5.1)
where Xi is the real value of exports from a country i , Pi is relative export price (a measure of
competitiveness), and Yi is income of trading partners.  According to demand theory, a negative
relationship is expected for price and positive for the income variable.  The export demand
equation expressed in natural logarithms of the variables is defined as:
, (5.2)x p y ut t t t= + + +α α α0 1 2
where lower case letters represent the natural logarithm of the variables previously described and
ut is assumed to be uncorrelated with explanatory variables, independently and identically
distributed (i.i.d.).  The resulting model (equation 5.2) is useful for direct empirical applications
since coefficient estimates are directly interpreted to be elasticities.
The study incorporates dynamics by using a vector autoregressive framework (VAR)
(Sims 1980; Zellner and Palm, 1974).  Additionally, the stationary properties of the variables are
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evaluated and a test for cointegration is conducted using the contribution of Johansen, (1988)
maximum likelihood estimation for error correction models.  The incorporation of these tools in
the analysis of aggregate export markets has been used before (Chowdhury, 1993; Koray and
Lastrapes, 1989).
Equation (5.2) at current period t can be represented as an unrestricted (3 x 3) VAR of kth
lag order:
, (5.3)z A A z A z ut t k t k t= + + + +− −0 1 1 ...
where zt is a (3x1) vector of endogenous variables including x, p, and y.  A0 is a vector of
intercepts ("0) and the rest of Ai is a (3 x 3) matrix of parameters of the endogenous variables.  ut
is i.i.d., with zero expected mean and constant variance.  This is a reduced form system in which
each variable in zt is regressed on only lagged values of both itself and all the other variables in
the system (Sims, 1980; Zellner and Palm, 1974).
First, the stationary properties of each variable in equation (5.2) are estimated.  Series
which can be made stationary by taking the first difference, are said to be integrated of order
one, I(1), while stationary series are said to be integrated of order zero, I(0).  The test for unit
roots is carried out using the Phillips-Perron procedure (PP) (Phillips and Perron, 1988). 
Additionally, the Augmented Dickey-Fuller (ADF) (Dickey and Fuller, 1979), and the
Kwiatkowsky (KPSS) (Kwiatkowsky et al., 1992) tests were estimated for purposes of
comparison.  The PP and the ADF tests estimate the statistic for testing the null hypothesis that
the series is I(1), while the KPSS test evaluates the null hypothesis that the series is I(0).
The optimal lag length for each system of equations was chosen by implementing Akaike
Information Criteria (AIC).  The Schwartz Criteria (SBC) and the Likelihood Ratio (LR) test
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were also conducted to corroborate results from AIC.  Minimizing AIC and SBC suggests the
best fitting model.  The LR test follows an asymptotic P2 distribution with degrees of freedom
equal to the number of restrictions in the system and evaluates the null hypothesis in favor of the
restricted model.
In the Johansen (1988) procedure, maximum likelihood is applied to a differentiated
process of the following form:
, (5.4)∆ Γ ∆ Γ ∆ Πz z z z ut t k t k t k t= + + +− − − + −1 1 1 1...
where, 'i = - (I-A1-...-Ai), for all (i=1,..., k-1); A = -(I-A1-...-Ak); and ) stands for the variables in
first differences (e.g., )mt = mt - mt-1).  Additionally, A = "$’, where " represents the speed of
adjustment to disequilibrium and $ is a matrix of long run coefficients.
The Johansen test procedures rely upon the estimation of the rank (r) of the matrix of
coefficients, A, which is the number of cointegrating relationships.  In order to determine r, the
8trace and 8max tests statistics are performed.  The 8max estimates the statistic for testing the null
hypothesis that the number of cointegrating vectors is r against the alternative of r + 1
cointegrating vectors.  The 8trace statistic test the same null hypothesis as the 8max test; however,
the alternative hypothesis is the rank of A is n - r, where n is the number of variables in the
system.  If A has full rank (e.g., r = 3), then the variables in the system are I(0), and if the rank of
A is zero, then there are no cointegrating relationships.
The goal in this procedure is to evaluate the long and short-run interrelationships among
the variables.  Long rung relationships are tested first; and then, for the short-run analysis VAR
systems in levels and differences are estimated.  Finally, impulse response functions (IRF) are
constructed. IRF are used to study the path reaction of variables to shocks in the VAR model. 
131
Unit root analysis was done using SHAZAM computer program, version 7.0 and the rest of data
analysis was performed using Regression Analysis for Time Series (RATS), version 5.
II.  Data and Sources
The data are annual and cover the period 1960-2000 for Costa Rica, El Salvador,
Guatemala, Honduras and Panama (information for Nicaragua and Belize was not complete). 
The export variable is measured by each country’s real export value to the other CAC.  The data
on value of exports came from the United Nations trade flow database, COMTRADE.  The
income variable was constructed by taking the weighted average of real GDP from the importing
CAC.  The weights are given by the share of each exporting country exports to each of its CAC
partners.  Real GDP and Consumer Price Index (CPI) were taken from the World Bank World
Development Indicators database (2002).  CPI was required to deflate value of exports.  This
analysis uses an aggregate export price index (EPI) as a proxy for export prices; then, the relative
price for each country is defined as the ratio of EPI of exporting country to the weighted average
of the EPI of the other CAC.  The weights are the same as described for the income variable. 
Data on EPI are taken from CEPAL (Itsmo CentroAmericano: Medio Siglo de Estadísticas
Económicas 1950-2000).
III.  Descriptive Statistics
Variable definition and descriptive statistics are presented in Table 5.1.  During the
observed period, the real value of exports from Costa Rica to other CAC averaged 1.55 billion
U.S. dollars, 1.24 billion for El Salvador, 1.08 billion for Guatemala, 0.15 billion for Honduras
and 0.03 billion dollars for Panama.  Minimum export values were 0.2 billion dollars in 1962 for
Costa Rica, 0.18 billion in 1991 for El Salvador, 0.07 billion in 1962 for Guatemala, 0.02 billion
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Table 5.1.  Descriptive Statistics for Export Demand Analysis of Central American Countries
(1960-2000).
Series Units Mean Standard 
Deviation
Minimum Maximum
Costa Rica
Real Exports Billion U.S. $          1.55         1.48         0.20          4.92
EPI z Percent    63.02 26.51 27.64 100.00
Real GDP Billion U.S. $          7.00  3.53         2.25   14.97
El Salvador
Real Exports Billion U.S. $         1.24         0.92         0.18          3.07
EPI Percent  57.34 28.59 20.78 102.50
Real GDP Billion U.S. $         6.93   1.94         3.38        11.04
Guatemala
Real Exports Billion U.S. $         1.08         0.68         0.07          2.44
EPI Percent  58.81 24.63 25.15 100.00
Real GDP Billion U.S. $         9.72  3.93   3.68        17.79
Honduras
Real Exports Billion U.S. $         0.15         0.08          0.02          0.32
EPI Percent  55.51 28.65   17.79 107.20
Real GDP Billion U.S. $         2.54         1.10          0.97          4.56
Panama
Real Exports Billion U.S. $         0.03         0.03         0.0034          0.10
EPI Percent  55.86 29.50 21.01 104.30
Real GDP Billion U.S. $         5.22         2.17         1.65          9.37
z  EPI stands for Export Price Index.
in 1995 for Honduras, and 0.0034 billion dollars in 1961 for Panama.  Maximum exports were
4.92 billion dollars in 1978, 3.07 billion in 1979, 2.44 billion in 1980, 0.32 billion in 1980, and
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0.095 billion dollars in 1998 for Costa Rica, El Salvador, Guatemala, Honduras and Panama,
respectively.
Figure 5.1, panels A-E, presents the plots of the value of exports by country to the rest of
CAC.  Export value plots for Costa Rica, El Salvador, and Guatemala present a similar trend
over time.  Value of exports increased during the beginning of the observed period and then after
1980s exports present a decreasing trend.  For Honduras exports present increasing trends during
the decades of 1960 and 1970, followed by decreasing trends after both periods.  Additionally, a
new increasing trend is registered for this country since 1996.  Panama is the only country in
which the value of exports to other CAC presents a continuous increasing trend.  The observed
relative variability during 1960-2000 has been highest for Costa Rica, 1.48, followed by El
Salvador, 0.92, Guatemala, 0.68, Honduras, 0.08, and Panama, 0.03.
The highest EPI average is observed for Costa Rica, 63.02 percent, followed by
Guatemala, 58.81 percent, El Salvador, 57.34, Panama, 55.86 percent, and Honduras, 55.51
percent (Table 5.1).  Minimum prices were 27.64 percent in 1968 for Costa Rica, 20.78 percent
in 1963 for El Salvador, 25.15 percent in 1963 for Guatemala, 17.79 percent in 1960 for
Honduras, and 21.01 percent in 1961 for Panama.  Maximum price occurred in 1995 at the value
of 100.00 percent, for Costa Rica and Guatemala.  In 1998 at 102.50 percent for El Salvador, in
1997 for Honduras at 107.20 percent, and in 2000 for Panama at 104.30 percent.  Figure 5.1,
panels F-J, shows the EPI for the five countries.  It can be observed that export price index for
the five countries have a similar trend.  Prices were relatively stable during 1960-1970 period
and then a continuous increasing trend is observed thereafter.  Variability of EPI has been higher
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Figure 5.1.  Plots of variables for export demand Analysis of Central American Countries (CAC).  The first column presents the
variable real exports to other CAC;column two the exchange price index (EPI); and column three real GDP for Costa Rica, El
Salvador, Guatemala, Honduras and Panama, respectively (1960-2000).
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for Panama (29.50), followed by Honduras (28.65), El Salvador (28.59),Costa Rica (26.51) and
Guatemala (24.63).
For Costa Rica, during the observed period, real GDP averaged 7.00 U.S. billion dollars
with minimum and maximum values of 2.25 billion, in 1961, and 14.97 billion dollars in 2000,
respectively.  El Salvador’s real GDP averaged 6.93 billion dollars.  Minimum and maximum
values were 3.38 billion, in 1960, and 11.04 billion dollars in 2000, respectively.  For
Guatemala, real GDP averaged 9.72 billion dollars.  Minimum and maximum values were  3.68
billion in 1960 and 17.79 billion dollars in 2000, respectively.  The real GDP for Honduras
averaged 2.54 billion dollars with minimum and maximum values of 0.97 billion in 1960 and 
4.56 billion dollars in 2000, respectively.  Panama’s real GDP averaged 5.22 billion dollars. 
Minimum and maximum values were 1.65 billion in 1960 and 9.37 billion dollars in 2000,
respectively.  With the exception of El Salvador and Panama, which real GDP presents a short
decreasing trend during the 80s, the rest of the countries have a continuous increasing trend in
real GDP (Figure 5.1, panels K-O).
In summary, during the observed period, Costa Rica presents the highest value of
exports, followed by El Salvador, Guatemala, Honduras and Panama.  The export value levels
from Honduras and Panama are significantly lower than the ones from the countries mentioned
previously.  The highest export price index is from Costa Rica, followed by Guatemala, El
Salvador, Honduras and Panama.  Finally, Guatemala has the highest real GDP, followed by
Costa Rica, El Salvador, Panama and Honduras.
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IV.  Dynamic Analysis Results
Unit Roots
Unit root results, ADF, PP, and KPSS tests for the five countries are presented in Table
5.2.  For Costa Rica Guatemala, and Honduras the three tests convey the same result of
nonstationarity for the variables real exports and real GDP.  In addition, for the three countries a
trend variable was found for export price index (trend stationary), and for real exports for Costa
Rica and Guatemala only.  For El Salvador, the three tests found real exports nonstationary and
export price trend stationary.  Results for El Salvador’s real GDP are contrasting.  The ADF and
PP tests found the variable stationary, while the KPSS test suggests nonstationarity.  Finally, for
Panama the three test found the three variables nonstationary. 
  A summary of results based on the PP test is presented in Table 5.3.  In general, the PP
test is preferred because it is both conservative and more powerful than the other two tests
(Perron, 1988).
Lag Order Model Selection
Results for AIC and SBC criteria, and LR test are presented in Table 5.4 for the five
countries.  For Costa Rica, El Salvador, and Panama the three statistics suggest the optimal lag
length of one.  For Guatemala the results are contrasting.  The AIC and SBC indicate a lag order
of one; however, the LR test suggests a lag length of four.  Finally, for Honduras the three results
convey an optimal lag length of one. 
Plots of residuals and the Ljung-Box Q test were evaluated to detect the presence of
residual autocorrelation, and then, adjust for any model specification problem.  The results are
presented in Table 5.5.  For Costa Rica and El Salvador, the model using two lags does not 
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Table 5.2.  Unit Root Results for Export Demand Analysis of Central American Countries.
Country Variable ADF z PP KPSS
Costa Rica
Real Exports    -2.71  Tr y     -2.18  Tr  0.81  *  
Export Price Index    -3.17  *, Tr     -3.25  *, Tr    0.19  
Real GDP    -2.18     -2.15    3.68  *
El Salvador
Real Exports    -1.96  -1.27            0.41  *
Export Price Index    -3.16  *, Tr   -3.63  *, Tr    0.16
Real GDP    -2.76  *     -2.64  *    3.58  *
Guatemala
Real Exports    -2.50  Tr     -2.57  Tr    0.79  *
Export Price Index    -3.61  *, Tr  -3.58  *, Tr    0.10 
Real GDP    -1.14     -1.13    3.61  * 
Honduras
Real Exports    -2.12    -2.19            1.06  *
Export Price Index -3.54  *, Tr -3.58  *, Tr    0.32
Real GDP    -1.21    -1.19    3.63  *
Panama
Real Exports    -1.28    -1.28    3.68  * 
Export Price Index    -1.54    -1.55    1.00  *
Real GDP    -0.88    -0.88    3.74  *
z   ADF = Augmented Dickey Fuller test, PP = Phillip Perron test, and KPSS = Kwiatkowsky et al. test.  ADF and PP
test the null hypothesis that the series is nonstationary; KPSS tests the null hypothesis that the series is stationary. 
y  Starred values indicate rejection of null hypothesis at 10 percent of significance.  Tr indicates that the test
concludes the presence of a trend.  Critical value for ADF and PP is  -3.13 with trend and -2.57 with no trend.  For
KPSS critical value is 0.347. 
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Table 5.3.  Summary of Unit Root Results Based on Phillip Perron Test (PP) for Export Demand
Analysis of Central American Countries.
Series Costa Rica El Salvador Guatemala Honduras Panama
Real Exports I(1) Tr z    I(1)    I(1) Tr   I(1) I(1)
Export Price Index Trendstationary   
Trend
stationary
Trend
stationary
Trend
stationary I(1)
Real GDP    I(1)    I(0)    I(1)   I(1) I(1)
z   I(1) indicates series is nonstationary.  Tr stands for the presence of a time trend.
present autocorrelation problems at Q(6) for the three variables; therefore, this model is selected. 
For Guatemala residual autocorrelation was not found using any of the evaluated models at Q(6). 
However, additional autocorrelation tests (Q(1)) were significant for the one lagged model.  For
this reason, the two lagged model was selected.  For Honduras the Q test fails to reject the null
hypothesis of no autocorrelation for the three systems at Q(6).  In this case the two lagged model
is selected as suggested by the AIC, SBC, and LR test.  Finally, for Panama residual
autocorrelation was not found for any of the models at Q(6);however, the plot of residuals
suggest the use of two lags.
Cointegration Analysis
Results of the cointegration analysis using the Johansen Maximum Likelihood method
are presented in Tables 5.6, 5.7, 5.9, and 5.11 for Costa Rica, Guatemala, Honduras and Panama,
respectively.  The tables present the rank test based on Lambda Max (L-Max) and Trace tests
statistics, in which critical values are those reported by Osterwald and Lenum (1992).
In the case of Costa Rica, both tests, the L-Max and Trace, fail to reject the null
hypothesis of no cointegration (Ho: r = 0) at the five percent level.
139
Table 5.4.  Lag Length Results for Export Demand Analysis of Central American Countries.
AIC z SBC LR (P-value for Ho)
Costa Rica
Ho: Lag = 1            -597.87 y           -571.90 ---
Ho: Lag = 2 -589.27           -554.34 0.18
Ho: Lag = 3 -579.77           -530.64              0.13
Ho: Lag = 4 -571.71           -508.88              0.30
El Salvador 
Ho: Lag = 1 -557.44           -537.47 ---
Ho: Lag = 2 -546.74           -511.81             0.74
Ho: Lag = 3 -521.64           -472.51             0.94
Ho: Lag = 4 -513.93           -451.11             0.10
Guatemala
Ho: Lag = 1 -556.54           -536.57 ---
Ho: Lag = 2 -547.18          -512.24             0.63
Ho: Lag = 3 -553.50          -504.38             0.79
Ho: Lag = 4 -553.74          -490.92             0.06 *
Honduras 
Ho: Lag = 1 -506.15 -486.19 ---
Ho: Lag = 2 -523.00           -488.05             0.0007 *
Ho: Lag = 3            -503.36           -454.23             0.74
Ho: Lag = 4 -486.75           -423.92             0.41
Panama
Ho: Lag = 1 -507.28           -487.32 ---
Ho: Lag = 2 -495.85          -460.92             0.80
Ho: Lag = 3 -482.95          -433.82             0.79
Ho: Lag = 4 -454.78          -392.00             1.00
z  AIC = Akaike Information Criteria; SBC = Schwarz Bayesian Criteria; LR = Likelihood Ratio test.
y Values in bold indicate the optimal lag length specified in column one. 
x Starred values indicate rejection of the null hypothesis that the lag number corresponding in column one is equal to
zero.
Therefore, it is concluded that there is no long-run equilibrium relationship for Costa Rica
between value of exports to other CAC and relative export price and real income.
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Table 5.5.  Results for the Ljung-Box Q Test Statistic for Export Demand Analysis of Central
American Countries.
Q test for one lag Q test for two lags Q test for three lags
Costa Rica Q(6) statistic; P-value for null hypothesis of no autocorrelation z
Real Exports  3.00;  0.81         5.06;  0.54 y 5.34;  0.50
EPI x          2.73;  0.84 4.11;  0.66 6.56;  0.36
Real GDP        7.35;  0.09 * w 3.00;  0.81 9.31;  0.16
El Salvador
Real Exports        10.03;  0.12 7.64;  0.27 8.60;  0.20
EPI          4.87;  0.56 5.32;  0.50 5.82;  0.44
Real GDP        12.39;  0.05 *       10.61;  0.10 9.39;  0.15
Guatemala
Real Exports          2.65;  0.85 7.27;  0.30 7.24; 0.30
EPI          8.38;  0.21 6.97;  0.32 7.52; 0.28
Real GDP          4.89;  0.56 5.49;  0.48 7.00;  0.32
Honduras
Real Exports          3.82;  0.70 9.67;  0.30 9.50;  0.15
EPI          5.46;  0.49 6.47;  0.37 8.22;  0.22
Real GDP          2.71;  0.84 3.28;  0.77 3.40;  0.76
Panama
Real Exports          5.37;  0.50 6.26;  0.39 5.90;  0.44
EPI          2.07;  0.91 2.15;  0.91 1.35;  0.97
Real GDP          2.08;  0.91 3.19;  0.78 3.69;  0.72
z  Q(6) level is evaluated; determined as the squared root of the total number of observations (Diebold, 2001).
y Values in bold indicate the optimal lag length.
x EPI stands for Export Price Index.
w  * indicates rejection of the null hypothesis at 10 percent level.
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Table 5.6.  Trace and Lambda Max (L-Max) Statistics for Cointegration Tests of Costa Rica. 
Export Demand Analysis of Central American Countries.
Estimated Statistics Critical Values
Ho: r L-Max z Trace L-Max 95% Trace 95%
0 20.24 34.42 22.00 34.91 
1         8.69     14.18 15.67 19.96
2         5.49       5.49           9.24           9.24
z  L-Max estimates the statistic for the null hypothesis (Ho) that the number of cointegrating vectors is r against the
alternative of r + 1 cointegrating vectors, where r is the rank of A matrix in equation (5.4).  The Trace statistic tests
the same null hypothesis as the L-Max test; however, the alternative hypothesis is the rank of A is n - r, where n is
the number of variables in the system.
Using the Johansen Maximum Likelihood method, one assumption is that at least two of
the variables in zt of equation (5.4) are nonstationary (Hansen and Juselious, 1995).  For this
reason, this analysis was not performed for El Salvador. 
For Guatemala, both the L-Max and Trace tests reject the null hypothesis of no
cointegration (Ho: r = 0), and fail to reject the hypothesis of additional cointegrating vectors  (Ho:
r = 1) (Table 5.7).  From this result it is concluded that there is one long-run equilibrium
relationship for Guatemala between the value of exports to other CAC, and relative export price
and real income.
Table 5.7.  Trace and Lambda Max (L-Max) Statistics for Cointegration Tests of Guatemala. 
Export Demand Analysis of Central American Countries.
Estimated Statistics Critical Values
Ho: r z L-Max Trace L-Max 95% Trace 95%
0 46.58 57.97 22.00 34.91 
1   6.15 11.39 15.67 19.96
2         5.24       5.24           9.24           9.24
z   L-Max estimates the statistic for the null hypothesis (Ho) that the number of cointegrating vectors is r against the
alternative of r + 1 cointegrating vectors, where r is the rank of A matrix in equation (5.4).  The Trace statistic tests
the same null hypothesis as the L-Max test; however, the alternative hypothesis is the rank of A is n - r, where n is
the number of variables in the system.
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When one cointegrating vector is normalized for the value of exports the long-run
equilibrium model, including a constant in the cointegrating space yields:
x(G) = -0.25 + 8.28 p + 0.04 y, (5.5) 
where x(G) is the value of exports from Guatemala to the rest of CAC, p is relative export price,
and y represents real income.  Since equation (5.5) is expressed in terms of natural logs of the
variables, estimates for the parameters result in direct elasticities.  The resulted sign for the
relative export price elasticity was not expected and does not conform to economic theory. 
Results also suggest that changes in income of importing countries do not have a significant
effect on the value of exports from Guatemala.
The speed of adjustment parameters ("i ) for the error correction term in the equations for
value of exports, relative price, and level of income were -0.28, -0.001, and -0.02, respectively. 
At the five percent significance level only the value of exports (t = -8.28, df=1) adjusts to a
deviation from the long-run equilibrium.
Results of model specification tests for the estimated cointegrated model are presented in
Table 5.8.
Table 5.8.  Results of Misspecification Tests for Cointegration Analysis of Guatemala.  Export
Demand Analysis of Central American Countries.
Test Degrees of Freedom P2 Test Statistic p-valuez
L-B 9 69.06           0.20
LM(1) 1 15.97           0.07 *
LM(4) 4             7.62           0.57
Normality 6 12.03           0.06 *
z  p-value for null hypothesis: Ho = no autocorrelation and Ho = normality.
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The presence of autocorrelation is checked using the Ljung-Box (L-B) test, for T/4 lags (T is the
total number of observations), and a Lagrangian Multiplier (LM) test for first and fourth order
autocorrelation (Hansen and Juselius, 1995).  Finally, normality is tested based on a multivariate
version of the univariate Shenon-Bowman test (Hansen and Juselius, 1995).
Results from Table 5.8 suggest some misspecification problems.  The LM(1) rejects the
null hypothesis of no autocorrelation at the seven percent level.  Additionally, the null
hypothesis of normality is rejected.
For Honduras, both the L-Max and Trace tests reject the null hypothesis of no
cointegration (Ho: r = 0), and fail to reject the hypothesis of additional cointegrating vectors  (Ho:
r = 1) (Table 5.9).  From this result it is concluded that there is one long-run equilibrium
relationship for Honduras between the value of exports to other CAC, and relative export price
and real income.
Table 5.9.  Trace and Lambda Max (L-Max) Statistics for Cointegration Tests of Honduras. 
Export Demand Analysis of Central American Countries.
Estimated Statistics Critical Values
Ho: r L-Max z Trace L-Max 95% Trace 95%
0 25.66 40.21 22.00 34.91 
1         8.95 14.54 15.67 19.96
2         5.60       5.60           9.24           9.24
z  L-Max estimates the statistic for the null hypothesis (Ho) that the number of cointegrating vectors is r against the
alternative of r + 1 cointegrating vectors, where r is the rank of A matrix in equation (5.4).  The Trace statistic tests
the same null hypothesis as the L-Max test; however, the alternative hypothesis is the rank of A is n - r, where n is
the number of variables in the system.
The resulted cointegrating vector normalized for the value of exports yields:
x(HN) = 0.5 - 2.4 p - 1.01 y, (5.6) 
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where x(HN) is the value of exports from Honduras to the rest of CAC, p is relative export price,
and y represents real income.  The resulted sign for the real income elasticity estimate was not
expected and does not conform to economic theory.  Results also suggest that changes in relative
export price have a significant effect on the value of exports from Honduras to other CAC.
The speed of adjustment parameters ("i ) for the error correction term in the equations for
value of exports, relative price, and level of income were 0.02, -0.02, and -0.04, respectively.  At
the five percent significance level none of the terms adjust to a deviation from the long-run
equilibrium, and the sign for the error correction term in the value of exports was not expected.
Results of model specification tests for the estimated cointegrated model are presented in
Table 5.10.  Results indicate that there are no misspecification problems.  The L-B and LM(1) and
LM(4) fail to reject the null hypothesis of no autocorrelation and the null hypothesis of normality
is not rejected.
Table 5.10.  Results of Misspecification Tests for Cointegration Analysis of Honduras.  Export
Demand Analysis of Central American Countries.
Test Degrees of Freedom P2 Test Statistic p-valuez
L-B 9 70.71 0.42
LM(1) 1 11.07 0.27
LM(4) 4           10.90 0.28
Normality 6  7.63 0.27
z  p-value for null hypothesis: Ho = no autocorrelation and Ho = normality.
For Panama, both tests, the L-Max and Trace, fail to reject the null hypothesis of no
cointegration (Ho: r = 0).  Therefore, it is concluded that there is no long run equilibrium
relationship for Panama between value of exports to other Central American countries, and
relative export and real income (Table 5.11).
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Table 5.11.  Trace and Lambda Max (L-Max) Statistics for Cointegration Tests of Panama. 
Export Demand Analysis of Central American Countries.
Estimated Statistics Critical Values
Ho: r L-Max z Trace L-Max 95% Trace 95%
0 14.13 26.78 22.00 34.91 
1         9.42 12.65 15.67 19.96
2         3.23       3.23           9.24           9.24
z  L-Max estimates the statistic for the null hypothesis (Ho) that the number of cointegrating vectors is r against the
alternative of r + 1 cointegrating vectors, where r is the rank of A matrix in equation (5.4).  The Trace statistic tests
the same null hypothesis as the L-Max test; however, the alternative hypothesis is the rank of A is n - r, where n is
the number of variables in the system.
Several researchers (Bond, 1985; Clarida, 1994; Reinhart, 1995; Senhadji, 1998;
Senhadji and Montenegro, 1999; Warner and Kreinin, 1983), have found that relative prices play
a significant role in the determination of exports in developing countries.  More specifically,
Faini et al. (1992) and Reinhart (1995) concluded that for some developing countries the demand
for their exports is increasingly coming from other developing countries; for this reason, price
elasticities are higher when developing countries trade with other developing countries.  Results
from the cointegration analysis, suggest that price elasticity plays a significant role in
determining exports from Honduras to other CAC.
It has been reported that although developing countries’ income elasticities are lower
than the ones from developed countries, they have a significant impact on export demand
(average larger than one) (Bond, 1985; Kinal and Lahiri, 1993; Senhadji and Montenegro, 1999). 
The results for Guatemala indicate that in the long-run changes of income in the rest of CAC
play a marginal role in determining the value of exports from Guatemala.  However, results from
equation (5.5) are similar to the work reported by Senhadji and Montenegro (1999), in which
using export demand analysis, a low aggregate income elasticity was estimated for Guatemala.
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Impulse Response Functions
The widely used descriptive methodology of dynamic multipliers, impulse response
functions (IRF), is implemented in this study.  This procedure is used to study the path reaction
of variables to shocks in the VAR model.  Each variable in the system of VAR is shocked by a
positive one standard error of the historical innovation of each variable.  The Choleski
decomposition was used as restriction for the identification of the VAR.  The system was
constrained such that real income of CAC has a contemporaneous effect on the variables relative
export price and value of exports.  However, relative export price has a contemporaneous effect
on value of exports only.  Value of exports does not have a contemporaneous effect on real
income and relative export price.  IRF may sometimes provide a misleading impression of
results, for example a response whose sign is unexpected can arise (RATS, 2003).  In order to
characterize uncertainty about point estimates of impulse response functions, Sims and Zha
(1999), proposed the construction of error bands aimed to characterize the shape of the
likelihood function.  This procedure was implemented, for the model in levels, using Monte
Carlo simulation, and by application of antithetic acceleration, the variance of estimates was
reduced (RATS, 2003).
VAR estimation in levels and differences is common in applied work; however, which
one performs better in finite samples has not been clearly determined by empirical literature. 
However, there is an argument against differencing because it throws away information in the
comovements in the data (Enders, 1995; Sims, 1980).  For this reason, IRF from models in levels
and differences are estimated and plotted within error bands and comparing and contrasting
results are evaluated for robustness. 
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The IRF for model in levels, represented by solid lines, model in differences, long dashed
lines, and estimates of one standard deviation error bands, short dashed lines, are presented in
Figures 5.2-5.6 for Costa Rica, El Salvador, Guatemala, Honduras and Panama, respectively. 
Six IRF are reported for each country: the effect of an innovative shock in real income on
relative export price and value of exports; the effect of a shock in relative export price on itself
and value of exports; and the effect of a shock in value of exports on itself and relative export
price.  Both the IRF and the error bands were corrected by the standard deviation of the forecast
errors of each series; therefore, reaction functions are measured in terms of standard deviations
(Enders, 1995).  If error bands widen in a way that positive and negative reaction values are
possible, including the original steady-state, the result is assumed to be null.  In the figures, the
vertical axis denotes the dynamic responses to specific shocks, while the horizontal axis
represents time in years.
For Costa Rica, using both models, a positive shock on the income of CAC causes a
reduction in relative export prices during the first and second periods after the shock (plot A). 
Following, the effect is reversed and relative export price increases during two consecutive
periods, for the model in levels, and during the third period for the model in differences.  The
negative reaction during the first two periods was not expected and does not conform to
economic theory.  The shock in income increases the value of exports from Costa Rica to other
CAC in both models (Plot B).  The effect accumulates and peaks at five periods after the shock
(0.7 standard deviation) for the model in levels.  For the model in differences, the reaction
continues to increase eight periods after the shock.
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Figure 5.2.  Impulse response functions (IRF) and error bands for export demand analysis of
trade from Costa Rica to other Central American Countries (CAC).  Solid and long-dashed lines
represent point estimate IRF for model in levels and differences, respectively.  Short-dashed
lines are for one standard deviation error bands estimated from the model in levels.
For the model in levels a positive shock in relative export price lasts three periods, but for
the model in differences the effect remains at 0.7 standard deviation after the fourth period (plot
C).  The effect of the same shock, for both models, causes a reduction in the value of exports
during the first period only (contemporaneously).  After the first period the results are
contrasting (plot D).  For the model in levels, the reaction is negative; however, it is not
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statistically different from steady-state values.  For the model in differences, the value of exports
increases and remains at 0.6 standard deviation.  This reaction form the model in differences was
not expected and does not conform to economic theory.
An increased shock in the value of exports from Costa Rica remains at 0.5 standard
deviation after five periods in the model in levels.  For the model in differences the reaction
continuously increases after eight periods (plot E).  The positive shock in value of exports causes
a negative reaction of export price in both models (plot F).  For the model in levels, the effect
reaches the lowest point at the second period (-0.45 standard deviation) and then returns to
equilibrium.  For the model in differences the effect remains at -0.35 standard deviation after the
fourth period.
In general for Costa Rica, both models indicate that a positive shock in income of other
CAC increased the value of exports from Costa Rica.  The effect peaks five periods after the
shock and slowly returned to equilibrium, for the model in levels, and remained increasing after
eight periods for the model in differences.  The effect of a positive shock in relative export price
on the value of exports from Costa Rica caused a reduction in the value of exports during the
first period only (contemporaneously).  After the first period the results are contrasting (plot D). 
Increased value of exports as a result of a positive shock in income of CAC has the expected
direction, and a steady-state reaction, such as the one from the model in differences has bee
reported before (Lord, 1991).  However, a transient response (decays to zero) is expected from
changes in export price Lord (1991).  Therefore, in the present context, long lasting effects of
export price shocks do not conform to economic theory.
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Results for El Salvador are presented in Figure 5.3.  For both models a positive shock in
the income of other CAC decreases the relative export price contemporaneously (plot A).  This
result was not expected and does not conform to economic theory.  For the model in levels the
reaction is reversed and export price increases above steady-state equilibrium seven and eight
periods after the shock.  For the model in differences the effect remains negative at  -0.2 standard
deviation after the third period.  The effect of the shock in income, for both models, increases the
value of exports from El Salvador during the following two periods.  Then the effect returns to
original equilibrium for the model in levels, but remains at 0.7 standard deviation for the model
in differences.
An increased shock in relative export price lasts three periods for the model in levels, but
for the model in differences the effect remains at 0.7 standard deviation four periods after the
shock (plot C).  For both models, the effect of increased export price on value of exports is
similar.  The reaction is negative and is different from original equilibrium levels during the third
to seventh year period after the shock (plot D).
For both models a positive shock in the value of exports lasts more than eight periods
(plot E).  The shock in exports, for both models, does not have a significant effect on relative
export price (plot F).
In general, results from both models indicate that a positive shock in income of other
CAC caused exports from El Salvador to increase during the first and second periods.  A positive
shock in relative export price decreased the value of exports from El Salvador during three to
seven years after the shock.
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Figure 5.3.  Impulse response functions (IRF) and error bands for export demand analysis of
trade from El Salvador to other Central American Countries (CAC).  Solid and long-dashed lines
represent point estimate IRF for model in levels and differences, respectively.  Short-dashed
lines are for one standard deviation error bands estimated from the model in levels.
Results of the dynamic reactions for Guatemala are presented in Figure 5.4.  For the
model in levels, a positive shock in income of CAC does not have a significant effect on relative
export price.  For the model in differences a significant increase above error bands is observed
four periods after the shock (plot A).  For both models, the same shock in income, causes an
increase in the value of exports from Guatemala after the third period following the shock.
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Figure 5.4.  Impulse response functions (IRF) and error bands for export demand analysis of
trade from Guatemala to other Central American Countries (CAC).  Solid and long-dashed lines
represent point estimate IRF for model in levels and differences, respectively.  Short-dashed
lines are for one standard deviation error bands estimated from the model in levels.
Thereafter, for the model in levels, the reaction accumulates and peaks during the sixth year (0.6
standard deviation).  For the model in differences the effect remains at 0.3 standard deviation
(plot B).
A positive shock in export price lasts two periods in the model in levels (plot C).  For the
model in differences the effect remains at 0.7 standard deviation five periods after the shock. 
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Results of the shock in price on the value of exports from Guatemala to other CAC are
contrasting (plot D).  For the model in levels, there is a significant reduction in the value of
exports during the third period after the shock.  For the model in differences the reaction is
positive and above the error bands during the seven year period following the shock.  This
reaction from the model in differences was not expected and does not conform to economic
theory.
A positive shock in the value of exports from Guatemala lasts five periods for the model
in levels, and has a continuous increasing effect that lasts over eight years for the model in
differences (plot E).  The shock in exports causes a negative reaction in export price for both
models (plot F).  However, this effect is not statistically different from original equilibrium for
the model in levels.  For the model in differences the reaction is significant during the fourth to
fifth period after the shock.
In general, results from both models indicate that a positive shock in income of other
CAC caused the value of exports from Guatemala to increase after the third period following the
shock.  Thereafter, for the model in levels, the reaction accumulates and peaks during the sixth
year.  For the model in differences the effect remains at the same level after the fifth period.  The
effect of a positive shock in export price on the value of exports is inconclusive.  For the model
in levels, there is a significant reduction in the value of exports during the third period after the
shock.  For the model in differences the reaction is positive and above the error bands during the
seven year period following the shock.
Dynamic reactions for Honduras are presented in Figure 5.5.  For both models, a positive
shock in real income of other CAC does not have a significant effect on relative export price
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Figure 5.5.  Impulse response functions (IRF) and error bands for export demand analysis of
trade from Honduras to other Central American Countries (CAC).  Solid and long-dashed lines
represent point estimate IRF for model in levels and differences, respectively.  Short-dashed
lines are for one standard deviation error bands estimated from the model in levels.
(plot A).  The positive shock to income, for both models, causes increased value of exports
during second to fourth period after the shock (plot B).  Thereafter the effect, for the model in
levels, returns to equilibrium values, but remains at 0.6 standard deviation for the model in
differences.
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For the model in levels, a positive shock in export price returns to steady-state levels
after four periods; for the model in differences, the effect remains at 0.7 standard deviation after
the second period (plot C).  For both models, the same shock in export price reduces the value of
exports contemporaneously only (plot D).
For the model in levels, a positive shock in the value of exports from Honduras to other
CAC decreases to the original equilibrium after five periods.  For the model in differences the
reaction remains at 0.9 standard deviation.  The same shock in exports causes a positive reaction
of relative export price during the second period for both models (plot F).  Thereafter, for the
model in levels the response is reversed and is below equilibrium levels during the fifth to eighth
period after the shock.  For the model in differences the effect remains positive and above error
bands at 0.2 standard deviation.
In general for Honduras, both models indicate that following a positive shock in income
of importing countries the value of exports to other CAC increased during the following three
periods.  The effect returned to steady-state equilibrium during the fifth period for the model in
levels, but remained at 0.6 standard deviation for the model in differences.
Results for Panama are presented in Figure 5.6.  In both models, a positive shock in the
income of other CAC has no effect on relative export price (plot A).  In both models, the effect
of the shock in income causes a positive reaction on the value of exports from Panama.  The
reaction peaks during the fourth period (0.7 standard deviation) for the model in levels, but
remains at 0.75 standard deviation for the model in differences.
A positive shock in relative export price slowly decays to equilibrium levels six periods
after the shock, for the model in levels, but remains at one standard deviation for the model in 
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Figure 5.6.  Impulse response functions (IRF) and error bands for export demand analysis of
trade from Panama to other Central American Countries (CAC).  Solid and long-dashed lines
represent point estimate IRF for model in levels and differences, respectively.  Short-dashed
lines are for one standard deviation error bands estimated from the model in levels.
differences (plot C).  For both models, the shock in export price does not have a significant
effect on the value of exports (plot D).
A positive shock in the value of exports from Panama returns to equilibrium four periods
after the shock in the model in levels.  For the model in differences the effect remains at 0.75
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standard deviation after three periods (plot E).  The same shock in the value of exports does not
affect relative export price in both models.
In general, a positive shock in income of other CAC causes a positive reaction on the
value of exports from Panama.  The reaction peaks during the fourth period (0.7 standard
deviation) for the model in levels, but remains at 0.75 standard deviation for the model in
differences.  Results from both models suggest that there is no effect of export price on the value
of exports from Panama.
V.  Conclusion
Export demands for Costa Rica, El Salvador, Guatemala, Honduras and Panama were
estimated to evaluate the effects of changes in income and relative export price when trade
occurs exclusively among countries of Central America.  The stationary properties of the series
were evaluated using ADF, PP, and KPSS tests.  Optimal lag length selection was done by
evaluating results from AIC and SBC criteria and LR test.  Additionally, plot of residuals and the
Ljung-Box Q test were evaluated to detect the presence of residual autocorrelation.  Estimation
procedures included VAR systems with variables in levels and differences.  Additionally, the
stationary properties of the variables were evaluated and a test for cointegration was conducted
using the contribution of Johansen, (1988) maximum likelihood estimation for error correction
models.  The dynamic effects in each of the systems were evaluated using the common
methodology of impulse response functions (IRF), and in order to characterize uncertainty about
point estimates of IRF, error bands were constructed using the procedure developed by Sims and
Zha (1999), and described in RATS, User’s guide (2003), chapter 13.
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For Costa Rica, Guatemala, and Honduras real value of exports and real GDP were
nonstationary; for El Salvador only real exports resulted nonstationary; and finally, for Panama
the three variables were nonstationary.  The lag length selection procedures found an optimal lag
length of two for Costa Rica, El Salvador, Honduras and Panama, and a lag length of three for
Guatemala.
From the cointegration analysis no steady-state relationship between value of exports and
relative export price and real income was found for Costa Rica, El Salvador, and Panama.  For
Guatemala and Honduras, both tests, The Lambda Max and Lambda Trace tests found one
cointegrating vector.  For Guatemala, when one cointegrating vector was normalized, the
resulted long-run relationship yielded an income elasticity of 0.04, while an unexpected sign was
obtained for the price elasticity.  For Honduras the estimated long-run equilibrium found a price
elasticity of -2.4 and the sign for the income elasticity was unexpected.  This result suggest that
changes in relative export price play an important role in determining the value of exports from
Honduras to the rest of CAC.  For Guatemala, specification tests suggest the presence of
autocorrelation, so that estimated results are not reliable.
In general, for Costa Rica, El Salvador, Guatemala, Honduras and Panama results from
the IRF and the error bands suggest that positive changes in income levels of CAC caused an
increase in the value of exports.  The pattern of the income effect on value of exports was
different among countries.  In the case of Costa Rica, the effect peaks five periods after the shock
and slowly returned to equilibrium, for the model in levels, and remained increasing after eight
periods for the model in differences.  In both cases the effect is above original steady-state after
eight periods.  For El Salvador, the effect increased during the first two periods only, then
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reached original equilibrium levels during the third period after the shock.  For Guatemala the
value of exports increased after the third period.  The effect peaked after six years for the model
in levels and for the model in differences the effect remained increasing.  For Honduras, the
effect increased only during three periods after the shock; then, the effect returned to steady-state
equilibrium for the model in levels, but remained increasing for the model in differences.  For
Panama, the reaction accumulated and peaked during the fourth period for the model in levels
and at the third period for the model in differences.  In both cases the effect is above original
steady-state after eight periods.  These results agree with reports from Bond (1985), Kinal and
Lahiri (1993), and Senhadji and Montenegro (1999).  These researchers concluded that although
developing countries’ income elasticities have been reported to be lower than the ones from
industrialized countries, they have a significant impact on export demand.
Among the studied countries, the export response to a shock in income of importing
countries for El Salvador and Honduras lasted fewer periods and was lower compared to those
from Costa Rica, Guatemala and Panama.  This result may suggest that if trade preference is
given for trade among CAC, Costa Rica, Guatemala and Panama will be in a better position to
increase export revenues than the other two countries.
For Costa Rica and Guatemala, results from the two models about the effect of positive
shocks in relative export price on the value of exports are contrasting; therefore, it is concluded
that the effect is inconclusive.  For Panama, results from both models indicate that the reaction is
null.  For El Salvador, a positive shock in relative export price decreased the value of exports
during three to seven years after the shock.  For Honduras, both models found that a positive
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shock in export price caused a contemporaneous reduction on the value of exports to the rest of
CAC.
Previous studies (Faini et al., 1992; Reinhart, 1995) have suggested that price elasticities
are higher when developing countries trade with other developing countries.  This result agree
with findings from Honduras and El Salvador.  However, data limitations in this study precluded
the use of a price that measures a direct price relation of exports only for the Central American
region.  The proxy export price index accounts for a price relationship of trade from each
country to the rest of the world.  According to Goldstein and Khan (1985) this kind of problems
in the price variable can result in estimated price elasticities biased towards zero.
Results from this investigation indicate that trade among Central American countries can
be a powerful engine of growth, as indicated by significant positive responses, above equilibrium
levels, of value of exports to positive shocks in income levels.  However, if trade preference is
given by Central American Countries to trade among each other, relative export price plays a
significant role for El Salvador and Honduras only.
VI.  Literature Cited
Bhagwati, J. and T. Srinivasan.  2001.  Trade and the Poor Countries.  Economic Growth Center,
Yale University.  Unpublished paper.
Bond, M.  1985.  Export Demand and Supply for Groups on Non-oil Developing Countries. 
Staff Papers, International Monetary Fund.  32:56-77.
Chowdhury, A.  1993.  Does Exchange Rate Volatility Depress Trade Flows?  Evidence from
Error Correction Models.  The Review of Economics and Statistics.  75:700-706.
Clarida, R.  1994.  Cointegration, Aggregate Consumption, and the Demand for Imports: a
Structural Econometric Investigation.  The American Economic Review.  84:298-308.
Dickey, D. and W. Fuller. 1979.  Distribution of the Estimators for Autoregressive Time Series
with a Unit Root.  Econometrica.  49:1057-1072.
161
Diebold, Francis.  2001.  Elements of Forecasting.  Second Edition.  South-Western, Thomson
Learning.
Faini, R., F. Clavijo, and A. Senhadji-Semlali.  1992.  The Fallacy of Composition Argument.  Is
It Relevant for LDCs’ Manufactures Exports?  European Economic Review.  36:865-862. 
Goldstein, M. and M. Khan.  1978.  The Supply and Demand for Exports: a Simultaneous
Approach.  Review of Economics and Statistics.  60:275-286.
Goldstein, M. and M. Khan.  1985.  Income and Price Effects in Foreign Trade.  In Handbook of
International Economics, ed.  by Ronald W. Jones and Peter B. Kenen.  (North Holland),
pp. 1042-1099.
Hansen, H. and K. Juselious.  1995.  CATS in RATS Cointegration Analysis of Time Series. 
Estima, Illinois, U.S.A. 
Houthakker, H. and S. Magee. 1969.  Income and Price Elasticities in World Trade.  The Review
of Economics and Statistics.  51:111-125.
Johansen, S.  1988.  Statistical Analysis of Cointegration Vectors.  Journal of Economics
Dynamics and Control.  12:231-254.
Khan, M.  1974.  Import and Export Demand in Developing Countries.  International Monetary
Fund, Staff Papers.  21:678-693.
Kinal, T. and K. Lahiri.  1993.  On the Estimation of Simultaneous-Equations Error-Components
Models with an Application to a Model of Developing Country Foreign Trade.  Journal
of Applied Econometrics.  8:81-92.
Kwiatkowsky, D., P. Phillips, P. Schmidt, and Y. Shin.  1992.  Testing the Null Hypothesis of
Stationarity Against the Alternative of a Unit Root: How Sure Are We That Economic
Time Series Have a Unit Root?  Journal of Econometrics.  24:159-178.
Koray, F. and W. Lastrapes.  1989.  Real Exchange Rate Volatility and U.S. Bilateral Trade: A
Var Approach.  The Review of Economics and Statistics.  71:708-712.
Lewis, A., 1980.  The Slowing Down of the Engine of Growth.  American Economic Review. 
70:555-564.
Lord, M.  1991.  Imperfect Competition and International Commodity Trade.  Oxford University
Press.
162
Osterwald-Lenum, M.  1992.  A Note with Fractiles of the Asymptotic Distribution of the
Maximum Likelihood Cointegration Rank Test Statistics: Four Cases.  Oxford Bulletin of
Economics and Statistics.  54:461-472.
Perron, P.  1988.  Trends and Random Walks in Macroeconomic Time series: Further Evidence
From a New Approach.  Journal of Economics Dynamics and Control.  12:297-332.
Phillips, P. and P. Perron.  1988.  Testing for Units Roots in a Time Series Regression. 
Biometrica.  75:335-346.
RATS.  2003.  RATS Version 5, User Guide.  Estima.  Illinois, USA.
Reinhart, C.  1995.  Devaluation, Relative Prices, and International Trade.  International
Monetary Fund, Staff Papers.  42:290-312.
Richter, J.  1991.  International Trade: Current Issues and Problems.  Canadian Journal of
Agricultural Economics.  39:703-713.
Senhadji, A.  1998.  Time-Series Estimation of Structural Import Demand Equations: A Cross-
Country Analysis.  IMF Staff Papers.  45:236-268.
Senhadji, A. and C. Montenegro, 1999.  Time Series Analysis of Export Demand Equations: A
Cross-Country Analysis.  IMF Staff Papers.  46:259-273.
Sims, C.  1980.  Macroeconomics and Reality.  Econometrica.  48:1-49.
Sims, C. and T. Zha.  1999.  Error Bands for Impulse Responses.  Econometrica.
5:1113-1155.
Warner, D. and M. Kreinin.  1983.  Determinants of International Trade Flows.  The Review of
Economics and Statistics.  65:96-104.
Zellner, A. and F. Palm.  1974.  Time Series Analysis and Simultaneous Equation Econometric
Models.  Journal of Econometrics.  2:17-54.
163
CHAPTER VI
CONCLUSION
To study the competitiveness of Honduran coffee with its major importing partners, a
case study framework was implemented in which empirical analysis results and qualitative
information were analyzed to obtain a deeper understanding of the problem.  Additionally,
results from previous studies, personal interviews, and descriptive statistics were evaluated to
provide richer information.
World coffee market indicators were studied to provide insight and future perspective for
coffee entrepreneurs.  The study also assessed the market share of Honduran coffee in its major
importing markets (Germany, Japan, and the U.S.), to see if it has increased over time. 
Increased or steady market share would suggest some degree of competitiveness in international
coffee markets (Harrison and Kennedy, 1997).  Using an import demand analysis framework, the
dynamic effect of income and import price changes on the volume of coffee imported from
Honduras was analyzed for the three markets.  A high responsiveness of import volumes to
changes in income and prices creates a more competitive international market for the supplier
country (Goldstein and Khan (1985); Lord (1991); Rittenberg (1986)).  Finally, important stages
of the coffee production process for three groups of growers in Honduras were evaluated to
assess the effectiveness of the process towards obtaining quality beans.  Superior quality is an
important factor of product and industry competitiveness (Harrison and Kennedy, 1997), and a
well developed production and commercialization systems are necessary for an industry to
successfully compete in international markets (Roule, 1999).  
Descriptive time series statistics suggest that if the world patterns of green coffee supply
and consumption continue, then oversupply of the product will prevail, leading to a continuous
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drop of world coffee prices.  These results are similar to previous studies by the United Nations
(2000) and World Bank (2002).  These studies concluded that large production increases,
accumulation of large stocks, and weak demand of coffee are the main reasons for low coffee
prices.  However, the most important long-term problem has been identified as weak coffee
demand (World Bank, 2002).  According to the U.S. Department of Agriculture (USDA), per
capita annual coffee consumption in the major importing countries has been stagnant, at about
4.5 kilograms of green coffee equivalent.
Results of the X-11 procedure on the ICO composite coffee price suggest that, based on
the observed period, a slight high band of prices can be identified during period from February to
June.  Within this window, prices are on average 2 percent higher than the mean (0.97 U.S.
dollars/lb) during May, and 1 percent higher for the rest of the months during the window.
Results from the market share analyses indicate that coffee from Honduras showed
increasing market share growth rates in major importing countries.  The market shares increased
at an average rate of 2 percent for Germany, 3 percent for Japan, and 1 percent for the U.S.  The
growth rates in Germany were higher for Honduras than those from Costa Rica and Guatemala. 
The United Nations (2000) found that during the period from 1985-1996, the competitiveness of
Honduran coffee into Japan and the U.S. decreased.  However, among the Central American
countries Honduran coffee showed the greatest improvement in European markets.
Evaluation of the coffee production process in Honduras indicates that low levels of input
use characterize the production of coffee in this country, which impacts the ability to produce
high quality beans.  Similar results were reported by Canales (2001) and the United Nations
(2000).  Canales concluded that 52 percent of the total coffee producers in Honduras use
fertilizers and most use chemical fertilizers.  Moreover, among the producers who use fertilizers
165
most of them do not follow technical recommendations for levels and frequency of application
(Canales, 2001).
Because of the absence of market price incentives, the blending of product from different
varieties and maturities is very common during harvest, the wet process, and marketing. 
Additionally, the mix of different planted varieties in the field makes the task of separating the
product difficult during harvest.  These problems reduce the quality of the final product and also
reduce the efficiency of processing due to the blending of coffee with different characteristics.
Results from the survey indicate that only one of the evaluated regions had a significant
percent of production delays in the pulping process for more than one day; however, reported
deficiencies in the quality of water used for washing the beans after fermentation may be
detrimental to the quality of the final product (Leal and Morales, 1991).
Although the presence of intermediaries for product commercialization was not common
in the regions evaluated in this study, results from previous research suggest that intermediaries
move the majority of the product within the nation (Canales, 2001).  This situation increases the
vulnerability of product quality, and causes reduction in producer price, which is reflected in low
farm investment.
The majority of producers sell their product in the wet parchment stage.  One problem
associated with the commercialization of product in cherry or in wet parchment is that poor
access roads and long distances from the farms to the selling point may increase the risk of
fermentation of the product.  This in turn, leads to sour coffee. 
In addition, other factors that indirectly reduce the probability of producing high quality
coffee are identified.  Results from Canales (2001) specified serious deficiencies in credit access
by coffee growers in Honduras.  This causes producers to turn to informal credit sources, which
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require strict loan conditions and higher interest rates.  Moreover, the poor standard of living in
coffee communities, where education, health, water, electricity and sewage are scarcely
provided, makes the possibilities of technological changes, and therefore, quality improvements
very difficult.  For example, none of the producers evaluated in the three zones are implementing
any strategy to improve the quality of the product.  However, one common thought in the three
zones is that a good strategy to improve the quality of coffee is by improving the pulping,
fermentation and washing processes.
From personal interviews, Honduran coffee was described as good quality, when
compared to other Central American coffees.  Honduran coffee has slightly inferior quality as
compared to coffee from Guatemala and Costa Rica, which are the countries producing the
highest quality of coffee in the Central American region.  Inconsistency of quality is one of the
main attributes affecting the image of Honduran coffee in international markets.  A common
theme from the respondents involves a serious deficiency in the wet and drying activities in the
coffee production process in Honduras.  Insufficient infrastructure for performing these
processes in the producing regions requires movement of the product, most of the time in
cherries or wet parchment stage, to San Pedro Sula (the north of the country), where the
processing centers are concentrated due to its proximity to the port of shipment.  Another
important deficiency includes the blending of product of different qualities.  In relation to the
perspectives of Honduran coffee in markets such as Germany, Japan, and the U.S., a common
theme is that Honduran coffee has reached a good market share in Germany, but not in the U.S. 
The reason for lower demand in the U.S. market may be that Mexico has the advantage of a
lower transportation cost.  In addition, Japan has traditionally been a good market for Honduran
coffee.
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In order to study the responsiveness of the import demand of Honduran green coffee to
the changing economic environments of its main trading partners, import demand equations for
each country were estimated.  Using consumer utility maximization, a theoretical specification
of Honduran coffee import demand is specified, in which the volume of coffee imports is a
function of import prices and the income of trading partners.  The study incorporates dynamics
by using a vector autoregressive framework (VAR) with variables in levels and differences. 
Additionally, the stationary properties of the variables are evaluated and a test for cointegration
is conducted using the contribution of Johansen (1988) maximum likelihood estimation for error
correction models.  The stationary properties of the series were evaluated using ADF, PP, and
KPSS tests.  Optimal lag length selection was done by evaluating results from AIC and SBC
criteria and LR test.  Additionally, plot of residuals and the Ljung-Box Q test were reviewed to
detect the presence of residual autocorrelation.  The dynamic effects in each of the systems were
evaluated using the common method of impulse response functions (IRF).
To characterize uncertainty about point estimates of IRF, error bands were constructed
using the procedure described in RATS, User=s guide (2003), chapter 13.
For Germany, the three variables, import volume, real import price, and real GDP
resulted nonstationary.  For the U.S., real import price and real GDP were found to be
nonstationary, and for Japan only real GDP was found to be nonstationary.  The lag length
selection procedures found an optimal lag length of two for each of the three countries.
From the cointegration analysis, no steady-state relationship among Honduran coffee
imports and import prices and the level of income was found for Germany and Japan.  For the
U.S., the L-Max and Trace tests for cointegration found one cointegrating vector.  The estimated
long-run equilibrium yielded an income elasticity of 0.7.
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Results from the IRF and error bands summarize in the following way.  For Germany,
both models suggest that a positive shock in Germany’s income does not have a significant
effect on imports of Honduran coffee.  For both models, an increased shock in Honduran coffee
import price will imply a contemporaneous reduction in the volume of imports from Germany. 
After the first period, the effect in the model in levels accumulates below original equilibrium
during five periods, and then slowly returns to original levels.  For the model in differences, the
reduction in import volume remains marginal after the first period.
For Japan both models agree that a positive shock in income induced a positive
contemporaneous reaction on the volume of imports.  Following a shock on import prices, in
both models, imports decreased during the second period.  After the second period the effect
increased above equilibrium and remained positive during two consecutive periods for the model
in levels, and during the fourth period for the model in differences.
For the U.S., results from both models indicate that a positive shock in the U.S. income
caused an increase in coffee imports during the fourth period after the shock, and a significant
increase, during the third period for the model in differences.  Also, as a result of a positive
shock in import prices, both models suggest a negative contemporaneous effect on import
volumes.  Moreover, the level of imports is expected to increase at the second period in both
models.
The oscillatory effect, negative reaction to the shock in import price followed by
increased imports, found for both models in Japan and the U.S. was unexpected, and does not
conform to economic theory.  However, there is the possibility that reduced imports, as a
reaction to increased prices, causes the use of accumulated stocks, and imports are latter
increased to compensate for reduced reserves.
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Results of this investigation provide evidence that imports of Honduran coffee from
Japan and the U.S. react to one period shocks in economic activity.  Also coffee imports from
Germany, Japan, and the U.S. respond to changes in import price.  These results contrast
previous findings from Huang et al. (1980), Hughes (1969), Islam and Subramanian (1989),
Okunade and McLean-Meyinsse (1992) and Parikh (1973).  These studies found a negligible role
of income and prices in determining coffee consumption in several countries.  In contrast Kutty
(2000) reported that Indian coffee demand, from its principal trading partners, is significantly
affected by changes in income and import price.  Honduran green coffee exports to Japan and the
U.S. have considerable growth potential due to significant response of buyers to incremental
shocks in their real income.  Strategies based on price reductions aimed to increase revenues
from coffee exports are advisable for Germany, but must be carefully analyzed for Japan and the
U.S.
Finally, export demand for Costa Rica, El Salvador, Guatemala, Honduras and Panama
were estimated to evaluate the effects of changes in income and relative export price when trade
occurs exclusively among the countries of Central America.  A standard export demand function
was used, in which the value of exports from a country is function of relative export prices and
the income of trading partners.  The export variable included each country=s real exports to the
other Central American countries (CAC).  The income variable was constructed by taking the
weighted average of real income from the other CAC.  The weights are given by the share of
each exporting country’s exports to each of its partners.  The relative price is defined as the ratio
of the exporting country’s price to the weighted average of the export prices of the other CAC. 
The weights are the same as those described for the income variable.  The same econometric
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procedures for the import demand analysis of Honduran coffee were used in this part of the
study.
For Costa Rica, Guatemala, and Honduras real value of exports and real GDP were
nonstationary; for El Salvador only real exports resulted nonstationary; and finally, for Panama
the three variables were nonstationary.  The lag length selection procedures found an optimal lag
length of two for Costa Rica, El Salvador, Honduras and Panama, and a lag length of three for
Guatemala.
From the cointegration analysis no steady-state relationship between value of exports and
relative export price and real income was found for Costa Rica, El Salvador, and Panama.  For
Guatemala and Honduras, both tests, The Lambda Max and Lambda Trace tests found one
cointegrating vector.  For Guatemala, when one cointegrating vector was normalized, the
resulted long-run relationship yielded an income elasticity of 0.04, while an unexpected sign was
obtained for the price elasticity.  For Honduras the estimated long-run equilibrium found a price
elasticity of -2.4 and the sign for the income elasticity was unexpected.  This result suggest that
changes in relative export price play an important role in determining the value of exports from
Honduras to the rest of CAC.  For Guatemala, specification tests suggest the presence of
autocorrelation, so that estimated results are not reliable.
In general, for Costa Rica, El Salvador, Guatemala, Honduras and Panama results from
the IRF and the error bands suggest that positive changes in income levels of CAC caused an
increase in the value of exports.  The pattern of the income effect on value of exports was
different among countries.  In the case of Costa Rica, the effect peaks five periods after the
shock and slowly returned to equilibrium, for the model in levels, and remained increasing after
eight periods for the model in differences.  In both cases the effect is above original steady-state
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after eight periods.  For El Salvador, the effect increased during the first two periods only, then
reached original equilibrium levels during the third period after the shock.  For Guatemala the
value of exports increased after the third period.  The effect peaked after six years for the model
in levels and for the model in differences the effect remained increasing.  For Honduras, the
effect increased only during three periods after the shock; then, the effect returned to steady-state
equilibrium for the model in levels, but remained increasing for the model in differences.  For
Panama, the reaction accumulated and peaked during the fourth period for the model in levels
and at the third period for the model in differences.  In both cases the effect is above original
steady-state after eight periods.  These results agree with reports from Bond (1985), Kinal and
Lahiri (1993), and Senhadji and Montenegro (1999).  These researchers concluded that although
developing countries’ income elasticities have been reported to be lower than the ones from
industrialized countries, they have a significant impact on export demand.
Among the studied countries, the export response to a shock in income of importing
countries for El Salvador and Honduras lasted fewer periods and was lower compared to those
from Costa Rica, Guatemala and Panama.  This result may suggest that if trade preference is
given for trade among CAC, Costa Rica, Guatemala and Panama will be in a better position to
increase export revenues than the other two countries.
For Costa Rica and Guatemala, results from the two models about the effect of positive
shocks in relative export price on the value of exports are contrasting; therefore, it is concluded
that the effect is inconclusive.  For Panama, results from both models indicate that the reaction is
null.  For El Salvador, a positive shock in relative export price decreased the value of exports
during three to seven years after the shock.  For Honduras, both models found that a positive
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shock in export price caused a contemporaneous reduction on the value of exports to the rest of
CAC.
Previous studies (Faini et al., 1992; Reinhart, 1995) have suggested that price elasticities
are higher when developing countries trade with other developing countries.  This result agree
with findings from Honduras and El Salvador.  However, data limitations in this study precluded
the use of a price that measures a direct price relation of exports only for the Central American
region.  The proxy export price index accounts for a price relationship of trade from each
country to the rest of the world.  According to Goldstein and Khan (1985) this kind of problems
in the price variable can result in estimated price elasticities biased towards zero.
Results from this investigation indicate that trade among Central American countries can
be a powerful engine of growth, as indicated by significant positive responses, above equilibrium
levels, of value of exports to positive shocks in income levels.  However, if trade preference is
given by Central American Countries to trade among each other, relative export price plays a
significant role only for El Salvador and Honduras.
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APPENDIX 1: SURVEY QUESTIONNAIRE HONDURAN COFFEE PRODUCERS
 Survey Questionnaire
Honduras Coffee Industry Case Study
Section I: General Information
Date:________________
Place:___________________________________________________________________
1.  Area planted with coffee: _______Manzanas.
2.  Besides coffee, what other crops do you produce?
____________________________________         ______________________________
Section II: Production and Harvest
3.  In your farm what is the area planted with the following varieties?
a.  Caturra____Mz b.  Typica _____Mz  c.  Pache____Mz d.  Catuaí_____Mz 
e.  Catimor_____Mz f.  Bourbón____Mz  g.  Lempira_____ h.  Others________
4.  Are you producing and commercializing any specialty type of coffee?
Yes _____ No _____, if yes, which type:   __________________________________   
5.  If you are producing a specialty type of coffee, but not commercializing it as a special type, indicate the reasons?  
_____________________________________________________   
6.  Is there any institution promoting in the region the production of specialty types of coffee?
No_____ Yes______, which institutions:         ___________________________________
7.  What type of specialty coffee is being promoted?________________________________
8.  Currently, what are the most important problems faced during the production process (before
harvest)?________________________________________________________________
9.  Describe the technological level used in your farm:
a.  Improved varieties_____ b.  Insecticides _____ c.  Fertilization _____ d.  Herbicides _____
e.  Pruning _____ f.  Fungicides _____ g.  Others _____
10.  What kind of labor performs the harvest? Men_____ Women_____ Children______
What group is the majority?______________________
11.  Describe the principal problems faced during the harvest. __________________________
12. Describe the type of fruit harvested:
First harvest: Only ripe fruit _____ Mixed green and ripe _____ 
Second harvest: Only ripe fruit _____ Mixed green and ripe _____  
Third harvest: Only ripe fruit _____ Mixed green and ripe _____
Fourth harvest: Only ripe fruit _____ Mixed green and ripe _____
13.  Is the product from different varieties separated and handled separately? No_____ Yes_____.  If your answer
was “No”, explain why not:____________________________
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14.  Are the green cherries separated from the ripened ones at the farm?  No_____ Yes_____.  If your answer was
“No”, explain why not:__________________________________
15.  Do you provide any incentive to your harvesters?  Yes _____ No _____ , if your answer was not, then explain
why not ______________________________________________, if your answer was yes, then explain what kind of
stimulus do you provide _________________
16.  How do you sell you product?
a.  Cherries _____ b.  Wet parchment _____ c.  Dry parchment _____ d.  Final product _____
Section III: Processing
17.  What is the interval of time from harvest to delivery of the product at the pulping facility?
 _______ hours _____days
18.  What is the distance from the farm to the pulping facility? __________Km.
19.  Normally how long does the product wait before starting the pulping process?
 _______ hours _____days
20.  What are the main reasons for delaying the pulping process? _______________________
21.  Is the product separated according to varieties, farms, maturity stages, etc. at the pulping facility? No______
Yes______.  If your answer was “No”, explain why not:_______________
22.  What is the type of machine used for the pulping process:
a.  Disc _____ b.  Drum _____ c.  Ecological _____ d.  Others _____
23.  How often is the pulping machine calibrated?
a.  Weekly _____ b.  Monthly _____ c.  Three months _____ d.  Semester _____ 
24.  Normally for how long are the beans fermented? _____ hours
25.  Is the water temperature during the process monitored? No_____ Yes_____, if not, why?
______________________________________________________________________
26.  Is any chemical product used to enhance the fermentation process?  No _____  Yes ______, I your answer was
not, then explain why not ________________
27.  What type of water is used during the coffee processing?
a.  Tap water _____ b.  Recycled _____ c.  Natural source _____ d.  Well _____
28.  How is the drying done? 
Natural: Vertical dryer _____  Cylinder dryer _____  Batch _____  Solar _____  Others _____
Artificial: Concrete platform _____ Mantiado _____ Roads _____ Others _____
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Section IV: Commercialization
29.  To whom do you sell the product?
a.  Processors _____ b.  Retailers _____ c.  Wholesalers _____ d.  Exporters _____ 
e.  Others _____
30.  Where do you sell the product?
a.  Farm _____ b.  Out of the farm _____, distance _____ Km
31.  Are there other alternatives to sell the product?  No _____ Yes _____, which ones _____
32.  What are the most important problems during the
commercialization?_________________________________________________________
33.  What individual strategy is being developed in order to improve the quality of your product?
________________________________________________________________________
34.  What is your principal source of financing and what is the interest rate? _______________
35.  How do you qualify the Government programs toward the coffee industry?_____________
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APPENDIX 2: WORLD SUPPLY AND DISTRIBUTION OF GREEN COFFEE
World Supply and Distribution of Green Coffee for Producing Countries (1000 60 Kg bags).
 Date Total
Production 
Total
Imports
Total
Supply 
Total
Exports 
Domestic
Use
Ending Stocks 
 
Total
production
Imports Exports Domestic
use
Ending
Stocks
Total
Supply
Rates of Change
1960 34 0 601 0 0 601 NA NA NA NA NA NA
1961 65341 339 125222 42863 16428 65931 NA NA NA NA NA NA
1962 75878 304 142113 46141 21068 74904 14.95 -10.90 7.37 24.88 12.76 12.65
1963 67781 288 142973 46905 14773 81295 -11.28 -5.41 1.64 -35.50 8.19 0.60
1964 65295 263 146853 51066 17769 78018 -3.74 -9.08 8.50 18.47 -4.11 2.68
1965 52612 217 130847 41924 16743 72180 -21.60 -19.23 -19.73 -5.95 -7.78 -11.54
1966 82108 369 154657 50002 17844 86811 44.51 53.09 17.62 6.37 18.46 16.72
1967 63298 420 150529 48996 19317 82216 -26.02 12.95 -2.03 7.93 -5.44 -2.71
1968 70688 393 153297 55689 18107 79502 11.04 -6.64 12.80 -6.47 -3.36 1.82
1969 63214 364 143080 53642 19680 69758 -11.18 -7.67 -3.75 8.33 -13.08 -6.90
1970 69623 387 139768 55297 18931 65540 9.66 6.13 3.04 -3.88 -6.24 -2.34
1971 59202 486 125228 51694 19408 54126 -16.21 22.78 -6.74 2.49 -19.13 -10.98
1972 73598 478 128202 58715 19075 50412 21.77 -1.66 12.74 -1.73 -7.11 2.35
1973 77060 442 127914 61221 17502 49191 4.60 -7.83 4.18 -8.61 -2.45 -0.22
1974 65717 568 115476 60609 19045 35822 -15.92 25.08 -1.00 8.45 -31.71 -10.23
1975 82651 468 118941 55387 19204 44350 22.93 -19.37 -9.01 0.83 21.36 2.96
1976 72970 425 117745 59549 19212 38984 -12.46 -9.64 7.25 0.04 -12.90 -1.01
1977 61162 534 100680 56561 18452 25667 -17.65 22.83 -5.15 -4.04 -41.79 -15.66
1978 70724 627 97018 48755 18828 29435 14.53 16.06 -14.85 2.02 13.70 -3.71
1979 79018 678 109131 64612 19462 25057 11.09 7.82 28.16 3.31 -16.10 11.77
1980 81906 653 107616 62130 19963 25523 3.59 -3.76 -3.92 2.54 1.84 -1.40
1981 86174 675 112372 60955 20438 30979 5.08 3.31 -1.91 2.35 19.37 4.32
1982 98023 755 129757 65359 20556 43842 12.88 11.20 6.98 0.58 34.73 14.38
1983 81904 733 126479 66059 20221 40199 -17.97 -2.96 1.07 -1.64 -8.68 -2.56
1984 88801 606 129606 68191 20577 40838 8.09 -19.03 3.18 1.75 1.58 2.44
1985 90362 456 131656 72322 21968 37366 1.74 -28.44 5.88 6.54 -8.89 1.57
1986 95750 397 133513 70478 21220 41815 5.79 -13.86 -2.58 -3.46 11.25 1.40
1987 79394 262 121471 66982 21202 33287 -18.73 -41.56 -5.09 -0.08 -22.81 -9.45
1988 103170 296 136753 67504 21075 48174 26.20 12.20 0.78 -0.60 36.97 11.85
1989 94165 415 142754 71371 21190 50193 -9.13 33.79 5.57 0.54 4.11 4.29
1990 96958 258 147409 83402 20995 43012 2.92 -47.53 15.58 -0.92 -15.44 3.21
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(Appendix 2 continued)
1991 100181 331 143524 76163 22265 45096 3.27 24.92 -9.08 5.87 4.73 -2.67
1992 104064 291 149451 80887 22266 46298 3.80 -12.88 6.02 0.00 2.63 4.05
1993 92959 713 139970 77869 21579 40522 -11.28 89.62 -3.80 -3.13 -13.33 -6.55
1994 92406 585 133513 76284 22928 34301 -0.60 -19.79 -2.06 6.06 -16.67 -4.72
1995 97042 1070 132413 68672 22526 41215 4.90 60.38 -10.51 -1.77 18.36 -0.83
1996 88946 1079 131240 74103 24049 33088 -8.71 0.84 7.61 6.54 -21.96 -0.89
1997 103786 1091 137965 84509 24361 29095 15.43 1.11 13.14 1.29 -12.86 5.00
1998 97687 1182 127964 77940 25141 24883 -6.06 8.01 -8.09 3.15 -15.64 -7.53
1999 108453 1466 134802 84836 25567 24399 10.45 21.53 8.48 1.68 -1.96 5.21
2000 113433 1295 139127 92443 25422 21262 4.49 -12.40 8.59 -0.57 -13.76 3.16
2001 116581 1534 139377 90394 26085 22898 2.74 16.94 -2.24 2.57 7.41 0.18
2002 110104 1545 134547 86823 27380 20344 -5.72 0.71 -4.03 4.85 -11.83 -3.53
Mean 1.27 3.70 1.72 1.25 -2.87 0.18
TOTAL Supply: Beginning Stocks + Total Production + Total Imports; TOTAL Use : domestic consumption + exports + ending Stocks; One bag = 132.276 pound.  Green Bean Equivalent. 
Source: Horticultural and Tropical Products Division, FAS/USDA. 
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Average Seasonal Indexes by Month, ICO Composite Coffee Price
1965-2002
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APPENDIX 3: MONTHLY AVERAGE SEASONAL INDEXES, ICO COMPOSITE
COFFEE PRICE
Average Seasonal Indexes by Month, ICO Composite Coffee Price (1965-2002).
Monthly Average Seasonal Indexes, ICO Composite Coffee Price (1965- 2002).
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Average 100.1 100.9 100.8 101.3 102.2 100.9 97.2 97.8 99.0 99.1 100.1 100.4
Variance 6.15 3.97 2.46 2.58 6.20 7.81 5.01 12.79 6.16 3.38 2.59 2.73
St. Dev. 2.48 1.99 1.57 1.61 2.49 2.80 2.24 3.58 2.48 1.84 1.61 1.65
Minimum 92.96 95.96 97.24 98.76 97.48 96.05 93.63 92.88 95.61 94.97 97.03 97.80
Maximum 102.36 104.38 103.19 104.93 105.82 107.19 100.24 106.15 104.85 102.92 102.48 103.17
Mean Price
97.01 U.S. Cents/lb
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APPENDIX 4: DESCRIPTION OF THE ZONES
Description of the Zones
El Paraíso.  Located in the departamento (parish) of El Paraíso.  According to statistics published by
Instituto Hondureño del Café (IHCAFE, 2000), in the departamento of El Paraíso there were 1,693 coffee producers
with a planted area of 16,252.31 manzanas (11,376.6 hectares), with an average production of 8.8 qq (100 lb bag) of
final product (hulled beans) per manzana.  The total production (1999-2000) from the evaluated region El Paraíso
represented 23 percent of the total departmento’s production and 4 percent of the national production.
San José de Colinas.  Located in the departamento of Santa Bárbara.  In San José de Colinas during 2000,
there were 1,319 producers with a planted area of 6,171.40 manzanas (4,319.98 hectares) with an average production
of 10 qq of final product per manzana.  The total production from San José de Colinas represented 9 percent of the
total Department’s production and 2 percent of the national production.
Santa Bárbara.  Located in the department of Santa Bárbara.  In the departamento during the period 2000
there were 1,017 producers with a planted area of 4,561.92 manzanas (3,193.3 hectares) with an average production
of 12 qq of final product per manzana.  The total production from the evaluated region Santa Bárbara represented 8
percent of the total Department’s production and 1 percent of the national production.
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APPENDIX 5: QUESTIONNAIRE FOR EVALUATION OF HONDURAN COFFEE
COMPETITIVENESS 
An Evaluation of Honduran Coffee Competitiveness in Export Markets
1.  In general, how do you evaluate the quality of Honduran coffee?
Excellent
Good
Fair
Poor
Why?
____________________________________________________________________________
2.  Can you mention some of the most important deficiencies which seriously reduces the quality
of coffee during the following processes:
A.  Production (technological level: varieties adapted to the zone, use of insecticides,
fertilizers, and pruning techniques).
B.  Harvest
C.  Wet Process (pulping and fermentation)
D.  Drying
E.  Commercialization
3.  Why does Honduran coffee have a bad reputation in international markets?
______________________________________________________________________________
_____________________________________________________________________________
4.  What are the perspectives for Honduran coffee in major markets (Germany, Japan, and the
U.S.)?
____________________________________________________________________________
5.  What would be some strategies for the Honduran coffee industry to improve competitiveness
in international markets.
____________________________________________________________________________
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APPENDIX 6: RESULTS FROM EVALUATION OF HONDURAN COFFEE
COMPETITIVENESS  
February 27, 2004.
OROCAFE (Importer) (Karen Enamorado)
Phone: (504) 461-0049
email: kenamorado@orocafe.com
Imports coffee from Honduras, Guatemala, Nicaragua, and Colombia.
Sell to several companies, including Community Coffee and Folgers.
1.  In general, how do you evaluate the quality of Honduran coffee?
Naturally the color of coffee beans from Honduras is lighter than other coffees, which reduces the
competitiveness of the product.  A very important problem with Honduran coffee is the inconsistency in quality from
lot to lot of exported product.  Best quality coffee from Honduras is obtained during November, December, and
January.
High environmental humidity in San Pedro Sula, most important shipment port, detriments the color of the
beans.
Among Central American countries, Guatemala produces the best quality of coffee, followed by Costa
Rica.  Coffees from Honduras, El Salvador, and Nicaragua can be considered as close substitutes.  In Guatemala the
good quality of coffee is consistent.  Guatemala has been able to separate qualities of coffee per region.  Each region
has the necessary infrastructure for the entire production process; therefore, deficiencies in the process are reduced. 
In the lasts years, low prices have promoted the reduction of quality of coffee in all countries.
2.  Can you mention some of the most important deficiencies which seriously reduces the quality of coffee during
the following processes: production, harvest, wet process (pulping and fermentation), drying and Commercialization.
Santa Barbara, El Paraíso, and Olancho are the coffee producing regions in Honduras; however, processing
units are in San Pedro Sula.  This is a serious negative effect because distance and transportation methods cause
damage of the product, which is mainly in the cherry stage.  Due to high processing cost it is not possible to separate
product.  This reduces the quality of coffee.  Poor support of Honduran government to reduce this problem.
3.  Why does Honduran coffee have a bad reputation in international markets?
There is no consistency in the quality of different shipments of coffee and blending of coffees from
different regions.
4.  What are the perspectives for Honduran coffee in major markets (Germany, Japan, and the U.S.)?
For the company the export trend of Honduran coffee in the U.S. has decreased.  Japan and Germany have
maintained the level of coffee imports from Honduras.
5.  What would be some strategies for the Honduran coffee industry to improve competitiveness in international
markets.
Change in the structure of the different organizations, increase the administrative period of authorities in the
most important organizations, such as IHCAFE, promotional activities in international markets and directly with
roasters in the U.S. and other foreign markets.
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March 4, 2004
Mr. Christian LeSage
Honduran Exporter
Phone (504) 556-6490
email: clesage@netsys.hn
1.  In general, how do you evaluate the quality of Honduran coffee?
In relation to other Central American Coffees, the quality is good.  The Honduran coffee has slightly
inferior qualities than coffees from Guatemala and Costa Rica.
2.  Can you mention some of the most important deficiencies which seriously reduces the quality of coffee during
the following processes: production, harvest, wet process (pulping and fermentation), drying and Commercialization.
A.  Principally deficiencies in fertilization and farm management.
B.  Cherries of different maturity stages are not separated.
C.  There is not enough centers for the wet processing of the harvested cherries at the producing regions.
D.  There is not enough drying capacity at the producing regions.
3.  Why does Honduran coffee have a bad reputation in international markets?
During past years the Honduran coffee was of very bad quality.  Exporters were unreliable.  This situation
changed, since the last five years the Honduran coffee can be recognized for its good quality.
4.  What are the perspectives for Honduran coffee in major markets (Germany, Japan, and the U.S.)?
In general the prospects of washed coffee (type of coffee produced in most Latin America) are not good. 
Roasters have reduced the use of this type of coffee as a result of its high price.  Honduras has reached a good
participation, specially in Germany, but not in the U.S. where Mexico has the advantage of a lower transportation
cost.  Traditionally, Japan has been a good market for Honduran coffee.
5.  What would be some strategies for the Honduran coffee industry to improve competitiveness in international
markets.
The Honduran coffee is already highly competitive, it offers a combination of good quality and low cost
which is attractive to many buyers.
March 2, 2004
Mr. Olman Zapata
Honduran Agricultural Consultant
Phone (504) 228-1821
email: orzt2001@yahoo.com
1.  In general, how do you evaluate the quality of Honduran coffee?
The quality is good with a trend to be excellent.  There is a lot of effort at a national level to improve the
quality of the exported product.  Within Central America the best quality coffee is from Guatemala and Costa Rica,
followed by Honduras.
2.  Can you mention some of the most important deficiencies which seriously reduces the quality of coffee during
the following processes: production, harvest, wet process (pulping and fermentation), drying and Commercialization.
Low input use, but this has been mainly a result of low prices.
Concentration of the infrastructure for wet processing and drying in San Pedro Sula.  There is not enough
installations for these services in the producing regions.
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3.  Why does Honduran coffee have a bad reputation in international markets?
During the decade of 1980 several deficiencies were present in the commercialization process.  Low quality
coffee were put in international markets to meet some contracts and this created a bad reputation for Honduran
coffee.  The bad reputation of Honduran coffee is not real anymore.  This can be evidenced by the black market of
Honduran coffee to neighboring countries such as Guatemala, where Honduran coffee is commercialized at a higher
value.  Traditionally there has not been a domestic stimulus for production of good quality of coffee, this situation
has changed during the last five years.
4.  What are the perspectives for Honduran coffee in major markets (Germany, Japan, and the U.S.)?
There has been a lot of effort to improve the quality of Honduran coffee.  This has been reflected in good
perspectives in export markets, specially in Germany.
5.  What would be some strategies for the Honduran coffee industry to improve competitiveness in international
markets.
Improve deficiencies in the wet and dry processes
Diversification to specialty coffees
Explore and develop new markets
Develop high-value coffee products
March 2, 2004
Mr. David Valeriano
President Instituto Hondureño del Café (IHCAFE).
Phone (504) 232-2851
email: estefanalopez_mel@yahoo.com
1.  In general, how do you evaluate the quality of Honduran coffee?
The quality of Honduran coffee can be qualified as good.  Lack of consistency in the performance of the
wet process, drying, and deficiencies in the handling of the product by producers and intermediaries reduces the final
quality of the product.
2.  Can you mention some of the most important deficiencies which seriously reduces the quality of coffee during
the following processes: production, harvest, wet process (pulping and fermentation), drying and Commercialization.
There are serious deficiencies in the drying process.
3.  Why does Honduran coffee have a bad reputation in international markets?
This has been a strategy from domestic exporters to reduce the price of coffee.
4.  What are the perspectives for Honduran coffee in major markets (Germany, Japan, and the U.S.)?
5.  What would be some strategies for the Honduran coffee industry to improve competitiveness in international
markets.
Production of specialty coffees
Improve the commercialization process
Improve quality
Development of promotion activities
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