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Necessary and sufficient conditions for a trigonometric polynomial to be a low-
pass filter have been given by A. Cohen (Ann. Inst. H. Poincaré Anal. Nonlinéaire
7 (1990), 439–459) and W. Lawton (J. Math. Phys. 31 (1990), 1898–1901). We
give necessary and sufficient conditions for an arbitrary periodic function to be a
low-pass filter, following the approach of Lawton. The technique also applies to
functions that give rise to a Riesz basis. Ó 2000 Academic Press
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1. INTRODUCTION
One way to construct a multiresolution analysis is to start with what some authors call
a “prescaling function” φ(x), x ∈ R. That is, φ is assumed to belong to L2(R) and its
translates φk(x) = φ(x − k) form a Riesz basis for the subspace V0 of L2(R) generated
by finite linear combinations of the functions φk, k ∈ Z. The Riesz basis property is often
expressed by saying that if f =∑akφk belongs to V0, then
c
∑
a2k ≤ ‖f ‖22 ≤ C
∑
a2k .
Such a function will generate a multiresolution analysis if φ has the additional properties:
(1) φ(x)= 2∑pkφ(2x − k) for some {pk} ∈ `2 (or φˆ(ξ)= p(ξ/2)φˆ(ξ/2));
(2) the chain of spaces Vj ⊂ Vj+1, obtained from φjk(x)= φ(2j x − k), j, k ∈ Z, by
taking L2 limits of finite linear combinations, exhausts L2(R).
When the sequence {pk} in (1) corresponds to an orthonormal Riesz basis, the periodic
function
p(ξ)=
∑
k∈Z
pk exp(2piikξ)
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is called a low-pass filter (or a quadrature mirror filter). The corresponding function φ is
called a scaling function. 1
How does one recognize such functions φ? More to the point, how does one recognize
those sequences {pk} that correspond to such a φ by the relation (1)? If the sequence has
a finite number of nonzero terms, the question has been definitively settled in two distinct
ways. Cohen gave the first necessary and sufficient condition in a fundamental paper
[1]. He concerned himself with low-pass filters. These functions have the property that
|p(0)|2 = 1 and |p(ξ)|2 + |p(ξ + 12 )|2 = 1. Cohen’s condition, described below, may be
viewed as a restriction on the zeros of p(ξ). About the same time, Lawton [10] gave another
condition of a different nature. He constructed a specific matrix P from the sequence {pk},
and considered the subspace of eigenvectors of P with eigenvalue one. If this subspace is
one dimensional, then {pk} are the coefficients of a low-pass filter. Is Lawton’s condition
also necessary? The question was open for a while until it was settled affirmatively in
the spring of 1990 by both Cohen and Lawton, independently. (See Daubechies’ excellent
account of their adventure in her monograph [4, Chap. 6, Section 6.3].)
Suppose we ask the slightly more general question: How do we recognize those finite
sequences {pk} that are low-pass filters for a (possibly nonorthogonal) Riesz basis?
In this case, the Cohen condition is again necessary and sufficient. (See Lemarié [12,
Proposition 2].) The appropriate version of the Lawton condition for Riesz bases was
proved by Cohen et al. [2] in a paper on biorthogonal wavelets.
One concludes from this discussion that there are two distinct, but equivalent, solutions
to the characterization problem when p(ξ) is assumed to be a trigonometric polynomial.
What happens when p(ξ) is assumed to be an arbitrary periodic function? This problem is
posed in the notes at the end of Chapter 7 of the text by Hernández and Weiss [7].
Two characterizations of low-pass filters for scaling functions are already known.
Papadakis et al. [14, Theorem 3.16] have formulated one of them. The other is a
probabilistic version, due to Dobric´ et al. [5]; for this work, we owe a debt of gratitude
to H. Šikic´ and G. Weiss for their many critical comments. However, neither one of these
papers contains results that resemble what is done in this paper.
We obtain a complete characterization of the general low-pass filter for a prescaling
function, following Lawton’s strategy. This approach is the one that prevails; the Cohen
condition fails to be necessary in the general case, and we see no way to rescue it. This
situation was already pointed out in [6].
The method of proof involves probability and some martingale theory. Roughly
speaking, we regard p(ξ) as a transition operator. This idea is certainly not new; its
application to wavelet theory appeared in Conze and Raugi [3] in 1990. They quoted Keane
[9] (1972) and Jamison [8] (1964), among others, who have regarded functions p(ξ) as
transition operators. However, for wavelet applications, the theorems in the literature are
too specialized. They are burdened with assumptions that abridge the generality of their
conclusions.
1 The term “prescaling function” seems to be widely accepted when the translates of φ are not necessarily
orthogonal. However, if {pk} corresponds to such a function (a Riesz basis), the function p(ξ) does not seem to
have an official name. We shall say that p(ξ) is the low-pass filter for a prescaling function. It will be understood
that the space corresponding to this prescaling function is V0 in some multiresolution analysis. The basic period
of p(ξ) is always one in this paper.
206 RICHARD F. GUNDY
2. MORE BACKGROUND
Suppose that {pk} is a sequence with a finite number of nonzero terms. For this
discussion, there is no loss of generality if we assume that the nonzero terms are indexed
as p0,p1, . . . , pN . Suppose also that a compactly supported function φ(x) exists, that
it belongs to L2(R), and that it satisfies condition (1) in the above definition of a
multiresolution analysis. Now consider the (2N−1)-dimensional vector {ek}, k =−N+1,
. . . ,N − 1, of inner products (the autocorrelation vector) with
ek =
∫
φ(x)φ(x − k) dx.
Because {pk} relates φ(x) to φ(2x) by the convolution relation described in (1), we have a
linear relation between the autocorrelation vector for φ(x) and the autocorrelation vector
for 2φ(2x). This relation can be expressed by a matrix, but a more convenient way to do the
computation is to take Fourier transforms. (This discussion is given in detail in Daubechies
[4, pp. 189–190].) The sequence {pk} is replaced by the function p(ξ), the autocorrelation
vector {ek} by the periodic function e(ξ),
e(ξ) :=
∑
k∈Z
|φˆ(ξ + k)|2,
and the matrix by a multiplication operator defined on trigonometric polynomials, of the
form
P: f → |p(ξ/2)|2f (ξ/2)+ |p(ξ/2+ 1/2)|2f (ξ/2+ 1/2).
Equation (1) implies that P(e)= e. Lawton’s theorem is the following:
THEOREM 1 [10]. Suppose that p(ξ) is a trigonometric polynomial with p(0)= 1 and
that the function f (ξ)≡ 1 is invariant under P. If the space of P-invariant polynomials is
one dimensional, then the function
φˆ :=
∞∏
k=1
p(ξ/2k)
is the Fourier transform of a scaling function φ(x), x ∈R.
Stated in this way, the proof is almost visible. Orthonormality is a condition on the
autocorrelation vector {ek} : ek = δ0(k). On the Fourier transform side, this means that
e(ξ)= 1 almost everywhere. Because the function p(ξ) is a trigonometric polynomial, it
can be shown that e(ξ) is a trigonometric polynomial. Therefore, if P(1)= 1, and 1 is the
unique normalized invariant polynomial and Pe = e, we must have e(ξ)≡ 1 as Lawton’s
theorem states.
The question of whether this condition is necessary as well as sufficient was settled in
the affirmative by both Cohen and Lawton [11], independently, as we mentioned above.
Subsequently, Cohen et al. [2] extended this necessary and sufficient condition to cover
polynomials p(ξ) that are low-pass filters for a prescaling function. (This is not what they
stated, but is implicit in their results. See Theorem 4.3, C1 and C3 and Eq. 4.10 of [2].)
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THEOREM 2 [2]. Let p(ξ) be a trigonometric polynomial with p(0) = 1. If p(ξ) is
the low-pass filter for a prescaling function, then the function e(ξ) is a strictly positive
P-invariant polynomial and is the unique such polynomial with e(0)= 1.
Conversely, if the operator P has a unique, strictly positive invariant polynomial, then
p(ξ) is the low-pass filter for a prescaling function.
The proof of these theorems (the necessity part) relies on the fundamental result of
Cohen [1] mentioned in the Introduction. His necessary and sufficient condition on p(ξ)
to qualify as a low-pass filter pertains to the structure of the roots of p(ξ): this polynomial
is not allowed to have roots that are invariant under a certain dyadic transformation. (This
condition is described in detail below.) As we shall see, this approach fails in the general
case and must be replaced with something more robust. This is where martingale theory
enters the picture.
3. LAWTON’S THEOREM: THE GENERAL CASE
Suppose that p(ξ) is an arbitrary complex-valued periodic function. At first glance, the
basic problem seems to be to find necessary and sufficient conditions on p(ξ) so that there
exists an L2-function φˆ(ξ) such that φˆ(2ξ)= p(ξ)φˆ(ξ), and such that the translates φk of
φ form a Riesz basis for the space V0 in a multiresolution analysis. In fact, we really have
two questions:
(a) Given p(ξ), when is there an L2-function φˆ(ξ) such that φˆ(2ξ)= p(ξ)φˆ(ξ)?
(b) Given such a φˆ(ξ), when are the translates φk a Riesz basis for some V0 in a
multiresolution analysis?
If both (a) and (b) have positive answers, then p(ξ) is itself an L2-function, since
2−1φ(x/2) =∑pkφ(x − k) is in V0 and |φˆ(ξ)|2 belongs to L∞(R). This is the first
necessary condition for p(ξ) to satisfy. Let us re-phrase question (a) in a weaker form:
Consider the operator
p: f (ξ)→|p(ξ/2)|2f (ξ/2),
defined on L1 ∩L∞(R). When does p have a nontrivial fixed point f (ξ)≥ 0 that belongs
to L1 ∩L∞(R)? If (a) has a positive answer, then f (ξ)= |φˆ(ξ)|2 is such a nontrivial fixed
point. This is the second necessary condition.
A slight variation of the second necessary condition produces a third. Consider the
operator P, defined on L∞(T), the essentially bounded periodic functions:
P: f (ξ)→ |p(ξ/2)|2f (ξ/2)+ |p(ξ/2+ 1/2)|2f (ξ/2+ 1/2).
If there is a function φˆ(ξ) that satisfies (a) and (b), then
e(ξ) :=
∑
k∈Z
|φˆ(ξ + k)|2
is a bounded nontrivial P-invariant function. Thus, if we have positive answers to questions
(a) and (b), the function p(ξ) is a 1-periodic function belonging to L2(T), and the operators
p and P have nontrivial invariant functions, in L1 ∩L∞(R) and L∞(T), respectively.
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Suppose we have a function that satisfies these three conditions. It is known that they
are not sufficient to provide answers to (a) and (b). How much (or how little) must we
add to obtain a set of sufficient conditions? It turns out that there is a fourth uniqueness
condition that must be added to obtain a set of sufficient conditions. Surprisingly, this
fourth condition is also necessary. Consider the following:
DEFINITION. Let g(ξ) ∈ L1 ∩ L∞(R) be a fixed reference function. An arbitrary
function f (ξ) is said to be a.e. dyadically g-continuous at zero if the limits
lim
j→∞
f (ξ/2j )
|g(ξ/2j )|2 = limj→∞
f (−ξ/2j )
|g(−ξ/2j )|2
exist and the value (a function of ξ ) is constant almost everywhere. Here, 0/0= 1, so that
|g(ξ)|2 is a.e. dyadically g-continuous. When f (ξ) is g-continuous, we will denote the
value of the ratio by f (0)/|g|2(0).
The importance of this idea in wavelet analysis was recognized by Papadakis et al. in
their paper [14]. In particular, it was Šikic´ and Weiss who, rather forcefully, focused the
author’s attention on this notion, in connection with a previous paper [5]. They identified
this type of continuity in the case where g(ξ) ≡ 1, and call it “almost everywhere dyadic
continuity at zero.” It seems that yet another qualifier g is needed, alas.
We can now state the principal result.
THEOREM 3. If a 1-periodic function p(ξ) is a low-pass filter associated with a
prescaling function, then the following are true:
(a) p(ξ) is an L2 function;
(b) the operators p and P have nontrivial fixed points, |φˆ(ξ)|2 ∈ L1 ∩ L∞(R) and
e(ξ) ∈ L∞(T), respectively;
(c) the fixed point e(ξ) of the operator P is the unique function in the class D∞(φˆ)
defined as the set of functions h(ξ)≥ 0 such that
(i) h(ξ) is a.e. dyadically φˆ-continuous at zero, with h(0)/|φˆ|2(0)= 1;
(ii) both h(ξ) and its reciprocal h−1(ξ) belong to L∞(T).
Conversely, assume that p(ξ) is a 1-periodic measurable function that satisfies (a), (b),
and (c). Then the function p(ξ) is the low-pass filter for a scaling function φ, defined by
φˆ(ξ) :=∏∞j=1 p(ξ/2j ).
These conditions are sharp, and examples to support this claim are given below.
The original Lawton theorem and its generalization by Cohen et al. both have a feature
that Theorem 3 does not have. In those theorems, it is assumed that p(ξ) is a polynomial
with p(0) = 1, and that the operator P has a strictly positive invariant polynomial. (In
the Lawton theorem, one assumes that P(1)= 1.) This assumption alone implies that the
operator P has a fixed point |φˆ(ξ)|2 in L1 ∩ L∞(R). This fact was noted by Mallat [13]
when P(1)= 1; the general case was proved by Cohen et al. [2]. A version of their theorems
may be stated for p(ξ) that satisfy Dini–Lipschitz conditions of the following form. Let
w0(p, δ) := |p(δ)− p(0)|.
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Suppose that ∫ 1/2
−1/2
w0(p, δ) dδ/|δ|<∞;
we then say that p is Dini–Lipschitz continuous at zero.
Let
w(p, δ) := sup
0≤ξ<1
|p(ξ + δ)− p(ξ)|
and suppose that ∫ 1/2
−1/2
w(p, δ) dδ/|δ|<∞;
we then say that p is uniformly Dini–Lipschitz continuous.
Let D∞ denote the class D∞(g) when the reference function g(ξ)≡ 1.
THEOREM 4. (a) Let p(ξ) be a 1-periodic function that is Dini–Lipschitz continuous
at zero, with p(0)= 1. If there exists a P-invariant function h(ξ) that belongs to the class
D∞, then the operator p has a fixed point |φˆ(ξ)|2 that belongs toL1∩L∞(R). The function
p(ξ) is a low-pass filter associated with a prescaling function if and only if there is a unique
P-invariant function in D∞.
(b) Let p(ξ) be uniformly Dini–Lipschitz continuous with p(0) = 1. The function
p(ξ) is a low-pass filter if and only if P(1) = 1 and h(ξ) ≡ 1 is the unique strictly
positive P-invariant function h(ξ) with h(0)= 1 in the class of all uniformly Dini–Lipschitz
continuous functions.
Notice the distinction between the uniqueness class D∞ and the corresponding class in
part (b) consisting of uniformly Dini–Lipschitz continuous functions. The uniqueness is
stronger in (b) than in part (a). Let us explain this as follows:
When p(ξ) is a polynomial with p(0) = 1, the operator P is injective on several
domains D. We emphasize the domain by writing (P,D) to denote the operator. Consider
the three pairs (P,Di), i = 0,1,2,3, where D0 is the set of trigonometric polynomials,
D1 the set of uniformly Dini–Lipschitz continuous periodic functions, D2 is the set of
continuous periodic functions, and D3 the set of uniformly bounded (everywhere defined)
periodic functions that are continuous at zero. The operator (P,Di) satisfies P(Di) ⊂Di
for i = 0,1,2, when p(ξ) is a polynomial.
Suppose that (P,D0) has the constant function h(ξ) ≡ 1 as an invariant function, and
that this is the unique invariant h(ξ)≥ 0, h(0)= 1 in the space D0. Then we can show that
if h(ξ)≥ 0, h(0)= 1 is any P-invariant function in D3, then h(ξ)≡ 1. That is, h(ξ)≡ 1 is
the unique such invariant function for (P,D3) also. Since D0 ⊂D1 ⊂D2 ⊂D3, the same
statement can be made for (P,Di), i = 1,2. It follows trivially that this is also the case
for (P,D∞).
When p(ξ) is not a polynomial, but uniformly Dini–Lipschitz continuous with p(0)= 1,
then P(Di)⊂Di for i = 1,2,3. Suppose that (P,D1) has h(ξ)≡ 1 as an invariant function
and that this is the unique invariant h(ξ) ≥ 0 in D1 with h(0)= 1. Then we can also show
the same is true for (P,Di), i = 2,3. This is the assertion of part (b) of Theorem 4.
The situation changes radically when we assume that p(ξ), p(0)= 1 is continuous but
only Dini–Lipschitz continuous at zero. The appropriate uniqueness class is D∞. In [6]
we have shown that there exists a p(ξ) that is C∞ at zero, with p(0)= 1, and continuous
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everywhere, such that (P,D2) has h(ξ)≡ 1 as an invariant function in D2. It turns out that
this is the unique invariant function inD2. This is because h(ξ)≡ 1 is no longer the unique
invariant function for (P,D3). There exists an invariant h(ξ) in D3 such that h(ξ) = 1
except at a finite number of points, where h(ξ)= 0 and is unique in this class. Thus, in this
case, the appropriate operator is (P,D∞) and h(ξ)≡ 1, considered as a representative of
the class of functions h(ξ): h(ξ)= 1 a.e., may be said to be the unique invariant function.
4. COHEN’S THEOREM: THE GENERAL CASE
As we have pointed out above, the first necessary and sufficient conditions for a
polynomial p(ξ) to be a low-pass filter were stated by Cohen [1]. We will discuss his
theorem for the case of an orthonormal scaling function, although the same condition
applies to the nonorthonormal situation. A necessary condition is that |p(0)|2 = 1 and
|p(ξ)|2 + |p(ξ + 12 )|2 = 1, so we assume this at the outset. The first form of the Cohen
condition concerns the structure of the zero set of p(ξ):
(1) The polynomial p(ξ) has no zeros of the form
ξ0 = k/(2N − 1)+ 1/2, 1≤ k ≤ 2N − 2 (mod 1).
(2) The following is a more user-friendly form of the same condition: There exists a
compact set K containing zero as an interior point, and a δ > 0 such that
inf
ξ∈K |p(ξ/2
j )| ≥ δ.
Furthermore, the set K should be 1-translation congruent to [− 12 , 12 ] in the sense that∑
k∈Z
χK(ξ + k)= 1
almost everywhere.
A third, equivalent form is stated in terms of the function φˆ(ξ)=∏∞j=1 p(ξ/2j ).
CONDITION (C). For every ξ ∈ [− 12 , 12 ] there exists a k = k(ξ) such that |φˆ(ξ + k)|2 ≥
δ > 0.
In case p(ξ) is a polynomial, the infinite product defining φˆ(ξ) converges uniformly on
compact intervals containing zero. So, if Cohen’s Condition (2) holds, then (C) also holds.
Conversely, if |φˆ(ξ)|2 is continuous (which is certainly the case if p(ξ) is a polynomial)
and Condition (C) holds, then we may obtain K by covering [− 12 , 12 ] with intervals,
centered at ξ + k(ξ), such that |φˆ(ξ ′)|2 ≥ δ/2> 0 for ξ ′ contained in any such interval. We
can extract a finite subcovering to obtain K .
Condition (C) is always sufficient for φˆ(ξ) to ensure that the partial products
n∏
j=1
p(ξ/2j )χ[− 12 , 12 ](ξ/2
n)
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to converge in L2 to a scaling function φˆ(ξ), as Cohen has shown. His argument reworked
with Condition (C) is presented in [5]. In fact, if Condition (C) holds almost everywhere,
instead of everywhere, it is still sufficient.
The question, then, is whether Condition (C), or the almost everywhere version, is
necessary? That is, if the partial products converge in L2 to a scaling function φˆ(ξ), does
some form of Condition (C) hold? In order to avoid trivialities, let us ask the question
when φˆ(ξ) is continuous, so that compactness may come into play. If the partial products
converge in L2 to a bonafide scaling function, then, by Poisson summation,
e(ξ) :=
∑
k∈Z
|φ(ξ + k)|2 = 1
almost everywhere. Can one find the k(ξ) for almost every ξ ∈ [− 12 , 12 ] to verify
Condition (C)? This can certainly be done if e(ξ) ≡ 1. However, it can happen that there
are exceptional points where e(ξ) = 0. An example of a bad low-pass filter producing
exceptional points is constructed in [5]. The filter p(ξ) is C∞ except at four points in
[− 12 , 12 ]. The scaling function φˆ(ξ) is continuous, and e(ξ)= 0 at the exceptional points.
Furthermore, it is shown that any example of a continuous φˆ(ξ) such that e(ξ) = 0 for a
nonempty set of measure zero has the unpleasant property that Condition (C) fails to hold.
That is, for every  > 0, there exists an open interval U(ξ; δ) centered at some ξ ∈ [− 12 , 12 ]
of radius δ = δ() such that
sup
k∈Z
|φˆ(ξ ′ + k)| ≤ 
for all ξ ′ ∈ U(ξ; δ). We will discuss this example and try to motivate the construction
below. For the full account, however, we refer the reader to [5].
Given the results just quoted, it is natural to ask for properties of p(ξ) that imply that the
exceptional set for e(ξ) is empty. A sufficient condition for this to happen is to require p(ξ)
to be uniformly Dini–Lipschitz continuous. This result is implicit in Ref. [6]. (In [6] we
prove that the exceptional set for e(ξ) is empty provided p(ξ) satisfies a uniform Hölder
condition of order α,0< α ≤ 1. However, Maurice Hasson, of Rutgers University, pointed
out that the proof is valid under the more general Dini–Lipschitz condition.)
5. PROOFS AND EXAMPLES
5.1. Proof of Theorem 3
Necessity. As we have already pointed out, if p(ξ) is the low-pass filter for a prescaling
function, both operators p and P have, respectively, fixed points |φˆ(ξ)|2 in L1 ∩ L∞(R)
and e(ξ) ≥ 0 in L∞(T). Furthermore, e−1(ξ) belongs to L∞(T). This implies that
the function γ (x), whose Fourier transform is e−1/2(ξ)φˆ(ξ), is a scaling function for
the same multiresolution analysis. (In fact, if α(ξ) belongs to L2(T), then α(ξ)γˆ (ξ) =
α(ξ)e−1/2(ξ)φˆ(ξ) is the Fourier transform of a function in V0, and any function in V0
can be written in this form. Furthermore, the translates γk are orthogonal: The map
φˆ(ξ)→ e−1/2(ξ)φˆ(ξ) is the standard method of orthogonalization that commutes with
translations by k ∈ Z.)
The function e(ξ) is a.e. dyadically φˆ-continuous at the origin. To verify this, we quote
Hernández and Weiss [7]:
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THEOREM 5.2 [7, Chap. 7, p. 382]. Necessary and sufficient conditions for an L2(R)
function γ (x) to be a scaling function are:
(a) ∑ |γˆ (ξ + k)|2 = 1 almost everywhere;
(b) limj→∞ |γˆ (ξ/2j )| = 1 almost everywhere;
(c) there exists a periodic function m(ξ) in L2(T) such that γˆ (ξ)=m(ξ/2)γˆ (ξ/2).
Since γˆ (ξ) is the Fourier transform of a scaling function, we have
lim
j→∞|γˆ (ξ/2
j )|2 = lim
j→∞
|φˆ(ξ/2j )|2
e(ξ/2j )
= 1,
almost everywhere. This is another way of saying that e(ξ) is a.e. dyadically φˆ-continuous
at zero. The question of uniqueness is the only issue to be resolved; this is the heart of the
matter. Let us defer this until after we have established the sufficiency of these conditions.
Sufficiency. Suppose that the operator p has fixed point |φˆ(ξ)|2 and that e(ξ) is the
unique P-invariant function in the class D∞(φˆ). Then, by Theorem 5.2 of Chap. 7 of
Hernández and Weiss [7], the ratio |φˆ(ξ)|/e1/2(ξ) is a scaling function for a multiresolution
analysis. The low-pass filter corresponding to this scaling function is
m(ξ)= |p(ξ)|(e(ξ)/e(2ξ))1/2
and 0≤m(ξ)≤ 1. This leads us to define
m˜(ξ) := p(ξ)(e(ξ)/e(2ξ))1/2,
and note that
m˜(ξ)= sgnp(ξ)m(ξ).
The fact that m˜(ξ) is a low-pass filter corresponding to a scaling function is a consequence
of the more general fact that the class of such low-pass filters is stable under multiplication
by unimodular 1-periodic measurable functions: this is part of the content of Theorem 2 of
the “Brothers” Wutam [15]. For the sake of clarity here, let us indicate the proof from [15]
that m˜(ξ) is indeed a scaling function. The crucial observation is that any unimodular
1-periodic measurable function µ(ξ) may be written in terms of another (nonunique,
nonperiodic) unimodular function t (ξ) as
µ(ξ)= t (2ξ)t−1(ξ).
How does one find a t (·)? Start with the annular set S = [−1,−1/2] ∪ [1/2,1] and define
t (ξ) ≡ 1 on S. (In fact, this choice is arbitrary. As we shall see, we can take t (ξ) to be
any function such that |t (ξ)| = 1 a.e. on S.) Now extend the definition of t (·) to the set
2S = [−2,−1] ∪ [1,2]:
t (ξ)= t (ξ/2)µ(ξ/2), ξ ∈ 2S.
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In the same way, the domain of definition of t (·) is extended to the bands 2j S, j ≥ 0, and
t (ξ) is unimodular. Also,
t (2ξ)= t (ξ)µ(ξ)
for ξ ∈ (−∞,−1/2] ∪ [1/2,∞). Now we extend the definition of t (ξ) to [−1/2,−1/4)∪
(1/4,1/2] = 2−1S by setting
t (ξ)= t (2ξ)µ−1(ξ),
for ξ ∈ 2−1S. Again, we see that t (ξ) is unimodular and satisfies the desired relation. We
can continue this procedure on the bands 2−j S, and so define t (ξ) for all ξ 6= 0.
In our case, µ(ξ) = sgnp(ξ) = p(ξ)/|p(ξ)| with the convention that 0/0 = 1. If we
write sgnp(ξ)= t (ξ)t−1(ξ/2), we may define
φˆ(ξ) := t (ξ)|φˆ(ξ)|
= t (ξ)t−1(ξ/2)|p(ξ/2)|(t (ξ/2))|φˆ(ξ/2)|
= sgnp(ξ/2)|p(ξ/2)(t (ξ/2))|φˆ(ξ/2)|
= p(ξ/2)φˆ(ξ/2).
Since t (·) is unimodular, all the conditions of Theorem 5.2, cited above, remain valid, and
φˆ(ξ) is a bonafide scaling function for some multiresolution analysis.
Uniqueness. We assume that p(ξ) is the low-pass filter for a prescaling function φˆ(ξ).
Then the function e(ξ) belongs to the class D∞(φˆ). We assert that if h(ξ) is another such
function, then h(ξ) = e(ξ) for almost every ξ .
Consider the ratio |γˆ (ξ)|2 = |φˆ(ξ)|2/e(ξ); since φˆ(ξ) is a prescaling function, this
function is the squared modulus of a scaling function γˆ (ξ). In particular, we have∑
k∈Z |γˆ (ξ + k)|2 = 1 for almost every ξ , 0≤ ξ ≤ 1, and
lim
j→∞|γˆ (ξ/2
j )|2 = 1
almost everywhere. We define the value of |γˆ (ξ)|2 at ξ = 0 as 1. This means that
|γˆ (ξ+k)|2, k ∈ Z, may be interpreted as a probability distribution on Z, for almost every ξ .
In fact, more is true. We can write |γˆ (ξ)|2 as the almost everywhere limit of a sequence of
partial products |γˆN (ξ)|2
|γˆ (ξ + k)|2 = lim
n→∞|γˆN(ξ + k)|
2
for all k ∈ Z and for almost every ξ , 0≤ ξ ≤ 1. Now we revert to the construction in [5],
which we repeat here for the sake of clarity. LetM(ξ)= |m(ξ)|2, wherem(ξ) is defined in
the sufficiency part of the proof. Notice that M(ξ) is a one-periodic function that satisfies
M(ξ)+M(ξ + 1/2)= 1, and M(0)= 1. The basic probability space  for our discussion
is the disjoint union of two spaces of infinite sequences ω with coordinates wi = 0 or 1.
We will represent elements of  by {0,1} × {0,1}N; + and − will denote sequences
starting with 0 and 1, respectively. We identify integers with a subset of in the following
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way. A positive integer k with dyadic expansion
k =
∞∑
i=1
wi(k)2i−1
is represented by the sequence
(0,ω1(k),ω2(k), . . .).
The integer zero is identified with the sequence that is identically zero. A negative integer k
is represented by coefficients of dyadic expansion of −(k + 1) preceded by 1 (thus, for
example, the sequence (1,0,0 . . .) represents−1). We denote the sequences corresponding
to nonnegative integers as Z+, and those corresponding to negative integers as Z−. Fix
k ∈ Z and let kN = {ω :ωi = ωi(k), 0 ≤ i ≤ N} be the N -dimensional +-cylinder that
contains ω(k). For each ξ ∈ [0,1] we define a probabilityQNξ , 0≤ ξ < 1, on the set of all
such cylinders by the following prescription. For 0≤ k ≤ 2N − 1, we set
QNξ (k)=
N∏
j=1
M
(
ξ + k
2j
)
.
We then have ∑
0≤k<2N
N∏
j=1
M
(
ξ + k
2j
)
= 1,
where we used the basic fact thatM(ξ)+M(ξ+1/2)= 1. In the language of (conditional)
probability,
M
(
ξ + k
2j
)
=Qξ(ωj (k)‖ωj−1, . . . ,ω1),
and the above sum is computed by the standard successive conditioning procedure.
With this interpretation of M((ξ + k)/2j ), we see that the product defines a probability
on cylinders of +, and that
QNξ (kN)=QN+1ξ (kN),
where kN is the N -dimensional cylinder corresponding to 0 ≤ k ≤ 2N − 1. In order to
define corresponding probabilities on − let us consider a “reflected” filter
M˜(ξ)=M(−ξ).
This filter may also be used to construct a probability on the positive integers 0 ≤ k < 2N
in the same fashion, by setting for 0≤ η < 1 and 0≤ ` < 2N
Q˜Nη (`)=
N∏
j=1
M˜
(
η+ `
2j
)
.
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We now define measures PNξ on cylinders in  by setting
PNξ (k)=
{
QN+1ξ (k), if 0≤ k < 2N ;
Q˜N+1ξ (−(k+ 1)), if −2N ≤ k < 0.
Notice that there is a double reflection, on the function and on the argument, and that
PNξ corresponds to N + 1 factors in Qs. This specification shows that PNξ , N ≥ 0, is a
consistent family (PNξ (k) = PN+1ξ (k) for each fixed k), since each of the families QNξ ,
N ≥ 1, and Q˜N1−ξ , N ≥ 1, are consistent. To see that PNξ defines a probability on the
integers −2N ≤ k < 2N , notice that∑
−2N≤k<2N
PNξ (k)=
∑
0≤k<2N
QN+1(k)+
∑
−2N≤k<0
Q˜N+11−ξ (−(k+ 1))
=
∑
0≤k<2N
QN+1ξ (k)+
∑
−2N≤k<0
QN+1ξ (2
N+1 + k)
=
∑
0≤k<2N+1
QN+1ξ (k)
= 1.
Therefore, PNξ , N ≥ 1, specifies a probability on the σ -field generated by the cylinders.
Therefore, by the basic Kolmogorov theorem, the family PNξ has an extension to a
probability Pξ on the Borel sets of . The fact that γˆ (ξ) is a scaling function (so that∑ |γˆ (ξ + k)|2 = 1 a.e.) means that the family PNξ is “tight” in the Prokorov sense, on
the set of “finite” sequences, i.e., those ω ∈ such that ω(j) ≡ 0 for j ≥ n(ω) for some
n(ω) ∈ N. Therefore, Pξ is concentrated on the finite sequences; we say Pξ (Z) = 1 for
almost every ξ, 0 ≤ ξ ≤ 1. This means that if we fix ξ where Pξ (Z) = 1, then the
coordinate process Xj(ω) = ω(j) converges almost everywhere to zero relative to Pξ .
Now we can ask the question: What is the conditional probability distribution of Xj(ω)
givenXj−1(ω), . . . ,X0(ω)? For sample points ω that are finite sequences, we can compute
according to the prescription just given,
Pξ (X0 = 0)= PNξ (X0 = 0)= P 0ξ (X0 = 0),
since the probabilities PNξ are consistent. By the prescription,
P 0ξ (X0 = 0)= |m(ξ/2)|2
and
P 0ξ (X0 = 1)= |m((ξ − 1)/2)|2,
where |m(ξ)|2 = |p(ξ)|2e(ξ)/e(2ξ).
The conditional probabilities:
Pξ (X1 = 1‖X0 = 0)= |m((ξ/2+ 1)/2)|2;
Pξ (X1 = 0‖X0 = 0)= |m(ξ/2)|2,
and
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Pξ (X1 = 1‖X0 = 1)= |m((ξ − 1)/22 − 1/2)|2;
Pξ (X1 = 0‖X0 = 1)= |m((ξ − 1)/22)|2.
We see that the coordinate process Xj(ω) generates a Markov process ξj+1(ω) =
(ξ + kj (ω))/2j+1 on [−1,1], where kj (ω) is the sum of the coordinate variables:
|kj (ω)| :=X0(ω)+
j∑
i=1
Xi(ω)2i−1
and
sgnkj (ω)= 1− 2X0(ω).
We set ξ0(ω)= ξ . If ω corresponds to a negative integer, the process ξj (ω) < 0 for j > 0,
and ξj (ω) converges to zero from the left. If ω corresponds to a nonnegative integer,
ξj (ω)≥ 0 and converges to zero from the right. The transition probability for this process
is |m(ξ)|2; that is,
Pξ (ξj+1‖ξj )=
{ |m(ξj/2)|2
|m((ξj ± 1)/2)|2.
Now let us discuss the uniqueness question. Let h(ξ) be a P-invariant function in the
class D∞(φˆ) an consider the ratio r(ξ)= h(ξ)/e(ξ). We must prove that r(ξ)= 1 almost
everywhere. The function r(ξ) is in the class D∞; that is, limj→∞ r(ξ/2j ) tends to the
limit r(0)= 1 for almost every ξ , and the sequence r(ξ/2j ) > 0 for all j ≥ 0, for almost
every ξ . Now note that r(ξ) is invariant under the operator M defined on L∞(T) by
M: h(ξ)→ |m(ξ/2)|2h(ξ/2)+ |m(ξ/2+ 1/2)|2h(ξ/2+ 1/2).
This is simply a consequence of the definitions. If we compose r(ξ) with the Markov
process ξj (ω), the composition r(ξj (ω)) is a martingale. (The function r(ξ) is “harmonic”
with respect to M.) That is, the conditional expectation
E
(
r(ξj+1)‖r(ξj ), . . . , r(ξ0)
)=E(r(ξj+1)‖r(ξj ))=M(r)(ξj ).
The martingale r(ξj ) is strictly positive, bounded, and Pξ0 -almost surely convergent to the
constant r(0) since ξj (ω)→ 0 almost surely (Pξ0) for a.e. ξ0. However, by the Lebesgue
dominated convergence theorem,
r(0)=E
(
lim
n→∞ r(ξn)‖r(ξj )
)
= lim
n→∞E
(
r(ξn)‖r(ξj )
)= r(ξj )
for all j ≥ 0. This means that r(0)= r(ξj (ω))≡ r(ξ0) almost surely (Pξ0). That is,
r(0)= h(ξ0)/e(ξ0).
Since we know that r(0) = 1, this means h(ξ) = e(ξ) almost everywhere, and the
uniqueness assertion of Theorem 3 is proved.
5.2. Proof of Theorem 4
(a) We assume that p(ξ) is Dini–Lipschitz continuous at zero, p(0)= 1 and that there
exists a function h(ξ) that is P-invariant and belongs to D∞. This implies that the operator
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p has a fixed point. When h(ξ) = 1, the argument appears in Mallat’s paper [13]. The
general case is proved along the same lines, and this argument has already been used in the
proof of sufficiency for Theorem 3. The difference here is that the notion of φˆ-continuous
makes no sense until |φˆ(ξ)|2 is defined. However, in this case we simply define the partial
products
|γˆN(ξ)|2χ[− 12 , 12 )(ξ/2
N)=
N∏
j=1
|m(ξ/2j )|2χ[− 12 , 12 )(ξ/2
n)
with m(ξ)= |p(ξ)|(h(ξ)/h(2ξ))1/2. These partial products converge to
|γˆ (ξ)|2 =
∞∏
|p(ξ/2j )|2/h(ξ)
because h(ξ) is a.e. dyadically continuous at zero, with h(0)= 1. The sequence of partial
products defined above is also uniformly bounded in L1 ∩ L∞(R). (This is the result of a
Fubini argument that is, by now, quite standard. See Hernández and Weiss [7, Theorem 4.8,
Chap. 7].) However, this is even more obvious if we take the point of view developed
in [5] and used in the proof of uniqueness. There, we have seen that the sequence of
partial products, |γˆN+1(ξ)|2 restricted to −2N ≤ ξ < 2N , may be written as a sequence
of probabilities PNξ , concentrated on the integers −2N ≤ k < 2N , with parameter ξ ,
0≤ ξ ≤ 1. Written this way,∫
|γˆN+1(ξ)|2χ[− 12 , 12 )(ξ/2
N+1) dξ =
∫ 1
0
∑
k
PNξ (k) dξ = 1.
Therefore, |γˆ (ξ)|2 belongs to L1 ∩L∞(R), and∫
|γˆ (ξ)|2 dξ ≤ 1.
This means that
|φˆN(ξ)|2 :=
N∏
j=1
|p(ξ/2j )|2 = |γˆN(ξ)|2
(
h(ξ/2n)/h(ξ)
)−1
and so
|φˆ(ξ)|2 :=
∞∏
|p(ξ/2j )|2 = h(ξ)|γˆ (ξ)|2
also belongs to L1 ∩ L∞(R). The function |φˆ(ξ)|2 is obviously p-invariant, so that the
proof of part (a) of Theorem 4 is complete, given Theorem 3.
(b) Here we assume that p(ξ) is uniformly Dini–Lipschitz continuous with p(0) = 1
and that P(1) = 1. If p(ξ) is a scaling function, then we know from Theorem 3 that the
unique P-invariant function e(ξ) that belongs to D∞ satisfies e(ξ)= 1 almost everywhere.
However, the result of [6] is that e(ξ)≡ 1. The natural domain for the operator P is the class
of functions that are uniformly Dini–Lipschitz continuous, so that the uniqueness condition
is made with respect to this class. If p(ξ) is a polynomial, then the natural domain for P
is the class of polynomials; if we phrase the theorem in these terms, we obtain the original
Lawton theorem.
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REMARKS AND EXAMPLES
(i) The φˆ-continuity condition in Theorem 3 is necessary. If φˆ(ξ) is a scaling function
and h(ξ) is a periodic function such that both h(ξ) and h−1(ξ) belong to L∞(T), then
α(ξ) = h(ξ)φˆ(ξ) is a prescaling function. The function |α(ξ)|2 may be a.e. dyadically
discontinuous at zero: limj→∞ |h(ξ/2j )|2 may not exist for any ξ . The function |h(ξ)|2 is,
of course, a.e. dyadically φˆ-continuous at zero.
(ii) The class D∞(φˆ) cannot be replaced by a similar class of continuous functions,
even when p(ξ) itself is continuous. We have made this observation in the discussion
following Theorem 4.
(iii) Perhaps, Dini–Lipschitz continuity is not the last word as a condition for
Theorem 4. However, some regularity is needed. In part (a), if we assume that p(ξ) is
continuous (but not Dini–Lipschitz) with p(0)= 1, it can happen that the operator p has
an invariant function |φˆ(ξ)|2 that belongs to L1 ∩ L∞(R), and P has a unique invariant
function in D∞. However, p(ξ) need not be a low-pass filter for a prescaling function.
An example of this nature, where p(ξ) is discontinuous, appears in Papadakis et al. [14]
and is attributed to Paluszyn´ski. Let p(ξ) be the periodic extension of χ[0, 12 )(ξ). Then the
infinite product |φˆ(ξ)|2 = χ[0,1)(ξ), and P(1)= 1. Now this example can be modified so
that p(ξ) is continuous, and such that |φˆ(ξ)|2 ≡ 0 for ξ < 0, but |φˆ(ξ)|2 is continuous
for ξ > 0 and right continuous at zero, with |φˆ(0)|2 = 1. We simply modify the previous
example so that p(ξ) is continuous at ξ = 1/2 and ξ = 1, but so that the infinite product
|φˆ(ξ)|2 has the desired properties. Now we still have |p(ξ)|2 + |p(ξ + 1/2)|2 = 1 (the
function p(ξ) is a “generalized filter” in the terminology of Papadakis et al. [14]). This
means that we can construct a probability on , as before. In this case, Pξ (Z) < 1, and
Pξ (Z−) = 0 where Z− denotes the negative integers. However, we can choose p(ξ) so
that for 0< ξ < 1 we have 0< p(ξ) < 1 except at ξ = 1/2, where p(ξ) = 0. This means
that PNξ (Z
−) > 0 for all N , but limN→∞ PNξ (Z−)= 0 , for every ξ , 0≤ ξ ≤ 1. Also, we
can verify that Pξ (k) > 0 for every k ≥ 0, and every ξ 6= 1/2. With this choice of p(ξ),
the operator P has a very strong uniqueness property: P(1) = 1, and this is the unique
normalized periodic P-invariant function in L∞(T). This can be seen as follows: Let h(ξ)
be an invariant function in L∞(T). The probability Pξ is split into two parts: the mass
on + is concentrated on Z+, but the mass on − is diffuse. Therefore, with Pξ ( ‖+)
probability one, ξ0(ω), ξ1(ω), . . . converges to zero from the right. (Recall that Pξ (Z) < 1.)
The sequence h(ξ0), h(ξ1), . . . is a bounded (therefore, convergent) martingale. Because
Pξ (k) > 0 for every k ≥ 0, the martingale convergence implies that
lim
j→∞h
(
(ξ + k)/2j)
exists and is finite for every k ≥ 0, for every ξ , 0 < ξ < 1. The limit is a “tail event”
and, therefore, constant for almost every ξ (see [5, Proposition 1]). If we suppose that
limj→∞ h(ξ/2j ) = 1, we have that h(ξ) ≡ 1 for 0 ≤ ξ < 1. Since h(ξ) is assumed to be
periodic, h(ξ) ≡ 1. Now observe that we can dispense with the conditional probability
Pξ ( ‖+): the process h(ξ0), h(ξ1), . . . , h(ξj ) ≡ 1 is a martingale with respect to the
unconditional probability Pξ , and h(ξ) ≡ 1 is the unique P-invariant function in L∞(T).
In spite of this strong uniqueness property, p(ξ) fails to be a low-pass filter on two counts:
Pξ (Z) < 1, and 1 is not φˆ-continuous.
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