the read depth, type and length of sequence reads required to fully characterize a sample with current techniques. Moreover, RNA-seq is an extremely useful method for exploring the expression of sequence variants, detecting novel RNAs and for discriminating between transcript splicing isoforms [13] [14] [15] [16] [17] [18] [19] [20] , but there is no gold standard of reference data on the dynamic range of differential expression and splicing that includes different sample preparation protocols, instruments and data analysis strategies.
To address this challenge, members of the Association of Biomolecular Resource Facilities (ABRF) 21 designed and conducted the first phase of a large-scale ABRF-NGS study with a focus on RNA-seq. The goals of the ABRF-NGS study are to evaluate the performance of high-throughput sequencing platforms and to identify optimal methods and best practices. A wide range of variables was evaluated, including library preparation methods (poly-A-enriched and ribo-depleted), size-specific fractionation (1, 2 and 3 kb) and RNA integrity (using heat, RNase A and sonication to degrade the RNA). The latter variable was chosen to mimic some of the damaging effects of tissue fixation with formalin, which is a well-recognized issue for RNA profiling of formalinfixed, paraffin-embedded (FFPE) clinical specimens [22] [23] [24] . Finally, we leveraged a data set of 18,124 PrimePCR reactions, also used by the SEQC Consortium 11 . These primers' data were compared to the exact loci in the transcriptome coordinates of GENCODE v12, which is known to enable a more accurate comparison than the overall gene counts 25 . Both platform-agnostic and platform-specific sequence aligners were also compared to support the validity of our analyses. Taken together, these data represent a broad cross-platform characterization of widely used RNA standards and to our knowledge provide the largest comprehensive comparison of results from degraded, full-length and size-selected RNA across sequencing platforms and protocols.
RESULTS

Platforms, RNA samples and sequencing protocols
Although comparisons of high-throughput sequencing platforms and sample preparation protocols have been reported in past studies 6, [26] [27] [28] , no other study has been conducted using five platforms and two standardized RNA samples replicated at multiple sites (Fig. 1) . Platforms evaluated included the Illumina HiSeq 2000/2500, Roche 454 GS FLX+, Life Technologies Ion Personal Genome Machine (PGM) and Proton, and the Pacific Biosciences RS (PacBio) 6, 8, 29 . Data were generated and analyzed by the members of five ABRF Research Groups, including 25 core facilities at 20 different institutions ( Fig. 1 and Supplementary Table 1) . Additional data from an Illumina MiSeq v2 instrument were used to compare metrics derived from different read lengths from the same Illumina library preparation and sequencing methods. Detection of differential RNA abundance was evaluated using two commercially available and very distinct RNA samples: A, RNA from cancer cell lines; B, RNA from pooled normal human brain tissues; and two predefined mixtures of these samples (C: 75% A + 25% B; D: 25% A + 75% B). All standardized RNA samples also contained synthetic RNA spike-ins from the External RNA Control Consortium (ERCC) 10, 30, 31 . Results from high-quality RNA on the Illumina HiSeq 2500 platform were compared to results on the same platform from RNAs degraded using three degradation conditions: heat, RNase and sonication. The RNA reference samples were degraded to a RIN (RNA integrity number) of 3 or less. In addition, results from ribosomal RNA-depleted and poly-A-enriched libraries from intact RNA were compared using the Illumina HiSeq 2500 platform. Additional RNA samples were also generated: samples C and D were prepared as defined mixtures of A and B, while other aliquots of A and B were degraded by three methods. All these additional samples were ribo-depleted for RNA-seq on the HiSeq platform. The number of technical replicates (×2, ×3 or ×4) of each sample set is indicated for each platform and method. The number of stacked rectangles indicates the number of sites performing the same experiment. (b) Stacked bar plots of the sequencing platforms' mismatch rates (y axis) for single-base mismatches (white) and insertions/deletions (indels, gray) based on different aligners for each platform (x axis). Q10 (90% accuracy) and Q20 (99% accuracy) are shown as the top and bottom line, respectively. X axis indicates the platform name, with the aligner name in parentheses.
npg
To map the sequencing reads to the human genome (hg19), we used both vendor-recommended alignment algorithms and 'universal' , platform-agnostic aligners. For gene expression quantification, the following aligners were evaluated: STAR 32 (agnostic), ELAND (HiSeq), TMAP (PGM and Proton), GSRM (454) and GMAP (PacBio). With the exception of ELAND, each platform-specific algorithm produced better mapping rates, gene-body coverage evenness and Spearman correlations with PrimePCR quantification (Supplementary Tables 2-4 ) when compared to STAR applied uniformly across all platforms. However, the universal STAR alignments were used as input for shared junction detection (Supplementary Table 5 ), as these alignments always showed the lowest mapping error rate (Fig. 1) . After mapping, additional processing for quantifying gene counts was performed using the open source r-make package (http://physiology.med.cornell. edu/faculty/mason/lab/r-make/ and Online Methods) to calculate the reads and coverage for each gene feature based on GENCODE (v12) annotation. Quality control data were generated using the fastQC package (http://www.bioinformatics.babraham.ac.uk/projects/fastqc) to calculate a large set of performance metrics for sequence quality, gene coverage, and transcriptome quantification and characterization for all platforms ( Fig. 1 and Supplementary Figs. 1-23 ).
Base qualities, data quality and duplicate rates Quality values (QV, a per base accuracy estimate) were calculated for all sample runs and for prealignment measures ( Supplementary  Figs. 1-6 ) and postalignment measures (Fig. 1b) . Results ranged from Q10 (90% accuracy) to Q60 (99.9999% accuracy) across platforms ( Supplementary Figs. 1-6 ) and revealed three notable trends. First, most platforms show a biased QV distribution in the first 1-16 bases, a known effect from the reverse transcriptase (RT) priming step 33 . This RT bias can also affect the observed GC content (Supplementary Figs. 7-11 ) and base-frequency data 11, 34, 35 ( Supplementary Figs. 12-17) . Second, similar QV profiles were observed for samples A and B, and across different RNA size fractions. Third, although changes in library preparation techniques and sequencing chemistry for various platforms can affect the QVs, the largest increase in QVs came from the circular consensus sequencing for the PacBio data ( Supplementary  Fig. 2) , where median QVs near 40 were observed, though with a wide range of variation. Thus, for most platforms, the ends of the reads are where most noise was observed, but lower QVs also occurred at the beginnings of the reads. This results in a source of bias and noise for RNA-seq data that appears in all platforms and is usually addressed by appropriate sequence trimming.
The QVs for each base of a read, as well as the read length, alignment method and reference sequence quality, can all affect mapping accuracy. To estimate the platform-specific and aligner-specific impact of the sequencing error rate on alignment, we calculated the number of mismatches relative to the hg19 human reference genome, normalized by total mapped bases, for two aligners for each platform (Fig. 1b) . These data showed that a tradeoff between higher mapping rate and accuracy can occur for RNA-seq, such as the increased mapping rate with TMAP and GSRM versus STAR (Supplementary Table 2 ) that led to a higher empirically derived error rate (Fig. 1b) . The most common type of mismatch was single-base substitutions, with frequencies ranging from 0.6 to 7.1% across all platforms. Insertion/deletion (indel) type mismatch rates were also highly variable between platforms, spanning 0.017-4.4% of all mismatches observed. Moreover, for all platforms, the reported QVs were higher than the empirically derived QVs based on sequence mismatches, similar to the QV-inflation observed for DNA sequencing in the 1000 Genomes Project and GATK 36, 37 .
Previous work in RNA-seq has found that duplicate reads may be a confounding factor in data analysis because reads with exactly the same start and end may arise from clonal copies produced during library amplification rather than from independently transcribed RNAs in the biological sample 8, 34 . However, unlike DNA sequencing of large diploid genomes, RNA-seq is expected to produce some reads from highly expressed transcripts that begin at the same nucleotide and are thus designated "duplicate." An assessment of this question Table 2 .
npg over a range of read lengths has not been previously reported, but is facilitated in this study by RNA-seq of the same samples over a range of varying read lengths (Supplementary Figs. 19-23 ). The read length distributions revealed distinct types for variable-read platforms, including Gaussian (454) and "ski-jump" (Proton and PGM), and the expected uniform lengths for Illumina platforms. Yet, all platforms showed no more than 51% of reads as putative duplicates (Supplementary Fig. 24 ), with the 454 and PacBio platforms showing the fewest duplicates (12-20%). PacBio library construction does not include any amplification step of the final cDNA library, whereas the reduced duplication with 454 is likely because the amplification step takes place after template attachment to single beads, so individual molecules in the library have less chance to spawn multiple reads. For the other platforms, this analysis cannot distinguish whether observed duplicates are due to independent transcripts or are a consequence of library amplification, but future data sets based on these same samples will support investigation of this question.
Coverage of genes
Next we examined the normalized coverage of all GENCODE gene transcripts from 5′ to 3′ termini for any bias in the number of mapped bases originating from different regions of the transcripts. Almost all samples showed a fairly similar distribution of coverage for genes (Fig. 2) . Notably, the ribo-depleted RNA samples, whether degraded or not, consistently showed more uniform gene coverage than did poly-Aselected libraries. The data also showed "banding" or altered coverage distributions, likely caused by the use of a different library kit version at one of the test sites (W). This indicates that gene coverage can be affected by platform and preparation-dependent factors, but aligners can also play a role (Supplementary Table 3 ). Finally, the highest and most uniform coverage of full-length transcripts came from preparing samples with enrichment for both the 3′ poly-A tail and an antibody for the 5′ methylguanylate cap (5′G cap), combined with long-read technology (see Online Methods for Pacific Biosciences).
Transcriptome profiling and splice junction detection
We investigated the ability of each platform to reproducibly detect and quantify genes and splice junctions across the transcriptome (Fig. 3 ). Data were restricted to genes that were observed at all test sites and in all technical replicates for each platform. The platforms showed a median range of 11-39% inter-site CV (coefficient of variation) in their quantification of detected genes using normalized gene expression Fig. 3b ; PacBio was not included because it displayed an (expected) low read count for many genes. The inter-platform correlation was high (correlation coefficient greater than 0.83) for the same samples profiled on different platforms, and the intra-platform correlation was even higher (correlation coefficient greater than 0.86). Each platform was also compared to normalized expression data from an orthogonal quantification method (PrimePCR, Supplementary Fig. 25 ), and the Spearman correlations of the log 2 fold differences were ranked as 454 < PGM < Proton, HiSeq, ranging from 0.83 to 0.89.
Next we examined the impact of read depth and length on transcript identification. A clear log-linear relationship was observed between sequence base depth and gene detection (Fig. 3d) , showing that increasing the depth of sequencing for any platform is a quick means to find more genes. Characterizations of splice junction detection efficiency and inter-platform agreement have not been previously reported, so to account for each platform's different read lengths, the effect of total sequenced base depth (rather than read count) was examined for previously annotated and new, unannotated splicing. Splice junction profiling showed an early plateau for detection of known junctions (Fig. 3e) . The Proton, PGM and 454 platforms detected more known junctions despite fewer bases sequenced compared to Illumina HiSeq. However, a follow-up experiment with long-read Illumina MiSeq data (2 × 250 bp paired-end reads) showed a similar boost in junction identification ( Supplementary Fig. 26 ), suggesting that splice junction detection is most affected by read length, rather than library preparation or sequencing chemistry. The ratio of the number of junctions detected as a function of total bases sequenced (junctions/Mb) revealed a wide range of values ( Fig. 3f) but clearly demonstrated that longer reads are a more efficient way to capture junctions. This is reflected in the data from the long-read platforms and also in the comparison of the number of junctions detected in the Illumina HiSeq versus MiSeq data from two aliquots of the same library (22.6 junctions/Mb for HiSeq versus 33.9 junctions/Mb for MiSeq, Supplementary Fig. 26 ).
We also characterized the inter-platform agreement of known and novel junctions. The known GENCODE junctions (v12) showed higher inter-platform agreement, with most of these junctions detected by three or more platforms (Fig. 3g, left panel) . However, unannotated junctions have lower concordance than known junctions across platforms (Fig. 3g ). An examination of these rare isoforms revealed that the lower detection agreement is likely due to their lower expression levels ( Supplementary Fig. 27 ), but they also may represent platform-specific artifacts. Therefore, only unannotated splice junctions observed on at least three platforms (which still includes >20,000 junctions per sample) are reported in this analysis.
These cross-platform splicing data showed that the types of reads dramatically influenced each platform's measure of low abundance transcripts. This effect was apparent for RNA splice isoforms such as SRP9 (Fig. 4a ), suggesting that rare-isoform quantification benefits the most from greater read depths (such as from the Illumina HiSeq and Life Technologies Proton). However, uniformity of coverage across exons is improved with long-read technology such as PacBio ( Fig. 28 ), with the majority (90%) showing complete transcript sequences in the 1-2 kb range or even longer. These results indicate that a combination of appropriate sample preparation and long reads can readily create cDNA profiles that approach the full-length sequences of mRNAs from complex samples, underlining the utility of long read platforms, despite the lower read depths they may produce 38 .
To examine the ability of each platform to detect differentially expressed genes (DEGs) (Fig. 4b, Supplementary Figs. 29-31 ), we used limma-voom 39 to perform DEG analysis on the normalized counts for each platform. Although a majority of DEGs were observed by two or more methods, each produced unique DEGs at all statistical significance and fold-change cutoffs ( Supplementary Figs. 30 and 31). Thus, although high read-depth platforms showed greater DEG overlap, each platform produced unique subsets (from unique npg systematic effects) of statistically significant DEGs (FDR < 0.05, fold change > 2, Online Methods), ranging from 6-11% of all called DEGs detected uniquely by a platform or preparation method (Fig. 4b , peripheral sets). These instruments span different chemistries, measurement techniques (optical versus electrical) and base-calling methods, all of which likely play roles in the system-specific noise profiles (Figs. 1-3 and Supplementary Figs. 1-24 ).
Influence of library preparation on transcriptome profiles
To examine other factors that affect DEG measurements, we prepared libraries using either poly-A enrichment or ribosomal RNA depletion of the standard samples, and then performed sequencing on the same Illumina HiSeq 2500 instrument. Identical aliquots of the standards (A, B, C and D) were separated into quadruplicate sets for library preparation. All replicate libraries were then sequenced in a multiplexed assay on a full Illumina flow cell. The ribo-depletion library method produced a read source distribution very different from the poly-A preparation method (Fig. 5a) . The ribo-depleted libraries showed 40-47% of the bases mapping to introns versus 7-12% for poly-A RNA from the same sample (lower intronic reads were similarly observed for poly-A RNA on the other platforms, Supplementary  Fig. 32 ). Both methods produced fairly consistent measures of RNA abundance (fragments per kilobase of transcript per million mapped reads (FPKM), Online Methods), with a median FPKM difference of only 0.055 between all genes. However, more genes with lower levels of expression were observed with the ribo-depletion method, 5,000 
,500 5,000 2,500 0 10,000 7,500 5,000 2,500 0 10,000 7,500 5,000 2,500 0 10,000 7,500 5,000 2,500 0 10,000 7,500 5,000 2,500 0 10,000 7,500 5,000 2,500 0 whereas the poly-A libraries contained more highly expressed genes and 3′ untranslated regions (3′ UTR; Supplementary Fig. 33 ). As expected, the ribo-depleted libraries were enriched for noncoding RNAs, such as long noncoding RNAs and small nucleolar RNAs (Supplementary Table 6 ), whereas the poly-A libraries were enriched for protein-coding genes and mitochondrial genes (Supplementary Tables 6-8 ) 40 . Sequence annotations in GENCODE currently labeled as "intron" and other categories are likely to change as new noncoding RNAs (or new transcript classes) are identified. However, few overall differences were observed between the poly-A and ribo-depleted library preparations in gene quantification and detection of differentially expressed genes. Both data sets were evaluated using alignments from STAR and DEG calculations from limma-voom 39 , and surrogate variable analysis (sva) was applied for the detection of latent variables (Online Methods) 41 (Fig. 5b,c ). These DEG data were then compared to results from 802 TaqMan assays for these same RNA samples (GEO data set GSE5350) 10 . Both library types had similar accuracy as measured by Matthews correlation coefficient (MCC, Fig. 5d ) 42, 43 , which is a joint measure of the assay's sensitivity and specificity. The corresponding DEGs without sva analysis show similar but slightly lower overlap percentage and MCC ( Supplementary  Fig. 33 ). The median MCC is 0.659 before sva and 0.678 after sva, with an average increase of 0.015. Furthermore, the percentage of shared DEGs ranges from 67-81% at FDR < 0.01 and fold change > 2, and similarly ranges from 68-81% after sva. However, the synthetic RNAs spiked into these samples (ERCC controls) performed slightly better in the ribo-depletion protocol than the poly-A-enrichment protocol (mean correlation coefficient = 0.91 and 0.82, respectively), although these ranges of correlation to TaqMan were similar to those observed for ERCCs sequenced on the PGM, where the mean correlation coefficient = 0.78 (Supplementary Figs. 34 and 35) .
Impact of RNA degradation on transcriptome profiling As poly-A and ribo-depleted gene quantifications were similar, we sought to test the effect of ribo-depletion on 'low quality' or degraded RNAs. The reference samples A and B were degraded using heat, sonication or RNase-A until all samples showed a high level of degradation when evaluated on the Agilent Bioanlyzer 2100 (RIN < 3.0, Online Methods). Samples were ribo-depleted before library preparation and sequenced on the HiSeq platform at multiple sites. Multiple metrics indicated that the degraded RNA performed as well as the poly-Aenriched or ribo-depleted libraries from intact RNA. First, sequencing of the degraded RNA, after ribo-depletion, fully covered the gene bodies (Fig. 2) and, similar to ribo-depleted libraries from intact RNA, more reads mapped to intronic areas of the genome ( Supplementary  Fig. 32) . Second, the degraded RNA showed minor differences in gene detection or DEG accuracy, with high Spearman correlation (correlation coefficient > 0.96, Fig. 3c ) in expression comparisons to intact RNA samples. In addition, a comparison to the orthogonal PrimePCR data set showed that the degraded RNA analysis was highly correlated (Pearson correlation coefficient > 0.83) to the corresponding intact samples (Supplementary Table 4) . However, the degraded RNA did have a lower Spearman rank-order correlation with quantitative PCR for the expression differences detected between samples A and B. The Spearman correlation was highest for heat degradation (correlation coefficient = 0.83, AH), followed by RNase A (correlation coefficient = 0.79, AR), and then sonication (correlation coefficient = 0.74, AS) ( Supplementary Fig. 36a-c) . Comparison of the results from one degraded sample to the results from one intact sample, repeated at multiple laboratories (sites L, V and R), also produced an overall high average Spearman correlation coefficient (0.80, Supplementary  Fig. 36d ). These data indicate that although appropriate library preparation of degraded RNA can produce accurate expression measurements (Supplementary Fig. 36) , combining intact and degraded samples (or samples degraded during different types of tissue processing) within an experiment should be avoided.
DISCUSSION
This ABRF-NGS study represents, to our knowledge, the largest reported cross-platform, cross-protocol and cross-site examination of RNA-seq data performed to date. The results provide a unique opportunity to examine various aspects of the transcriptome, including the intra-and inter-site coefficients of variance of gene detection, gene expression quantification and RNA splicing between sequencing platforms, as well as the ability of long read lengths to enable complete isoform characterization. Comparisons of platform-specific aligners with STAR showed that mapping rates, error rates and transcript coverage are all larger concerns than is gene quantification when considering inter-platform data. As such, the use of different alignment algorithms will have different influences on comparisons between experiments depending on the metric studied, and the importance of 'bioinformatics noise' can be placed alongside technical and biological noise as key factors in experimental design. Finally, the results expanded previous work 27 by showing that gene detection and quantification with highly fragmented or degraded RNA samples (from three types of degradation) is similar to data from intact RNA, once ribosomal RNA is removed.
This study found similar RNA-seq results between the various NGS platforms and similar ranges in coefficients of variance across laboratory sites for each platform. These results indicate that both long-and short-read technologies measure gene expression with similar levels of statistical variation, although they show a tenfold variation for error rates in indels. Using normalized gene expression as a comparison measure, we found high intra-platform consistency (correlation coefficient > 0.86) and high inter-platform concordance (correlation coefficient > 0.83) measured by Spearman rank correlation (Fig. 3b) . However, the results clearly show that deeper sequencing of the transcriptome is needed to reveal low abundance transcripts and splice junctions, indicating that read depth should be a key consideration when experimental goals include rarely expressed genes, coverage of introns and nonpolyadenylated targets. Very deep sampling is not currently cost-effective with long-read platforms such as PacBio or 454 (Table 1) , and thus the best discovery platforms for low-abundance targets are currently the shorter read platforms, as they can cover a wider dynamic range of RNA molecules (i.e., generate more reads per sample).
Despite lower read depths and higher costs, the longer read NGS technologies have the best ability to efficiently catch the vast majority of known splice junctions (Fig. 3e-g ), indicating that they can be an effective means to annotate splicing complexity that can reach as high as 10 108 isoforms 44 . The ABRF-NGS study's results include a wealth of putative novel splice junctions, with more than one million such junctions observed on at least one platform. These putative novel splice junctions displayed greater inter-platform disparity than the known splice junctions (Fig. 3e) . This difference was likely due to the challenge of correctly predicting novel isoforms and also to the possibly high false-positive rate of such predictions, which is expected npg given their lower expression levels. However, a substantial number of the previously unannotated, predicted junctions are likely genuine, as they were observed using multiple platforms. The resulting data sets nearly double the catalog of splice junctions for these RNA standard samples. The junctions discovered on multiple platforms can be used alone or with previous data for future algorithm design and assay optimization, and as positive controls, to advance splicing isoform characterization by RNA-seq 14, [45] [46] [47] .
Perhaps most notably, the data demonstrated that results from poly-A-enriched and ribo-depleted RNA libraries, and even libraries made from severely degraded RNAs, are comparable. Given sufficient depth of sequencing, results from ribo-depleted libraries can include almost all of the differentially detected genes identified by the poly-A preparation method, without loss of sensitivity or specificity. This was evident not only in the overlap of DEGs, but also in comparisons to TaqMan and PrimePCR data. Furthermore, a nearcomplete reconstruction of the transcriptome profile was observed when using degraded RNA in the ribo-depletion protocol, with some variation between degradation treatments, as judged by correlations to the expression abundances measured in intact samples A and B by quantitative PCR and by the uniform coverage of full transcript lengths. Similar degraded RNA results were recently reported 27 , suggesting that low-quality samples can now be considered for reliable RNA-seq expression profiling. This should support studies using old, degraded or fragmented RNAs, such as those from formalin-fixed, paraffin-embedded (FFPE) tissues in clinical archives. Although the degraded RNA samples were run only on the HiSeq platform, the clear utility of such an approach should spur the development of similar degraded RNA resources for analyses on all sequencing platforms.
However, despite their overall similarities, distinct transcriptomes are represented in libraries prepared by poly-A enrichment, ribo-depletion or combined poly-A and 5′G cap enrichment. The dual enrichment method for PacBio libraries provided superior 5′ to 3′ coverage of the sequenced transcripts, as illustrated by comparisons across platforms for genes consistently detected by PacBio (Supplementary Fig. 37 ). The revised version of the Illumina library kit (v2 versus v3) includes built-in ribo-depletion and tags cDNA strand orientation, and the two protocols produced differences in gene-body coverage. A comparison of poly-A and ribo-depleted libraries showed different detection of nonpolyadenylated transcripts, 3′UTRs and introns. The former is an intentional consequence of the enrichment protocol, but it is not clear if the 3′UTR coverage bias is due to different efficiencies of priming during reverse transcription or to skewed sampling caused by a higher concentration of structural and noncoding RNAs in ribo-depleted libraries. Owing to the higher rate of intron-mapped reads, RNA-seq of total RNA will require greater read depths for ribo-depleted libraries (~2.5×) than for poly-A libraries to achieve equal coverage of exons. Transcriptome measurement variations demonstrated between the reference data sets are easily avoided by consistently using the same protocols, platform and analysis pipeline for all samples in an experiment. Nonetheless, if this is not possible, surrogate variable analysis enabled removal of latent variables from the data for ribo-depleted and poly-A-enriched libraries, producing nearly indistinguishable lists of DEGs and illustrating the utility of surrogate variable analysis as a powerful and strongly recommended method for ameliorating the effects of inter-batch and cross-protocol noise.
The results presented here also highlight additional variables that should be considered when aligning library protocols and platforms with research goals. The reported QV values of all platforms are all higher than empirically derived error rates, indicating that a splicingaware, base quality score recalibration may be needed for RNA-seq, as is already done for DNA-seq with GATK. Long-read sequencing effectively cataloged splicing isoforms, but had less dynamic range for transcript quantification and discovery due to lower read depths. The use of the ERCCs is generally recommended as a good quality control metric, but these standards performed better in ribo-depleted libraries than in poly-A libraries, and this should also be considered during experimental design. In summary, the priorities for biological interpretation are essential when considering the protocols and methods that will be used in an RNA-seq experiment. Some of these priorities are summarized in Table 1 , which provides a cross platform npg summary of the strengths and relative costs of the sequencing technologies included in this study. The ABRF-NGS study is not intended to be a 'bake-off ' between NGS platforms, but rather is an effort to establish a useful reference data set for each platform, which will assist laboratories in improving their methods and in evaluating new chemistries, protocols and instruments. It is encouraging that comparison of gene expression quantification, including results from intra-platform, inter-platform, inter-protocol and even inter-aligner comparisons, demonstrated high correlations overall. This result suggests broader inter-study analyses and data mining can be successfully carried out across multiple platforms despite intrinsic differences between technologies, methods and aligners.
Reference data resources, such as the results from this ABRF-NGS study, are key to understanding the effects of variable sample quality, changes to platform protocols and the adoption of new technologies. Given the rapid pace of advancement in sequencing technologies, techniques and bioinformatics tools, the methods and data described here can facilitate the development of best practices for gene quantification, isoform characterization, dynamic range comparisons, managing inter-site and intra-site variation, analysis pipeline refinement and cross-platform testing of transcriptome hypotheses. These data can also be used to address other aspects of RNA-seq, including polymorphism detection, allele-specific expression, intron retention, RNA editing and gene fusions, and provide an immediately useful resource that can complement current databases, such as the RNA-Seq Atlas 48 . These and other applications, especially clinical molecular diagnostics that rely on nucleic acid biomarkers, will require a level of technical stability across time and both within and between studies, which this study helps to establish. Reference data resources are key to monitoring platform stability, and widespread adoption of standard samples and routine reference benchmarking are challenges that must be addressed to further advance genomics technologies.
METHODS
Methods and any associated references are available in the online version of the paper.
Accession codes. GEO: GSE46876.
Note: Any Supplementary Information and Source Data files are available in the online version of the paper.
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We thank the following contributors for their technical wisdom, including laboratory expertise, data analysis and bioinformatics contributions, and technical design guidance and consultation. npg PrimePCR RT-qPCR. PrimePCR RT-qPCR reactions were run in 384-well plates according to the manufacturer's instructions (Bio-Rad). In short, 5 µl reactions contained 1× final SsoAdvanced SYBR Green Supermix (Bio-Rad), 1× final PrimePCR assay components and 25 ng of cDNA, and were run in a CFX384 Touch real-time PCR detection system (Bio-Rad) using standard cycling parameters. Quantification cycle (Cq) value determination was done using CFX Manager software (Bio-Rad) with autocalculated baseline and fixed threshold settings (300 relative fluorescence units). A Cq value of 35 corresponds to a single molecule of cDNA input (see below). 2 µg of each MAQC RNA sample (MAQC A and B, and 1:3 mixture samples MAQC C and D) was reverse transcribed using the iScript advanced cDNA synthesis kit for RT-qPCR (Bio-Rad) in a 20 µl reaction. Prior to reverse transcription, MAQC B RNA was DNase treated using the Heat&Run gDNA removal kit according to the manufacturer's instructions (ArcticZymes). Absence of gDNA contamination in both MAQC A and DNase treated MAQC B was verified by qPCR using 25 ng of RNA as input and DNA-specific assays 49 . MAQC samples A, B, C and D were measured in parallel in the same 384-well plate, each time for 96 different assays (n = 1) (according to the sample maximization run layout strategy as described 50 ).
All PrimePCR assays have been extensively wet-lab validated (see Bio-Rad tech note 6262 for more details on PrimePCR assay validation and performance characteristics). In accordance with the MIQE guidelines 51 , assays were evaluated for specificity, efficiency, linear dynamic range and background signal in negative controls. At least ten qPCR reactions were done for each assay: cDNA from reference RNA, no-template control, gDNA and seven points from a tenfold dilution series of synthetic templates (from 20 million to 20 copies). Amplification efficiencies were calculated from the results of the dilution series. Only assays that displayed good linear performance in the 20 to 20 million copy number range (R 2 > 0.99) with efficiencies of 90-110% were considered to be of sufficient quality. The average y-intercept of the standard curves was 35, indicating that a single template molecule results in a Cq value of 35 when amplified with SsoAdvanced SYBR Green Supermix in a qPCR reaction.
Data analysis and bioinformatics protocols. All data, with analysis methods, are freely available at the GEO, GSE46876. Additional study materials, code, scripts and methods are available at: http://physiology.med.cornell.edu/ faculty/mason/lab/data3/sac2026/ABRF/index.html. Code and scripts are also in Supplementary Software.
Sequence data preprocessing. Sequences were aligned to the hg19 genome assembly (GRCh37). Read counts were calculated using the Rmake pipeline (http://physiology.med.cornell.edu/faculty/mason/lab/r-make/) with GENCODE v12 annotation. Read-level quantification for genes is achieved using Boost Interval Container Library split_interval_map and a reference transcriptome in BED format following the union mode (illustrated in http://www-huber.embl.de/users/anders/HTSeq/doc/count.html). For gene expression analysis, sequences from HiSeq reads were aligned with STAR (https://code.google.com/p/rna-star/; parameters see Supplementary  Table 5 RNA-seq differential gene expression analysis. The raw read counts were normalized by the trimmed mean of the M-values normalization method, which uses a weighted trimmed mean of the log expression ratios [52] [53] [54] . The meanvariance relationship of the counts was estimated, and the appropriate weights for each observation were computed based on their predicted variance, using voom from the limma package 39 . By applying the lmFit(), contrasts.fit() and eBayes() functions, also from the limma package, the log 2 fold differences and standard errors were estimated by fitting a linear model for each gene, and empirical Bayes smoothing was applied for the standard errors. Benjamini-Hochberg adjustment for multiple hypothesis testing was applied at a variety of false discovery rates (FDR = 0.05 or 0.01 or 0.001). Differentially expressed genes were evaluated at log 2 fold change (FC) cutoffs (FC = 1.5 or 2). Data from HiSeq site W, which used both ribo-depletion and poly-A library methods, were used for the comparison of different protocols from Illumina. Other platforms' data from 454 (sites C, P, I), PGM (sites H, S, P) and Proton (sites B, S) were used in the same fashion for crossplatform comparisons.
Expression level CV calculations. The inter-site coefficients of variation for normalized gene expression levels were calculated on the matrix of the same sample with the same platforms from all test sites for each gene. Only genes detected by all replicates for each platform were used for CV calculations.
Surrogate variable analysis.
Normalized gene expression values in log 2 scale were used to detect latent variables using the sva package 41 . Using the twostepsva.build() function based on the two-step algorithm of Leek and Storey 55 , three latent variables were constructed. Latent variables were npg removed in the DEG analysis by adding each latent variable to the design matrix for limma pipeline 39 . 56 for a more thorough description of metrics. (x) Mismatch rate calculation: total number of mismatches was calculated by parsing and summing up the number in NM tag in bam files; total bases of indel mismatches comes from cigar field by parsing and summing up the number in front of "I" or "D." The total number of single-base mismatches was the total number of mismatches subtracted by total number of bases of indel mismatches. The mismatch rates were calculated using the number of mismatches divided by the number of mapped bases from cigar field by SAMtools bam check. 454 GSRM alignment's cigar field and PAC GMAP alignment used SAMtools calmd to calculate the MD tag before mismatch rates calculation. PGM and PRO calculations used TMAP alignment without softclipping.
RNA-seq quality metrics definitions. (i)
TaqMan gene expression analysis. TaqMan data for samples A, B, C and D were obtained through the Gene Expression Omnibus database (accession number GSE5350) 57 . Data for four replicates of each sample were analyzed. Undetectable C T values (C T > 35 or C T = 0) were removed before normalization. The data were normalized using the HTqPCR package 58 to the average C T of POLR2A (lowest s.d. of C T value) by subtracting the average C T of POLR2A from each TaqMan target to give the log 2 difference between endogenous control and target genes. TaqMan differential gene analysis was performed as for RNA-seq data, without the trimmed mean and voom transformations. Comparison between RNA-seq and TaqMan data. DEGs were validated from the Illumina RNA-seq data from each site, for six comparisons (A-B, A-C, A-D, B-C, B-D, C-D), using the DEGs from the TaqMan data. MCC 42, 43 was used to compare performance metrics for external validations. Each DEG from the RNA-seq data was predicted based on its adjusted P value and its fold difference. The determination of truth in the performances metric analysis was the detection of DEGs by the TaqMan data. Here, the true-positive rate was the probability of a positive DEG result from RNA-seq given that TaqMan called the same gene differentially expressed, and the false-positive rate is the probability of a positive DEG result from RNA-seq given that TaqMan did not call the gene as differentially expressed. MCC was calculated to measure how accurately RNA-seq can distinguish between DEGs and non-DEGs.
Platform-specific protocols. RNA samples were evaluated for quality before distribution to the participating laboratories using the Agilent Bioanalyzer 2100 (Agilent) (Supplementary Fig. 38 ), Nanodrop ND-1000 Spectrophotometer (Thermo Scientific), and fluorometry. All shipments were on dry ice.
The study coordinated shipments of library preparation and sequencing reagents so that all laboratory sites received reagents from similar manufacturing lots as determined by the vendor.
Illumina HiSeq 2000/2500 and MiSeq. Starting material and enrichment.
TruSeq libraries were synthesized from 2 µg of intact (RIN > 7) and degraded (RIN < 3) MAQC A and MAQC B RNA. Three replicate libraries of intact A and B were prepared at each of three core laboratory sites. Degraded RNA libraries were prepared at two additional core laboratory sites as listed in Table 2 . Ribosomal RNA-depletion material was generated using the RiboZero Gold system (Epicentre Biotechnologies) according to the manufacturer's instructions. The preparation of three types of artificially degraded MAQC A and B RNA was performed at a single core laboratory site, using 75 µg of each RNA at a concentration of 1 µg/µl. Three techniques were used: (i) heat treatment in deionized water at 99 °C for 10 min; (ii) exposure to 1 ng/µl RNase A for a sufficient time period to result in a RIN of 3, with the RNase then neutralized with 10 µl RNase Inhibitor (RiboLock EO0381, Thermo Scientific); and (iii) sonication within a Covaris S2 MicroVial for 6 × 55 s at 5% DC, intensity 3 and 100 c/b. All resulting RNA sample degradations (i.e., RIN values) were analyzed using the Agilent 2100 Bioanalyzer (Supplementary Fig. 39 ).
Library construction and sequencing. Following ribo-depletion, all recovered RNA was processed using the Illumina TruSeq RNA Sample Preparation Kit v2 protocol at the "elute-fragment-prime" step, followed by the standard TruSeq protocol. The MPG-Streptavidin was prepared from 100 µg (10 µl) of the complex and resuspended in 5 µl of Release Solution instead of 20 µl. This process was repeated as a second round of enrichment to further deplete rRNA from the samples. The resulting RNA was assessed for yield and purity using an Agilent 2100 Bioanalyzer PicoChip. No enrichments were performed for the ERCC samples.
Library construction. Whole transcriptome library preparation was performed using 5-10 ng of fragmented enriched poly-A RNA according to the manufacturer's protocol (Ion Total RNA-Seq Kit V2 protocol #4476286B Life Technologies). Size selection of a 315-bp product was performed using a standard Pippin prep protocol (Sage Science) followed by purification with AMPure beads (Beckman-Coulter Genomics). The synthetic ERCC 1 and ERCC 2 control RNA library construction was performed directly from 30 ng of the non-poly-A-enriched sample.
Template preparation and sequencing. Emulsion PCR was performed using the One Touch system (Life Technologies). Beads were prepared from 70-100 million copies using the One Touch 200 Template Kit v2 #4471263. Some libraries were prepared for 70-100 million copies and others using the standard 210 million copies as stated in the RNA-seq protocol #4476286B. Sequencing npg access protocol provided to the ABRF-NGS Consortium; refinements to the protocol are under development by the vendor.
Starting material. MAQC A and MAQC B RNA samples were used to generate PacBio libraries. The poly-A+ fraction was purified from total RNA using Invitrogen Dynabeads Oligo(dT)25, according to the manufacturer's protocol (61002, Life Technologies). MAQC A RNA (100 µg) was mixed with 1.33 mg of washed Dynabeads, and 200 µg MAQC B RNA was mixed with 2.66 mg of washed Dynabeads, collected by magnetic precipitation, washed as directed, and eluted into 27 µl of 10 mM Tris-HCl. The amount and purity of the poly-A+ RNA was assessed using an Agilent 2100 Bioanalyzer RNA NanoChip.
cDNA synthesis. Full-length, double-stranded cDNA was synthesized from the poly-A+ mRNA using the first five steps of the Invitrogen SuperScript Full Length cDNA Library Construction Kit II (A13268, Life Technologies); which included: (i) first strand cDNA synthesis; (ii) RNase I treatment; (iii) 5′G Cap-Antibody selection; (iv) second strand cDNA synthesis; and (v) cDNA size fractionation by Sephacryl column chromatography and precipitation. The cDNA was amplified with limited PCR using Phusion Hot Start Flex DNA Polymerase (M0535L, New England BioLabs), including PCR primers adapted from the 3′ oligo-dT primer used for first-strand cDNA synthesis and the 5′ adaptor used for second-strand cDNA synthesis, as described in the Invitrogen Superscript manual (primer sequences: pGGG ACA ACT TTG TCA AAG AAA and pTCG TCG GGG ACA ACT TTG TAC, respectively). The PCR amplification profile was 98 °C for 2 min, 14 cycles × (98 °C for 0.5 min, 64 °C for 0.5 min, and 72 °C for 4 min) and a final extension at 72 °C for 4 min. PCR-amplified cDNA was purified using 0.6× volume of Agencourt AMPure PB Beads (Beckman Coulter, Life Sciences Division), as specified by the supplier (Pacific Biosciences). The purified cDNA was recovered in 50 µl of TE buffer.
Total cDNA was divided into three MW size classes of 1-2 kb, 2-3 kb, and 3-8 kb using SYBR green and 0.8% agarose gel size fractionation, and recovered using Qiagen QIAquick Gel Extraction (Qiagen). Each cDNA size class was re-amplified using PCR conditions identical to those listed above. In order to prepare enough cDNA for multiple sequencing library constructions, a total of eight 100 µl PCR reactions were performed in parallel for each of the three cDNA size classes. The resulting PCR product was purified using 0.6× volume of AMPure PB beads as described above. Purified cDNA was quantified by a fluorometric Qubit assay and evaluated using an Agilent 2100 Bioanalyzer DNA 12000 chip.
Library construction and sequencing. Each of the three size-fractionated cDNA pools from the MAQC A and MAQC B samples were distributed to three core laboratory sites for library preparation and data generation, resulting in a total of 18 libraries. SMRTbell libraries were prepared from 0.5 and 1.0 µg of each cDNA size class according to the PacBio Large Insert Template Library Prep Kit. Double-stranded cDNA was subjected to DNA damage repair, end repair and blunt-end ligation to hairpin adaptors. Incomplete SMRTbell templates were degraded with a combination of Exonuclease III and Exonuclease VII. Intact cDNA SMRTbells were purified by three sequential AMPure PB purifications. Sequencing primers were annealed to the SMRTbell templates and subsequently bound to the sequencing polymerase using the Pacific Biosciences DNA/Polymerase v 2.0 binding kit, following manufacturer's instructions. The samples were sequenced on the PacBio RS using "C2" chemistry with SMRTcell loading via diffusion. The data collection times were adjusted per cDNA size bin. For size bins less than 2 kb, the 2 × 45 min movie protocol was used, whereas bins at or above 2 kb used a 1 × 90 min movie protocol.
Platform-specific library preparation parameters for all the participating sites are summarized in Table 1 was conducted using an Ion PGM 200 sequencing kit (#4474004) on the 318 Ion chip. Data were collected using the Torrent Suite v3.0 software.
Life Technologies Proton.
Starting material, enrichment and library construction. Libraries were prepared from 1 µg of MAQC A, B, C and D RNA containing ERCC controls using either poly-A enrichment (as described for PGM). After enrichment, 8-9 ng of poly-A mRNA was used for ligation reactions. The size selection step was adjusted to 220 bp using a standard Pippin Prep protocol, generating library competent molecules with a template insert size of approximately 150 bp. The Ion Total RNA-seq Kit v2 (4476286 Rev D, Life Technologies) was used to prepare the MAQC libraries for sequencing. The resulting material was quantified using the Agilent Bioanalyzer High Sensitivity Chip.
