The statistical equilibrium state of a collisionless system has been derived based on the maximum entropy principle. The result shows that the equilibrium distribution function is a Gaussian distribution in the non-degenerate limit. This result contradicts with the Lynden-Bell statistics, which predicts a superposition of Fermi distributions as the equilibrium distribution. It is shown that the Lynden-Bell statistics is equivalent to maximizing the entropy calculated from the probability of particle transition, whereas the probability of particle existence should be used to obtain the correct answer.
Introduction
It is generally believed that the dynamics of collisionless systems is well described by the Vlasov equation, whose conceptual foundation is based on the BBGKY theory (see, e.g., Montgomery & Tidman, 1964; Binney & Tremine, 1987) . The two major fields of its applications are plasma physics and stellar dynamics. First attempt of the statistical theory based on the Vlasov equation was made by Lynden-Bell (1967) in the field of stellar dynamics, to explain the distribution of stars in a galaxy. He emphasized the importance of the phase space volume conservation and constructed a statistical theory based on it. This statistical theory is called "Lynden-Bell statistics." In this theory he divides the whole phase space into small "micro-cells" and arrange them to fit into "macro-cells." Then he counts up the number of combinations that conserve the total energy; the equilibrium distribution should be the one that maximizes the number of the combinations under the conservation laws. The distribution obtained with this procedure becomes a superposition of Fermi-Dirac distributions with velocity dispersion inversely proportional to the phase space density.
Though Lynden-Bell's theory is a seminal work that have introduced the concept of statistical mechanics of a collisionless system, the theory itself contains several fundamental defects as Lynden-Bell himself admitted at the end of his paper. One major defect is the "velocity dispersion problem": his theory predicts that the equilibrium distribution becomes a superposition of Gaussian components with different velocity dispersion in the non-degenerate limit. However, the distribution is supposed to be a single component Gaussian distribution since the effect of the phase space conservation constraint becomes unimportant in this limit.
There is phenomenological evidence that suggests the equilibrium should be a single Gaussian distribution in the field of plasma physics. Collisionless plasmas are also well represented by the Vlasov equation and thus their evolution is mathematically the same as that of collisionless star system. Since the very beginning of the history of plasma physics, it is well known that a plasma approaches a Gaussian distribution without collisions, though the theoretical explanation has not been given yet. This is called "Langmuir's paradox" first reported by Langmuir (1925 Langmuir ( , 1928 . Since then, Gaussian distributions are universally found in laboratory, space plasmas, and virtual plasmas in computer experiments throughout the history of plasma physics.
1 This fact strongly suggests that the statistical theory for a collisionless system must be the one that predicts a single Gaussian distribution, i. e., the theory must be the one without the velocity dispersion problem.
The velocity dispersion problem has been first considered by Shu (1978) with a method based on the particulate nature of the system. This approach is basically the same as the classical Maxwell-Plank method. Consequently the velocity dispersion depends on the mass of a particle, in other words, the equilibrium state exhibits mass segregation. Shu argued mass segregation can be avoided if the initial condition is well mixed, i. e., mass composition of each macro-cell is the same.
He asserts that the mass composition in a macro-cell is unchanged throughout the time evolution. If this assertion is true, trajectories of two neigbhouring particles with different mass must be so close that the two particles are always in the same cell throughout the relaxation process. On the other hand, trajectories of two neighbouring particles with the same mass must be far apart at the equilibrium because his theory allows permutaion of any two particles in the equilibrium state. Therefore the initial condition assumed by Shu (1978) may be over-restrictive. Further investigation will be required to clarify the problem of mass segregation in the particulate approach.
Recently another attempt has been made to resolve the velocity dispersion problem by Kull, Treumann, & Bohringer (1997) . In the Lynden-Bell's theory (1967) , the phase space is divided into micro-cells with equal phase space volume. Kull et al. have shown that a single Gaussian distribution is obtained when we use micro-cells with equal mass. Their work can be interpreted as a demonstration of a fundamental problem in applying the combinatorial method to a equation of a continuum like the Vlasov equation. With the combinatorial method, the equilibrium distribution depends on the choice of micro-cell size. The micro-cells are a concept we artificially introduce to calculate the equilibrium state, thus the choice of micro-cells should not alter the result.
Though the theory by Kull et al. has successfully clarified this point, it still contains two basic defects: one conceptual and one methodological. The conceptual defect is about the basis of the equal mass micro-cells. Why do we have to use micro-cells with equal mass, not equal volume? They argue that mass has more physical significance than phase space volume, however, this statement is subjective. One may consider, for instance, energy is more fundamental and may use micro-cells with equal energy. Then he/she would end up with a distribution completely different from the Gaussian distribution.
The methodological defect is the size and shape of micro-cells. In Lynden-Bell's theory (1967) the micro-cells can be identical hyper-cubes in six dimensional phase space; it is easy to fill the whole phase space with these hyper cubes with any combinations. On the contrary, micro-cells with equal mass inevitably have different shapes and sizes, thus only limited combinations are allowed to fill the phase space without gaps. For instance, the phase space density at v → ∞ (v: velocity) is infinitecimally small, thus a cell with equal mass must be infinitely large there.
The purpose of the present paper is to introduce a statistical theory of a collisionless system based on the "maximum entropy principle" introduced by Jaynes (1957a,b ; see also papers in Jaynes, 1983) . This principle is stated as "the probability distribution over microscopic states which has maximum entropy subject to whatever is known, provides the most unbaiased 2 representation of our knowledge of the state of the system" (Jaynes, 1957b) . He has shown that we can construct the standard theory of statistical mechanics based on this principle, and then there is no need to invoke ergodic hypotheses.
We apply this principle to the relaxation of the coarse-grained distribution function, to show that the equilibrium state is a single Gaussian distribution in the non-degenerate limit. It should be noted that we do not mean the approach with maximum entropy principle is conceptually superior to the classical one. Both approaches requires a certain assumption (ergodic theorem or maximum entropy). We apply the maximum entorpy approach because it is methodorogically suitable for our problem as we will see in this paper.
In the case of ordinary collisional gases, the entropy must be calculated from the probability of particle existence, i. e., the probability to find a particle at a certain position in the phase space. We should use the same kind of probability for a collisionless system because the essential structure of the problem must be the same. It will be shown in this paper that the Lynden-Bell's statistics is equivalent to calculating the entropy from the probability of particle transition i. e., the probability that a particle at a certain location at the initial time moves to another location. This is the reason why the Lynden-Bell statistics gives the wrong answer.
Before closing this introduction we would like to emphasize that the word "entropy" used throughout this paper is not a physical quantity and thus it has nothing to do with the thermodynamical entropy. We define the probability based on the virtual cells in the phase space; the absolute value of the entropy depends on the cell size, which we can choose arbitrarily. The entropy introduced here should be regarded as an artificial tool to calculate the equilibrium distribution.
This can be understood with the following example. Suppose we have a particle in a box, and we have no information about the particle position except that the particle is in the box for sure. We divide the box into one hundred parts with equal volume, and we define P i (i = 1, · · · , 100) as the probability to find the particle in each part. By maximizing the entropy defined as S = − i P i ln P i we obtain the inference that P i = constant (i = 1 · · · 100); the absolute value of the maximized entropy is S = ln 100. We can do the same procedure but dividing the box into one thousand of smaller parts and then what we obtain is P i = constant (i = 1, · · · , 1000), but S = ln 1000 in this case. The entropy is different in two cases, but the result represents the same fact: the a flat probability distribution.
Smooth Initial Distribution
For simplicity we start with a problem in which the initial distribution is smooth enough. This initial condition is unrealistic, however, we can understand the fundamental structure of the problem with this simplified case. Further, this initial condition allows us a direct comparison with the Lynden-Bell statistics to illustrate why the Lynden-Bell's theory fails to give the correct equilibrium state. The calculation with general initial distribution will be provided later.
Let us define the box-averaged distribution as a discrete version of the coarse-grained distribution, rather than conventional continuous one, to make the discussion easier. We assume an isolated system with a constant total energy. Here in this paper we consider only energy conservation law as a constraint in addition to the phase space volume conservation. There may be other conserved quantities, momentum for example; such conserved quantities can be treated in the same way.
We divide the µ-space (six dimensional phase space) into a set of small cells of equal volume µ = ∆x∆v. The box-averaged distribution F i (t) is defined as
where f (x, v, t) is the true distribution ("fine-grained" distribution) as a function of space x, velocity v, and time t; µ i indicates the volume integration over the i-th cell. In the present paper we interpret the distribution function as a probability distribution based on the BBGKY theory, thus the normalization of f is such that dv dx f = 1. The box-averaged distribution F i is then represents the probability to find a particle in the i-th cell.
What we wish to do is to calculate the box-averaged distribution in the limit of t → ∞, starting with a given initial distribution at t = t 0 . Here, the phase space volume is a conserved quantity in addition to the energy and mass in ordinary statistical physics. Thus we must specify the initial distribution to know the phase space volume corresponding to a distribution. To this end we introduce the joint probability P i,ξ as a probability to find a particle in the ξ-th cell at t = t 0 and find the same particle in the i-th cell at t = ∞. The initial and equilibrium distribution is calculated from
In this section we assume that the initial state of the "fine-grained" distribution f (x, v, t 0 ) is so smooth that we can regard it as a constant within a cell, i.e., f (x, v, t 0 ) = F ξ (t 0 )/µ within a cell.
The maximum entropy principle gives the inference that the probability P i,ξ is the one that maximizes the following entropy
under the constraints of energy and phase space volume conservation. Hereafter the summation runs over whole phase space unless otherwise stated.
We define the probability of particle transition σ i,ξ = P i,ξ /F ξ (t 0 ), which means the probability that a particle in the ξ-th cell at t = t 0 goes to i-th cell at t → ∞. This probability can be regarded as a conditional probability (see text books on probability theory, e. g., Galambos, 1995) : a probability after we know the fact that the particle was in the ξ-th cell. Note that this probability σ is introduced for the ease of calculation; essentially the same calculation can be done without it. The equilibrium distribution can be expressed in the following:
where we write
Our goal is to find σ that maximize the entropy S in equation (2) with given F 0 under the conservation of energy and phase space volume. From the above equation the energy conservation may be written as
where v i and Φ i is the velocity and potential per mass at the i-th cell. Noting that the find-grained distribution is uniform within a cell, we understand that µσ i,ξ represents the fraction of the phase space volume of the ξ-th cell that will go to i-th cell at t → ∞. The phase space volume conservation is then expressed as
We have one more condition
to ensure i,ξ P i,ξ = 1.
We use Lanrange's method to find the maximum of the entropy S in equation (2) under the constraints of equations (4), (5) and (6). The function to maximize is:
In the above expression β, λ i , and δ ξ are the Lanrange's undetermined coefficients that come from equations (4), (5), and (6), respectively. The result is
where
The distribution at t → ∞ can be calculated from the above equation combined with equation (3) as
The parameters A ξ , B i , and β must be determined so as to satisfy equations (4), (5) , and (6). It is difficult to obtain explicit expressions for these parameters, thus we examine one limiting case, the non-degenerating limit, namely, in the following.
There are cells in which the probability distribution is negligibly small (F 0 ξ ∼ 0) at the initial time t 0 . We assume these empty cells have a very small probabilityF and calculate the limit ofF → 0. Introducing a new parameter B i = B 1/F i , σ i,ξ can be written as
The equilibrium distribution of equation (9) becomes
This result means the equilibrium state is a single Gaussian distribution that is proportional to exp(−βε i ).
Before closing this section let us examine the condition under which the above calculation is valid. The transition probability σ given in equation (11) must satisfy the phase space volume conservation expressed as in equation (5), therefore
where M 
where · · · denotes the average over non-zero cells.
The solution in equation (11) can be interpreted in the following way. When the above condition is satisfied, we can arrange portions of non-empty cells to construct a Gaussian distribution. The contribution of empty-cells are to fill up the blanks resulting from this Gaussian structure. This means that the exclusion principle from the phase space conservation does not play a role in this case. Therefore we can regard this as a non-degenerate limit. In this limit the conservation of phase space volume does not play a role and the equilibrium state becomes the same as the one obtained without it.
Lynden-Bell Statistics
We have obtained the equilibrium distribution by maximizing the entropy defined in equation (2) in the previous section. We can think of another definition of entropy, i. e., entropy calculated from the probability of particle transition σ. The probability for total ways of transition is expressed as 3 P = ξ σ i,ξ , thus the entropy may be defined as
where M is the total number of cells.
Maximizing above S under the constraints of equations (4), (5), and (6), we obtain
where A ξ and B i are coefficients determined by equations (4), (5), and (6). When A ξ is known we can express B i as
The equilibrium distribution is calculated from equation (3) as
where µ ξ is defined as
The above expression is identical to the result of Lynden-Bell (1967) given in his Appendix I. Therefore we understand that the Lynden-Bell's theory is equivalent to applying the maximum entropy principle on the probability of particle transition.
Then the question is: which is true?
We can tell it when we omit the constraint of phase space volume conservation. Without this constraint the theory must agree with the statistical physics of a ordinary gas, and the equilibrium distribution must be a Gaussian distribution. It can be done in our theory by omitting equation (5) and the result gives a single Gaussian distribution. In Lynden-Bell's theory, one can remove the phase space volume conservation by using equation (17) in his paper to calculate the number of combinations; the result fails to give a single Gaussian distribution.
General Initial Distribution
In the previous sections we have assumed that the (fine-grained) distribution f can be regarded as uniform within a cell. This smooth initial distribution is a special case and may be unrealistic. In this subsection we consider general initial distributions that allows fluctuations inside a cell.
Suppose the distribution f has a number of discrete values f 0 , f 1 , · · · , f ν , · · ·, within a cell; the intervals of these discrete values are so small that the real continuous value of the distribution can be well represented by these discrete values. Let s ξ,ν (t) be the phase space volume that has the value of distribution f ν within the ξ-th cell at a time t. The probability within the ξ-th cell can be written as F ξ (t) = ν f ν s ξ,ν (t). Then we can define the joint probability P i,ξ,ν as: a probability to find a particle in the portion of ξ-th cell whose density is f ν at t = t 0 , and find the same particle in the i-th cell at t = ∞.
In this case the entropy to maximize is in the form of relative entropy with respect to s ξ,ν (see Appendix A):
Then we define the transition probability as
and seek for the σ i,ξ,ν that maximizes S. Constraints on σ i,ξ,ν are:
We can obtain σ in the same way as in the previous section. The result is
The same argument as in Section 2 will show that the equilibrium state in the non-degenerate limit is a single Gaussian distribution.
Concluding Remarks
In the present paper we have constructed a statistical theory with phase space volume conservation based on the maximum entropy principle. The obtained equilibrium state is a single Gaussian distribution in the non-degenerate limit. This result contradicts with the theory by Lynden-Bell (1967) that predicts the equilibrium state will be a superposition of multiple Gaussian distributions with different velocity dispersion. We have shown that the Lynden-Bell's distribution would be obtained if we calculate the entropy from the probability of particle transition. We use the probability of particle existence to calculate the entropy, and this is the essential difference. We have a good reason to believe our theory, not Lynden-Bell's, is correct because it is on the same basis as the statistical theories for other kinds of systems, such as collisional gases.
In our theory we consider that phase space volume conservation can represent all the constraints of a collisionless system, however, further investigation will be required for this point. Besides phase space volume conservation, connectivity may play important role for instance. A continuous phase space volume at the initial time must be continuous throughout the time evolution, but this requirement is not included in our theory. Connectivity might be essential to give a precise explanation to the problem of non-mass segregation; this point have to be clarified in future work.
The original interest of Lynden-Bell (1967) and the papers following that is in the dynamics of stars in a galaxy. Here the author would like to emphasize the importance of the statistical theory of a collisionless system in another field: plasma physics. The fact that plasmas tend to the Gaussian distribution has been well known as "Langmuir's paradox" since the very beginning of plasma physics. It is a surprising fact that many of plasma physicists do not pay much attention to this problem for more than seventy years. Experimentalists or obserbationists take it for granted when they find Gaussian distributions in their data; theorists and simulationists do not have any doubt when they use Gaussian distributions as initial conditions for their calculations. There has been no justification for it. There must be statistical theories of a collision system like the one in this paper, which can give an answer to "Langmuir's paradox".
Before concluding this paper we mention one observational fact in the plasma physics that is an interesting counterpart of the problem of mass segregation in stellar dynamics. It is known for more than twenty years that the temperatures of heavy ions in the solar wind are inversely proportional to their particle mass (von Steiger & Geiss, 1995) . 4 This corresponds to the problem of mass segregation of stars.
Especially the temperature ratio of H 2+ and C 6+ in the solar wind is of great interest because these two species have the same charge/mass ratio. The statistical method for stars is readily applicable to these two species since the charge/mass ratio corresponds to the ratio of the gravitational mass to inertial mass. Spacecraft observations shows that the temperature is inversely proportional to the mass, i.e., velocity spread ∆v 2 is the same. This means there is no mass segregation in the equilibrium state of a collisionless system, as expected from the theory.
A. Entropy with Probabilities on Different Volume Size
Here we give a simple example for intuitive understanding for equation (18), rather than a rigorous mathematical proof. Suppose we know that a particle is in a box but we do not have any further information about the location of the particle. We divide the box into two part and calculate the probability to find a particle in each part: let us denote this probability P 1 and P 2 . When we define the entropy by S = − P i ln P i , the maximum entropy principle gives the inference that P 1 = P 2 = 0.5, however, this is correct only when the two parts have the same volume. This difficulty can be avoided if we define the entropy as S = − P i ln(P i /V i ) where V i is the volume of each part.
This can be intuitively understood in the following way. Let us introduce a continuous probability density function p(x) and assume p(x) is uniform within each part, i. e., p(x) = P i /V i for i = 1, 2. The entropy calculated from this continuous probability distribution should be 
This expression is in the form of relative entropy, or Kullback-Libler entropy. From the above example we understand that we must use the above form of entropy for the probability distribution with different volume as in equation (18).
