Abstract-Community detection is a well-studied problem in social networks. However most of the research so far has been on static networks. In this paper, we address the problem of community detection in evolving social networks. As social networks evolve, the community structure of the network can change. How can the community structure be updated in an efficient way? How often should community structure be updated? We give two methods based on the Louvain algorithm, to determine when to update the community structure. The first method, called the Edge-Distribution-Analysis algorithm, analyzes the newly added edges in order to make this decision. The second method, called the Modularity-Change-Rate algorithm, finds the rate of modularity change in a given network, and uses it to predict whether or not an update is required.
I. INTRODUCTION
Most social networks are characterized by the presence of community structure, viz. the existence of clusters of nodes with a much higher proportion of links within the clusters than between the clusters. Community detection has many applications in many kinds of networks, including social Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. ASONAM '17 networks and biological networks. Many different approaches have been proposed to solve the problem. The Louvain method [1] has been widely acknowledged to have excellent performance and scale well to large networks. It is based on maximizing modularity, which is a quality function of a partition of the nodes.
Most social networks are not static in nature. Many social networks evolve rapidly in terms of size over time. Nodes may join or leave social networks. Even the nodes that stay, may lose connections or create new connections. In large online social networks like Twitter, Facebook, Livejournal, within 24 hours, millions of users update their connections. Over time, such node and edge additions and deletions change the structure of the network. In particular, communities in the network may evolve and change as a result of edge additions or deletions. This change in community structure raises the need of re-identification of communities in the network [2] .
In this paper, we study the problem of community (re)-identification in evolving or dynamic networks. We focus on edge additions. We study the following questions: How many edges need to be added to the network until the community structure changes? Does the type of edge make a difference? We aim to get a better understanding of these questions. The final goal is to find algorithms to decide in every snapshot, knowing only which edges have been added to the network, whether or not the community structure is likely to have changed. If the structure has indeed changed, we can execute a static community detection algorithm, to update the community structure. But if it has not changed, we can gain significant computational savings by simply not updating the community structure.
A. Our results
In this paper, we make a first step towards answering the questions above. We classified edges into different categories and computed the minimum (threshold) number of different types of edges that would need to be added to a network before its community structure would change. We give two new algorithms: the Edge Distribution Analysis algorithm (EDA), and the Modularity Change Rate algorithm (MCR) to solve the problem of identifying the snapshots G i in which to run a static community detection algorithm (we use DSLM [2] in our experiments). We implemented and ran our algorithms on seven different benchmark social networks, under three different edge addition models, and analyzed the results. We compare our results with running DSLM for every snapshot, that is, after adding a fixed percentage of edges in the base graph G 0 . Our experiments show that both our algorithms do a good job at identifying the snapshots in which to update the community structure. In particular, EDA achieves an average accuracy of 87 %, while MCR achieves an average accuracy of 58 %. In comparison, running DSLM on every snapshot achieves an average accuracy of 6. %. The accuracy of MCR is likely underestimated by the fact that in our experiments we check five snapshots; in many networks, no change in community structure. Compared to the approach of updating community structure after a fixed number of edge additions, our algorithms obtain large savings in computation effort, while ensuring comparable quality of community structure.
B. Outline of the paper
The rest of the paper is organized as follows. Section II presents a literature review on community detection. Section III describes the notation we use and some basic definitions and facts. Sections IV and V present our two new algorithms to solve the problem of dynamic community detection. Section VI describes our edge addition models, and Section VII describes our experimental results. Finally, the paper is concluded in Section VIII.
II. RELATED WORK
There are many definitions of communities in social networks, and a correspondingly large variety of algorithms for static community detection. We give only a sampling of the results here. See Fortunato [3] for a detailed review of the relevant literature.
The Girvan and Newman algorithm [4] is a benchmark algorithm that started a new era of community detection. It is based on successively deleting edges of high betweenness. The betweenness of an edge is the number of shortest paths in the graph that uses the edge. The Girvan-Newman algorithm works very well for small to medium-size networks but does not scale well to large networks. Spectral algorithms include any algorithm that use spectral properties of graphs, eg. [5] which is based on the eigenvectors of the Laplacian matrix. Dynamic algorithms employ processes running on the graph, such as spin models [6] , and random walks [7] .
The modularity function is by far the most used and most significant quality function [3] for community detection. In 2008, a new heuristic for modularity optimization called the Louvain method was introduced by Blondel [1] . Today this algorithm and its variants are the best known for large networks. One notable extension to the Louvain algorithm was given by Noack and Rotta [8] . Their algorithm is known as The Louvain algorithm with multilevel refinement. In [9] , they exploit the measure of edge centrality for modularity optimization. Their approach is called Generalized Louvain method. In 2013, Waltman & Ludo [10] introduced a newer algorithm called SLM based on [1] . In a recent comparative analysis of community detection algorithms [11] , the Louvain algorithm was pointed out as one of the best performing algorithms, both in terms of the results, and in terms of being computationally efficient.
To date, there is very little work on community detection in evolving or dynamic networks. In the literature, some of the studies like [12] , [13] , [14] , [15] have focused on predicting the evolution of networks and communities. The closest work to our work is DSLM [2] , in which the SLM algorithm is extended for dynamic community detection. The main idea of DSLM is that rather than running SLM from scratch on each snapshot G i , we use the community structure of G i−1 that was derived previously as a starting point for SLM, thereby obtaining significant computational savings.
III. NOTATION AND PRELIMINARIES
A dynamic evolving network is modeled as a sequence of graphs G 0 , G 1 , ..., G n , where G j = (V j , E j ) denotes the graph at snapshot j, which contains V j nodes and E j edges. Let G j .mod represent the modularity for the graph G j . Fix a graph G = (V, E) which can be any of the above snapshots. The remaining discussion in this paper pertains to any such graph G. Let C = {C 1 , C 2 , . . . , C k } be a community structure for G obtained by running the SLM algorithm or DSLM [10] , [2] . We use d(v) to denote the degree of node v, and d i (v) to denote the number of edges from node v to other nodes in the community C i . Furthermore, let D(i) be the sum of degrees of nodes in the community
Finally, let m represent the total number of edges in the graph.
Note that this community structure C does not necessarily have maximum modularity, but we are assured that it is locally optimal, in the sense that we cannot increase the modularity by moving any single vertex to a community other than the one it is assigned by the algorithm.
Given a node v ∈ C i , we say community C j is a neighboring community of node v, if there is a direct edge between node v and any node in community C j . We say v wants to switch communities if there exists a community C j with j = i such that
Node v might want to switch communities based on various factors like the addition of edges, deletion of edges, addition of new nodes or deletion of new nodes. In this paper we will be focusing on the addition of edges. We can distinguish two types of edges. We call an edge an intra-edge if it connects two nodes in the same community. We call an edge an inter-edge if it connects two nodes in different communities.
IV. EDA ALGORITHM
In this section, we give a new algorithm called the Edge Distribution Analysis algorithm (EDA), that given an evolving network G 0 , G 1 , ..., G n , and a community structure C for G 0 , determines for every G i , whether or not to run DLSM on G i . As the name suggests, the decision is based on an analysis of the edges added between snapshots. We first conduct a theoretical analysis of the number of edges of different types that need to be added to the graph G 0 to change the community structure. We focus on a single node v in a community C i . How many and what kind of edge additions would cause v to switch communities?
A. Analysis of edge additions
In this section, we identify the maximum number of some types of edges that can be added without affecting the community structure. Consider a node v in C i . From v s vantage point, intra-edges can be further classified into 4 types. We call an intra-edge a type A edge (with respect to v) if it connects two nodes in C i but it is not incident on v itself. We call it a type B edge if it connects v to another node in C i . We call it a type C edge if it connects two nodes in community C p where C p is not a neighboring community of node v. An intra-edge is a type D edge if it connects two nodes in community C j where C j is a neighboring community of node v.
The following lemma considers the addition of type A and B intra-edges to the graph G (all proofs are omitted because of lack of space). Lemma 1. Let G = (V, E) be an undirected graph, and C be a locally optimal community structure for G. Fix C i ∈ C and let v ∈ C i be an arbitrary node. Let C j be a neighboring community of node v with j = i. Suppose only type A and type B intra-edges between nodes in C i are added to the graph G. Then node v wants to switch to community C j , if and only if the number of such edges is more than κ j v , where κ j v is given by:
Similar lower bounds on the number of different types of intra-edges that need to be added before v would switch community are given in [16] .
Next, we analyze the impact of inter community edge additions to community structure C in the graph G.
Lemma 2. Let G = (V, E) be an undirected graph and C be a locally optimal community structure for G. Fix C i ∈ C and let v ∈ C i be an arbitrary node. Assume that only inter-edges between v and nodes in C j = C i are added to the graph G. Then, v wants to switch to community C j if and only if the number of such new edges is more than γ j v where γ j v is the solution to the quadratic
B. The Algorithm
We have computed the minimum number of different types of intra and inter edges that would be need to be added to the network to cause v to switch communities. However, the analysis assumes that there is only one type of edge being added. Analyzing the effect of different types of edges being added to the same G is a much more complex problem and we have not attempted it in this paper.
Nevertheless, we use the thresholds proved above to propose a heuristic to decide when the community structure has changed significantly enough to justify running a community detection algorithm such as DSLM. While the community structure can change, even if a single threshold is crossed, in practice, the difference in the modularity is not very high. Thus, the key idea of our algorithm is to perform the community detection algorithm only if a certain percentage of nodes have crossed their thresholds. This percentage is determined empirically. The pseudocode for the algorithm is given in Algorithm 1.
NodesCrossingThr ← NodesCrossingThr + 1 To summarize, we first calculate the distribution of edges in different communities. Next, we calculate the intra-edge and inter-edge thresholds κ j v and γ j v for every node as given in Lemmas 1 and 2. Subsequently, we use the edge distribution to determine the number of nodes whose thresholds have been crossed. Finally, if the percentage of nodes whose threshold is crossed is over a certain specified M axP ercentCrossing, then we call a community detection algorithm such as SLM or DSLM.
V. MCR ALGORITHM
In this section, we describe another approach to determine for which G i , the community structure has changed significantly enough to justify re-running a community detection algorithm such as DSLM. Consider the change in modularity as new edges are added to the graph, but using the same community structure. After a certain number of edges are added, we would obtain an improvement in modularity by computing a new community structure. It is to be expected that this improvement will increase as more and more edges are added to the graph. We hypothesize that the increase in improvement is actually a linear function of the number of edges added to graph 1 . To this end, we define the function,
where C and C are the community structures obtained by running DLSM on G i and G k respectively, C 0 is some baseline community structure obtained by running DSLM on some earlier version of the graph, and for any graph G and any community structure C for it, Q(G, C) is the modularity value for the graph G with respect to the community structure C. We assume that a fixed percentage P 0 of the edges in G 0 is added to obtain G i from G i−1 for every i. To obtain the rate of modularity change, we run DSLM on the graphs G 1 and G 2 and obtain δ 1,0 and δ 2,0 and divide their difference by P 0 . Let δ m be a value which is the minimum significant difference in modularity for two community structures for the same graph. That is, suppose we run DSLM on the graph G 0 , and obtain a community structure C 0 , and subsequently perform a number of edge additions. Once the difference between the modularity of the changed graph with respect to community structure C 0 and the modularity obtained by re-running DSLM on the new graph exceeds δ m , we would like to run a community detection algorithm. The value of δ m is determined empirically. Using the predicted rate of modularity change, and the value of δ m , we can predict in which phase to run the community detection algorithm. The pseudocode for the algorithm is given in Algorithm 2. if j == phase or j == phase + 1 or j == phase + 2 then 5:
else print no need to run DSLM 
VI. MODELING EVOLUTION OF COMMUNITIES
There are very few studies on real evolving networks [17] , [18] . In this section, we propose three models for edge addition in social networks: Random, the EdgeDistance model (based on cyclic closure) and the Geometric Probability model (based on homophily [19] ). In social networks, edge addition is not in general random. Rather, in any network which possesses strong community structure, edges are added far from randomly. However, we also study the effect of random edge addition as a baseline model.
Next, we propose the EdgeDistance model which is based [20] on the idea that the probability of adding edge (u, v) is inversely proportional to the distance between them. For hop distance i (where 2 ≤ i ≤ 5), we define the probability of adding a new edge with hop distance i to be p i where
. Then clearly 5 i=2 p i = 1, and the probability of picking an edge with hop distance i is inversely proportional to i.
The Geometric Probability model is based on the idea that people are more likely to form ties within their community than the outside community [18] . We infer that if two nodes belong to the same community(as identified algorithmically), they share the same value for the "community attribute". Thus homophily can be said to dictate their bias towards tie formation with other members of the community. To this end, when choosing new edge, to add to the network, we pick an inter-edge with probability p and intra-edge with probability 1 − p. We use the values p = 0, 0.4, 0.6 in our experiments.
VII. EXPERIMENTS & RESULTS
We implemented EDA and MCR and compared their performance with running SLM and DSLM on every snapshot (we call the latter two algorithms SLM and DSLM for brevity below). All calculations reported below were performed on a system with an Intel Xeon X5650 Westmere (2.67 GHz) and 48 GB internal memory. The code is written in Java and is available on https://github.com/tejaspuranik/EDA-MCR.git. The performance of the proposed algorithms was tested on five small and medium sized networks and two large networks. Table I displays some salient characteristics of the networks such as name, number of nodes and edges, edges to nodes ratio and modularity of the network. Modularity of the network is obtained by running the SLM algorithm with 10 random starts and we run 10 iterations for every random start. The best result obtained from one of these 100 iterations is reported. The only exception to this is the Livejournal network. Due to its huge size, we run a single random start with 10 iterations.
To run our experiments, we use each of the real world networks described above as network G 0 . We then add edges according to the 3 edge addition models. We take 5 snapshots of the network, each snapshot after 2% of the number of edges in the original graph G 0 has been added. That is,
For each G 0 , and for each edge addition model, we run 10 different random runs, so that we obtain 10 different versions of G i (1 ≤ 5) . Thus, at the end of i phases, we have 10 different versions of G i , each representing a different possible evolution of the graph G 0 according to a specific model of edge additions. In total our results are based on 50 snapshots for each benchmark network, and each edge addition model.
A. Performance evaluation approach
The goal of our community detection algorithms is to determine for each snapshot G i whether or not to update the community structure. Ideally, we should not update if the change in modularity is not significant, but we should indeed update if the change in modularity is significant. We choose δ m = 0.005 to be the minimum change of modularity We measure the success of our algorithms by three metrics: modularity, accuracy, and computational time.
B. Modularity
From our results, we observe that regardless of the model for edge addition, the difference in modularity obtained by all the algorithms is less than 0.005 for all networks, except for the PGP and DBLP networks. For the PGP network, the difference in modularity is 0.0064 only for 5th phase of an EdgeDistance model, and for all other edge addition models, it is less than 0.005. In the case of the DBLP network, the modularities obtained from our EDA algorithm are significantly lower than DSLM and SLM for some of the phases. As previously explained, the reason for low modularity is the approximate prediction of threshold cut off value. It is possible that this anomalous behaviour is due to the lower E/V ratio of the DBLP network compared to the other networks.
C. Accuracy Table III shows the percentage of networks with a significant change in modularity, for each of the base networks, and edge addition models. We can see that for the Football, Facebook, and Condmat networks, no significant change in modularity arises even with the addition of 10% of edges with any of the edge addition models. For the Email, PGP, and Livejournal networks, no change in modularity occurs except for a few of the networks derived from the random edge addition model. The anomaly is the DBLP network, where in all cases except when only intra-edges are added, almost all graphs derived with all other edge addition models need an updated community structure. Accuracy of an algorithm is defined as follows:
where T P , T N , F P , and F N are the numbers of true positives, true negatives, false positives, and false negatives respectively. It can be surmised that running DSLM for every phase has an accuracy of 0 for all the cases where no community updates are required; while for the DBLP-derived networks, DSLM has good accuracy. In contrast, EDA has excellent accuracy on all networks except for DBLP. MCR has lower accuracy results, but this is because to obtain the rate of change of modularity, we always run DSLM for the first two snapshots, which results in many FP results. However, if the algorithm was run for many more phases, the rate of FP would be much lower, resulting in much better accuracy results. We conclude that both of our algorithms have much better accuracy as compared to DSLM.
D. Time The computational time taken by all approaches is shown in Figures 1 to 3 . We see that, for the Facebook, and the Condmat networks, the EDA algorithm takes the least time. For Email Network, the MCR algorithm takes the least time. As expected, the SLM algorithm takes the highest running time for all the edge addition models for all of the phases, and the DSLM algorithm does significantly better than SLM. However, in almost all cases, owing to the MCR and EDA algorithms deciding not to update the community structure, they obtain much better results. The EDA algorithm takes much less time than even MCR in general, except for the Email network (all edge addition models), and PGP for the random edge addition model. On average, it takes about 1200 seconds to run SLM algorithm and approximately 550 seconds to run DSLM algorithm for a single snapshot of Livejournal network. The MCR algorithm takes 400 seconds, and the EDA algorithm takes less than 100 seconds; both have higher accuracy rate than DSLM/SLM.
VIII. CONCLUSION
In this paper, we studied the problem of updating community structure for evolving social networks. After the addition of a certain number of edges to the network, we attempt to determine whether or not the community structure has changed sufficiently to justify running a community detection algorithm. We give two algorithms to make this determination: the Edge-Distribution-Analysis algorithm, and the ModularityChange-Rate algorithm. Our results show that both the EDA and MCR algorithm predict quite well when the community structure should be updated. They result in significant computational savings compared to running SLM or DSLM after a fixed number of edge additions, while ensuring that the quality of the community structure is comparable.
