Gravitational search algorithm (GSA) has several parameters to be initialized. One of the parameter is the initial gravitational constant 0 . In the original GSA 0 is initialized to 100. Here, the robustness of this setting is evaluated using several test functions. The value of 0 is varied between 10 to 100000. The results from the experiment are statistically compared. It is found that 0 is a function dependent parameter and its original value is not a robust setting.
INTRODUCTION
Gravitational search algorithm (GSA) is a population-based optimization algorithm. It was introduced by Rashedi, Nezamabadi-pour, & Saryazdi [1] in 2009. GSA is inspired by Newtonian principal of gravity where every search agents in GSA behave like a particle in the universe. The Newton's law of gravity states that "every particle in the universe attract every other particle with a force that is directly proportional to the product of their masses and inversely proportional to the square of the distance between the particles". On the other hand, the agents' movement in the search space is governed by the Newton's law of motion where the acceleration is controlled by force and mass of the agent.
Like any other optimization algorithms, GSA has several parameters to be initialized such as the population size, the initial gravitational constant; 0 , and . To balance between exploration and exploitation, GSA only allows agents to apply their force to other agents, where the value is linearly decreasing with time from the population size to 1. Rashedi et. al. recommended the 0 to be set to 100 and is set to 20. In many other algorithms it is found that proper selection of the parameter values helps to improve an algorithm's performance, but the parameters are often function dependent [2] , [3] . This is in line with the no free lunch (NFL) theorem, where it is stated that there is no one algorithm that best fit all problems. One of the consequences of the NFL is there is no one robust parameter setting that suites all problems the best [4] , [5] .
In previous studies [6] , [7] it is seen that tuning of 0 helps to improve overall performance of GSA. However, the studies performed did not analyze the effect of 0 with respect to the fitness function used. The overall performance is used to study the effect of 0 towards a group of fitness functions. Thus, in this work the dependency of 0 towards the problem to be solve is studied. Five benchmark functions are used here, three are unimodal functions and another two are multimodal functions. The results are statistically analyzed using Friedman and Holm post hoc test. The findings show that 0 is a problem dependent parameter, where the best 0 differ according to test function and 0 =100 is not a robust parameter setting. The GSA is presented in section 2. The experimental setting used in this work is presented in section 3 followed by discussion of the results and statistical analysis performed in section 4. Finally, this paper is concluded in section5.
GRAVITATIONAL SEARCH ALGORITHM
In GSA the candidate solutions for the problem to be optimized are represented by the agents' positions. Agent i th position at dimension d th and iteration t th is represented as, ( ). The initial agents' positions are randomly assigned according to the search space of the problem to be solved.
The quality of the candidate solution proposed by an agent is known as the agent's fitness. An agent's fitness is calculated using fitness equation which is problem dependent. The best, ( ) and the worst, ( ) fitness are then identified to calculate the mass of each agent. Given that fitness of agent i th at iteration t th is ( ) , the mass, ( ) is calculated using the following equations;
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where − 100 ≤ ≤ 100
where − 1.28 ≤ ≤ 1.28
where − 2.048 ≤ ≤ 2.048
where − 32.768 ≤ ≤ 32.768
where − 600 ≤ ≤ 600
GSA follows the Newton's law of gravity, where every agents are attracted to each other. The attraction force, ( ) , acting on agent i th by agent j th is calculated using equation (3).
The multiplier ( ) in the equation represents the gravitational constant at time while ( ) and ( ) are the passive and active mass of agent th and th respectively. The equations for ( ), ( ) and ( ) are as follow,
In the original GSA, 0 which is the gravitational constant at the start of the universe is proposed to be set to 100 together with = 10 [1].
The total force acting on agent i th is a random weighted sum of ( ), the randomness provides stochastic behavior to the agents of GSA.
The agents' movement is subject to Newton's law of motion, where the acceleration ( ) is directly proportional to the force acting on each agent and inversely proportional to the mass of the agent;
The velocity and position are then calculation using the following equations;
The fitness evaluation and update sequence are repeated until the maximum number of iteration is achieved. The GSA's algorithm is shown in Fig. 1 .
EXPERIMENTAL SETUP
Three unimodal functions are used here namely the Quadric, Quartic, and Rosenbrock function. The two multimodal functions used are the Ackley and Griewank function. Table I lists the benchmark functions used where the function's dimension is represented by n. All of these functions are minimization functions with the global minima at (0,0). The complexity of the functions can be seen through their three-dimensional surface plot. The unimodal functions have narrow valleys which make them difficult to be solved. On the other hand, the multimodal functions have many valleys with many local optima traps. The experiment is conducted using these benchmark functions as high dimensional problems of 30 dimension. The population of GSA is set to 30 agents, = 20 and the algorithm is repeated for 2000 iterations in each run. For each test function the algorithm is ran for 30 times. The effect of 0 towards the performance of GSA is tested using 0 value of 10, 100, 1000, 10000 and 100000. The fitness of the best solution found by each value of 0 for each run of every test functions are recorded and statistically analyzed using nonparametric tests, the Friedman test with significance level of 0.05 and followed by 1×N Holm post hoc procedure with the best ranked 0 is used as the control method. The statistical findings found for each test function is able to show whether 0 is a problem dependent or independent parameter.
The average performance and Friedman rank of the tests conducted are tabulated in Table 2 . The average fitness and the Friedman rank according to the 30 runs shows different best performer for different functions. 0 = 100000 is the best for both quadric and Rosenbrock function, while 0 = 10,100,10000 are the best for quartic, Ackley and Griewank respectively. The Friedman statistic show with confidence level of = 0.05 , significant difference exists for all test functions. The Holm post hoc procedure as shown in Table 3 , shows that the best 0 is significantly better than other setting for quadric, quartic and Ackley. While for Rosenbrock and Griewank, the best 0 is on par with the second ranked 0 and significantly better than other 0 . The significant differences between 0 and the different best ranked 0 for different test function show that 0 is a problem dependent parameter of GSA. Proper tuning of 0 is able to improve the performance of GSA. For example, tuning of 0 result in better performance for quadric, quartic, Rosenbrock and Griewank functions compare to the implementation using the original value of 0 . Fig. 3 shows the convergence curves of each test function using different 0 . It could be seen that bigger 0 delays the convergence of GSA. This is in line with the findings reported in [6] , [7] . However, the quality of solution is not influence by late or early convergence. 
