Abstract. Lindenhovius has studied Grothendieck topologies on posets and has given a complete classification in the case that the poset is Artinian. We extend his approach to more general posets, by translating known results in locale and domain theory to the study of Grothendieck topologies. In particular, explicit descriptions are given for the family of Grothendieck topologies with enough points and the family of Grothendieck topologies of finite type. As an application, we compute the cardinalities of these families in various examples.
Introduction
When studying a category from a geometrical point of view, it is often desirable to have a concrete description of a certain Grothendieck topology on the category. This concrete description includes for example determining the points for such a Grothendieck topology, or answering whether or not the associated topos is coherent or subcanonical.
One example is the category C = Comm op fp , the opposite category of the category of finitely presented commutative rings. In [4] , very explicit descriptions are given for the points of various Grothendieck topologies.
1 As a demonstration of why this is useful, they point out an application to sheaf cohomology [4, Proposition 4.5] . For this category Comm description for the points of the flat topology (some partial results are in [4, Lemma 3.3] and in [19] ).
However, if the category C is a poset, it is much easier to describe the Grothendieck topologies on it. The reason is that PSh(C) is equivalent to the category of sheaves on a topological space X, and Grothendieck topologies are in bijection to sublocales of O(X) (the locale of opens of X).
In this paper, we exploit this fact to describe the Grothendieck topologies on posets. Of course, locales, posets, and their interactions are a very well-studied topic, so all the necessary ingredients are already in the literature. Our contribution is translating these results to topos theory, and in this way extending the results of [14] .
The underlying idea of this work is that a better understanding of Grothendieck topologies on posets can help us understanding Grothendieck topologies on more general categories. For example, in [13, Proposition 2] , it is shown that any Grothendieck topology on the monoid C = N ×,op + (the underlying monoid for the Arithmetic Site of Connes and Consani), comes from a Grothendieck topology on a certain poset (the big cell). So in this case, a classification of Grothendieck topologies on a related poset leads to a classification of Grothendieck topologies on the original category of interest. Similarly, in [9] and [8] , Grothendieck topologies on the big cell are used to study Grothendieck topologies on the category of Azumaya algebras an center-preserving algebra maps. Here an important part is determining which topologies on the big cell correspond to coherent subtoposes. We will show in Section 4 how to approach this problem for a very general class of posets.
Presheaves on a poset
Posets P will always be identified with the corresponding category that has
• as objects the elements of P ;
• a unique morphism p → q whenever p ≤ q. This is the same convention as in [14] . We will later define the dcpo of filters on P . There is an embedding P op ⊆ X, so it can be useful to keep in mind that the ordering in X is opposite to the ordering in P .
It is well-known that a category of sheaves on a poset is a localic topos. The category of presheaves on a poset in addition has enough points, so it is equivalent to Sh(X) for some topological space X. Moreover, we can assume that this space X is sober, and then it is uniquely determined. Indeed, the elements of X can be identified with the topos points of PSh(P ) and the topology is the subterminal topology, see [3, 2.1] .
The category of points of PSh(P ) is equivalent to (P pro ) op , so clearly it is again a poset. We can describe (P pro ) op explicitly as the poset of filters on P under the inclusion relation. In particular, we identify the elements of X with the filters on P . Subterminal objects in PSh(C) are in bijection with the downwards closed subsets in P . For a downwards closed subset U of P , the corresponding open set for the subterminal topology is the setŨ containing all filters intersecting U ⊆ P . For each U , there is a set of minimal filters contained in U , namely the set of principal filters associated to the generators of U . So we can write the open sets as
where {p i } i∈I is an indexed family of principal filters, and ≤ denotes the partial order on the filters (i.e. inclusion of filters).
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Notice that filters on P are exactly the same thing as ideals on P op , so this gives another point of view. In fact, this point of view is the most common in domain theory: for a poset P , the poset of ideals of P with the inclusion relation is called the ideal completion. So we can describe the category of points of PSh(P ) as the ideal completion of P op . Ideal completions are so-called algebraic dcpo's, with the principal ideals as finite elements [6 
We say that x ∈ X is finite if x ≪ x. We say that X is algebraic if for each x ∈ X the set of finite elements smaller than x is directed with supremum x. We call a subset B ⊆ X a basis if for each x ∈ X, the set B ∩ ։ x is directed with supremum x. We say that X is continuous if for each x ∈ X the set ։ x is directed with supremum x. We say that X is a dcpo if any nonempty directed subset of X admits a supremum.
It is easy to show that a poset X is algebraic if and only if the set of finite elements is a basis, and it is continuous if there exists a basis. In particular, every algebraic poset is continuous [ The specialization order associated to the Scott topology is the original partial order on X. 4 We can now summarize the above results with the following corollary. The content of this corollary can be found e.g. in [ 2 The notation (p i ) i∈I is inspired by the ideal notation for rings. Caveat: poset ideals are downwards closed, so (p i ) i∈I is almost never a poset ideal.
3 A directed subset D is a subset for which any finite collection of elements in D has an upper bound in D. In particular, it is nonempty. 4 Here we define the specialization order on the points of a topological space as x ≤ y if and only if there is an inclusion of point closures cl(x) ⊆ cl(y). The opposite convention is popular as well.
(a) the category of localic presheaf toposes and geometric morphisms between them (considered upto natural isomorphism); (b) the category of algebraic dcpo's and Scott continuous morphisms between them.
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Proof. If a presheaf topos PSh(C) is localic, then C embeds (contravariantly) in the category of points of PSh(C), so C = P is a poset. Let X be the algebraic dcpo of filters on P . Conversely, any algebraic dcpo X is the category of points for PSh(F op ) ≃ Sh(X) where F ⊆ X is the subset of finite elements. The equivalence of categories now follows by the fact that the category of sober topological spaces and continuous maps is a full subcategory of the category of toposes and geometric morphisms (considered upto natural isomorphism) [ 
Grothendieck topologies versus subsets
Let P be a poset, and let X be the dcpo of filters on P . Then by the results of the previous section PSh(P ) ≃ Sh(X), where X is equipped with the Scott topology. The Grothendieck topologies on P are in bijective correspondence with the subtoposes of If X with the original topology is T 0 , then the strong topology is the one generated by the original topology and the lower sets in the specialization order. The adjunction between Top and Loc gives rise to a commuting diagram Take a sublocale L ⊆ O(X) corresponding to a Grothendieck topology J on P . Then from the above proof it follows that S J = Pts(L) = Pts(Sh(P, J)). Using [4, Proposition 1.4], we can compute
Corollary 5 (Corollary of [16, IX.3, Corollary 4]). Let P be a poset and let X be its dcpo of filters (with the Scott topology). Then there is an adjunction
6 (4) P(X) GT(P ) op K (−) S (−)
between the poset P(X) of subsets of X (and inclusions), and the opposite of the poset GT(P ) of Grothendieck topologies on P (and inclusions). This adjunction restricts to an equivalence
Here Ω J (p) denotes the set of J-covering sieves on p, andL denotes the upwards closure of L in X (in other words, the Scott open set with as generators the generators of L). Now take Y ⊆ X. The corresponding locale embedding is defined by the frame homomorphism U → U ∩ Y . So the covering sieves L on p are the ones such that L ∩ (p) contains Y , whereL is the upwards closure of L in X (or in other words, the Scott open set corresponding to L). So we can write
This gives a concrete description for the functors in Corollary 5.
Grothendieck topologies of finite type
A Grothendieck topology is called of finite type if every covering sieve contains a finitely generated covering sieve. In this section, we will relate Grothendieck topologies of finite type to coherent subtoposes and to patches (as introduced by Hochster in [10] ).
We recall some definitions from [11, Subsection 7.3 ]. An object E in a topos is called compact if any epimorphic family with codomain E contains a finite epimorphic subfamily; the object E is called coherent if it is compact and any diagram E ′ → E ← E ′′ of compact objects has a compact pullback. As remarked by Johnstone in [11, Remark 7 .48], one family of coherent toposes is given by the categories of sheaves Sh(X) where X is a spectral space in the sense of Hochster [10] . If X is a sober space, then Sh(X) is coherent if and only if X is spectral [11, Remark 7 .48].
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If X is an algebraic dcpo with the Scott topology, then the open sets can all be written as (p i ) i∈I in the notation of (1); the elements p i are called generators. Such an open set is clearly compact if and only if it can be generated by a finite set (in this case, we say that they are finitely generated ). In particular, the compact opens form a basis. So X is a spectral space if and only if X itself is finitely generated and (p) ∩ (q) is finitely generated for any two opens (p) and (q) generated by a single element [18, Theorem 2.4] . This is the case, for example, if the finite elements of X are a join-semilattice with a least element 0, because then X = (0) and (p) ∩ (q) = (p ∨ q). Another example is when X has only a finite number of finite elements. As a counter-example, take X the dcpo of filters on (N, ≤). Then X can be identified with N ∪ {0}, with compact Scott open sets given by ↓ m = {n ∈ N : n ≤ m}. So X is not compact. 7 In [1] , "compact" is called "quasi-compact". Similarly, in this paper we use the word "compact" for (not necessarily Hausdorff) topological spaces such that every open cover admits a finite subcover. 8 Note that Johnstone does not use the terminology "localic toposes" here, instead he calls them "toposes satisfying (SG)".
In terms of the poset P this means: is a finite list t 1 , . . . , t k ∈ P such that for all p ∈ P there is a t i ≥ p, and the same holds for the subposets ↓ p ∩ ↓ q with p, q ∈ P .
Hochster's paper [10] is well-known for proving that every spectral space is homeomorphic to the spectrum of a commutative ring [10, Theorem 6] . This explains the terminology. In order to reach this result, Hochster introduced the so-called patch topology, which "classifies" spectral subobjects.
Definition 9 ([10]). Let X be a spectral space. Then the patch topology is the new (finer) topology on X with as subbasis the compact opens of X and their complements. A closed set for the patch topology is called a patch.
Proposition 10. Let P be a poset and let X be its dcpo of filters. We assume that PSh(P ) ≃ Sh(X) is a coherent topos, or equivalently, that X is a spectral space. Let S ⊆ X be a sober subspace. The following are equivalent:
a Grothendieck topology of finite type; (d ) Sh(S) ⊆ Sh(X) is a coherent subtopos.

Proof. (a) ⇔ (b). This is in [10, Section 2]. (b) ⇒ (c)
. Let L be a K S -covering sieve on p ∈ P . In other words,
Now write L = (p i ) i∈I . Because S ∩ (p) is compact, we can find a finite subset J ⊆ I such that the sieve corresponding to (p j ) j∈J is still a K S -covering sieve. (c) ⇒ (d). Suppose that K S be a Grothendieck topology on P of finite type. One can then show that S ∩ U is compact for every compact open U ⊆ X. The Yoneda embedding turns the compact opens S ∩ U ⊆ S into a generating set of compact objects, closed under pullbacks and containing the terminal object S (this shows it is closed under all finite limits). So Sh(S) is a coherent topos. We still have to show that the inclusion is coherent, i.e. the pullback functor i * : Sh(X) → Sh(S) preserves coherent objects. It is enough to show that i * (yU ) = y(U ∩S) is coherent for U a compact open of X. But y(U ∩ S) is part of a generating family of compact objects, closed under finite limits. So it is coherent, see Definition 6.
(d) ⇒ (b). Suppose that Sh(S) ⊆ Sh(X) is a coherent subtopos. Then S is a spectral space by the remark above. We have to show that U ∩ S is compact open in S, for every compact open U ⊆ X. This follows by the assumption that the inclusion Sh(S) ⊆ Sh(X) is coherent.
We emphasize that the patch topology is finer than the (original) Scott topology, and coarser than the strong topology. In the situation of the above proposition: every closed set is a patch, and every patch is sober. Or: every closed subtopos is a coherent subtopos, and every coherent subtopos has enough points (Deligne's theorem). It is clear from the definition of spectral subobjects that all finite subsets S ⊆ X are patches. More examples will be given in the following section.
We end with a note on terminology. The Scott topology is called the localic topology in the special case of the big cell in [13] , [8] . The strong topology on the big cell is called the pcfb-topology in [8] . Moreover, the strong topology is sometimes called the constructible topology because it is the topology with the constructible sets as basis. Here a constructible set is defined as a finite union of locally closed sets. Sometimes in algebraic geometry [7, Définition 9.1.2] a constructible set is defined as a finite union of subsets of the form U ∩ V c , where U, V are so-called retrocompact opens. Then one could define the constructible topology on X (in the sense of Grothendieck) as the topology with the constructible sets (in the sense of Grothendieck) as basis [20, Section 08YF] ; in the case that X is spectral this is precisely the patch topology on X. If X is noetherian, then the strong topology and the patch topology agree, because in this case every open is compact. But in general the terminology "constructible topology" can be ambiguous, and it goes without saying that "strong topology" can mean different things as well (for example in [17] it denotes what we call the patch topology ). Last but not least, in our situation the patch topology agrees with the so-called Lawson topology on (special kinds of) posets, see [5] , [18] .
More explicit description
Let P be a poset and X its dcpo of filters, so PSh(P ) ≃ Sh(X). It is intuitively clear when a subset S ⊆ X is closed for the Scott topology [5, Remark II-1.4]: S is downwards closed and closed under directed suprema.
For the strong topology and the patch topology, it might be more difficult a priori to determine all closed sets.
Let S ⊆ X be a subset closed for the strong topology. Take s / ∈ S. Then by definition we can find a (Scott) locally closed subset containing s, that does not intersect S. By shrinking the locally closed subset, we can assume it is of the form (p) ∩ s, where
is the Scott closure of {s}. In other words, there exists a p ∈ P , p ≤ s, such that S does not contain any x with p ≤ x ≤ s. This statement is logically equivalent to the following:
Conversely, it easy to see that any subset with the above property is closed for the strong topology. So the strong topology is in some sense a topology expressing "approximation from below". Now we look at the patch topology. We apply an idea of [10] to our situation. Let W be the Sierpinski space: it is the set {0, 1} with open sets ∅, {1}, {0, 1}.
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For X a topological space, the open subspaces of X are precisely the sets f −1 (1) for some continuous map f : X → W . Recall that X is spectral if and only if it is homeomorphic to a patch in i∈I W for some index set I [10, Proposition 9]. Now we return to our case where P is a poset and X is its dcpo of filters that we assume to be spectral (for the Scott topology). Then we can say a little bit more. The finite elements of X are just P , but with the opposite ordering. So we can consider the continuous map (13) j : X p∈P W defined by (14) x
otherwise.
in the component corresponding to p ∈ P . Here p∈P W is itself the dcpo of filters on the poset P ′ of finite subsets of P , with the opposite of the inclusion relation. The product topology agrees with the Scott topology. In the next section we will have a look at PSh(P ′ ) in Example 21. We saw before that, in our case, X is spectral if and only if it is compact and each (p)∩(q) is compact. The compact open sets in p∈P W are the upwards closed sets generated by finitely many finite sets (we identify the elements of p∈P W with subsets of P , the partial order is then inclusion of subsets). It is now straightforward to check that j is a spectral map turning X into a spectral subobject of p∈P W .
In the following we will always see X as a patch in p∈P W in the way described above. In particular:
Lemma 11. Let X be a spectral space and let S ⊆ X be a subset. Then S is a patch in X if and only if it is a patch in p∈P W . Moreover, S is closed for the strong topology on X if it is closed for the strong topology on p∈P W .
Proof. The last statement is clear.
We already mentioned that f is spectral: if U is a compact open of p∈P W , then f −1 (U ) is again compact open. We want to prove that the patch topology on X is exactly the subspace topology with respect to the patch topology on p∈P W . It is enough to show that every compact open in X can be written as f −1 (U ) for some compact open U . Use that f −1 (({p})) = (p) for each p ∈ P , and the fact that taking inverse images preserves unions and intersections. Here ({p}) denotes the compact open set in p∈P W generated by the singleton set {p}. 10 In comparison to the definition in [10] , we swap 0 and 1. This is because Hochster uses the opposite definition of specialization order on a topology. We want that 0 ≤ 1 for the specialization order. When identifying i∈I W with the set of all set-theoretic functions I → {0, 1}, the patch topology agrees with the topology of pointwise convergence.
Definition 13. Let P be a poset and let X be its dcpo of filters. Let (x i ) i be a sequence of elements in X. Then we say that (x i ) i converges pointwise to an element x ∈ X if for all p ∈ P , there is a natural number N such that
Then by Lemma 11 and Theorem 12, a subset S ⊆ X is a patch if and only if it is closed under pointwise convergence.
We say that F ⊆ P is a separating set (of finite elements) if for all p ∈ P , we can write (p) as an intersection (f 1 ) ∩ · · · ∩ (f k ), with f 1 , . . . , f k ∈ F . Then it is easy to see that the map X → f ∈F W is injective, continuous and spectral. Moreover, Lemma 11 still holds if we replace P by F in the statement. To prove this we need that every compact open is the inverse image of a compact open in f ∈F W , but this follows from F being a separating set.
We end with an application.
Proposition 14. Let P be a countable poset and X its dcpo of filters. If X is spectral, then the patch topology on X is metrizable.
Proof. We can embed X with the patch topology as a subspace of the space of settheoretic functions P → {0, 1} with the pointwise convergence, which is a metric space if and only if P is countable.
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Corollary 15. Let P be a countable poset such that PSh(P ) is a coherent topos. Then there is a metric space X with its closed subsets in natural bijection with the Grothendieck topologies of finite type on P .
Cardinalities of sets of Grothendieck topologies
As an application of the explicit description from the previous section, we will compute the cardinalities of the sets of Grothendieck topologies on a poset (resp. Grothendieck topologies with enough points, Grothendieck topologies of finite type, Grothendieck topologies giving rise to closed subtoposes). Let P be a poset and let X be its dcpo of filters. We consider the topos PSh(P ) ≃ Sh(X). We use the 11 The general result is that for a metric space Y , the space of continuous functions X → Y is metrizable if and only if X is hemicompact. Further, P with the discrete topology is hemicompact if and only if it is countable. Proof. For the inequalities x ≤ cl use that all point closures are distinct (for the sober topology). The inequalities cl ≤ coh ≤ ep ≤ 2 x follow from the Scott topology being coarser than the patch topology, which is coarser than the strong topology, which is coarser than the discrete topology. The inequality cl ≤ 2 p follows from the fact that every Scott closed subset is determined by a set of elements in P . Further, each singleton {p} with p ∈ P is open for the strong topology, this shows 2 p ≤ ep. For each p ∈ P , the set of finitely generated sieves on it has cardinality p (each sieve being uniquely determined by its finite set of generators). So coh ≤ p p = 2 p . An arbitrary Grothendieck topology is determined by a so-called nucleus, which is a function from the frame of opens to itself. So gt ≤ cl cl = 2 cl . Obviously, ep ≤ gt. The inequalities in the last column follow directly from p ≤ x and the inequalities that we already proved. 6.1. Artinian posets. First suppose that P is an Artinian poset (every subset has a minimal element).
12 This is the situation for which all Grothendieck topologies are explicitly described in [14] . In this case, all filters are principal, so X = P op . This also means that the open sets in X are just the upwards closed sets (or equivalently 12 A poset that is Artinian is sometimes said to be well-founded. The Artinian property is equivalent to the descending chain condition: every chain p 1 ≥ p 2 ≥ p 3 ≥ . . . eventually stabilizes.
In order to find how many antichains there are, we use a trick that seems to be well-known (at least in the case I = N). Write I = I 1 ⊔ I 2 with |I 1 | = |I 2 | = |I| and take a bijection ψ : I 1 → I 2 . Consider the set
Note that A is an antichain: if x ⊆ y, x, y ∈ A, then a ∈ x ⇒ a ∈ y but also a / ∈ x ⇒ a / ∈ y. So x = y. In X these filters will be denoted by r resp. r − resp. ∞. 
