Anomalous Dirac and Majorana states in condensed matter by Ivlev, Boris I.
ar
X
iv
:2
00
8.
05
88
7v
1 
 [p
hy
sic
s.g
en
-p
h]
  3
 A
ug
 20
20
Anomalous Dirac and Majorana states in condensed matter
Boris I. Ivlev
Instituto de F´ısica, Universidad Auto´noma de San Luis Potos´ı,
San Luis Potos´ı, 78000 Mexico
Unexpected electron states, bound to the Coulomb field of the nucleus, are proposed. These
anomalous states are mediated by positional quantum fluctuations of this nucleus which is a lattice
site in a solid. Without that support the states look as formal singular solutions which are, at first
sight, totally useless. The electron binding energy in the MeV range is surprising in condensed
matter since it usually relates to nuclear processes. Anomalous states are separated from usual
electron ones in a solid by an energy barrier. The lattice distortions, jointly with the electron
degrees of freedom, are responsible for the barrier formation. This contrasts to polaron in a solid
where lattice distortions form a well but not a barrier. Electron transitions to anomalous levels are
possible under a high energy external perturbation to overcome the barrier. Anomalous state can
be of the Dirac or Majorana type.
PACS numbers: 03.65.Pm, 03.70.+k, 63.20.kd
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I. INTRODUCTION
The interaction of an electron with lattice deforma-
tions in a solid can create a potential well that traps
the electron. This self-trapping effect (polaron) was pre-
dicted by Landau [1] and studied in the known publica-
tions [2–4]. The polaron binding energy, roughly 0.1eV ,
is determined by energy scales in condensed matter.
The MeV energies, which are formally of the nuclear
scale, are not supposed to appear in condensed matter
processes. However this unexpected issue has an under-
lying base as shown in this paper.
The electron interaction with the nuclear Coulomb
field U(r) of the lattice site is described by the
Schro¨dinger equation. Nothing prevents to use the Dirac
formalism for that. In this case one of two Dirac spinors
becomes small at c → ∞ and the other one satisfies the
Schro¨dinger equation [5].
In the solution, proposed in this paper, the roles of the
two Dirac spinors are inverted. Namely: the spinor, that
usually disappears in the non-relativistic limit, becomes
the main one. The spinor, that was a solution of the
Schro¨dinger equation, becomes singular at r = 0 making
the solution non-physical. The formal energy of this state
is mc2 + U(0) where U(0) ≃ −Ze2/rN ∼ −1MeV . Here
rN is the nucleus radius and Ze is the nucleus charge.
That singular solution is remarkable since it is a formal
mathematical solution of the Dirac equation. This fact is
non-trivial. For example, the equation −(~2/2m)∇2ψ −
Eψ = 0 can have a tendency to form the singularity
ψ ∼ 1/r [6]. But this singular solution does not exist even
formally since, analogously to electrostatics, it requires
the artificial δ(~r ) term in the right side of that equation.
The electromagnetic interaction does not lead to
smearing of the singularity. This can be interpreted as
following. Due to the singularity, the momentum p ∼ ~/r
is infinite at r = 0 and its shift ~p−~k, by the finite photon
momentum ~k, remains it infinite.
When the atomic nucleus, with whom the electron in-
teracts, belongs to a lattice site of a solid, the potential
becomes U(|~r − ~u |) where ~u is the displacement of the
lattice site. ~u is not a mean field coordinate but a quan-
tum mechanical degree of freedom distributed according
to quantum fluctuations of the lattice [7, 8]. The lattice
motion is very adiabatic compared to the electron dy-
namics [7, 8] and the singularity positions at ~r = ~u are
averaged on ~u. Therefore the singularity is smeared out
within the radius of quantum fluctuations
√
〈u2〉 ∼ 10−9cm. (1)
Thus the formal singular solution of the Dirac equation,
is cut off within the finite region (1). The resulting state
is smooth and therefore physical. Such anomalous state
has the large binding energy in the MeV range. Despite
it is the nuclear energy scale, that energy is of the electron
origin. This is unexpected in condensed matter.
Anomalous states are generally of the Dirac type that
is with distinguished electron and positron [5]. However
those states can be also of the Majorana type when the
spin-1/2 particle is its own antiparticle [5, 9]. The amaz-
ing feature of these Majorana states is the large energy
associated with them. It can be more than 20MeV .
Usual electron states are separated from anomalous
ones (Dirac or Majorana) by an energy barrier. The
lattice distortions, jointly with the electron degrees of
freedom, are responsible for the barrier formation. This
contrasts to polaron in a solid where lattice distortions
form a well but not the barrier.
II. RELATIVISTIC WAVE EQUATION
A. Usual approach
We start with the Dirac equation for electron in the
standard representation when the total bispinor consists
of two spinors Φ(~r, t) and Θ(~r, t) [5]. We suppose the
2central potential well U(r) to satisfy the condition of
harmonic oscillator U(r) ≃ U(0) + U ′′(0)r2/2 at r → 0
[10–13]. The Dirac equation has the form [5]
[
∂
∂t
+ iU(r) + ~α∇+ imβ
](
Φ
Θ
)
= 0, (2)
where the matrices
~α =
(
0 ~σ
~σ 0
)
, β = γ0 =
(
1 0
0 −1
)
(3)
and we adopt ~ = c = 1. Here ~σ is the Pauli matrix.
Using the Fourier transformation
Φ(~r, t) =
∫
dε
2π
Φε(~r ) exp(−itε), (4)
where ε is the total relativistic energy, one can rewrite
(2) in spinor components
(ε− U)Φε + i~σ∇Θε = mΦε (5)
(ε− U)Θε + i~σ∇Φε = −mΘε. (6)
We express from (6) the spinor Θε through Φε
Θε = − i~σ∇Φε
ε− U +m (7)
and substitute it into (5). The result is
−∇2Φε − ∇U
ε− U +m (∇Φε − i~σ ×∇Φε)
+m2Φε = (ε− U)2Φε. (8)
The form (8) is convenient to obtain the non-
relativistic limit when the energies E = ε−m and U(r)
are small compared to m. In this case the term with ∇U
is small (∼ 1/c2 in the physical units) and Eq. (8) turns
into the conventional Schro¨dinger equation for the spinor
function Φε
− 1
2m
∇2Φε + U(r)Φε = EΦε. (9)
B. Singular case
There is another way to reduce Eqs. (5) and (6) to an
equation for one spinor. One should express Φ from (5)
and substitute into Eq. (6). In this way one can reveal
an unusual feature of the solution. It follows that
Φε = − i~σ∇Θε
ε− U −m (10)
and the equation for the spinor Θε, if to introduce the
function q(r) = ε− U(r) −m, is
−∇2Θε+ ∇q
q
(∇Θε− i~σ×∇Θε) +m2Θε = (ε−U)2Θε.
(11)
Below we suppose Θε to be isotropic. Since U(r) is
also isotropic there is no term ~σ ×∇Θε in (11) and this
equation takes the form
− q
r2
∂
∂r
(
r2
q
∂Θε
∂r
)
+m2Θε = (ε− U)2Θε. (12)
In the non-relativistic limit (E = ε−m), U(r)≪ mc2
Eq. (12) reads
− 1
2m
[
1
r2
∂
∂r
(
r2
∂Θε
∂r
)
+
1
E − U(r)
∂U
∂r
∂Θε
∂r
]
+U(r)Θε = EΘε. (13)
Due to the extra term with ∂U/∂r, it is not a conven-
tional Schro¨dinger equation. This occurs since Φε, but
not Θε, should be referred to as the wave function. One
can obtain an equation for Φε by applying to (10) an
operator of the type (11) whose action on Θε is zero.
But this equation for Φε is not adequate since it will be
redundant solutions for Φε.
The remarkable feature corresponds to the energy ε
coinciding with the bottom of the potential well εa =
m+U(0). In this case q(r)/r2 is finite at r → 0. For this
reason a solution of the wave equation (12), which decays
exponentially on large distances, cannot be singular at
r → 0 since on this small distance the wave function is
“one-dimensional”
− ∂
2Θε
∂r2
+mU ′′(0)r2Θε = 0, r → 0. (14)
One can easily show from (12) that
∂Θε
∂r
∼ U ′′(0) + 1
3
U ′′′(0) r + ... (15)
Now the total bispinor takes the form
(
Φ(~r, t)
Θ(~r, t)
)
=
(
− i~σ∇w(r)
U(0)− U(r) , w(r)
)
e−itεa , (16)
where we denote the non-singular solution of (12), with
ε = εa, as Θεa = w(r). The bispinor (16) corresponds to
electron (not positron). It is clear since one can adiabat-
ically switch off the potential U(r) and then the energy
becomes of the electron type ε = m.
Whereas in (16) the spinor Θ(~r, t) is smooth and finite
at all r, the spinor Φ(~r, t) is singular at r = 0. So we ar-
gue that there exists the formal solution (16) of the Dirac
equation where Φ ∼ ~σ~rw′(r)/r3 ∼ 1/r2 at r → 0. Due to
the singularity at r → 0 it is not physical. It was disre-
garded for this reason. However that anomalous object
exists as a formal solution of the Dirac equation. This
is true since the singularity of Φ(~r, t) is of the algebraic
origin (denominator in (16)) but not a direct solution of
a differential equation.
Indeed, there is a crucial difference between those two
mechanisms of singularity formation. For example, the
singularity 1/r follows from the equation ∇21/r = 0.
3But this solution does not exist even formally since the
artificial source 4πδ(~r ) is required to support that singu-
larity. Like in electrodynamics a point charge supports
the singular Coulomb potential. In non-relativistic quan-
tum mechanics such singularity also does not exist, as a
formal solution of a wave equation, since it also requires
a non-existing δ-source.
C. Anomalous electron states
The lack of singularities of Θ is a non-trivial fact. As
follows from (12), at small r the solution can be of the
form ∂Θ/∂r ∼ q(r)/r2. At ε = εa, as above, q(0) = 0
and therefore Θ is not singular at small r. But at ε > εa
the parameter q(0) is finite and Θ can be singular, as
1/r at small r. Thus one should choose proper energies ε
to eliminate those singularities. The resulting anomalous
states do not coincide with the usual Coulomb ones since
(13) is not Schro¨dinger equation. The proper wave func-
tions are formal solutions of the Dirac equations despite
the spinor Φ (10) remains singular. Electron anomalous
levels are shown in Fig. 1. The lowest anomalous level,
with ε = εa, is negative and marked by the thick line.
In contrast, in the usual formalism, related to Eq. (8),
the singularity Φ ∼ ~σ~rw′(r)/r3 ∼ 1/r2 does not exist
even formally since it is of the dipole type on the language
of electrostatics. Therefore it requires an artificial source
in the right side of (8) corresponding to charges of the
dipole.
D. Charge conjugate anomalous states
The electron state, described by the bispinor (16), can
have its charge conjugate state with the spinors Φc and
Θc . This state is described by the Dirac equation with
the opposite sign of the potential energy U(r) [5]
[
∂
∂t
− iU(r) + ~α∇+ imβ
](
Φc
Θc
)
= 0 (17)
The solution of this equation follows from (5) and (6)
where one should change the sign of U . In this formalism
the first spinor is Φε and the second is given by (7) with
the substitution U(r)→ −U(r). Now we choose ε = −εa.
In this case Φ−εa(~r ) satisfies the same equation as Θεa(~r )
in Sec. II B. Therefore one can take Φ−εa = (−σyw)∗
where w(r) is the same as in Eq. (16). We remind that
w(r) is the non-singular spinor. As a result, the solution
of (17) takes the form
(
Φc(~r, t)
Θc(~r, t)
)
=
(
(−σyw)∗, i~σ∇(−σyw)
∗
U(0)− U(r)
)
eitεa . (18)
The bispinor (18) is the charge conjugate of the bispinor
(16). This follows from the definition of charge conjugate
anomalous
states
electron
charge conjugate
anomalous states
ε
FIG. 1: Positive (m < ε) and negative (ε < −m) usual
branches. The additional (anomalous) levels are shown by
horizontal lines. The energy of the lowest electron anomalous
level, εa < −m, is marked by the thick line. Spontaneous
pair creation is impossible. Corresponding charge conjugate
states are at positive energies.
[5]
(
Φc
Θc
)
= Uc
(
Φ∗
Θ∗
)
γ0, Uc =
(
0 −σy
−σy 0
)
. (19)
Charge conjugate anomalous states are shown in Fig. 1.
The upper level, with ε = −εa, is positive and marked
by the thick line.
III. CUTTING OFF BY THE
ELECTROMAGNETIC INTERACTION?
The proposed solutions relate to the hope that it can
be quantum fluctuations ~u of the well position U(|~r−~u|)
in space. This may happen due to the interaction with
photons or other fluctuating fields. In this case the re-
sulting state will be a continuous superposition of singu-
lar wave functions with various singularity positions at
~r = ~u. Such superposition would be smooth in space and
therefore physical.
The significant question is that: does the electron-
photon interaction smear the singularity in space?
To answer this question let us consider electron propa-
gator in quantum electrodynamics. It satisfies the equa-
tion [5]
(
γ0 [ε− U(r)] + i~γ∇−m) G(ε, ~r, ~r ′)−∫
dr1Σ(ε, ~r, ~r1)G(ε, ~r1, ~r
′) = δ(~r − ~r ′), (20)
where Σ is the mass operator.
The exact electron propagator has the form [5]
G(ε, ~r, ~r ′) =
∑
n
[〈0|ψ(~r )|n〉〈n|ψ¯(~r ′)|0〉
ε− E+n + i0
+
〈0|ψ¯(~r ′)|n〉〈n|ψ(~r )|0〉
ε+ E−n − i0
]
, (21)
4where E±n are exact energy levels for electrons and
positrons, ψ¯ = ψ∗γ0 is the Dirac conjugate and γ0, ~γ
are Dirac matrices in the spinor representation [5]. The
matrix element 〈0|ψ(~r )|n〉 of the operator ψ is taken be-
tween the vacuum and the state n. The state |n〉 contains
one electron (positron), some pairs, and photons.
If to ignore the electromagnetic interaction the state,
proposed in Sec. II B, is not physical and it cannot be
incorporated into the scheme (21). Suppose that the
electron-photon interaction smears the singularity out
and the former singular state becomes physical with the
exact electron energy E+a . Then this state is automat-
ically accounted for in the series (21) as the term with
n = a. Without the electron-photon interaction the en-
ergy E+a is εa (Sec. II B).
Now one can apply the method of Schwinger when ε is
close to E+a [5]. Under this condition only one resonant
term remains in the series (21). In this case(
γ0 [ε− U(r)] + i~γ∇−m)Ψa(~r )
=
∫
dr1Σ(ε, ~r, ~r1)Ψa(~r1), (22)
where we denote 〈0|ψ(~r )|a〉 = Ψa(~r ).
One takes for the mass operator the expression [5]
Σ(ε, ~r, ~r1) = −ie2γµ
∫
dω
2π
G(ε+ ω,~r, ~r1)γ
ν
×Dµν(ω,~r − ~r1), (23)
where the photon propagator is
Dµν(ω,~r) = −1
r
exp (i|ω|r) gµν (24)
and the metric tensor gµν has the signature (+−−−).
One has to substitute into (23) the series (21) where
only the resonance term, with n = a, is kept. The result
is
Σ(E+a , ~r, ~r1) = ie
2γµ
∫
dω
2π
Ψa(~r) Ψ¯a(~r1)
ω + i0
γνgµν
1
|~r − ~r1| exp (i|ω||~r − ~r1|) . (25)
Here Ψ¯a(~r ) = 〈a|ψ¯(~r )|0〉 and we put ε = E+a . The ω
integration is easily performed and, putting Ψ = (ϕ, χ),
we obtain from (25)
Σ(E+a , ~r, ~r1)Ψa(~r1) =
[(
χ(~r )
ϕ(~r )
)
Ψ¯a(~r1)γ
0Ψa(~r1)
+
(
~σχ(~r )
−~σϕ(~r )
)
Ψ¯a(~r1)~γΨa(~r1)
]
e2
2|~r − ~r1| . (26)
It is clear from comparison of (26) and (22) that the
role of Σ in Eq. (22) is equivalent to a renormalization
of U(r) and the appearance of the part similar to vector
potential. Eq. (22) now reads{
γ0 [ε− U(r) − P (r)] + ~γ
[
i∇+ ~Q(~r )
]
−m
}
Ψa(~r ) = 0, (27)
where P (r) and Q(~r) are determined by d3r1 integra-
tion in (26). In the spinor representation, used in this
section, the bispinor Ψa consists of two spinors ϕ and
χ. It is reasonable to express the spinors in the way
ϕ = (Φε + Θε)/
√
2 and χ = (Φε − Θε)/
√
2, with
ε = εa, corresponding to the standard representation as
in Sec. II. In this notation
P (r) =
∫
d3r1
[|Φε(~r1)|2 + |Θε(~r1)|2] e2
2|~r − ~r1| (28)
~Q(~r) =
∫
d3r1 [Φ
∗
ε(~r1)~σΘε(~r1) + Θ
∗
ε(~r1)~σΦε(~r1)]
× e
2
2|~r − ~r1| . (29)
Substituting here the expression (10) we obtain
P (r) =
∫
d3r1
[U(0)− U(r1)]2
∣∣∣∣∂Θε∂r1
∣∣∣∣
2
e2
2|~r − ~r1| (30)
~Q(~r) = i
∫
d3r1
U(0)− U(r1)
[
(∇Θ∗ε)Θε −Θ∗ε(∇Θε)
−i∇× (Θ∗ε~σΘε)
]
(~r1)
e2
2|~r − ~r1| (31)
In our case Θε(r) is real and isotropic. One can
show that in this case ~Q(~r) = ~σ × ~rf(r) where f(r) is
isotropic. Also [P (r) − P (0)] ∼ r2 at small r. It is
not difficult to show that the equation for Θε has the
same form (11) with the only difference: one should
change U(r) → U(r) + P (r). In this case the energy
is E+a = U(0) + P (0).
The radiative correction P and ~Q in the Dirac equa-
tion (27) correspond to the first order of the perturbation
theory. These corrections are divergent at small distances
due to the initial singularity. The account of further or-
ders of the perturbation theory, at first sight, should cut
off these singularities making the terms P and ~Q finite.
If this occurs, the equation (27), with the definitions (30)
and (31) accounting a cut off, can be considered as the
self consistency scheme to determine the cut off parame-
ters.
But that program does not work since, according to the
updated Dirac equation (27), the wave function remains
with the same type of singularity. This means that in any
finite order of the perturbation theory the singularity is
not cut off.
This can be clarified as following. In the phenomenon
of the Lamb shift an electron “vibrates” within the cer-
tain region in the space under the action of electromag-
netic fluctuations [14–16]. The amplitude of these “vi-
brations” is much less than a typical spatial scale of the
wave function. This allows to apply the perturbation
theory on the electromagnetic interaction. In our case,
due to the singularity, the typical spatial scale is zero and
therefore the perturbation theory does not work.
Thus the electron-photon interaction does not result in
cut off the above singularity. This can be interpreted as
5following. Due to the singularity, the momentum p ∼ 1/r
is infinite at r = 0 and its shift ~p−~k, by the finite photon
momentum, remains it infinite.
IV. CUTTING OFF BY LATTICE VIBRATIONS
So far we have not specified the potential well U(r).
An atomic electron is acted by the nucleus Coulomb field
that can be written in the approximate form
U(r) = − Ze
2√
r2 + r2N
, (32)
where rN ∼ 10−13cm is a size of an atomic nucleus and
Ze is the nucleus charge. Generally, −U(0) ∼ 1MeV .
We do not specify here detailed nuclear charge distribu-
tion. See for example [17]. In the physical units the
radiative correction (due to vacuum polarization) to the
Coulomb field (2e2/3π~c) ln(0.24~/mcr) [5] is negligible
at r ∼ rN . Because of the singularity short distances
are mainly significant and therefore an influence of other
atomic electrons is minor.
When an atom is a lattice site of a solid, its fluctuating
deviation ~u from an equilibrium position is not zero. The
lattice, as a set of oscillators, vibrates due to quantum
and thermal fluctuations [7, 8, 18–21]. According to this,
the mean displacement 〈~u〉 = 0 but the mean squared
displacement 〈u2〉 is finite. See also Appendix.
The characteristic time of the lattice motion is the in-
verse Debye frequency 1/ω0 ∼ 10−13s. But the typical
electron time in our problem is 1/m ∼ 10−21s. There-
fore the lattice motion is very adiabatic compared to the
electron dynamics.
The lattice displacements are ~vl(t) where l denotes a
lattice site. One of the mechanisms of interaction of usual
band electrons in solids with the lattice is the deforma-
tion potential [7, 8]. In our case the electron is very local-
ized at the lattice site with l = 0 and therefore it interacts
mainly by the shift of the potential well, U(|~r−~u|), where
~u = ~v0.
The lattice displacements are not mean field values but
quantum degrees of freedom of the lattice. Quantum
fluctuations smear the position of the well (32) within
the sphere |~u| .
√
〈u2〉 (A.10). We treat the fluctuations
of the lattice positions to be of the pure quantum nature
when temperature is much lower than the Debye energy,
T ≪ ω0. In reality, T ∼ ω0 but the thermal population
of levels does not lead in our case to qualitatively new
phenomena.
The solution of the Dirac equation, we obtained in
Sec. II B, is singular at small distances. Below we study
how fluctuations of the spatial position of the well cut off
this singularity.
The matrix element of the electron Heisenberg oper-
ator ψ(~r, t) is expressed through one in the Schro¨dinger
representation, ψ(~r), by the relation [5]
〈0|ψ(~r, t)|n〉 = 〈0|ψ(~r )|n〉 exp [−it(En − Evac)] . (33)
The matrix element (33) can be calculated by the func-
tional integration
∫
D~vl(τ) on the set of lattice displace-
ments. The matrix element Ψn(~r ) = 〈0|ψ(~r )|n〉, of the
operator in the Schro¨dinger representation, corresponds
to functional integration on trajectories ~vl(τ) which ter-
minate at τ = 0. This leads to t = 0 in (33). So Ψn(~r )
can be calculated by the integration on those trajecto-
ries. In the total integral
∫
D~vl(τ) one can integrate out
all variables with l 6= 0. As a result,
Ψn(~r ) =
∫
K[~r, ~u(τ)]D~u(τ) (34)
is expressed through the certain kernel K.
Now one can account for that the motion of ~u(t) is eight
orders of magnitude slower than the electron dynamics.
According to Appendix, 〈u˙2〉 ∼ ω20〈u2〉 ∼ (1/M)〈u2〉.
Therefore the main trajectories in the (~u, τ) space are
within the narrow “cigar”, of the diameter δu ∼
√
〈u2〉 ∼
1/M1/4, that is parallel to the τ axis. The length of the
cigar is large, ∼ 1/ω0 ∼M .
In other words, the principal trajectories, contributing
to the path integral (34), are almost time independent.
For n = a this corresponds to the approximation
Ψa(~r) ≃ Ψ(0)a (~r ) =
∫
ψ(~r − ~u)F (~u)d3u, (35)
where F (~u) is the certain function and ~u is just a vari-
able but not a trajectory. Here ψ(~r − ~u) is the bispinor
(16) corresponding to the potential well U(|~r − ~u|) stat-
ically shifted by ~u. The form (35) is not singular since
ψ(~r ) ∼ 1/r2 at small r and the d3u integration van-
ishes that singularity. Therefore in the exact solution
Ψa(~r ) = Ψ
(0)
a (~r ) + δΨ(~r ) the non-adiabatic correction
δΨ is small.
In the propagator (21) the nominators are smooth
functions of ~r and ~r ′. In principle, one could use an anal-
ogous consideration for the whole G(ε, ~r, ~r ′). But in this
case in the equation, analogous to (35), the d3u integra-
tion of the singular product ψ(~r−~u)ψ¯(~r ′−~u) would result
in the singularity 1/|~r−~r ′|. Therefore the non-adiabatic
correction (analogous to δΨ) would be also singular to
compensate 1/|~r − ~r ′|. This is not convenient. Partic-
ular forms of K[~r, ~u(τ)] and F (~u) are not significant for
our purpose since the goal is not exact calculations but
to show an existence of the cut off.
We see that the singular solution of the Dirac equation
gives rise to the certain anomalous state due to cutting
off the singularity by quantum fluctuations of the lattice
sites. In other words, anomalous state is a superposition
of various ones with shifted arguments (~r − ~u) and with
properly distributed ~u according to the lattice quantum
fluctuations. The spatial scale of the singularity smearing
is r ∼
√
〈u2〉 (A.10). The energy of anomalous state,
m+ U(0), can be renormalized within the Debye energy
ω0 ∼ 10−2eV . It is small compared to −U(0) ∼ 1MeV .
The subsequent inclusion of electron-photon interac-
tion slightly violates anomalous state. This occurs since
6its size (1) strongly exceeds the quantum electrodynam-
ical spatial scale. Analogously, this scale is short com-
pared to the Bohr radius resulting in a week Lamb shift
of energy levels in atoms [5, 14–16].
V. MAJORANA STATES
Before we used the standard representation, with the
spinors Φ and Θ, when the Dirac equation had the form
(2). One can explore the different representation apply-
ing the unitary transformation
(
Φ′
Θ′
)
= U
(
Φ
Θ
)
(36)
In the new representation the Dirac equation takes the
form [5]
[
∂
∂t
+ iU(r) + ~α′∇+ imβ′
](
Φ′
Θ′
)
= 0, (37)
where one should use the rule β′ = UβU−1. In the new
representation the charge conjugation looks analogously
to (19) [5]
(
Φ′c
Θ′c
)
= U ′c
(
Φ′∗
Θ′∗
)
γ0
′
, (38)
where U ′c = UUcU˜ . The conjugate bispinor (38) satisfies
the equation
[
∂
∂t
− iU(r) + ~α′∇+ imβ′
](
Φ′c
Θ′c
)
= 0, (39)
with the inverted sign of U (compared to (37)) corre-
sponding to the opposite charge [5].
The states, related to various unitary transformations
(36), usually belong to the Dirac type that is with dis-
tinguished electron and positron. However there is the
famous Majorana transformation
U =
1√
2
(αy + β) =
1√
2
(
1 σy
σy −1
)
(40)
resulting in the state when the spin-1/2 particle is its
own antiparticle [5]. Perspectives of Majorana fermions
are discussed in the paper by Wilczek [9]. See also the
references therein.
In the Majorana representation the matrices in (39)
are α′x = −αx, α′y = β, α′z = −αz, and β′ = αy [5].
Anomalous Dirac bispinor (16) under the transformation
(36) and the definition (40) goes over into the Majorana
bispinor
(
Φ′(~r, t)
Θ′(~r, t)
)
M
=
1√
2
(
σyw(r) − i~σ∇w(r)
U(0)− U(r) ,
−w(r) − iσy~σ∇w(r)
U(0)− U(r)
)
e−itεa . (41)
It is easy to show that in the Majorana case the Fourier
transformed solution of (39), with ε = −εa, is the com-
plex conjugate spinor (41) with the opposite sign. In
other words, the charge conjugate Majorana bispinor is
(
Φ′c(~r, t)
Θ′c(~r, t)
)
M
= −
(
Φ′∗(~r, t)
Θ′∗(~r, t)
)
M
(42)
The equivalence of the charge conjugate and the complex
conjugate is the fundamental property of the Majorana
fermions [9].
Since the spinor Φ ∼ 1/r2 is singular, this singular-
ity transfers to Φ′ and Θ′ according to (36). Under the
Majorana transformation the singular part of the Dirac
spinor (16) goes over into the Majorana singular part
(
Φ
Θ
)
∼ 1
r3
(
~σ~r
0
)
w′(r)e−itεa (43)
→
(
Φ′
Θ′
)
M
∼ 1
r3
(
~σ~r
y + i(σxz − σzx)
)
w′(r)e−itεa .
The sum of two Majorana singular spinors
(
Φ′ +Φ′∗
Θ′ +Θ′∗
)
M
=
(
(σxx+ σzz) cos tεa − iσyy sin tεa
y cos tεa + (σxz − σzx) sin tεa
)
w′
r3
(44)
is real corresponding to the coincidence of the particle
and its own antiparticle. In (44) we suppose for simplicity
the spinor w′(r) to be real.
The particle density is the same for the Dirac and Ma-
jorana states. Before averaging on positional fluctuations
the particle density is
ρ(r) ∼ w
′(0)w′∗(0)
r4
. (45)
We use the general relation ρ = |Φ|2 + |Θ|2.
The conclusions of Sec. IV about smearing of the sin-
gularities is also referred to the Majorana singularities
(43). Accordingly, the particle density for the Dirac or
Majorana states is localized at r ∼
√
〈u2〉 ∼ 10−9cm
where ρ ∼ 1/(〈u2〉)3/2. This form accounts for the nor-
malization
∫
ρd3r = 1.
The usual non-relativistic electron state in an atom
is described by the wave function ϕ(~r ) exp(−itEC). It
is the solution of the Schro¨dinger equation localized on
the Bohr radius. The usual energy level in the Coulomb
field is EC . The corresponding spinors of Sec. II A are
Φ = ϕ(~r ) exp[−it(m + EC)] and Θ ≃ 0. The related
Majorana state corresponds to the real bispinor
(
Φ+ Φ∗
σy(Φ− Φ∗)
)
M
. (46)
It is localized within the Bohr radius and is characterized
by the frequency (m+ EC).
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FIG. 2: Schematic plot of the energy barrier separating the
usual and anomalous states. This barrier exists in the multi-
dimensional space of lattice and electron coordinates.
VI. CREATION OF ANOMALOUS STATES
Since 〈u2〉 ∼ ω0 the parameter of the perturba-
tion theory, with respect to the lattice displacement, is
ω0/|U(0)| ∼ 10−8. It is also treated as the adiabatic
parameter.
Anomalous state cannot be obtained by a perturba-
tion theory because the bare electron propagator is sin-
gular. On the other hand, if to start with the u-average
of some non-singular electron state we will never arrive
to anomalous state within the conventional perturbation
theory. This means that anomalous state cannot be ob-
tained in any order of the perturbation theory on the
lattice displacement.
The situation corresponds to an energy barrier sepa-
rating the usual and anomalous states. The probabil-
ity of tunneling through the barrier is not a series of
powers of ω0/|U(0)| but is of the exponential type like
exp[−|U(0)|/ω0]. Analogously to a conventional barrier,
the exponent depends on the product of the typical en-
ergy |U(0)| and the analogue, 1/ω0, of the underbarrier
traversal time. The probability of tunneling is small be-
cause of heavy lattice sites involved into the process. Re-
lated lattice distortions are responsible for the barrier
formation. This contrasts to polaron in solids [1–4, 7, 8]
where lattice distortions form a well but not a barrier.
The energy of anomalous state, see Fig. 2, is below−m.
However the spontaneous pair creation is impossible due
to the vanishing barrier penetration as well as for the
creation of anomalous state.
The barrier is schematically plotted in Fig. 2. The
creation of anomalous state occurs by passing the barrier
of the MeV height. Tunneling through the barrier is
impossible since the number exp(−108) does not exist in
nature. Therefore there is the only possibility of creation
of anomalous states: to excite them over the barrier top
by some external radiation in the MeV energy range.
After falling down from the barrier top, with the emission
of quanta, the resulting anomalous state in Fig. 2 is of a
general Dirac (not necessary Majorana) type.
VII. DISCUSSIONS
We consider the Dirac equation for two spinors Φ
and Θ in the static central potential U(r) which is
U(0)+U ′′(0)r2/2 at r → 0. One can express the spinor Θ
through Φ (Sec. II A). The resulting equation for Φ goes
over into the Schro¨dinger equation in the non-relativistic
limit (c → ∞) when the energy slightly differs from m
and U ≪ m. In this limit Θ ∼ 1/c (in physical units) is
small. These facts are well known.
In contrast, one can construct a solution, for the elec-
tron like particles, in a different way, namely, to express
Φ through Θ to get the equation for Θ (Sec. II B). This
solution looks awful. The both Θ and Φ are singular.
Under the choice of energy ε = m + U(0) the spinor Θ
becomes not singular but the singularity of Φ ∼ 1/r2
remains.
Even in non-relativistic quantum mechanics the solu-
tion of the equation −(1/2m)∇2ψ − Eψ = 0 can have a
tendency to form the singularity ψ ∼ 1/r. But this sin-
gular solution does not exist even formally since, analo-
gously to electrostatics, it requires the artificial δ(~r ) term
in the right side of that equation.
A quite different situation takes place in our case. The
form Φ ∼ 1/r2 is really a formal solution of the Dirac
equation. No artificial terms, like δ(~r ), are required.
This occurs since that singularity is not due to a so-
lution of a differential equation but is of the algebraic
nature. In other words, despite that singular solution
is not physical, it is a formal mathematical solution of
the Dirac equation. Such singular solution exist also in
the conventional approach (Sec. II A). As follows from
(7), the proper energy should be of the positron type
ε = −m+ U(0).
The further question is that: can that singularity be
cut off by some mechanism? In this case the singular-
ity would be smeared within some region and therefore
the state becomes physical. It happens that the elec-
tromagnetic interaction does not lead to smearing of the
singularity. This can be interpreted as following. Due
to the singularity, the momentum p ∼ 1/r is infinite
at r = 0 and its shift ~p − ~k, by the finite photon mo-
mentum, remains it infinite. This contrasts to the usual
(non-singular) state when, due to electromagnetic fluc-
tuations, the electron “vibrates” increasing its positional
uncertainty and resulting in the Lamb shift of levels.
It seems, according to the above arguments, that the
singular state can never be turned into a physical one.
However there is a mechanism allowing this conversion.
Suppose that U(r) is a Coulomb potential of a nucleus
which is cut off on the nuclear size. When this nucleus
belongs to a lattice site in a solid, the potential becomes
U(|~r−~u|) where ~u is the displacement of that lattice site.
~u is not a mean field coordinate but a quantum mechan-
ical degree of freedom distributed according to quantum
oscillations of the lattice. The lattice motion is very adi-
abatic compared to the electron dynamics and the singu-
larity positions at ~r = ~u are averaged on ~u. Therefore the
8singularity is smeared out within the radius of quantum
fluctuations (1) and the state becomes physical.
The fluctuations of the lattice positions are of pure
quantum nature when temperature is much lower than
the Debye energy, T ≪ ω0. In reality, T ∼ ω0 and the
thermal occupation of next vibrational levels does not
significantly violate 〈u2〉.
The anomalous electron level is shifted below m by
|U(0)| (see Eq. (32)). For usual carbon isotope 12C
(Z = 6) the nuclear radius is rN ≃ 2.7 × 10−13cm
and therefore U(0) ≃ −1.6MeV . For aluminum 27Al
(Z = 13) the nuclear radius is rN ≃ 3.6× 10−13cm, and
U(0) ≃ −5.2MeV . For lead 208Pb (Z = 82) the nuclear
radius is rN ≃ 5× 10−13cm, and U(0) ≃ −23MeV .
Anomalous states cannot be obtained by the perturba-
tion theory. The non-perturbative mechanism of anoma-
lous states creation is tunneling through the certain bar-
rier which separates the usual and anomalous states. The
lattice distortions, jointly with the electron degrees of
freedom, are responsible for the barrier formation. This
contrasts to polaron in solids where lattice distortions
form a well but not a barrier.
The energy of anomalous state, see Fig. 2, is below−m.
However the spontaneous pair creation is impossible due
to the vanishing barrier penetration as well as for the
creation of anomalous state.
Since the probability of tunneling across the barrier is
negligible the creation of anomalous states can occur by
the action of some external radiation (γ, α, etc.) of a few
MeV energy. This radiation kicks up the electron on the
barrier top with a subsequent quanta emission and an
occupation of the anomalous state. This state is usually
of the Dirac type that is with distinguished electron and
positron. However, it can be of the Majorana type when
the spin-1/2 particle is its own antiparticle. The amazing
feature of these Majorana states is the large energy asso-
ciated with them. It can be more than 20MeV as in the
case of the lead atom. Observation in experiments of the
proposed Majorana states can relate to the interaction
of the electron in the Majorana state with other atomic
electrons.
The unexpected scenario, proposed in this paper, is
initiated by the strange solution of the Dirac equation.
This state remains strange even under the electromag-
netic interaction. Clear, that this state had low chances
to be regarded. It was hard to imagine that the interac-
tion with phonons in a solid could bring that anomalous
solution to the category of physical states. Moreover, the
binding energy of an electron in anomalous state is in the
MeV range. This is a non-typical energy scale in solids.
For example, the binding energy of a polaron, roughly
0.1eV , is seven orders of magnitude lower.
There is another aspect. Anomalous states do not ex-
ist without quantum vibrations produced by the lattice.
This means that outside the medium there is no MeV
binding energy per atom. Therefore it costs a large en-
ergy to remove the anomalous atom from the medium.
Anomalous states of electrons may occur not in bulk
solids only. In a molecule there are also quantummechan-
ical uncertainty of nuclei positions resulting in anomalous
states. After a high energy treatment of the atomic sys-
tem (for example, big molecules) the formed anomalous
states can substantially change chemical and biological
properties. For example, a molecule, with anomalous
states, can dissociate solely under a high energy influ-
ence.
VIII. CONCLUSIONS
1. There are singular solutions of the Dirac equation,
in a static potential well, which are formally exist but
not physical due to the singularity.
2. The electron-photon interaction does not cut off the
singularity.
3. It is cut off by the interaction with acoustic vibra-
tion of the well position. As a result, the states become
physical with the electron binding energy in the MeV
range. The states can be of the Dirac or Majorana type.
Despite anomalous levels are below −m the spontaneous
pair creation does not occur.
4. Usual electron states are separated from those
anomalous ones by the MeV energy barrier. This con-
trasts to polaron in a solid where lattice distortions form
a well but not a barrier.
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Appendix: LATTICE FLUCTUATIONS
In this section we use the physical units. Suppose that
in a crystal the displacement from an equilibrium posi-
tion of the lattice site ~l is ~vl [7, 8]. Then it can be Fourier
transformed
~vl =
1
V
∑
k
~vk exp(i~k~l ) , (A.1)
where the volume of the system is V and the summation
is restricted by the Brillouin zone. The classical kinetic
energy of the system is
Ekin =
M
2
∑
l
~˙v 2l =
Mn
2V
∑
k
~˙vk~˙v−k , (A.2)
where M is the mass of the site, n = 1/a3 is the den-
sity of the lattice, and a3 is the volume of the unit cell.
Analogously the elastic energy is
Eel =
Mn
2V
∑
k
ω2k ~vk~v−k , (A.3)
9where ωk is the phonon spectrum. For each independent
degree of freedom ~vk the Schro¨dinger equation follows
from the classical energies (A.2) and (A.3)
− ~
2V
2Mn
∂2ψk
∂~v 2k
+
Mω2kn
2V
v2k ψk = Ekψk . (A.4)
Here we do not distinguish between ~vk and ~v−k since
it does not influence the finite result. According to
the probability distribution for oscillator [22], the mean
squared value is
n
V
〈~v 2k〉 =
3~
2Mωk
coth
~ωk
2T
, (A.5)
where T is the temperature.
The mean squared physical displacement [22] is
〈~v 2l 〉 =
1
V 2
∑
k
〈~v 2k〉 =
∫
BZ
d3k
(2π)3
3~
2Mnωk
coth
~ωk
2T
(A.6)
where the sum
∑
k → V
∫
BZ d
3k/(2π)3 is reduced to
the integration on the Brillouin zone. In usual crystals
the Debye energy (∼ ~ω0) is on the same order as the
room temperature. For this reason, quantum and ther-
mal effects give comparable contributions to (A.6). We
consider the quantum contribution, corresponding to the
limit T ≪ ~ω0, to estimate the mean squared displace-
ment. We also approximate the phonon spectrum by
isotropic one
ωk = ω0 sin
πk
2k0
, (A.7)
where k0 is the maximal wave number determined by the
condition
1
a3
=
∫
d3k
(2π)3
=
k30
6π2
. (A.8)
The mean squared displacement (A.6) of each individual
atom does not depend on l and can be denoted as 〈u2〉 =
〈~v 2l 〉. Now from (A.6) and (A.7) we obtain
〈u2〉 = ~
Mω0
36
π3
∫ pi/2
0
x2dx
sinx
. (A.9)
In usual solids ω0 ∼ (~/ma2)
√
m/M [7, 8] and it fol-
lows that
〈u2〉
a2
∼
√
m
M
. (A.10)
The adiabatic parameter
√
m/M (the ratio of electron
and atomic masses) is usually 10−2 or less. So the lat-
tice sites, due to their large masses, weakly fluctuate
around the equilibrium positions. Generally in solids
a ∼ 10−8cm and therefore
√
〈u2〉 ∼ 10−9cm (1).
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