National forest inventories (NFI) were originally designed to estimate tree stem volumes and 2 their distribution into different timber assortments (e.g. Tomppo et al. 2010 Tomppo et al. , 2011 , and even 3 today the most common inventory variables are mean growing stock volume and forest area 4 D r a f t to availability of more precise digital satellite imaginary, photogrammetric point cloud and 1 laser scanning (lidar) products for use of environmental and forestry applications (e.g. Rahlf 2 et al. 2014 , Yu et al. 2015 , Tuominen et al. 2017 . The problem with these data sets still is 3 that it is expensive to cover large areas in short intervals. 4
Auxiliary data can be utilized both in the design phase and in the estimation phase. In recent 5 years, possibilities of post-stratification (e.g. McRoberts et al. 2012 , Tipton et al. 2013 , 6 Magnussen et al. 2015 , Myllymäki et al. 2017 ) and model-assisted estimation (Opsomer et al. 7 2007, Gregoire et al. 2011 , McRoberts et al. 2013 , Saarela et al. 2015 , Kangas et al. 2016 have been studied to enhance accuracy in the estimation phase. In a recent study, model-9 assisted estimation was discovered to be more efficient than post-stratification based on the 10 model predictions (Myllymäki et al. 2017 ). However, post-stratification has its advantages in 11 some tasks like map-updating (Magnussen et al. 2015) . 12
In the design phase, stratification is a well-known strategy for utilizing auxiliary information. 13
Sampling becomes more efficient, if the sampled population can be stratified so that the 14 within-stratum variation of the target variable is small (Cochran 1977, p. 90) . If prior 15 information on stratum-specific variances is available, then stratified sampling can be further 16 improved by allocating a greater effort to more variable strata (Neyman 1934) . Examples of 17 stratified sampling in the NFI context include Rennolls (1989) and Tomppo et al. (2014) . One of the main results of the Finnish NFI is the growing stock volume on productive and 3 poorly productive forest land (Tomppo et al. 2010, table 11.2) . In practice, the combination 4 of these two nationally defined forestry land classes is very close to forest land as defined by 5 the United Nations Food and Agriculture Organisation (FAO 2012) . In this paper we use term 6 forested land to refer to this combined land class. The primary target variable of this study 7 was the total growing stock volume of all living trees on forested land (m 3 ), but the 8 performance of the studied sampling designs was also evaluated on the basis of their 9 efficiency in estimating the area proportion of forested land of the total land area (%), and 10 mean volumes by tree species groups (m 3 /ha) ( Table 1) . 11
Auxiliary data were derived from thematic maps of forest resources (Table 2) Estimates of the area of forested land and the growing stock volumes were derived from each 3 subsample using the standard NFI estimators (Tomppo et al. 2011, Ch. 3) . Performance of 4 each design was then measured by the mean squared error 5
where y is the true value of the target parameter (from Table 1 ), ‫ݕ‬ ො ௧ is the estimate obtained 7 from the t'th replication of the design, and T=5,000 is the number of replications. 8
For each cluster of the target population, values of six auxiliary variables, x j , j = 1,…,6, ( Table  9 3) were computed from the thematic maps. The values were calculated using a union of all 5-10 pixel windows around the sample plots in the cluster. The windows consisted of the pixel, 11 within which the sample plot center was located, and four adjacent pixels. The means and 12 variances of growing stock volumes were computed over pixels classified as forested land 13 and forested land proportion over pixels classified as land. In addition, the center coordinates 14 of the cluster were used by all sampling designs. 15
Local pivotal method 16
The strategy proposed by Grafström et al. (2017) aims at samples, where the empirical 17 distributions of auxiliary variables are similar to the corresponding population distributions. 18 them an equal importance in distance calculation (Grafström and Ringvall 2013) . The number 4 of auxiliary variables has no upper bound. 5
In the beginning of LPM sampling, predefined inclusion probabilities are attached to each 6 cluster. The LPM can also handle unequal inclusion probabilities, for example, proportional 7 to some auxiliary variable to enhance estimation of a particular variable but usually for multi-8 purpose surveys like NFI equal probabilities are used (Grafström and Schelin 2014) . The sum 9 over inclusion probabilities should equal the desired sample size, n: 10
where N is the population size and π ୧ the inclusion probability of the i th cluster. 12
The sampling algorithm updates the inclusion probabilities iteratively until they become 13 inclusion indicators π ୧ = 0 (cluster i is excluded from the sample) or π ୧ = 1 (cluster i is 14 included to the sample) for all clusters of the population. In each iteration, currently 15 undecided population clusters i, (0 < π ୧ < 1) are available for updates and the fate of at least 16 one cluster is fixed (Figure 2) . A pair of clusters is selected for an update so that one cluster, 17 i, is selected randomly from the available population and the most similar cluster, j, to the 18 randomly chosen one is searched among the remaining available clusters by minimizing the 19 multi-dimensional distance (Eq. 2). The inclusion probabilities of this pair of competing 20 clusters are then updated as follows: 
2 where π ୧ and π ୨ are the inclusion probabilities before the update and π ୧ ᇱ and π ୨ ᇱ are the new 3 updated probabilities. The fate of at least one of the two clusters will be determined: If the 4 sum of inclusion probabilities of the two selected units is π ୧ + π ୨ ≥ 1, one of the clusters will 5 necessarily receive inclusion probability 1, and otherwise one of them will receive inclusion 6 probability zero. The iteration is continued as long as there are available units in the 7 population. 8
The updates (Eqs. 4a and 4b) are designed so that the first-order inclusion probability of each 9 population cluster to the obtained sample will be equal to its predefined π ୧ . Since we used 10 equal inclusion probabilities for all clusters within both of the two NFI sampling regions in 11 our study region, the standard NFI estimators could be used to compute the ‫ݕ‬ ො ௧ 's for the LPM 12 samples. 13
Stratified sampling 14
Various stratifications based on cluster-level auxiliary variables were tested in an attempt to 15 divide the population into as homogenous strata as possible in respect to the target variables 16 and allocate more sample plots to the part of population where within-stratum variance was 17 higher (Table 4) . We tried different stratifying variable combinations but always considered 18 one variable at a time. In practice, if we used more than one variable in stratification we 19 divided the population first in respect to one variable and then further split the already formed 20 D r a f t strata by using another variable. The total number of strata was kept low at r=4-6 strata, 1 which according to Cochran (1977) is a sufficient number of strata in cases like here where 2 the correlation between stratifying and estimated variable is less than 0.95 (Table A1) . 3
For continuous stratifying variables, the stratum limits were placed at equal distances along 4 the cumulative distribution of the square root of the density function (see Cochran 1977, 5 section 5A.7).The number of clusters falling into each stratum gave the size and weight of 6 stratum, N s . The sampling intensities within strata were determined using optimal allocation 7 where the within-stratum variances adjust the sample sizes for strata when the total sample 8 size is fixed (Cochran 1977) : 9
where n s is the sample size in stratum s, N s the size of stratum in the population, S s the within-11 stratum variance of the stratifying variable, and n is the total sample size. Within each 12 stratum, the samples were selected by LPM using only spatial coordinates as auxiliary 13 variables i.e. spatially as evenly spread as possible. Consequently, the clusters had unequal 14 probabilities to be included to the sample. Standard stratified estimators were used to 15 compute the ‫ݕ‬ ො ௧ 's from each stratified sample t. 16
Comparison of sampling designs 17
The reference method in our comparisons was a LPM, where only the cluster coordinates 18 were used as auxiliary data, which produces a spatially balanced sample. This corresponds 19 closely to the current NFI practice, where clusters are spread spatially by systematic 20 sampling. Relative efficiencies, RE, of all other sampling designs were estimated by the ratio 21 of the mean squared errors (Eq. 1) of the reference method and the target design. Designs 22 with RE > 1 are more efficient than the reference method. Relative efficiency may be 23 D r a f t interpreted as the ratio of sample sizes necessary to achieve the same precision. For example, 1 for RE = 2 the sample size required with the reference method is twice the sample size 2 required with the target method to reach the same precision. 3
With LPM, relative efficiencies were computed for all reasonable combinations of the 4 auxiliary variables of Table 3 . Cluster coordinates were always included. For stratified 5 sampling, relative efficiencies were computed for each design corresponding to a 6 stratification listed in Table 4 . 7
Results

8
When sampling without any auxiliary information besides geographic coordinates, we 9 achieved estimators, whose precision is well in line with the sampling errors of the main 10 regional results of the operational NFI (Table 5 ). For example, relative sampling errors 11 reported by Korhonen et al. (2017, Appendix table 20) for the estimates of mean volume of 12 all tree species on forested land ranged from 1.28% to 1.76% over the forestry centers within 13 our study region. 14 When a new rotation of the Finnish NFI is designed, the results of the most recent multi-15 source inventory are practically the best auxiliary data that is easily available. So, we were 16 utilizing the map themes corresponding to the major target variables in our study even though 17 the calculated correlations between the NFI11 field data and MS-NFI10 were far from perfect 18 (Table A1) . 19
Our choices of the number of strata coupled with the stratum limits resulting from the square-20 root-density rule (Table A2 ) lead to rather variable stratum sizes (Table A3) . However, only 21 few exceptional strata had less than 200 clusters. Neyman allocation led to stratum-specific 22 sampling fractions varying from 3.3 % to 22.1 %. 23
The most efficient sampling design for the estimation of the total volume on forested land, 1 with relative efficiency 1.77, was LPM using mean volume of all tree species and the 2 proportion of forested land as auxiliary data (Table 6 ). One third of the attempted 3 combinations of auxiliary variables led to RE>1.5. Our stratified sampling designs were 4 somewhat less efficient, and the success was more sensitive to the choice of stratification 5 (Table 7) . 6
The best stratifications were more efficient than any design obtained with LPM for estimating 7 the area of forested land, but for the total growing stock volume, LPM was clearly better: it 8 yielded good results for all target variables when utilizing the whole set of available auxiliary 9 variables. With stratification, especially the estimation of tree species specific mean growing 10 stock volumes was more sensitive to the choice of auxiliary variables. Further with 11 stratification the relative efficiency could drop considerably low even at 0.7 whereas LPM 12 did not result in essential reductions of efficiency with any choice of auxiliary variables. 13
Discussion
14
In this study, we have attempted to explore the limits to which NFI sampling can be 15 practically improved by utilizing the operationally available auxiliary information. Although 16 our case study represents a comparatively favorable setting in the sense that high quality 17 auxiliary data was available with a good match to the target variables, some approaches for 18 further improvements are identified in the following discussion. We tested the LPM and 19 stratification and compared those to the systematic (or spatially balanced) design for 20 efficiency. LPM provides an approximately balanced sample on the auxiliary variables and 21 on any smooth function of the auxiliary variables (Grafström and Lundström 2013) . 22
The greatest relative efficiencies with respect to traditional systematic sampling were gained 1 with stratified sampling for the area proportion of forested land, and with LPM for the mean 2 volume and the total volume. The maximum efficiencies were in a range of 1.5 -2.9 and 3 those must be considered as upper limits for settings similar to our case. Using LPM with 4 unequal inclusion probabilities derived from stratified sampling, did not result in further 5 improvements (Table 8 ). In operational NFI design, selection of auxiliary variables must rely 6 on earlier data, and the choice cannot be expected to be optimal for the current sample. 7
Furthermore, the same sampling design must naturally be applied to all target variables. It is 8 therefore important to compare the robustness of sampling strategies to the choice of 9 auxiliary variables, in addition to their optimal performance. 10
The best case performances of LPM and stratified sampling were of the same order of 11 magnitude. Apparently, the limits of improvement are essentially determined by the degree to 12 which variability of field measurements can be explained by the auxiliary variables rather 13 than by the strategy with which this information is utilized. In comparison to the 95% 14 reduction of variance reported by Grafström et al. (2017) , i.e., relative efficiency equal to 20, 15 our results suggest much more modest improvements. We believe that the main reason for the 16 difference is the weaker relation between auxiliary variables and target variables in smaller 17 NFI sample plots compared to larger sample plots used by Grafström et al. (2017) . 18 Our results suggest that the main advantage of LPM with equal inclusion probabilities lies in 19 its robustness: Irrespective of the chosen auxiliary information the estimation improved or in 20 the worst case was at the reference method level. On the contrary, stratification was more 21 sensitive and unstable; one of the estimated inventory variables might improve a lot whereas 22 the other even worsen at the same time. From a user point of view, LPM is very simple and 23 straightforward to implement. All that was needed was to provide the standardized auxiliaryD r a f t variables and inclusion probabilities for sampling units. With stratified sampling there is 1 much more to decide and define and expert knowledge plays a bigger role. 2
On the other hand, stratified sampling has been proven to be powerful when specific strata 3 are needed in the inventory, for example, because of difficult accessibility or costly 4 measurements (e.g. Tomppo et al. 2014) . Recently, multi-stage stratification and LPM has 5 been combined (Vallée et al. 2015) . Further, another advantage of stratification is in a 6 situation where a sampling is a mixture of already previously measured permanent plots 7 which are obligatory to re-measure and freely allocative temporary plots. This is a typical 8 situation in a NFI. Within a stratum it is possible to use either LPM or stratified sampling 9 when choosing a sample and this could be a subject for further studies. 10
The correlations (linear relationship) between auxiliary remote-sensed data and NFI11 field 11 data were from moderate to weak (Table A1) . Correlation as such has no relation to the 12 efficiency of spreading in LPM; the efficiency depends on an implicit model between the 13 auxiliary variables and the field data, but rather indicates that there are differences between 14 the two datasets. The time elapsed between the measurements is one of the factors explaining 15 the differences. Both man-made and natural disturbances cause changes in the sampled 16 population. Naturally, also the remotely sensed data has its own errors and uncertainties 17 (Tomppo et al. 2008) . Nevertheless, it would be interesting to see what would be the result 18 with a better quality and more recent data as auxiliary information, for example, laser 19 scanning data. That would be an interesting experiment, although from the practical point of 20 view it is not realistic to cover large areas with laser scanning data in a short time period. 21 Therefore, if laser scanning data is utilized, large parts of the produced map may be 5-10 22 years old. Tables   Table 1 . Estimated values of the target variables over the study region according to the 11 th National Forest Inventory (Korhonen et al. 2017 ) that were considered as the true values (population statistics)in sampling simulation. Defined only for pixels classified as forested land (productive forest land or poorly productive forest land according to the national definition) 2 For the purposes of this study this theme was aggregated to two classes: forested land and other land. Pixels classified as water were discarded. D r a f t For a more detailed definition of auxiliary variables, see Table 3 .
Proportion
2
Clusters were divided into conifer-dominated forests, x2+x3 > x4, and others (including clusters without any forested pixels).
3
Four strata for conifer-dominated forests, two for others.
4
As above, but 'others' stratum was not further divided.
5
The two strata with largest proportion of forested land were further divided according to the volume of all tree species. 
