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ABSTRACT
Liquid crystals exhibit a rich set of phenomena with a geometric and topo-
logical flavour. In this thesis the study nematic and cholesteric phases of
liquid crystals from the perspective of geometry and topology. We show that
a global extension of the homotopy theory of defects in three dimensional
nematics allows one to associate a topological ‘internal state’ to knotted and
linked defects lines, such as those made experimentally. This internal state
reflects the way in which the liquid crystal ‘wraps around’ the defects in the
system and can be associated to baby Skyrmion tubes and relative orien-
tations. Moving on from this we give a geometric analysis of orientational
order, showing that there are a natural set of lines, realised as geometric sin-
gularities, the generalisation of the umbilical points of a surface. These lines
can be identified with a number of structures seen experimentally in chi-
ral systems such as double twist cylinders, the centres of Skyrmions and λ
lines. We describe the theoretical properties of these lines, in particular how
they reflect the topology of the underlying orientation by furnishing a rep-
resentation of (four times) the Euler class of the orthogonal 2-plane bundle.
We then combine these two theoretical structures to give a description of
the cholesteric phase. In particular, our description allows all structures to
be derived from the orientational order, and we show how previous theo-
ries and interesting structures such as τ lines fit into this scheme. We ex-
tend this theory by making the connection between cholesteric liquid crys-
tals and contact structures, where we show that one can obtain additional
topological distinctions between field configurations. We discuss topologi-
cal aspects of colloidal inclusions and show that non-orientable colloids can
precipitate the creationof knotteddefect lines in silico. Finally, we showhow
one canuseMilnor fibrations to give explicit formulae for director fields that
contain knotted defect lines.
xv
xvi ABSTRACT
“We shall not cease from exploration, and the end of all our ex-
ploring will be to arrive where we started and know the place for the
first time.”
T.S. Eliot, Little Gidding

CHAPTER 1
LIQUID CRYSTALS, DEFECTS AND TOPOLOGY
Liquid crystals are phases of matter lying between liquid and crystalline or-
der. They are typically composed of long, thin molecules such as MBBA (N-
(4-Methoxybenzylidene)-4-butylaniline), shown in Figure 1.1, they flow as
a liquid but experience the long-range orientational correlations and elas-
tic distortions of a solid [1]. There are several different liquid crystalline
mesophases, the most basic being the nematic phase, but others such as
cholesteric (chiral) and smectic (layered) liquid crystals also exist, alongwith
their own set of complex phenomena. The nematic phase is typically ob-
tainedbycooling fromthe isotropic (liquid)phase throughafirst orderphase
transition [2], known as a thermotropic nematic. As well as thermotropic
phases, there are others such as lyotropics whose transition depends on the
concentration of liquid crystal molecules in a solvent. Common to all these
liquid crystalline phases, is the creation of orientational order due to a non-
zero average local molecular alignment. In theoretical descriptions of liq-
uid crystals this is typically coarse-grained to produce a unitmagnitude ori-
entation field, known as the director [3]. One of the key aspects of liquid
crystalline order that this orientation is apolar, it picks out only an unori-
enteddirection in space, rather than the orienteddirection givenby a vector.
One should observe, however, that the molecule in Figure 1.1 is not head-
tail symmetric. Indeed, in general it is possible to obtain nematic ordering
with polar molecules, the apolar nature is a property of the phase, not the
1
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Figure 1.1: Molecular structure of MBBA, a material that forms a nematic phase at
room temperature.
molecules themselves. In general, however, it is possible to change thephase
through alterations of the molecular symmetry properties, for example to a
chiral phase or one with a ferroelectric response [4].
From a theoretical perspective, while the order is apolar, it is traditional
in the literature to represent it as a unit vector, n. Locally there is no issue
with this as one can always locally orient a director field. Globally, however,
this orienting is not always possible. As a consequence of this apolarity, liq-
uid crystalline systems exhibit a huge variety of interesting phenomena that
very often have a geometric or topological flavour. Of particular note are
the line-like structures one observes: disclinations, dislocations and others.
Recent experimentalwork has give extremely fine control of these line struc-
tures, with the resulting creation of knotted defects lines [5–7], and a variety
of other solitons [8–10]. These elaborate objects strengthen the connection
between the physics of liquid crystals and the fields of geometry and topol-
ogy, and provide a beautiful set ofmotivating examples formuch of this the-
sis.
1.1 FREE ENERGIES FOR LIQUID CRYSTALS
The most elementary liquid crystal phase is the nematic, in which the sys-
tem prefers a uniform molecular alignment with no positional order. As
such, in the nematic phase distortions fromuniform alignment are energet-
ically costly. Static configurations of nematics can therefore be understood
by constructing an appropriate elastic free energy in terms of distortions in
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n [1,2]. The first point to note, and this will be stressed throughout this the-
sis, is that n represents a genuine direction in space, rather than an internal
state. To construct an elastic free energy we should therefore look for sym-
metry protected quantities in∇n, that is scalars that are left invariant under
global rotations. This is a classical calculation, reformulated in Chapter 3
in terms of vector bundles, where it is shown that one can decompose the
gradient tensor as
∇n = ∇ · n
2
(
I− n⊗ n)− n · ∇ × n
2
J + n⊗ (n · ∇)n+ ∆, (1.1)
where Jij = ijknk and ∆ corresponds to the anisotropic orthogonal gra-
dients, which are dealt with extensively in Chapter 3. Each of these pieces
is orthogonal with respect to the inner product 〈A,B〉 = AijBij/2 and the
pieces transform among themselves under rotations. As such the symmetry
protected quantities we can extract from∇n are precisely themagnitudes of
each of these components. These scalars are
∇ · n
2
, (1.2)
n · ∇ × n
2
, (1.3)(
(n · ∇)n)2, (1.4)
|∆|2 =
(∇ · n
2
)2
+
(
n · ∇ × n
2
)2
− 1
2
∇ · ((∇ · n)n− (n · ∇)n) . (1.5)
The first three of these are known as splay, twist and bend. The final one is
related to a quantity known as saddle-splay. The first two, splay and twist
can take both positive and negative values, whereas bend and |∆|2 are non-
negative. Technically this is because splay and twist correspond to sections
of line bundles, which are one dimensional. Note that∇ · n is not invariant
under n → −n, so we can only look at (∇ · n)2. This slight complication
comes from the deficiency of the description in terms ofn, really one should
use a tensor, such asn⊗n, and examine irreducible representations of∇(n⊗
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n), at which point one would only find (∇ · n)2 as an allowed scalar. With
these quantities we can construct an elastic free energy as a weighted sum
of these allowed scalars
F =
∫
A(∇ · n)2 +Bn · ∇ × n+ C(n · ∇ × n)2 +D((n · ∇)n)2
+ E
((∇ · n
2
)2
+
(
n · ∇ × n
2
)2
− 1
2
∇ · ((∇ · n)n− (n · ∇)n)
)
dV. (1.6)
These terms are typically combined to form the Frank free energy [1]
F =
∫
K1
2
(∇ · n)2 + K2
2
(
q0 + n · ∇ × n
)2
+
K3
2
(
(n · ∇)n)2
−K24
2
∇ · ((∇ · n)n− (n · ∇)n) )dV (1.7)
where the fourth term is now saddle-splay proper. There are a few points we
willmake about this equation. Thefirst is that if q0 6= 0 then the free energy is
chiral, and corresponds to a type of liquid crystal known as cholesteric that
exhibits a particularly rich set of phenomena [11,12], whichwill be explored
in Chapter 4. The second point is that the saddle-splay term is a total di-
vergence. This is because it corresponds to the ‘Gaussian curvature’ of the
vector field, by which we mean that if n defines a foliation, i.e. a system of
layers, then the saddle-splay is the Gaussian curvature of the layers. As such
it is subject to a variant of the Gauss-Bonnet formula and can be reduced
to boundary information, something that will again be explored in Chapter
3. The final point we will make is that, as a consequence of (1.1), if one sets
A = C = D = E and B = 0 in (1.6), then the free energy density is pro-
portional to |∇n|2 = (∂inj)(∂inj); this is known as the one elastic constant
approximation [13].
As a unit magnitude director, the Frank free energy is not capable of act-
ing as an order parameter [14]. This is not only an issue in understanding
phase transitions, but also in the study of defects, where the elastic energy
diverges in many situations. To solve these issues one turns to theQ-tensor
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theory, commonly known as Landau-de Gennes theory [1]. Briefly, in this
theory the order parameter is a traceless symmetric rank 2 tensor Q. This
tensor has two independent invariants, Tr(Q2) and Tr(Q3), and a Landau
theory can then be constructed as
Fbulk = ATr(Q2) +BTr(Q3) + C(Tr(Q2))2, (1.8)
which indicates afirst order transition to anorderedphase. Anelastic energy
density can also be given as
Fel =
L1
2
(∂aQab)
2 +
L2
2
(abc∂bQc)
2. (1.9)
This free energy has been shown to be remarkably effective when used as a
basis for computer simulations, with a number of exotic structures correctly
predicted in silico before later being realised experimentally [15–17]. Many
of the simulation results shown in this thesis were achieved using a finite
difference code using this free-energy.
Finally, of some relevance to this thesis is the correspondence between
the Q tensor and director field descriptions. A generic Q tensor has three
distinct eigenvectors, and so picks out a triad of directions (a so-called biax-
ial liquid crystal). However, typically, the free energy favours a uniaxial form
with only one non-degenerate eigenvector. Indeed, experimentally uniaxial
liquid crystals are observed and, in particular, the topology is that of uniax-
ial liquid crystals; the predicted distinctive topology of biaxial nematics has
not been observed experimentally. This uniaxial Q tensor can be related to
a director field as
Qij = s1(ninj − 1
3
δij). (1.10)
As such, we will focus our efforts on understanding uniaxial liquid crystals,
though those for which the Q tensor is not uniaxial will play an important
role.
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Figure 1.2: Schlieren texture obtained from a thin sample of nematic liquid crys-
tal between cross-polarisers. The dark regions are where the local orientation of
the nematic is aligned with either of the polarisers. The lightest regions are where
the molecular orientation is at an angle of (approximately) pi/4 to both polarisers.
Reproduced from [19].
1.2 TOPOLOGICAL DEFECTS
Take a sample of nematic and place it between two cross-polarisers. Under
an optical microscope you will observe a Schlieren texture, a beautiful pat-
tern of light and dark brushesmeeting at points [18]. An example is given in
Figure 1.2. Remarkably for a macroscopic image, Figure 1.2 can be used to
infer microscopic information about the local orientation of the nematic at
each point in the sample [9, 20, 21]. Because the nematic is between cross-
polarisers, no lightwill pass if it is alignedwith either of thepolarisers – these
are the dark brushes. If, however, the nematic is oriented at an angle of ap-
proximately pi/4 to either (and hence both) of the cross-polarisers, light will
pass – these are the light brushes. What of the points where the brushes
meet? At these points the transition from light to dark and back again is ex-
tremely fast, this indicates that the gradients of n diverge and we find a sin-
gularity in the order, a topological defect. Of course, in reality ∇n does not
diverge, at the defect core the liquid crystal locally melts into the isotropic
phase [1].
Wecanunderstand thenatureof thedefectspurelybycounting thebrushes.
There are two types of defects, those with two dark brushes and those with
four. Since the nematic is thin, we can treat it as a two dimensional system
with n lying tangent to the plane. In the vicinity of a defect with two dark
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brushes, wemust have that thedirector is vertical andhorizontal (supposing
that these are the two orientations of the polarisers) only once each and so
the director must wind by pi around the defect, whereas for the defects with
four brushes the director must be vertical and horizontal twice, and so the
director must wind by 2pi around the defect. We can make this more formal
as follows. Firstly, in the vicinity of the of a half strength defect a description
in terms of a vector, n = (n1, n2), is no longer sufficient, and wemust use an
orientationless description. The simplest is the tensor n ⊗ n given (locally)
by
n⊗ n =
 n21 n1n2
n1n2 n
2
2
 , (1.11)
which has n as its only eigenvector with non-zero eigenvalue. Removing the
isotropic part (corresponding to (Tr(n⊗ n)/2)I = (1/2)I, since n21 + n22 = 1)
we obtain theQ tensor
Q =
1
2
n21 − n22 2n1n2
2n1n2 n
2
2 − n21
 . (1.12)
Since (n21 + n22)2 = (n21 − n22)2 + (2n1n2)2 = 1, we can rewrite this as
Q =
1
2
cos θ sin θ
sin θ − cos θ
 , (1.13)
where nown = (cos θ/2, sin θ/2). In this waywe can describe the local orien-
tation with the angle θ which is well-defined everywhere. Suppose one has
a defect in a Schlieren texture then, in order to be well-defined, around that
defect that angle θ must wind by q2pi, q ∈ Z, corresponding to the director
field winding by an angle of qpi. This integer q labels the charge of the defect,
and example profiles are illustrated in Figure 1.3. Note that if q is odd then
the director is non-orientable around the defect line. The existence of these
non-orientable defects is a direct consequence of the non-orientability of
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Figure 1.3: Defect profiles in two-dimensional nematics with |q/2| ≤ 1. Note that if
q is odd, then the defect is non-orientable.
the nematic order.
What happens if we bring together two defects of charge p and q? Con-
sider the function f(z) = (z − )p(z + )q, where z = x + iy is the standard
complex coordinate in the plane. We can then construct an associatedQ by
writing θ = Arg(f). For anynon-zero value of , θ has two singularities, one
at (, 0) and one at (−, 0). From the form of f one can see that the singular-
ity at (, 0)will havewinding p and the other winding q. In the limit → 0 the
two singularities are brought together and we are left with f0 = zp+q, which
contains a single singularity of winding p+q; bringing defects together adds
their charges.
While the two dimensional case is instructive the most interesting phe-
nomena are found in one dimension higher. In three dimensions the de-
fects that were points in two dimensions become line defects, or disclina-
tions (one can think of them as being extruded along the third axis). It is
arguable that from a theoretical perspective these characteristic disclina-
tions are the most interesting aspect of liquid crystalline order; indeed the
term nematic comes from the Greek νµα, meaning thread, referring to the
thread-like disclination lines observed in a three dimensional sample.
Thismove to three dimensions has profound consequences for the topo-
logical properties of the defects in the system. Singularities corresponding
to an integer winding ofn in two dimensions become removable in three di-
mensions. Perhaps themost famous example of this is the so-called ‘escape
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Figure 1.4: Escape in the third dimension. Two half strength defects are brought
together, if the system is in two dimensions this is still a topological defect with
winding +1. In three dimensions, however, the singularity can be removed by ro-
tating the director to the vertical, as shown in the far right image. This process is an
illustration of the fact that pi1(RP2) ∼= Z2 and that 1 + 1 ≡ 0 mod 2.
in the third dimension’ [22–24], illustrated in Figure 1.4, where a+1winding
profile is removed by rotating the director field towards the vertical as one
approaches the singularity. Because a singularity withwinding p can be split
into two singularities with winding q + r = p and since every half-integer is
equal to q + 1/2, q ∈ Z, this immediately means that not only are integer
windings removable in three dimensions, but that all half-integer windings
can bemade equivalent. Not only this, but if we have two disclination lines,
then they will each have half-integer profiles, which combine to create a re-
movable integer profile, so disclination lines can self-annihilate. As well as
disclination lines, three-dimensional nematic order also contains point de-
fects. The most common of these is the so-called ‘hedgehog’, given by the
radial texture n = er, found, for example, in nematic droplets [25].
1.3 THE HOMOTOPY THEORY OF DEFECTS
While the two-dimensional case is simple enough to understand on an in-
tuitive basis, themore complex phenomena arising in three dimensions ne-
cessitate the development of a theoretical framework to give a precise de-
scription. Traditionally this has been supplied by the homotopy theory of
defects [21, 26]. This theory studies configurations of an ordered material
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up to an equivalence relation of homotopy, that is n0 and n1 are held to be
topologically equivalent if there is a one-parameter family of directorsnt in-
terpolating between them. The study of an individual defect in this scheme
is done locally – defects are classified according to the topology of the direc-
tor on an appropriate subset of the sample that either surrounds or encir-
cles the defect. It is important to note that the homotopy theory of defects
incorporates no information about the energetics. It is often the case that
two topologically equivalent configurations are separated by a large energy
barrier and so may be considered as inequivalent configurations from an
experimental perspective. Nevertheless, if the topological theory indicates
a distinction between configurations, then the distinction is robust.
To give a flavour of the theory, we can study the two-dimensional case.
Suppose one has a defect in a nematic at a point p ∈ R2. Consider an open
neighbourhood N(p), given by the set of points {x ∈ R2 : |x − p| < }
for  > 0. Then locally we can treat n as a director field defined on the set
D = N(p) − p. If we give a local basis for tangent vectors, {e1, e2}, then at a
point a ∈ D, n describes an unoriented direction. The space of unoriented
directions in two dimensions is the real projective line RP1, given by identi-
fying antipodal points on the circle. We can then extend {e1, e2} to a basis
over the entirety of D and regard n as a map, n : D → RP1. The homotopy
theory of defects then states that we should consider classes of maps up to
the relation of homotopy, which we denote [D,RP1]. Now our domain is an
open annulus, D ∼= S1 × (0, 1) and is homotopy equivalent to the circle S1,
an operation which can be visualised by making the annulus progressively
thinner. As such [D,RP1] ∼= [S1,RP1].
From the previous discussion we already know the answer to this prob-
lem, [S1,RP1] ∼= Z, the winding number. To calculate this from a homotopy
theoretic perspective we first consider a restricted set of maps, where we fix
the value of n at a given point, known as the basepoint. The set of all maps
from S1 to any space X with a fixed basepoint has the structure of a group
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Figure 1.5: Changing the basepoint. Suppose the defects at p1 and p2 correspond to
elements a and b respectively inpi1(X), for an order parameter spaceX. By dragging
the basepoint, x around p2 a map corresponding to a is freely homotopic to bab−1,
for any b ∈ pi1(X).
(the group operation is composition of maps), and is known as the funda-
mental or first homotopy group pi1(X) [27]. The first step in the homotopy
classification is therefore computing the fundamental group of X. In our
case it is a standard result that pi1(RP1) ∼= Z. The final step is allowing the
basepoint, previously held fixed, to vary. Doing this gives an equivalence
between a ∈ pi1(X) and bab−1 for any b ∈ pi1(X), as indicated in Figure 1.5.
In our case Z is abelian so bab−1 = a, and we find that homotopy classes of
point defects in two-dimensional nematics are given by the integers.
Now we need to generalise the procedure to other dimensions and sys-
tems. First we identify the order parameter space, X, for our system. We
then examine homotopy classes of maps from the neighbourhood of a sin-
gularity into our order parameter space. In two dimensions the circle, S1,
surrounded a point defect but in three dimensions it surrounds a line de-
fect. By identical reasoning, point defects in three dimensions are given by
studying maps from S2 into the order parameter space. To do this we need
to generalise the fundamental group to pin(X), denoting the group of homo-
topy classes of basepoint preserving maps from Sn to X. The topological
type of point defects are then given by elements in pi2(X), modulo an equiv-
alence relation. This equivalence relation is similar to that in Figure 1.5, but
instead of a simple conjugation of elements, pi1(X) has a group action on
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RP2
Figure 1.6: The real projectiveplane,RP2, theorderparameter space fornematics. It
can be thought of as a hemisphere with antipodal points on the equator identified.
The non-orientability of this space leads to the presence of line defects in nematics.
all other homotopy groups, and it is this action that forms the equivalence
relation. Finally, note that there is a relationship between the dimension
of the surrounding sphere s, the defect r and the ambient space d, namely
s+ r = d− 1
Beforeweuse this theory to understand three-dimensional nematics, we
note that for a space of dimension d, pid(X) (and its associated equivalence
relation) can be used to understand topologically non-trivial non-singular
states [28]. If one has a system described by a field φ(x) : Rd → X which
tends to a constant as |x| → ∞, then the domain can be compactified to
obtain a map Sd → X, which can be classified with the homotopy theoretic
techniques. A variety of topological solitons, such as baby Skyrmions and
Hopf solitons can arise in this way.
Applying the theory to three dimensional nematics, the first challenge is
to identify the order parameter space. Againwehave a nematic described by
a line fieldn. At anypoint in space the possible lines are givenbypoints inS2
with antipodal points identified. This space is the real projective planeRP2,
and can be visualised as a hemisphere with antipodal points on the equator
identified, as shown in Figure 1.61. The homotopy groups of this space are
well known, and are given in Table 1.1, one finds that, as mentioned above,
three dimensional nematics contain both point and line defects.
For line defects in three dimensional nematics, the appropriate homo-
1Because it is a closed non-orientable surface, it does not embed in three dimensional
space, and so any visual representation necessarily contains cuts or self-intersections.
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Figure 1.7: Combining line defects. Two line defects, of type a and b in pi1(X) can
combine to form a defect of type ab. In the case of disclinations in nematics, two
line defects merging will always mutually annihilate, as 1 + 1 ≡ 0 mod 2.
topy group is pi1(RP2), which is the two element group, Z2. This is abelian
and so described the line defects in three dimensional nematics. The trivial
element (0) represents a loop encircling no (or an even number of) defect(s)
and the non-trivial element (1) represents a loop encircling an odd num-
ber of disclination lines. This simple classification (in fact it is the simplest
possible classification of defects) reflects the fact that we uncovered earlier:
there is only one local structure for disclination lines in nematics, and that
they may mutually annihilate, as shown schematically in Figure 1.7.
Point defects are a little more complicated. As indicated by Table 1.1 the
second homotopy group is given by pi2(RP2) ∼= Z. However, we need to take
into account the action of pi1 on pi2. In this case the action sends x→ −x ∈ Z
and hence the classification of point defects is given byZ/(x ∼ −x) ∼= N, the
natural numbers [21]. Essentially, because the nematic is unoriented one
cannot distinguish between a point defect of type n = er and n = −er. This
raises potential issues. Suppose one has a system containing two point de-
fects of type p, q ∈ N. What happens when they are brought together? In
the two dimensional case it is easy, the answer was p + q, but the three di-
mensional case is more complex. The answer may be |p + q| or |p − q|. This
ambiguity can only be solved by extending the homotopy theory to allow for
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H pi1 pi2 pi3
Ferromagnet SO(2) 1 Z Z
Nematic O(2) Z2 Z Z
Frame Field 1 Z2 1 Z
Biaxial D2 Q 1 Z
Table 1.1: Homotopy groups for the quotient of SO(3) by various symmetry sub-
groups,H . Q denotes the group generated by 〈i, j〉 under quaternionic multiplica-
tion.
global information, connecting the two defects, which is explored in Chap-
ter 2.
1.4 THE GENERAL THEORY
In the 70’s the theory of topological defects in orderedmaterialswas put on a
general footing within the paradigm of broken symmetry. The classic text in
this field is the reviewarticle byMermin [26], butwewill give a recapitulation
since the ideas will play a role throughout this thesis.
One supposes that the systemhas somesymmetry groupGwhich is spon-
taneously broken in the ground state to a subgroupH . The canonical exam-
ple and one which is relevant for us is ferromagnetism in three dimensions.
The Hamiltonian of a ferromagnet is invariant under the action of SO(3),
corresponding to rotations of the system, the ground state of the system is
a unit vector which breaks the SO(3) symmetry and is only invariant under
anSO(2) subgroupofSO(3) corresponding to rotations about the axis of the
ferromagnetic order.
In this picture distinct ground states are labelled by elements in the quo-
tient spaceG/H , which can be thought of as the order parameter space. The
local description of topological defects is then given by homotopy classes of
maps from measuring spheres into G/H . We will suffer through two trivial
examples before discussing an interesting one, all are detailed in Table 1.1
and Figure 1.8. The first trivial example is the aforementioned case of the
ferromagnet. Here we have an initial SO(3) broken to an SO(2) which pre-
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S2 RP2 RP3 S3/Q
Figure 1.8: Visualisation of various types of order. From left to right: ferromagnetic
order, described by a point in S2, can be viewed as a unit vector; nematic order,
given by RP2 can be visualised as a field of cylinders or lines; SO(3) order can be
viewed as a field of oriented triads and has RP3 ∼= SO(3) as an order parameter
space; biaxial nematics, viewed as a brick invariant under pi rotations about the
principal axes, have the manifold S3/Q as their order parameter space, where S3
is viewed as the unit quaternions.
serves an oriented axis. The quotient space SO(3)/SO(2) is S2, so the local
topology of defects in ferromagnets is given by homotopy groups of S2. Ne-
matics are similar, however the symmetry is broken to O(2), since we need
only preserve an unoriented axis. The quotient space SO(3)/O(2) is the real
projective plane, as discussed above, which leads to the presence of discli-
nation lines.
1.5 BIAXIAL NEMATICS
Oneof themost interesting applications of thehomotopy theory of defects is
to biaxial nematics. This example is well known as being one of the simplest
to exhibit more elaborate topological phenomena [21,29]. We discuss it be-
cause it is interesting and because one of themain focuses of this thesis, the
topology of cholesterics, has previously been approximated as that of biaxial
nematics [12]. In these materials the local order is given by three principal
unoriented directions, e1, e2 and e3. One can think of this as a brick, in-
variant under pi rotations about each of the principal axes, as illustrated in
Figure 1.8. More formally we identify the subgroupH of SO(3) as consisting
of rotations of pi about each of the principal axes. So now we need to con-
sider the order parameter space SO(3)/H . It is easier in this situation to use
the SU(2) → SO(3) homomorphism and regard SU(2) as the unit quater-
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nions whenceH becomes the subgroupQ = (±1,±i,±j,±k). As amanifold
SU(2) ∼= S3 and so to understand line defects in biaxial nematics we are re-
quired to calculate pi1(SU(2)/Q). Fortunately, there is a theorem [26,27] that
says if G is a simply connected Lie group (such as SU(2)) and H a discrete
subgroup, then pi1(G/H) ∼= H . Therefore pi1(SU(2)/Q) ∼= Q. Of course, as
discussed above, to get the full classification one must consider conjugacy
classes of Q. There are 5 such classes, corresponding to {1}, {−1}, {i,−i},
{j,−j}, {k,−k}. The first of these is the trivial element, corresponding to no
defect. The last three correspond to singularities in each of the three princi-
ple directions. The second type, the {−1}, is associated to the fact thatSO(3)
is not simply connected.
There aremany subtleties coming from this formalism, we will highlight
one which will be relevant to our discussion of cholesterics in Chapter 4. As
observed by Poénaru and Toulouse [29], because Q is non-Abelian, defect
lines may not necessarily be able to cross. If one has two line defects of type
a and b∈ pi1(G/H), then their attempted crossingwill result in a tether defect
whose type is equivalent to the commutator [a, b] = aba−1b−1, as indicated in
Figure 1.9. In biaxials, then, defects of type {i,−i}, {j,−j} and {k,−k}may
not cross without leaving a tether of type −1, e.g. (i)(j)(−i)(−j) = k2 = −1.
We will show in Chapter 4 that an entirely different theory can reproduce
these rules.
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Figure 1.9: Crossing of defect lines. The attempted crossing of defect lines of types
a and bwill result in a tether of type [a, b] = aba−1b−1.
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CHAPTER 2
GLOBAL THEORY OF TOPOLOGICAL DEFECTS IN
NEMATIC LIQUID CRYSTALS
In this chapter wewill study the topological properties of defects in nematic
liquid crystals from a global perspective. The traditional method of classifi-
cation, outlined in the introduction, is performed by examining homotopy
classes of maps Sn → RP2, where the sphere Sn encircles a line defect n = 1
or surrounds a point defectn = 2, with distinct homotopy classes represent-
ingdistinctdefect types. The limitationof this analysis is that it is fundamen-
tally local in nature and cannot capture anymore subtle, global information
about the topology of the texture. For example, from this perspective the
topology of a disclination line is essentially unique; there are two classes of
maps S1 → RP2, which we can denote 0 and 1, and which (roughly) corre-
spond to disclination not present or present respectively, and so a disclina-
tion simply corresponds to the class 1. A little thought should make it clear,
however, that this is not the only topological invariant of a line defect. For
example, a line defect should possess a point defect charge. To see this, con-
sider a small isolated disclination loop in a three dimensional nematic, so
the material domain is all of R3 with free boundaries. In nematics, Derrick’s
theorem holds, which states that any uniform scale transformation of the
director n(x)→ n(λx), λ > 1, acts to reduce the Frank free energy. As a con-
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sequence such a defect loopwill shrink until it becomes a point1. This point
defect should then be classified by the invariants for point defects, which in
this case is a natural number, q ∈ N. The value of this invariant is fully de-
termined by the structure of n(x) as |x| → ∞, and can indeed by computed
via the explicit integral
q =
∣∣∣∣ 14pi
∫
S2
n · ∂θn× ∂φndθdφ
∣∣∣∣ (2.1)
where the sphere S2 surrounds the defect and θ and φ are standard angular
coordinates. As the defect shrinks to a point, the deformations of the texture
on this sphere are smooth, and so cannot change the value of q. So clearly
the defect loopmust have possessed the same value of q, and so has a point
defect charge as well as the Z2 invariant coming from pi1(RP2).
This amendment seems simple enough, one should just say that discli-
nation loops may carry a hedgehog charge. But then what happens if one
has linked disclination loops? The disclination lines cannot be unentangled
now, and it is not clear if one can associated a point defect charge separately
to each of them, or a single point defect charge to the combination, or some-
thing else entirely. As we will show in this chapter, the answer is somewhere
in the middle. Two linked defect lines possess only one point defect charge,
but they also possess an additional Z2 topological invariant. The possible
values this invariant may take depend upon the specific knot or link type of
the defect line, for example a trefoil knot has a Z3 invariant, and an Olympic
chain of N rings has a ZN−12 invariant. These indices reflect topologically
distinctways that thenematic canbeorderedon the complement of thepar-
ticular defect set. In the sameway that there aremany topologically distinct
ways of ordering a nematic the exterior of a point defect, indexed byN, there
are topologically distinct ways of ordering a nematic in the exterior of knots
and links. These additional invariants associated to knotted and linked de-
fects are fundamentally global in nature, and as such cannot be captured
1This is more properly a cobordism.
21
by the traditional local approach. These invariants and their associated ne-
matic textures are topological in the sense that they only depend on the knot
or link type of the defect line, and not on specific profiles or any other local
structure (as in the case of the self-linking numbers of Čopar [30]). However,
because they are associated to specific knot and link types, they are not ro-
bust under changes of defect topology such as strand crossings2.
For a collection of knotted and linked disclinations L, the natural de-
scription of these states is in terms of the split components of L, which are
the number of distinct entangled components of a link. Formally, the split
components form a partition of L so that each split component can be sur-
roundedby a sphere, without anyof theother components either in the inte-
rior of the sphere or intersecting the surface. For example, two linked loops
have one split component, whereas two unlinked loops have two split com-
ponents. The topological states associated a given split component, Li are
given by elements in the set
(Z⊕H1(Σ(Li)) /(x ∼ −x), (2.2)
where H1(Σ(Li)) is the first homology of the branched double cover of Li,
Σ(Li), which is a manifold associated to the split component. The elements
of this set describe distinct topological states, corresponding to homotopy
classes of textures in the complement of the defect set. The first factor of
Z enumerates the possibles hedgehog charges for the split component, the
second factor is more subtle and enumerates a set of internal topological
states. Finally, the equivalence relation x ∼ −x is inherited from the q ∼ −q
equivalence in the case of point defects and is applied to both sets (Z and
H1(Σ(Li)) simultaneously.
As anexample, take two linked loops, theHopf link. In this caseH1(Σ(L)) ∼=
2Wenote, however, that a full understandingofhow the topology is affectedby thedynam-
ics makes for a very interesting project. An initial formulation is to create a cobordism from
one defect to another and study maps relative to two fixed homotopy classes on the bound-
arymanifolds (so one has a 4-manifold with corners). One should then for an obstruction to
the creation of such a map.
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Z2, so the possible states are given by
(Z⊕ Z2/ ∼) ∼= N× Z2 (2.3)
The first factor corresponds to the hedgehog charge, while the second Z2
factor is an internal state, which we shall see can be roughly interpreted as a
statement about the signed linking numbers of the defect lines, a statement
which is made explicit in Chapter 6. This is an intriguing result, nematic
order is unoriented – a fact that is almost its defining property – but yet if
one has linked defect lines, then the nematic order imparts a relative (not
absolute) orientation to them, which is realised by homotopically distinct
nematic textures on the complement of the defect set. As a consequence,
every set of linked defects that has been made in the laboratory so far has
possessed an invariant of this form, either 0 or 1 (or±1 if one wants to think
about linkingnumbers). This invariant is the simplest possible internal state
for a knotted and linked defect line and has not been explored or investi-
gated experimentally, let alone the huge number of intricate structures as-
sociated to more complex knots and links. In Chapter 6 we give derive for-
mulae for field configurations representing these two different configura-
tions, for completeness we will quote them here. If one takes the two com-
plex scalar fields
f1(x, y, z) =
(
1 +
8(1 + x2)− 8(1 + x2 + y2 + z2)
(1 + x2 + y2 + z2)2
)
+
i4
(
2xy − z(x2 + y2 + z2 − 1)
(1 + x2 + y2 + z2)2
)
, (2.4)
and
f2(x, y, z) =
(
8(x2 + y2)
(1 + x2 + y2 + z2)2
− 1
)
+ i4
(
x(x2 + y2 + z2 − 1)− 2yz
(1 + x2 + y2 + z2)2
)
.
(2.5)
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Then the director fields
ni = (cosφi, 0, sinφi) (2.6)
where φi = = log fi1/2 are homotopically distinct director fields with identi-
cal defect sets, both ni have the same disclinations on a pair of linked rings
defined by the constraints: L1 = {x = z} ∩ {2y = x2 + y2 + z2 − 1} and
L2 = {x = −z} ∩ {−2y = x2 + y2 + z2 − 1}. Both of these textures have
lim|x|→∞ ni = (0, 0, 1), and so both have zero hedgehog charge.
In more complex situations comprising more than one split component
the relation ∼ is still only applied globally, across all components and the
full statement of the global classification of nematic textures can be stated
as follows. Let n be a director field for a nematic liquid crystal in R3 with
a defect set D, we can split D up as D = P ∪ L where P is the set of point
defects andL is the set of line defects. Furthermore, L = ∪iLi where each of
the Li is a non-split knot or link. Then the topology of the texture n is given
by an element of the set
⊕
pi∈P
Z
⊕
⊕
Lj∈L
(Z⊕H1(Σ(Lj)))
 / ∼ . (2.7)
The translation of this is the following. To specify the topological type of
a texture containing point defects and a set of entangled defect loops, one
needs to specify an integer charge for each point defect and each split com-
ponent of the defects loops. In addition, one should specify an internal state
for each split component,where the internal states live in a group (H1(Σ(Li))
that depends on the link type. Finally, one should consider states x and −x
as equivalent.
As an example of this, one can consider the colloidal system with two
spherical colloids with an accompanying entangled Hopf link disclination
line, as realised by the Ljubljana group [5]. In terms of the above notation,
this system contains two point defects P = {p1, p2}, represented by the col-
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Figure 2.1: The colloidal Hopf link system. A priori the topological state is given
from (2.32) by an element in the set Z ⊕ Z ⊕ Z ⊕ Z2/ ∼. The system has specific
boundary conditions, the colloids have homeotropic anchoring and the texture is
uniform at large distances. This serves to fix the first three integers to be±1,±1 and
∓2 respectively, so all that remains is aZ2 invariant. Therefore, up to homotopy this
system supports two distinct nematic textures.
loids, and one split component line defectL = {L1}, which takes the formof
a Hopf link. A priori the topological state is therefore given from (2.32) by an
element in the setZ⊕Z⊕Z⊕Z2/ ∼. However, the systemhas specificbound-
ary conditions, the colloids have homeotropic anchoring and the texture is
uniform at large distances. This serves to fix the first three integers to be
±1,±1 and∓2 respectively, so all that remains is a Z2 invariant. This invari-
ant, likely related to the self-linking numbers found in these systems [30], is
a true topological invariant of the system and, to our knowledge there has
not yet been an analysis of the values this invariant takes in these systems.
An important point to note regarding these invariants is that any particular
identification of homotopy classes of textureswith elements in this set is not
canonical, there is no canonical 0 and 1 in the Z2 for the Hopf link, though
one can always fix the class of a set of reference textures to avoid any ambi-
guity. Figure 2.1 below shows the the Hopf link - colloidal system. Even with
the specific boundary conditions on the colloids, there is an additional Z2
invariant which describes the topology of the system.
Given this result, there are two principal physical questions (which are
related to each other): what do these states mean physically and how to I
measure them. After establishing the result below, much of the remainder
of this thesis concerns variations on these questions. As well as relative ori-
entations mentioned above, aspects of the internal state can be interpreted
as Skyrmion tubes, or in cholesterics λ lines, discussed at length in Chap-
2.1. STATEMENT OF THE PROBLEM 25
ters 3 and 4, entangling the knot or link. Interestingly, if (as is typically the
case) the set of internal sets is finite, then it is not amenable to Chern-Weil
theory and so cannot be found by performing an integral such as (2.1). Ex-
perimental identification of these textures should be achievable through the
Pontryagin-Thom construction as applied to nematics [9], though we have
not fully formalised the process.
As alluded to, therehavebeena seriesof fascinatingexperiments inwhich
such knotted defect lines have been created experimentally through the use
of colloidal particles [5], knotted colloids [6] and toroidal droplets [7]. We
hope that our work will help understand these experimental results, and
motivate future work. Being able to identify and control these invariants
would be of considerable interest.
2.1 STATEMENT OF THE PROBLEM
We will now give the precise setup for our problem. We consider a nematic
liquid crystal in a domain Ω. Typically we will assume Ω is all of R3 minus
a defect set, but this is not required for the calculations. For example, for
a single point defect at the origin, the domain is R3 − N(0) and for a knot-
ted or linked defect, L, the domain is R3 −N(L), whereN denotes an open
neighbourhood, whichmakes thingsmore convenient technically, aswell as
modelling the finite size of nematic defects. To bemore specific, in the case
of the point defect at the origin the domain is given by {x ∈ R3 : |x| ≥ },
where  is the defect radius, typically of order 10−8m [1], though as we are
concerned with the topology of the configuration, the actual size of the de-
fects will not change the result. We impose free boundary conditions (up to
a topological class) on all defects in the system. We note that other domains
without defects (or where not every feature of the domain is a defect) can be
encompassed in this approach, such as colloidal systems or other interest-
ing geometries. Finally, we only consider ‘tame’ domains, such that may be
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realisable experimentally3.
The global problem is therefore to classify homotopy classes of maps
[Ω,RP2], which gives the number of topologically distinct nematic textures
in the domain Ω. Unlike the standard local approach [21,26] this global ap-
proach throws away no information and avoids the usual ambiguities in-
volved in the interaction of defects in nematics. Previous work on the topol-
ogy of linked defects in nematics [29–32] has also not taken this global ap-
proach. Because Ω is a subset of R3, it will be homotopy equivalent to an
orientable 2-complex [33] 4,X(Ω) (or justX), and so one need only consider
homotopy classes of maps [X,RP2]. Themathematical problem is therefore
homotopy classes of maps from a orientable 2-complex into RP2. We note
that this also includes closed surfaces, for example a torus enclosing a de-
fect line. There is an important physical consequence to the choiceswehave
made. Because we can reduce the domain to an orientable 2-complex, our
classification will not identify any phenomena associated to Hopf solitons,
whose origin lies in pi3(RP2). Such a situation could be achieved by fixing
boundary conditions on all defects as well as at infinity, which would repre-
sent an interesting extension to our work.
2.2 SOLUTION THROUGH OBSTRUCTION THEORY
The enumeration and classification of homotopy classes of maps [X,RP2]
have been addressed through the tools of obstruction theory in the work of
Olum [34] and a discussion is also given by Eells and Lemaire [35], as well
as in a note by Adams [36]. and draws upon the formulation for the case
of maps into S2 [37–40]. The result is that if X is an orientable 2-complex,
the homotopy classes of maps w1(n) : X → RP2 are determined by two
invariants, the first is an orientation invariant w1(n), which can be thought
3At this point, one should quoteMermin [26], “[I] invite readers possessing the appropri-
ate blend of ingenuity and perversity to add whatever assumptions of regularity are needed
to exclude whatever pathological counterexamples they may come up with”.
4See footnote 3.
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of as a homomorphism pi1(X) → Z2, which measures whether each loop
in the domain preserves or reverses orientation, we note that this can be
thought of as a discrete gauge field. Given w1(n), the free homotopy classes
of maps are then in correspondence with elements of the setH2(X;Zw)/ ∼,
whereH2(X;Zw) is the twisted cohomologywith the local coefficient system
Zw given by Z along with the map ρ : pi1(X)→ Aut(Z), equivalent to w1.
These two invariants are related topi1(RP2) andpi2(RP2) respectively, and
measure properties relating to the orientation and to Skyrmions and point
defects in the texture respectively. The result (2.32) is a computation of the
second invariant for the case of a set of knotted and linked and indeed in
general our problem can be solved by giving a computation of the twisted
cohomology for a given choice of Ω and w1. While we could begin immedi-
ately with this computation we will first give a discussion of the origins of
these invariants.
2.2.1 FIRST INVARIANT
The first invariant is related to the non-orientability of the texture. The di-
rector field n : Ω → RP2 induces a homomorphism on the fundamental
groups
θ : pi1(Ω)→ pi1(RP2) = Z2, (2.8)
which measures whether n preserves or reverses orientation upon traver-
sal of each loop in Ω. The primary example in this case is if γ is a loop en-
circling a disclination line, then θ(γ) = 1. Note also that as Z2 is Abelian,
this is equivalent to a map w1(n) : H1(Ω) → Z2, and thus defines an el-
ement w1(n) ∈ H1(Ω;Z2). As another explicit example, if Ω is R3 − L, a
set of |L| line defects, then H1(R3 − L;Z2) = Z|L|2 and w1(n) is the element
(1, 1, . . . , 1) ∈ Z|L|2 . If instead the first line defect is actually a toroidal colloid,
and n is orientable around it, then w1(n) = (0, 1, 1, . . . , 1). The invariant
w1(n) is an extension to the global case of local measurements around each
defect line in a system. The observation one makes from the above exam-
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ples is that this extension is trivial – the global information is simply given
by specifying the local information around each closed loop in the system.
Of some later use will be the perspective of n not as a map Ω→ RP2 but
as a vector bundle. Nematic order associates to eachpoint in the domain the
linear subspace of vectors which point tangentially to the order. It therefore
defines a one-dimensional subbundle Ln of the tangent bundle TΩ. The
invariant w1(n) is the first Stiefel-Whitney class of this bundle.
To show that this is indeed a homotopy invariant we will consider maps
on the1-skeletonof thecomplex,X, associated toΩ. LetXn be then-skeleton
of X. First fix a particular point p ∈ RP2, and a map X0 → RP2 that maps
each 0-cell in X0 to p. Extending this map to X1, keeping the map on X0
fixed, is given up to homotopy by a choice of element in pi1(RP2) for each
edge inX1, and sodefines an element c ∈ C1(X1;Z2) ∼= C1(X;Z2). Thismap
can be extended ontoX2 only if the map is orientable around the boundary
of each 2-cell, and so requires δc = 0.
Now consider two maps f, g : X1 → RP2 as defined above. We will try
and construct a homotopy between them. To do this we take the complex
Y = X × [0, 1] and try to find a map h : Y → RP2 such that h restricted to
0 resp. 1 is f resp. g. First consider the map restricted to Y1 = [0, 1] × X0,
denoted h1. Y1 consists of two copies of the vertices of X, with each vertex
joined to its pair by an edge. By constructionh1 restricted to each copy of the
vertices must map to the point p, so as before h1 is specified by an element
c0 ∈ C1(Y1;Z2) ∼= C0(X;Z2), determining whether the homotopy is trivial
or orientation reversing along each edge connecting the vertex pairs.
Extending the map h1 onto Y2, requires extending onto the the faces of
Y2, each of which corresponds to an edge inX1. The boundary of each face
inY2 consists of four edges. Twoof these edges are a pair inX1×0 andX1×1.
The other two edges connect the vertices in X1 × 0 to their corresponding
partner in X1 × 1. The homotopy class of maps on the first two of these
edges is determined by the maps f and g, and on the second two by h0. The
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extension to Y2 can only bemade if themap along the boundary of this face
is orientable, this requires that cf − cg = δc0, for c0 ∈ C0(X;Z2). It follows
that the pointed homotopy classes of maps on X1 is given by elements of
H1(Ω;Z2).
2.2.2 SECOND INVARIANT
The second invariant ultimately has its origins in the fact that pi2(RP2) ∼= Z,
along with the action of pi1 sending x → −x ∈ pi2. From an abstract per-
spective one can construct the second invariant as follows. First one takes
the twisted cohomology ofRP2,H2(RP2;Zw) ∼= Z. ThemapΩ→ RP2 allows
us to pull back the generator of this twisted cohomology to obtain a class in
H2(Ω;Zw) which is a homotopy invariant.
More geometrically, if the first invariant vanishes, w1(n) = 0, then the
nematic texture is orientable and one can lift to amap nˆ : Ω→ S2. The topo-
logical classification of orientable nematics on Ω is then given by the clas-
sification of unit magnitude vector fields, or maps into S2, with the equiva-
lence relation that the map nˆ and thus its homotopy class is identified with
that of−nˆ. This is a well-known result, and is simply given by the second co-
homology groupH2(Ω) along with the equivalence relation∼. Heuristically
the result in the non-orientable case is similar, one attempts to orient the
director, and classify with the second cohomology group, but because the
nematic is non-orientable the sign of the element in H2 can change upon
traversal of a cycle, this is the origin of the twisted cohomology.
To proceed we will first orient a non-orientable texture. To do this we
must pass to a covering space for our domainΩ. One can think of this space,
Ω̂ as containing two copies of Ω, with each copy containing one of the two
possible orientations of the director field. To construct the cover, we observe
that connected covering spaces for a given space Ω are classified by conju-
gacy classes of subgroups of the fundamental group pi1(Ω) [27]. So which
covering space dowe choose for our nematic domainΩ? The purpose of our
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covering space is to allow us to orient n. The obstruction to doing this is the
first invariant w1(n) : H1(Ω) → Z2 being non-zero. The criterion for n to be
orientable on the covering space Ω̂ is as follows. H1(Ω) is the commutator
subgroup of pi1(Ω). Thus, for a covering space, Ω̂, there is an induced map
h ◦ p : pi1(Ω̂)→ H1(Ω), where h, the Hurewicz map, is equivalent to Abelian-
isation. This can then be composed with w1 to form amap pi1(Ω̂)→ Z2. n is
orientable on Ω̂ if this map is trivial.
The idea is to construct the ‘smallest’ covering space on which n is ori-
entable, corresponding to the subgroupconsistingof all loops inpi1(Ω)which
map to 0 ∈ Z2. To do this, look at the kernel, K, of the homomorphism
w1 ◦ h : pi1(Ω)→ Z2. Then it is an elementary result thatK is a normal sub-
group of pi1(Ω), and furthermore, since w1 ◦ h is non-trivial, the index of K
must be 2. So Ω̂ is constructed from the subgroup corresponding to the ker-
nel of w1 ◦ h. Note that our covering space is equipped with an order two
deck automorphism
t : Ω̂→ Ω̂, t2 = 1 (2.9)
that simply permutes the sheets of the cover.
As an example we will consider possible covering spaces when the do-
main is the torus, T 2, show in Figure 2.2. We have pi1(T 2) = Z2, which is
generated by two elements e1, e2 that correspond to a meridian and longi-
tude of the torus respectively. Then there are three non-trivial possibilities:
1. e1 is non-orientableunder themapw1 and e2 is orientable, i.e. w1(e1) =
1 and w1(e2) = 0.
2. e2 is non-orientable (w1(e2) = 1) and e1 is orientable (w1(e1) = 0).
3. Both e1 and e2 are non-orientable (w1(e2) = w1(e1) = 1) .
Our covering space corresponds to the subgroup of Z2 which is the kernel
of the map to Z2. In case 1, this is the subgroup 〈2e1, e2〉. In case 2, it is the
subgroup 〈e1, 2e2〉 and in case 3 it is the subgroup 〈e1 + e2, e1 − e2〉. In all
these cases the resulting covering space Ω̂ is once again a torus.
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e1
e2 e1
e2
e1
e2 e2 e2
e1 e1
e1 non-orientable e2 non-orientable e1, e2 non-orientable
Figure 2.2: Nematic covering spaces when the domain is the torus. Top left :
schematic of the torus as a square with opposite sides identified, with generators
for pi1(T 2) illustrated. Top right : as top left, but with the torus drawn as an embed-
ding in R3. Bottom left : subgroup of Z2 in the case that n is non-orientable along
e1. Z2 is drawn as a lattice, filled in circles correspond to the elements that are part
of the subgroup. Note that it is all group elements corresponding to cycles on the
torus along which n is orientable. Bottom middle & bottom left : the same but for
the other two cases. Note that in all cases the resulting covering space is another
torus.
Now that we have our covering space Ω̂ we can lift to an orientable map.
By construction, the induced map Ω̂ → RP2 is orientable, and one can lift
to a map nˆ : Ωw1 → S2, with consistency demanding the following diagram
commute
Ω̂
nˆ−−−−→ S2yp1 yp2
Ω
n−−−−→ RP2
(2.10)
which can also be phrased as the equivariance condition nˆ(tx) = A(nˆ(x)),
where t is the deck automorphism of Ω̂ and A is the antipodal map on S2.
Note that for any given director field, there are two possible lifts, related by
the antipodal map. As such one finds an equivalence between homotopy
classes of nematic textures and of equivariant homotopy classes of maps
[Ω̂, S2]eq/ ∼, where ∼ is the equivalence relation induced by the antipodal
map on the target S2. Note that if n is orientable (i.e. w1 = 0), then Ωw1
simply consists of two disjoint copies of Ω.
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Now we show that [Ω̂, S2]eq ∼= H2(Ω;Zw). Let X̂ be the corresponding
double cover of X. Then we can equivalently study equivariant homotopy
classes of maps nˆ : X̂ → S2.
It is clear from the discussion of the first invariant that the map nˆ re-
stricted to the 1-skeleton, denoted nˆ1, is unique up to homotopy, and deter-
mined by the requirement that the projection from X̂ → S2 to X → RP2
has the specified w1(n). We choose nˆ1, such that its image is an equatorial
S1 ⊂ S2. To specify nˆ1, one can instead consider the original complexX and
themapn1 : X1 → RP2, and demand thatn1 lies in the corresponding equa-
torialRP1. Such a choice is specified by an integer winding number for each
edge, which can be reduced modulo 2 by allowing homotopies through the
full RP2, such that the winding around the boundary of each face and the
winding along any closed loop reducedmodulo 2matchesw1. Choose n1 so
that thewinding numbers of the liftedmap nˆ1 are zero around the boundary
of each face5. In general the extension of this map to the two skeleton, X̂2,
is given by a choice of element of pi2(S2, S1) for each face such that the map
on the boundary agrees with nˆ1. As shown below, pi2(S2, S1) ∼= Z ⊕ Z and
so the homotopy classes of extensions are given by an integer for each face.
Since the map on the boundary of each face is null-homotopic, this integer
can be identified as a degree for each face, and thus determines a cochain
inC2(X̂2;Z). Because ourmapmust be equivariant, this cochainmust be of
the form c− t]c, where t] is the map on cochains induced by the deck auto-
morphism, t, of X̂, which is nothing other than an element of the cochain
group C2(X;Zw) [27]; the minus sign associated to t] is simply due to the
action of the antipodal map.
Now, as in the case of the 1-skeleton, we consider two maps on X̂2 that
agree on the 1-skeleton, and try to construct a homotopy between them. By
identical reasoning as in the case of the 1-skeleton, one can observe that a
homotopycanonlybeconstructed if thedifferencebetween the twocochains
5This is always possible, and given by the restriction of any choice of mapX → RP1 that
satisfied the constraints on w1 toX1
2.2. SOLUTION THROUGHOBSTRUCTION THEORY 33
representing the maps, c1 and c2 ca be written as c1 − c2 = δe, where e ∈
C1(X;Zw). It follows that [Ω, S2]eq ∼= H2(Ω;Zw).
THE RELATIVE HOMOTOPY GROUP pi2(S2, S1)
In the argument above we are required to compute the relative homotopy
group pi2(S2, S1), where S1 is an equator in S2. There is a short exact se-
quence for a pair (X,A)
−−−−→ pin(A) −−−−→ pin(X) −−−−→ pin(X,A) −−−−→ pin−1(A) −−−−→
(2.11)
With the standard homotopy groups for the spheres, we find the short exact
sequence
0 −−−−→ Z a−−−−→ pi2(S2, S1) b−−−−→ Z −−−−→ 0 (2.12)
An element of pi2(S2, S1) is a mapping D2 → S2, such that the boundary
of D2 maps into S1. The map b is then the degree of this restriction. Now
we construct a map going the other way. Choose a point x ∈ S2 not in the
equatorial S1, then for each p ∈ S1 there is a unique great circle γp connect-
ing x and p. Let ap denote the shortest arc segment of γp connecting x to p,
then given a map S1 → S1, we can extend it to a mapD2 → S2 by mapping
the origin ofD2 to x, and mapping straight line inD2 connecting the origin
to the boundary to a given ap. Denote the resulting map c. Then it is clear
that bc is the identity on pi1(S1), and it follows that (2.12) is right split, and
pi2(S
2, S1) ∼= Z ⊕ Z (there are no non-trivial extensions of the integers with
themselves). We note that the most natural way to think about this group is
that each factor of Z corresponds to a themap covering each hemisphere of
S2. It follows that the maps in (2.12) are a : x→ (x, x) and b : (x, y)→ x− y.
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2.3 ORIENTABLE TEXTURES
We will now give some example computations of homotopy classes of ne-
matic textures in the orientable case, that is w1(n) = 0. In this case we have
H2(Ω;Zw) ∼= H2(Ω;Z) and we need only compute the regular cohomology.
In this case the only difference between a nematic and a unit vector field
is a global sign ambiguity of n ∼ −n, the implications of which have been
discussed at length in the literature [21].
As a simple example consider Ω to be R3 minus the origin, as illustrated
in Figure 2.3. This can be thought of as modelling the region surrounding a
single point defect at the origin. NowR3−{0} is homotopy equivalent to S2,
and so one simply has to compute classes ofmaps [S2,RP2]. All maps of this
type are orientable (all point defects are orientable, a fact one can deduce by
noting that pi1(S2) = 0) and so from the above discussion we know that
[S2,RP2] ∼= H2(S2,Z)/ ∼∼= N (2.13)
as previously established. This tells you that the topology of this system is
purely determined by the local topology (or ‘charge’) of the defect, there is
no more structure.
Things become more interesting when one looks at more complicated
domains. Take now Ω to be R3 − {p1, p2} where {p1, p2} are two distinct
points, illustrated in Figure 2.4. This is now modelling the topology of a
system consisting of two distinct point defects. This example illustrates a
well-known difficulty [21] with liquid crystal topology, corresponding to the
‘addition of charges’ for point defects. If one takes only local information,
then each of the two defects, located at p1 and p2 are assigned an integer
qi ∈ N. The ambiguity arises when one considers the result of bringing the
two defects together, which is either |q1 + q2| or |q1 − q2|. The resolution
involves incorporating global information about the texture that connects
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⌦ = R3   {0}
S2
Figure 2.3: Domain corresponding to all of R3 minus a point at the origin. It is ho-
motopy equivalent to a sphere; the topology of a nematic texture consisting of a
single point defect is simply determined by the defect type.
the two neighbourhoods of p1 and p2. This can be, and has been, done in
a number of ways. For example, one can consider a common basepoint for
both local neighbourhoods or use the Pontryagin-Thom construction. With
our method we take our domain to be R3 − {p1, p2}. This space deforma-
tion retracts to a wedge sum of spheres, S2 ∨ S2, consisting of two spheres
with a pair of points, (x0, y0), one from each sphere, identified. So now we
must consider free homotopy classes of maps [S2 ∨ S2,RP2]. It is true [27]
that for pointed maps6 [A ∨ B,C]∗ ∼= [A,C]∗ × [B,C]∗. Hence we know
[S2 ∨ S2, S2]∗ ∼= Z × Z. Now our goal, [S2 ∨ S2,RP2], is simply found by
acting on [S2 ∨ S2, S2]∗ with the equivalence relation. So we have
[S2 ∨ S2,RP2] ∼= Z× Z/ ∼∼= N× Z (2.14)
and therefore we find that including global information removes any ambi-
guity. The classes of maps are given by the set N × Z, i.e. the ambiguity is a
global sign ambiguity, we can fix the charge of the defect at, say, p1, but then
all the charges relative to that defect are fixed, and so the absolute value of
6A pointed map f is defined by choosing basepoints (p, q) in both the domain and target
spaces, such that f(p) = q. One then restricts to homotopies of f that preserve this basepoint
mapping property.
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⌦ = R3   {p1, p2}
S2 _ S2
p1 p2
Figure 2.4: Domain corresponding to all of R3 except two points which one sup-
poses to be point defects. The space is homotopy equivalent to the wedge sum of
two spheres. The topology of the nematic in the surrounding area is given by free
homotopy classes of maps from S2 ∨ S2 toRP2. The result is the setN×Z. The fac-
tor of Z says that if one assumes that the charge of the first defect is positive (given
by N), then the sign of the second can be either positive or negative, removing the
ambiguity in adding the signs.
their sum is unambiguously defined. This extends naturally to the case of
N point defects, where the distinct states are labelled by elements in the set
N× ZN−1.
2.4 NON-ORIENTABLE TEXTURES
We now turn to the computation in the case of non-orientable textures. Our
task is to compute the cohomology group H2(Ω;Zw). We will pass through
twisted Poincaré-Lefschetz duality [41] and consider instead the twisted rel-
ative homology group
H2(Ω;Zw) ∼= Hd−2(Ω, ∂Ω;Zw) (2.15)
Where d is thedimensionofΩ. To compute this homologywe canonce again
turn to the double cover, Ω̂, and compute the equivariant homology of Ω̂,
H•(Ω̂, ∂Ω̂;Z)eq which is the homology of the sub chain complex consisting
of all chains inC•(Ω̂) that are of the form c− t∗c, where t∗ is the action of the
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deck transformation on chains. As an example, if one represents a 0-chain
as a point p in Ω̂, then t∗pwould be equal to the corresponding point on the
other sheet of the cover to whichever sheet p happened to be in. To give a
detailed computation of the homology we will need the notion of branch
sets for nematic domains.
2.4.1 BRANCH SETS FOR A NEMATIC DOMAIN
Associated to each choice of mapw1 are a class of branch sets, which can be
thought of as an analogue of the familiar branch cuts in complex analysis.
These branch cutswill be central to furthering our discussion, sowedevelop
them here. We will define an admissible branch set for a nematic domain to
be an orientable submanifold representing the Poincaré dual of w1(n). In a
three dimensional domain PD(w1(n)) ∈ H2(Ω, ∂Ω;Z2), and so the branch
sets are surfaces. To understand their topological significance note that in a
d dimensional domain there is an intersection pairing in homology
H1(Ω)×Hd−1(Ω, ∂Ω)→ Z (2.16)
which, if one represents homology cycles as submanifolds, counts the in-
tersection between the two submanifolds with sign. Choosing a particular
class [B] ∈ Hd−1(Ω, ∂Ω) and reducing the final Z modulo 2 creates a map
b[B] : H1(Ω)→ Z2. Branch sets are then orientable sets B for which b[B] = w1
as maps on homology.
This construction then has a simple interpretation. One constructs a set
B, which is a surface if Ω is three dimensional or a line if Ω is two dimen-
sional, such that if γ is a loop along which n is non-orientable, then γ must
intersect B an odd number of times. Examples of branch sets for a given
domain are shown in Figure 2.5.
Note that if we lift the requirement that B is orientable, then we could
work in a theory with Z2 coefficients. While doing this is a more general
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B B
B
Figure 2.5: Examples of branching sets. Top left : The loop is a defect line around
which n is non-orientable. A branching set B consists of the disk whose boundary
is the defect. Note that because the domain has a boundary (the defect line), the set
setB canbe thought of as a cycle in relativehomology. Top right : The samesituation
as the top left, only now the defect lines are linked. Bottom: the case where Ω is a
torus. Here n is non-orientable along the cycle e2 from Figure 2.2, the branch set B
is homologous to e1.
approach, it gives the same answer, so we will not adopt it7. In this non-
orientable setting one can obtain a canonical set of branch sets through the
Pontryagin-Thom construction [9, 20]. Take a director field n and pick a
generic fixeddirection, if one is inR3 thenonemay choose the vertical direc-
tion. Plot all points where n points orthogonal to this direction, this defines
a surface in the domain where n is orthogonal to some direction. On S2 the
set of directions orthogonal to a given direction forms a great circle, which
projects to a non-trivial cycle, α, in RP2. Suppose now that γ is a loop along
which n is non-orientable. Then along γ nmust map to a non-contractible
loop in RP2. The image of γ on RP2 and the cycle and α must intersect an
odd number of times, illustrated in Figure 2.6, and so γ must pass through
the surface an odd number of times, satisfying the requirement in the defi-
nition of B.
Branch sets have a connection to the covering space Ω̂ which will be es-
sential in what follows. Intuitively the idea is that the set B can be thought
7As a point of interest, taking this approach leads to the definition of something similar to
aGordon-Litherland form rather thana Seifertmatrixwhen considering knotteddefect lines,
though this is only a computational observation, and does not confer any physical relevance
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↵  
RP2
Figure 2.6: Two non trivial cycles α and γ on RP2 must intersect an odd number of
times.
D⌦1 D⌦1D⌦2
Figure 2.7: Schematic illustration of the relationship between a branch set B and
the double cover Ω̂. Lifting to the cover, B has two components, B̂1 and B̂2, which
separate the two sheets of the cover, Ω1 and Ω2.
of as a ‘portal’. Going through this portal takes you between the two sheets
of Ω̂. Formally, let B be a branch set for a nematic domain Ω, with covering
space Ω̂ andprojection p. Then the lift B̂ = p−1(B) ⊂ Ω̂has two components,
denoted B̂1 and B̂2, as illustrated in Figure 2.7. Cutting Ω̂ along B̂ defines two
submanifolds Ω̂1 and Ω̂2 such that Ω̂1 ∪ Ω̂2 = Ω̂ and Ω̂1 ∩ Ω̂2 = p−1(B). Fur-
thermore, for a given x ∈ Ω, p−1(x) will be two points, one in Ω̂1 and one in
Ω̂2 unless x ∈ B in which case p−1(x) will be two points in the intersection
of Ω̂1 and Ω̂2.
There is a final subtlety regarding orientation. Given anmatching orien-
tation for each component of B̂ andmatching orientations for the sheets Ω̂1
and Ω̂2 the orientation of B̂1 will match that of (say) Ω̂1 and not Ω̂2 and vice
versa with B̂2.
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2.4.2 MAYER-VIETORIS FOR EQUIVARIANT HOMOLOGY
Now that we have defined our branch sets, we can compute the equivariant
homology. From before, we are required to compute Hd−2(Ω̂, ∂Ω̂;Z)eq. To
do this, choose a branch set B, as defined above. Then, if d = 3 we can write
down an equivariantMayer-Vietoris sequence (with integer coefficients un-
derstood)
Hd−2(B, ∂B)eq i−−−−→
(
Hd−2(Ω̂1, ∂Ω̂1)⊕Hd−2(Ω̂2, ∂Ω̂2)
)
eq
−−−−→
−−−−→ Hd−2(Ω̂, ∂Ω̂)eq −−−−→ Hd−3(B, ∂B)eq
(2.17)
Note that if the domain has dimension 2, then the last term is zero. We
note the following about these groups. Because B has two components, B1
and B2, the homology splits H•(B, ∂B) ∼= H•(B1, ∂B1) ⊕ H•(B2, ∂B2). The
equivariant homology ofB is then elements ofH•(B, ∂B) that are of the form
(x,−x). Similarly in the case of
(
H1(Ω̂1, ∂Ω̂1)⊕H1(Ω̂2, ∂Ω̂2)
)
eq
, we know
that the two sheets of the cover, Ω̂1 and Ω̂2 are homeomorphic spaces, and
so have isomorphic homologies. The equivariant elements of this group are
then, again, elements of the form (y,−y). The inclusion map takes into ac-
count the orientations of the pieces, and thusworks as follows. Consider the
map restricted to B̂1, denoted i1. Given an element x ∈ H1(B1, ∂B1), i1 : x 7→
Then i1 : x 7→ (x,−x) (say) and correspondingly i2 : x 7→ (−x, x), and so the
composite map acts as i : (z,−z) 7→ (2z,−2z).
2.4.3 COMPUTATION FOR CLOSED SURFACES
Wewill now give a full computation of the homotopy classes of nematic tex-
tureswhen thedomain is anorientable closed surface. Asmentionedbefore,
the classic example of this is a torus enclosing adefect loop,which is a classic
calculation in the study of defect topology [20,21,32,42]. Orientable closed
surfaces are classified by their genus, g, and their first cohomology group is
simplyH1(Σg;Z2) ∼= Z2g2 , which gives the possible values for the first invari-
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ant of the texture. Ifw1(n) = 0, then themap is orientable, and one can lift to
find amap fromanorientable surface intoS2. These are classifiedbydegree,
and so taking into account the ambiguity of the lift, one finds orientable ne-
matic textures on a closed surface are classified by a natural number, N. If
w1(n) 6= 0, thenwe form thedouble cover Ω̂, andwe are required to compute
the groupH0(Ω,Zw) (note the we do not use relative homology becauseΩ is
closed). We may choose the branch set B to be a single circle, and from the
sequence above we find
(Z⊕ Z)eq −−−−→ (Z⊕ Z)eq i−−−−→ H0(Ω,Zw) −−−−→ 0
(x,−x) i−−−−→ (2x,−2x)
(2.18)
It follows from the exactness of the sequence that H0(Ω,Zw) ∼= Z2, and so
for any given non-trivialw1(n) there are two homotopy classes of texture, as
found by Jänich in the case of the torus. One can give a pictorial represen-
tation of this structure, shown in Fig. 2.8. Equivariant elements of H0 can
be realised a set of point charges living on the double cover of the domain.
Equivariance demands that the total charge on both sheets sums to zero. In-
dividual point charges can bemoved between sheets and annihilated. How-
ever, this must be done equivariantly, with the result being that there is a Z2
invariant for the total number of charges on each sheet. Equivalently, one
can view this as point charges on the domain, along with a choice of branch
set. If a point charge passes through the branch set, then its charge reverses.
+
+ +
 
e1
B
Figure 2.8: Nematic textures on T 2. The homotopy classes of nematic textures can
be found by putting point charges on the torus. If the point charge passes through
the branch cut, its sign flips, giving an overall Z2 invariant.
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THE RELATIONSHIP WITH JÄNICH’S INDEX
Jänich [32] introduced an index ν ∈ Z4 used to characterise the tubular
neighbourhood of a defect line. This index has been used by several authors
to understand the topology of defect lines [21, 30]. We will show how this
index relates to the homotopy classification of maps we have constructed.
Suppose one has a defect loop in R3. Consider n restricted to the boundary
of a tubular neighbourhood of the defect line. Thiswill give amap T 2 → RP2
that is non-orientable along the meridian. So we need to classify homotopy
classes of maps n : T 2 → RP2 that are non-orientable along the merid-
ian. The first step is determining the orientability of the map. The map is
non-orientable along themeridian, and itmayormaynotbenon-orientable
along the longitude. Let µ1 ∈ Z2 denote whether or not n is non-orientable
along the longitude. In each case there is a further index µ2 ∈ Z2, as illus-
trated above, that counts the mod 2 reduction of the number of framed 0-
dimensional submanifolds representing n. Hence the topological classes of
maps is given by an element in the set µ = µ1 × µ2 = Z2 × Z2 ∼= Z4, where
the last isomorphism is one of sets (there is no group structure on themaps),
this, up to an automorphismofZ4 is exactly Jänich’s index. Finallywe should
give the physical interpretation of this index, where we follow Alexander et
al. [21]. The first factor, saying whether n is non-orientable along the longi-
tude of T 2 counts, modulo two, the number of defect lines linking the one
inside the torus. The second index is more subtle. It can be thought of as
counting,modulo two, thenumber of point defects inside theT 2 neighbour-
hood.
2.5 HOMOTOPY CLASSIFICATION OF KNOTTED DEFECTS
Wenow come to the central calculation of this chapter, that of the number –
up to smooth deformation – of nematic textures surrounding a given set of
line defects. We will be precise in our formulation of this problem. We will
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consider a nematic texture inR3 with a prescribed set of line defects and no
other singularities. Furthermore, we will assume that lim|x|→∞n(x) = n0,
a constant – we will relax this assumption later. Given this setup, we ask for
thenumber of distinct nematic textureswith this defect set. Our assumption
thatn is uniformat infinity allowsus to compactify the domain and consider
maps n : S3 − N(L) → RP2, where N(L) is a small neighbourhood of the
defect lines.
Figure 2.9: Left : An unknot, there is a unique nematic texture on the complement
if the unknot is a defect. Right : A Hopf link, assuming that the lines are defects the
complement of this link supports two distinct nematic textures.
While in the calculation of textures on surfaces we chose which cycles
were non-orientable under w1, in this case our choice is made for us: the
texture is non-orientable around the defect lines. To be precise the first ho-
mology group of a link complement, S3 − L, is given as H1(S3 − L) = Z|L|,
where |L| is the number of components of the link. Wedemand that themap
w1 : H1(S
3 − L) → Z2 sends each generator to the generator of Z2, in other
words each link component represents a defect line. Before we do the cal-
culation proper we will consider two toy cases: that of a simple circle (the
‘unknot’) and the case of two linked rings (the Hopf link) and solve them
with different methods, before we turn to the general case.
The case of the unknot is simple. Let U be an unknot, then the comple-
mentS3−U deformation retracts toS1. Then the question is simply reduced
to studying maps S1 → RP2, these are indexed by Z2, simply whether the
texture is orientable or not. But we already know, by assumption, that the
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texture is non-orientable, so there is no more freedom left and we find that
there is a unique nematic texture associated to the complement of an un-
knotted defect in the 3-sphere8. One might be tempted to ask at this point
about the relationship to Jänich’s Z4 index, and how this relates to the state-
ment that there is only one type of unknotted defect. The answer is that any
of Jänich’s indices other than 0 imply the existence of other defects in the
system.
Consider now the Hopf link. The complement of the Hopf link in S3 is
fibered over S1 with fibre a genus zero surface with two boundary compo-
nents. This fibre deformation retracts onto a circle, so the complement of
the Hopf link deformation retracts to the product of two circles, or the two-
torus T 2. Hence the number of nematic textures in the complement of a
Hopf link is equivalent to the number of nematic textures on a torus which
are non-orientable along both e1 and e2, which is just two. As we will see,
these two different textures on the Hopf link can be interpreted as having
linking number plus or minus one, which is visualised in Chapter 6.
Figure 2.10: Examples of Seifert surfaces for the trefoil knot and theHopf link. These
serve as branch sets B if the lines are thought of as defects.
Nowwewill compute the homotopy classification of nematic textures in
the general case of a knotted or linked line defect. Our domain is given as
Ω = R3−N(L), for a given link L. A branch set, B for this domain is a Seifert
surface forL, as shown in Figure 2.10. The double cover Ω̂ is now the double
8To save time we will be sloppy and often say ‘there is a unique unknot’ or similar when
we are really talking about classes of maps.
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cyclic cover [33], and each sheet Ω̂1,2 is a copy of Ω cut along B. Note that
∂Ω̂1,2 consists of a copy of |L| tori, the boundaries of the neighbourhoods of
each link component, cut along a longitude that marks the location of B, as
indicated in Figure 2.11.
Figure 2.11: The boundary of Ω̂1,2 consists of tori for each link component ,L, each
of which are cut along contours γ which form ∂B. Note that the branch set is not in
the boundary of Ω̂1,2
Now we use the equivariant Mayer-Vietoris sequence, obtaining the se-
quence
H1(B, ∂B)eq i−−−−→
(
H1(Ω̂1, ∂Ω̂1)⊕H1(Ω̂2, ∂Ω̂2)
)
eq
−−−−→
−−−−→ H1(Ω̂, ∂Ω̂)eq −−−−→ 0
(2.19)
so our group is given by
H1(Ω, ∂Ω;Zw) ∼=
(
H1(Ω̂1, ∂Ω̂1)⊕H1(Ω̂2, ∂Ω̂2)
)
eq
/Im(i) (2.20)
Our branch set, B consists of two copies of a Seifert surface for the link
L, which we will assume has genus g. Because B is a surface with boundary,
H0(B̂, ∂B̂)eq is trivial. The first homology groupH1(B̂, ∂B̂)eq is the subgroup
consisting of elements of the form (x,−x) in Z2g+|L|−1 ⊕ Z2g+|L|−1. A basis
for this in terms of cycles on one component of B is shown in Figure 2.12.
The basis is of the form {bi} ∪ {ei}where the bi run from i = 1 to i = 2g and
the ei run from i = 1 to i = |L| − 1. Note that the additional bi, i > 2g are
null-homologous, but useful for calculations.
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. . .
. . .
b1 b2
b2g+1 a1
c1 c2
c2g+1
Figure 2.12: Various cycles relating to B and L. B is represented as a surface with
g sets of double handles along the top and |L| − 1 sets of loops along the bottom.
The basis a gives set of tethers that connect the link components. The cycles b gives
a basis for H1(B), and the cycles {bi} ∪ {ej} for i ∈ [1, 2g] and j ∈ [1, |L| − 1] give
a basis for H1(B, ∂B). The basis c is generates for H1(S3 − L). {ai} ∪ {ci} gives an
overcomplete basis forH1(S3−B, ∂B). The bases {bi} and {ci} are chosen such that
Lk(ci, bj) = δij .
Now we must characterise H1(Ω̂1,2, ∂Ω̂1,2). An over-complete basis for
this group is given as the set {ai} ∪ {ci}, as illustrated in Figure 2.12, where
the basis sets are chosen so that Lk(ci, bj) = δij and the ai are a set of tethers
connecting link components, with p+ei = ai. As before, the equivariant form
appearing in (2.20) will be of the form (x,−x). From this, it follows that
H1(Ω, ∂Ω;Zw) ∼= H1(Ω̂1, ∂Ω̂1)/R (2.21)
whereR is the set of relations coming from the inclusion i. Because the com-
putation can be done only with information from one sheet, we can instead
write
H1(Ω, ∂Ω;Zw) ∼= H1(Ω− B, ∂(Ω− B))/R′ (2.22)
Where the relations R′ are of the form p+bi + p−bi = 0 and p+ei + p−ei = 0,
where p± denotes the positive (negative) push-off of cycles from the branch
setB intoΩ. The relations on the generators {ai}∪{ci} fall into three distinct
types, which we denoteA,B andC. TypesA andC come from the inclusion
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map i whereas type B consists of setting all longitudes (with respect to the
framing given by B) of link components to zero. The relations of type C, of
which there are |L| − 1, can be found by considering cycles ei, which give
p+ei + p
−ei = 0. From the diagram it is clear that p+ei = ai and p+ei −
p−ei = c2g+i, and so we conclude that 2ai = c2g+i, as illustrated in Figure
2.13. Finally, relations of type A, of which there are 2g come from setting
p+bi + p
−bi = 0.
a+1
a 1
c2g+1
Figure 2.13: The relationship a+i − a−i = c2g+i.
Now, there are 2g relations of type A, and |L| − 1 relations of type B and
C. Each of the three can be written out as
Ai := b
+
i + b
−
i =
2g+|L|−1∑
j=1
Lk(bj , b+i ) + Lk(bj , b−i ) = 0 (2.23)
Bi := b
+
2g+i =
2g+|L|−1∑
j=1
Lk(bj , b+2g+i) = 0 (2.24)
Ci := 2ai − c2g+i = 0 (2.25)
and combined into a block matrix, where the horizontal blocks correspond
to the first 2g {ci}, the last |L| − 1 {ci} and the {ai} and the vertical blocks
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correspond to relationships of typeA,B and C, as

A(1) A(2) 0
B(1) B(2) 0
0 1 −2
 . (2.26)
This is just a presentation matrix for an Abelian group. By taking into ac-
count relationships of type C, it is clear that an equivalent group is given by
the matrix
M1 =
A(1) 2A(2)
B(1) 2B(2)
 . (2.27)
Now let S be the Seifert matrix for the linkL, then in our notation thematrix
M2 = S + S
T =
 A(1) A(2)
2B(1) 2B(2)
 (2.28)
is a presentationmatrix for the first homology of the branched double cover
of S3 − Lwhich we denoteH1(Σ(L)). The Abelian group given by a presen-
tation matrix is determined by its Smith normal form. Two matricesX and
Y have the same Smith normal form if X − λI is similar to Y − λI. Since
M1 andM2 have the same diagonal elements, it then follows from this that if
they are similar then they present the same Abelian group. By construction
M2 is symmetric, so 2B(1) = A(2). Then the following is true
M1 = PM2P
−1 (2.29)
where
P =
√2 0
0 1√
2
 , (2.30)
and so M1 and M2 present the same group, H1(Σ(L)), the first homology
group of the branched double cover of the link complement.
Finally we can say the following. Suppose one has a nematic texture in
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R3 with uniform boundary conditions at infinity and a set of line defects
L. Then the number of topologically distinct nematic textures associated to
that defect set is given by elements of H1(Σ(L))/ ∼, where the equivalence
relation is x ∼ −x. We are almost at our goal, (2.32), we just need to take
account of a few more things. The first is the case of split links. A split link
in S3 is a link for which you can find an embedded sphere separating two
or more components. The idea is to model a collection of defects. Indeed
if one can surround a defect with a sphere, then it ought to have a charge
as if it were a point defect, since on the sphere one cannot tell what type of
defect, point, line knot etc. is inside the sphere. This is the case, and it is a
standard result [43] that for a link LwithN split components, then
H1(Σ(L)) = ZN−1 ⊕
⊕
i
H1(Σ(Li)). (2.31)
The factors ofZ at the front can be thought of as corresponding to the point-
defect charges of the split components. There areN − 1 of them rather than
N becauseouruniformboundary conditionsdemand that the total charge is
zero, which reduces the degrees of freedombyone. We can lift this condition
by supposing that there is a point defect ‘at infinity’ in S3, the charge of this
point defect compensates for the charges of all the other defects. Finally we
can also add an arbitrary number of point defects into our system. Doing
this we obtain the result quoted at the beginning of this chapter. Let n be
a director field for a nematic liquid crystal in R3 with a defect set D, then
D = P ∪ Lwhere P is the set of point defects and L is the set of line defects.
Furthermore,L = ∪iLi where each of theLi is a non-split knot or link. Then
the topology of the texture n is given by an element of the set
⊕
pi∈P
Z
⊕
⊕
Lj∈L
(Z⊕H1(Σ(Lj)))
 / ∼ (2.32)
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2.5.1 INTERPRETATION OF THE TOPOLOGY OF KNOTTED DEFECTS
The interpretation of this result is difficult. Broadly speaking the internal
states fall into two classes as follows. Given an element x ∈ H1(Σ(L)), one
can compute 2x ∈ H1(Σ(L)). As we will show below, elements for which
2x = 0 have a different physical interpretation from those which do not.
Furthermore, much of the work in Chapters 3 and 4 can be used to show
that in cholesterics many internal states for which 2x 6= 0 can be realised
as λ lines entangling the knotted defect. In nematics, of course, one does
not have λ lines and the analogous phenomena is that of a Skymrion tube
entangling the knot or link. In Chapter 6 we discuss how those textures for
which 2x = 0 can be thought of as inducing different relative orientations
on the link components.
Tobeginour investigation,wenote that for aknot, thequantity |H1(Σ(L))|
is always a finite odd integer, and is awell known invariant termed the deter-
minant of the knot. Table 2.1 showsH1(Σ(L)) for all torus links up to (20, 20),
and onemay observe that if p, q are coprime, so that the torus link is in fact a
knot9, then the order of the group is odd. Because the group is of odd order
it can have no elements x such that 2x = 0 and as a consequence, all inter-
nal states in knotted, but not linked defects, can be thought of as involving
Skyrmion tubes entangling the knot.
The distinction between elements of order 2 and otherwise can be re-
lated to the inversion symmetry of the nematic. Suppose one had a knot-
ted texture, then by the method detailed above, one must lift this to an ori-
entable map on a covering space. A reasonable question is: when does the
result not depend on the choice of lift from RP2. The answer is when there
are elementsof order two. Undern→ −n theappropriate element inH1(Σ(L))
also changes sign. Order two elements are precisely those which are invari-
ant with respect to this symmetry. For an example, take the Hopf link, it has
H1(Σ(L)) = Z2 which contains two elements 0 and 1. Under x → −x we
9A (p,q) torus link has gcd(p, q) components.
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Figure 2.14: Skyrmion tube (thick line) entangling a trefoil knot defect. The creation
of this line takes the state from 0 to 1 in Z3.
have 0 → 0 and 1 → 1. As a counter example take the trefoil knot. It has
H1(Σ(L)) = Z3, with three elements 0, 1 and−1. But under x→ −xwe have
0→ 0, 1→ −1and−1→ 1, soonlyoneof theelements is invariant. This sug-
gests we should partition states associated to a link based on their response
– either symmetric or antisymmetric – to inversion symmetry. In fact, for
any knot there is only ever one internal state which is invariant under this
symmetry, and so for a knot there is a canonical topological ‘groundstate’,
and one would guess that almost all of the experimentally realised knotted
defects would be in this groundstate.
We have stated that one can think of elements for which 2x 6= 0 as corre-
sponding to Skyrmion tubes entangling the knot. One might ask how such
a conclusion is reached. Consider the following question ‘given a director
field, can I find another director field always orthogonal to the first?’ As we
will discuss in later chapters, the answer to this question is given in terms of
the (twisted) Euler class of the orthogonal 2-plane bundle defined by n, and
it is precisely those textures that are order 2 that allow such an orthogonal
direction to exist [44]. Physically, if one also demands that n is a cholesteric,
then symmetric states are those that can be realised without the presence
of additional λ lines. More generally, for a nematic, one can think of states
which are anti-symmetric with respect to inversion as containing Skyrmion
tubes entangling the knot or link (shown in Figure 2.14), whereas the sym-
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metric states have no such tubes.
⌃1 ⌃2
Figure 2.15: Disconnected spanning surface for the (4, 4) torus link. One can think
of it has two linked Hopf links. If this link represents a defect set in a nematic, then
n is orientable on a closed torus surrounding either of the connected components
of the surface. Since one can find a closed, non-contractible surface on which n is
orientable, one can compute the degree of n on the surface. This gives a full integer
and the effect is responsible for the integer summands given in Table 2.1.
Though we do not yet have a proof, it is likely that the order 2 states
all have planar representatives, by which is meant that one can write down
a representative of the texture such that the director is always in, say, the
x − y plane. In chapter 6 we show that this is true for the Hopf link. Inter-
estingly, in the case of the Hopf link the two planar textures are related by
a symmetry transformation, which implies that that have equivalent ener-
getic properties in a nematic (but not a cholesteric). One might speculate
whether this degeneracy would lead to interesting entropic properties for
large collections of tangled knotted and linked defects. This symmetry also
implies that in the case of order 2 elements one cannot canonically iden-
tify the states with elements of H1(Σ(L)). Because of their symmetry, it is
reasonable to suggest that planar textures should typically be easier to pro-
duce experimentally, and indeed one may even be able to produce a device
that can sustain multiple topologically distinct textures that have the same
defect structure.
Now we turn to links for which |H1(Σ(L))| is infinite. Algebraically the
implicationof this is clear. For a closed3-manifoldM weknowthatH2(M) =
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H1(M)/torsionandhence thegroupsof infiniteorder imply that thebranched
double cover ofS3 overLhas non-trivial secondhomology group. This has a
nice geometric interpretation [33], in terms of the existence of disconnected
spanning surfaces for the particular link, as shown in Figure 2.15. If such
a link represents a defect set in a nematic, then n is orientable on a non-
contractible closed surface surrounding a part of the link. Since one canfind
a closed, non-contractible surface on which n is orientable, one can com-
pute the degree of n on the surface. This gives a full integer and the effect is
responsible for the integer summands given in Table 2.1.
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CHAPTER 3
UMBILIC LINES AND THE GEOMETRY OF
ORIENTATIONAL ORDER
The pure topological perspective explored in the previous chapter is illumi-
nating, the abstraction allows one to see and say much. However, one also
throws much away in doing this; a physical system is much more than its
topology. This chapter is an exploration of the geometry of physical systems
described by orientational order and ultimately how this geometry reflects
the topology we have been discussing. In this way, in part, one can think of
this chapter as a bridge between some of the abstract objects in the previ-
ous chapter and structures in physical systems. Seen in another light, this
chapter is an attempt at a unification and elucidation of much of the lore
concerning ‘double twist cylinders’ and their myriad companions in chiral
systems. Still further, one might think of this chapter as a simple exercise in
the geometry of vector fields.
In this chapterweare concernedwith geometric features of orientational
order. By this we mean systems which are described by either a unit vec-
tor or line field, such as magnetic or nematic systems. These systems typi-
cally contain line-like geometrical features, the centres of vortex like distor-
tions identified as λ lines and related structures in cholesteric liquid crystals
[10,45–48]. However, their appearance is not just confined to these systems,
indeed they arise in superfluids as the cores of vortices [49–52], and they
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can be identified in the Skyrmion1 textures of chiral ferromagnets [53–57]
and Bose-Einstein condensates [58–63]. We will show that these lines can
be identified as a set of natural geometric singularities in a unit vector field,
which we call umbilic lines. These lines convey the global structure of the
vector field through their role as Poincaré dual to the Euler class of a natu-
ral vector bundle associated to the order. Later in this thesis we will show
that how the identification of umbilics with λ lines and related structures in
cholesteric liquid crystals [10,45–48] allows one to give a global description
of cholesteric topology. Wename themumbilics since if theorientational or-
der defines a foliation, then the umbilic lines correspond to the lines traced
out by the umbilical points of the leaves of the foliation.
The umbilics we describe are generic traits, exhibited by any vector or
line field, and closely analogous to several other structural degeneracies, for
instance the lines of circular polarisation (C lines) in a generic electromag-
netic field [64–67] and the umbilic points of surfaces [68, 69] and random
fields [70–77], from which the terminology derives.
While we will give a detailed discussion of their relevance to cholesterics
in Chapter 4, in general umbilic lines acquire extra significance in anymate-
rialwhere the ground statehasnon-zero gradientswhere typically the vortex
configurations surrounding umbilics correspond to localminima of the free
energy. So for concreteness one can consider this chapter as concerning a
system governed by the free-energy such as
F =
K
2
∫
R3
|∇n|2 + 2q0n · ∇ × ndV, (3.1)
whereK is an elastic constant and q0 is the strength of the chirality, or mag-
nitude of spin-orbit coupling. This is the Frank free energy [1] for a bulk
cholestericunder theoneelastic constant approximationandalso theHamil-
tonian for elastic distortions in a chiral ferromagnet with a Dzyaloshinskii-
1We use the word ‘Skyrmion’ in the context of textures observed in chiral magnets, rather
than in its original context of a non-linear field theory of pions.
3.1. LOCAL GEOMETRY OF ORIENTATIONAL ORDER 57
Moriya interaction [78, 79]. We note that there is a connection of our lo-
cal description with the work of Efrati and Irvine [80] on chiral shapes and
structures. In their work they introduced a chirality pseudotensor to char-
acterise the direction of twisting and sense of chirality of various materials.
We demonstrate a general connection with the shape operator for a surface
or vector field, from which their chirality pseudotensor can be derived, and
show that natural benefits are gained by considering both operators. Finally,
analogous geometrical structures to theumbilicswedescribe havebeendis-
cussed by Thorndike et al. [81], Čopar et al. [82], and Beller et al. [83], al-
though not with the topological aspect that we give here.
3.1 LOCAL GEOMETRY OF ORIENTATIONAL ORDER
Three dimensional orientational order in amaterial can be given the follow-
ing generic characterisation. At every point in space there is a local symme-
try corresponding to rotationswhich preserven. Under the action of this ro-
tation the gradient tensor∇n decomposes into irreducible representations
as
∇inj = nink∂knj + ∇ · n
2
(δij − ninj) + n · ∇ × n
2
ijknk + ∆ij . (3.2)
The first of these corresponds to the gradients along n, known as bend dis-
tortions. The remaining parts correspond to gradients along directions or-
thogonal to n, the first two of which are isotropic and comprise splay and
twist distortions, knownas themean curvature and themean torsion [84,85]
respectively, and correspond to scalar and pseudoscalar parts of the trans-
formation. The last part is a deviatoric, or spin 2, component, ∆, that con-
veys the local ‘shear’. Its eigenvectors can be used to define principal di-
rections of the curvature of the local orientation. In the case where n is the
normal to a surface, the transformation (3.6) is the derivative of the Gauss
map, or shape operator of the surface, and the principal directions alluded
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to are the directions of principal curvature. The final component, ∆ij cor-
responds to the anisotropic orthogonal gradients of n, and contains saddle-
splay distortions. We will assume for now that n is a vector, rather than a
director. The local description of line fields is exactly the same, as can be
seen by introducing a local orientation for the director field, and we defer
a more thorough discussion until later. The decomposition in (3.2) carries
over into the energy through expressions for the norm |∇n|2, whichwewrite
in the well-known form [1]
|∇n|2 = 1
2
(∇ · n)2 + 1
2
(n · ∇ × n)2 + ((n · ∇)n)2 + 2|∆|2, (3.3)
where (the choice of normalisation for the norm of ∆ is motivated by sub-
sequent considerations)
|∆|2 =
(∇ · n
2
)2
+
(
n · ∇ × n
2
)2
− 1
2
∇ ·
[
n
(∇ · n)− (n · ∇)n]. (3.4)
Local minima of free energies such as (3.1) can then be expressed in terms
of this decomposition. In particular, if
(
(n · ∇)n)2 = ∇ · n = |∆|2 = 0, then
the local energy density of (3.1) is given by
K
2
(
1
2
(n · ∇ × n)2 + 2q0n · ∇ × n
)
(3.5)
and achieves an optimal lower bound of−Kq20 for n · ∇ × n = −2q0 [86,87].
The local minima of (3.1) are thus characterised by having zero splay, zero
bend, twist equal to -2q0, and |∆|2 = 0. We define points where |∆|2 = 0
as umbilics of the orientational order; they therefore correspond to regions
of the material where the orthogonal gradients of n are isotropic. In com-
putational settings, umbilic lines can be identified by plotting isosurfaces
of |∆|2, which are shown as blue tubes throughout. In some cases, such as
Figs. 3.5, 3.6 and 3.8, there is significant variation in the size of the tubes. In
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part this reflects the structure of the orientational order around the umbilic,
although some features such as the shrinking to zero size in Fig. 3.5 are arte-
facts of the finite difference schemes used in the computer simulations and
do not represent any physical phenomena. If d1,d2 are arbitrary unit vec-
tors orthogonal to n, such that {d1,d2,n} form a right-handed set, then the
orthogonal gradients can be expressed in this local basis as a 2×2 realmatrix
with the decomposition
∇⊥n = ∇ · n
2
1 0
0 1
+ n · ∇ × n
2
0 −1
1 0

+
∆1 ∆2
∆2 −∆1
 ,
(3.6)
where
∆1 =
1
2
(
∂1n1 − ∂2n2
)
, ∆2 =
1
2
(
∂1n2 + ∂2n1
)
. (3.7)
The vanishing of ∆ is then analogous to the Cauchy-Riemann equations.
Indeed, director configurations whose stereographic projection is a mero-
morphic function have ∆1 = ∆2 = 0 everywhere; they are totally umbilic.
As shown by Belavin and Polyakov [88], these arise naturally as theminimis-
ers of (3.1) with q0 = 0 when the domain is two-dimensional. However, this
situation, where a two-dimensional surface is totally umbilic, is not generic
and ingeneral umbilics occur at isolatedpoints in twodimensions andalong
lines in three. This is simplybecause∆ is two-dimensional, andone requires
both ∆1 = 0 and ∆2 = 0, meaning umbilics are codimension 2. The pres-
ence of chirality (q0 6= 0) or spin-orbit coupling in the free energy (3.1) yields
the generic situation.
Their dimensionality, coupled with the isotropic nature of ∇⊥n on um-
bilic lines, means that umbilics are associatedwith the centres of vortex-like
distortions. For chiral free energies such (3.1), the preference for twist leads
to umbilic profiles such as those shown in Fig. 3.1(a,c,e), typically seen in
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materials with chiral interactions. For chiral vortices there is an immedi-
ate correspondence with ‘double twist’ [86], traditionally written as ∂inj =
−q0ijknk, which is equivalent to the condition of being on an umbilic line,
with only twist deformations. Typical double twist configuration, such as
shown in Fig. 3.1(e), are axisymmetric and contain an umbilic line along
their centreline, however this umbilic is not generic. In the generic case the
umbilics are non-axisymmetric, such as the two λ lines in the dislocation
shown in Fig. 3.1(a). They can still correspond to regions where the free en-
ergy is lower than that of the helical state, as long as the other aspects of the
gradient tensor, splay and bend, are sufficiently small. Umbilic lineswith lo-
cal structures dominated by splay and bend distortions, Fig. 3.1(d), can also
be energetically favourable for systems with a term of the form [89]
E · ((n · ∇)n− n(∇ · n)), (3.8)
for an external field E, replacing the chiral term in (3.1). This term corre-
sponds to the flexoelectric effect in liquid crystalline systems [90] and to
Rashba spin-orbit coupling in magnetic systems [89]. By an analogous ar-
gument to that given above, it is easy to see that umbilics with splay and
bend distortions can correspond to local minima of a free energy with such
a term. In this way the existence of Skyrmion lattices, such as those shown
in Fig. 3.4, can be interpreted as due to the energetic preference for umbilic
lines, and the association between umbilic lines and Skyrmions, given by
(3.19).
The geometric character of the orientational order is conveyed by the
generic local description (3.2). The twist, n · ∇ × n, encodes the chirality of
the order with surfaces of zero twist separating regions of different handed-
ness, and also indicates whether n is the normal to a system of layers. The
splay,∇·n, measures how the flow of n preserves volume, and (n ·∇)n gives
the geodesic curvature of the integral lines. Zeros of the deviatoric part of
∇⊥n occur along lines in three dimensions – they require both ∆1 and ∆2
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to vanish and hence are codimension two – and correspond to degenera-
cies of the principal curvatures, or singularities of the principal curvature
directions. They are the umbilics of the orientational order. At such points
the transverse gradients are isotropic meaning that umbilics are naturally
associated with the centres of vortex-like structures. A basis-independent
expression can be given for these zeros purely in terms of the director; they
correspond to the vanishing of the non-negative quantity
|∆|2 =
(∇ · n
2
)2
+
(
n · ∇ × n
2
)2
− 1
2
∇ ·
[
n
(∇ · n)− (n · ∇)n], (3.9)
this being the 2-norm of ∆. In the vicinity of an umbilic we may write
∆ = |∆|
cos θ sin θ
sin θ − cos θ
 , (3.10)
and around the umbilic the angle θ winds by an integer multiple of 2pi. An
umbilic is said to be generic if it has a winding number of±1. Umbilics with
higher winding do occur, and indeed those with winding +2 are often ob-
served in vortices, double twist cylinders and (baby) Skyrmions, with the de-
generacy coming from an imposed axisymmetry. This can persist in certain
experimental settings, either where there is axisymmetry or hexagonal sym-
metry, however, from a structural point of view they can be seen as a com-
posite of winding ±1 umbilics, into which they break apart under generic
perturbation.
Illustrations can be given for a number of simple field conformations
corresponding to textures observed in systems such as superfluid vortices,
magnetic Skyrmions and the λ lines of cholesteric liquid crystals, shown in
Figure. 3.1. We show two-dimensional sections of the full textures on sur-
faces intersecting the umbilics transversally. The eigenvectors of Π, which
will be defined presently, are shown in (b) and identify the profiles of the
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c d
e
Figure 3.1: Umbilic lines. (a) λ+ λ− dislocation in a cholesteric. It contains two
generic umbilics. This combination of two generic umbilics can be identified as
half a Skyrmion, or a meron. (b) Eigenvector field of Π for the dislocation. The
two umbilics have opposite windings of the eigenvectors, but are counted with the
same sign as n rotates by pi when passing from one to the other. (c) Umbilic lines
can be oriented in three dimensions. (d) & (e) Typical centres of vortices, based on
curvature and torsion distortions respectively, that correspond to winding number
2 non-generic umbilics.
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umbilics in (a).
As we will show, the windings that we have just described are equivalent
to the indices of the umbilics up to a sign, which arises because the orienta-
tion of n ‘reverses’ from one umbilic to another. (The discrepancy is there-
fore absent ifn is the normal to a surface, since then there is no reversal of its
orientation between umbilics, and the index is simply the local winding of
the eigenvectors of ∆.) The sum of the indices of the umbilics yields a topo-
logical invariant, equal to four times the Skyrmion number of the texture on
the two-dimensional surface. This calculation of the Skyrmion number is
dual to the usual method of integrating a curvature form [28,88]
q =
1
8pi
∫
Σ
abcn
a∂in
b∂jn
c dxi ∧ dxj , (3.11)
which computes the degree of the map n : Σ → S2. The duality can be
viewed as entirely analogous to that in the classical differential geometry of
surfaces between the Gauss-Bonnet theorem – integral of the Gaussian cur-
vature – and the calculation of the Euler characteristic using umbilic points
of the surface.
Two additional aspects of the local description are worth bringing out
before giving a global treatment. First, the complex structureJ =
[
0 −1
1 0
]
acts
on the shape operator (3.6) by simple composition to produce an equivalent
linear transformation
χ = J ◦ ∇⊥n = −n · ∇ × n
2
1 0
0 1
+ ∇ · n
2
0 −1
1 0

+
−∆2 ∆1
∆1 ∆2
 .
(3.12)
This transformation, although equivalent to the shape operator, is indepen-
dent from it in the sense that they are orthogonal with respect to the natural
inner product between matrices, Tr(χT∇⊥n) = 0, a property that turns out
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to be of some importance in the analysis of the topology of umbilics. χ is the
chirality pseudotensor given by Efrati and Irvine [80] in their study of chiral
materials. The spin2 componentΠ = J◦∆ carries equivalent information to
∆. Its eigenvectors can be thought of as defining directions of principal tor-
sion (or twist) and are simply rotated relative to those of ∆ by pi/4 about the
director. Nonetheless, formaterials with chiral interactions or structure, it is
these directions, rather than the eigenvectors of ∆, that are often more vis-
ibly recognisable, as is elegantly illustrated in the experiments of Armon et
al. [91] on the opening of chiral seed pods, and those of Efrati and Irvine [80]
on stretched elastic sheets.
Second, if the umbilic forms a closed loop then thewinding of the angle θ
along the contour length of the umbilic (a longitude) conveys a second inte-
ger invariant. Of course, this latter depends on both the choice of longitude
and the homotopy class of the local trivialisation {d1,d2}. We describe this
in detail later.
3.2 GLOBALDEFINITION OFUMBILICS AND THEIR TOPOL-
OGY
The umbilic lines we have identified convey topological information about
the vector field n, specifically the Euler class of the orthogonal 2-plane bun-
dle, ξ, through a combination of the Gauss-Bonnet-Chern theorem [92–95]
and Poincaré duality. The curvature of a vector bundle represents a char-
acteristic cohomology class that can be integrated over homology cycles to
produce topological invariants. By Poincaré duality this can be viewed as
a homology class and the umbilics furnish a representative of this Poincaré
dual. We shall develop this general topology of orientational order in terms
of a natural connection on the vector bundle that the spin 2 transformation
∆ takes values in.
As before, let n be a unit vector field in R3; then it defines a splitting of
3.2. GLOBAL DEFINITION OF UMBILICS AND THEIR TOPOLOGY 65
Figure 3.2: The splitting TR3 ∼= Ln ⊕ ξ induced by orientational order. Left: A sim-
ple helical director profile, corresponding to the ground state of a cholesteric liquid
crystal or helimagnet. Right: An idealised, axisymmetric Skyrmion profile, the cen-
tral portion of which is a standard idealisedmodel of double twist cylinders in blue
phases.
the tangent bundle
TR3 ∼= Ln ⊕ ξ, (3.13)
into a real line bundle, Ln, of vectors parallel to n and a rank 2 real vector
bundle, ξ, of vectors orthogonal to n. Examples of this splitting are shown in
Figure 3.2. The gradients ofn take values inTR3 ∗⊗ξ ∼= (L∗n⊗ξ)⊕(ξ∗⊗ξ), with
the first part containing the bend deformations and the second the perpen-
dicular gradients given locally in (3.6). By complete analogy with the clas-
sical differential geometry of surfaces we call these perpendicular gradients
the shape operator of the orientational order and think of it as a linear trans-
formation on the orthogonal 2-planes.
The shape operator decomposes in the following way. Local rotations
about the director field correspond to a local symmetry and endow the bun-
dle ξ with a natural SO(2) action, under which the tensor product ξ∗ ⊗ ξ
splits into a direct sum I ⊕ J ⊕ E, where I and J are trivial line bundles
and E is a rank 2 vector bundle. Correspondingly, the shape operator has
the decomposition
∇⊥n = ∇ · n
2
Iξ +
n · ∇ × n
2
J + ∆, (3.14)
given previously in (3.6). Here, Iξ is the identity transformation and J = n×
is a complex structure on ξ, now defined globally, while ∆ has the global
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definition
∆(v) =
1
2
[(
v · ∇)n+ n× (n× v · ∇)n], (3.15)
for any v that is a section of ξ. The umbilics are identified with the zeros of
∆; they encode the topology of the orientational order.
Without repeating toomuch of the local description given previously, we
note that composition with the complex structure again yields the chirality
pseudotensor [80], χ = J ◦ ∇⊥n, and that the spin 2 component of this,
Π = J ◦∆, can be expressed globally as
Π(v) =
1
2
[
n× (v · ∇)n− (n× v) · ∇n], (3.16)
for any v that is a section of ξ, and is also a section of E. We reiterate that
althoughΠ and∆may be obtained one from the other by composition with
the complex structure, they are orthogonal with respect to the natural inner
product 〈Π,∆〉 = 12Tr(ΠT∆). At the same time, they share the same magni-
tude and the same zero set, the umbilicsU . Thus, away fromumbilic lines,Π
and∆ represent two non-zero orthogonal sections ofE, and so they provide
a basis for E|R3−U and also define a natural connection 1-form
A =
〈Π,∇∆〉
〈∆,∆〉 . (3.17)
This 1-form conveys the fundamental topology of the orientational order.
We give in (3.17) a global definition of A that emphasises its naturality
andmakes clear how it arises. In a local chart it can be represented in terms
of the eigenvectors, p+ and p−, of ∆ and has components Ai = 2p−a ∂ip+a ,
an expression perhaps closer in form to the usual way of writing Berry con-
nections. However, one must keep in mind that this representation is only
local in the present context; otherwise it only serves to obfuscate the natu-
ral structure. The exterior derivative of A, ΩE = dA, is the (Berry) curvature
of the vector bundle E. It is equal to twice the curvature of ξ on account of
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E being a spin 2 subbundle of ξ∗ ⊗ ξ. (This is also evident from the local
expression in terms of the eigenvectors p±.)
A fundamental property of an umbilic is given by the integral of the con-
nection 1-form (3.17) around any simple closed loop γ encircling the um-
bilic. Let Σ be an oriented surface with boundary γ, as in Figure 3.3. If Σ is
generic then the umbilics will intersect it transversally in some number of
distinct points. Let {Di} be disjoint small discs in Σ about each of these in-
tersection points and denote their boundaries by {Ci}. Then |∆| is nowhere
zero on Σ− {Di} and ∂(Σ− {Di}) = γ unionsq {Ci} so that by Stokes’ theorem
∫
γ
A−
∑
i
∫
Ci
A =
∫
Σ−{Di}
dA =
∫
Σ−{Di}
ΩE . (3.18)
To extend the analysis over the umbilics, we can introduce a local trivialisa-
tion of Ln ⊕ ξ on each of theDi, which we denote by the orthonormal basis
{n,d1,d2}. Then e1 = d1 ⊗ d1 − d2 ⊗ d2 and e2 = d1 ⊗ d2 + d2 ⊗ d1 form a
local basis forE. In such a basis∆ = |∆| cos θ e1+|∆| sin θ e2 andA = dθ+2ω
where ωi = (d2)a∂i(d1)a is the connection 1-form on ξ for this basis (the fac-
tor of two accounts forE being a spin 2 bundle). With this, one finds at once
the Gauss-Bonnet-Chern theorem [96] in the form
−1
2pi
∫
Σ
ΩE +
1
2pi
∫
γ
A =
∑
i
1
2pi
∫
Ci
dθ,
=
∑
i
indexΣ Ui, (3.19)
which defines the index of an umbilic, an integer associated to its intersec-
tion with a surface. Note that, as alluded to earlier, the index of an umbilic
is not simply the winding number of the angle θ that characterises the lo-
cal profile as that is measured relative to a local basis for ξ, while the index
uses the orientation on the surface Σ; there is, therefore, an additional sign
according to whether dθ is cooriented with Ci or not.
It is instructive to contrast this situation, where the type of profile does
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not carry topological information, with that of umbilical points of surfaces
where it does. This occurs because in the case of surfaces n is fixed to be the
normal to Σ, and so dθ is always cooriented with Ci.
One can understand this relation between the profile and index in terms
of oriented umbilics. The 1-form A circulates around umbilic lines, orient-
ing them such that the circulation is right handed. If one orients umbilics in
this way, the expression for the index in (3.19) is rewritten as
indexΣ Ui = siInt(Ui,Σ), (3.20)
where Int(Ui,Σ) is the signed number of intersections of Ui with Σ and si ∈
N is the absolute strength of the umbilic Ui. Examples illustrating this are
shown in Figures 3.1 and 3.4; wedescribe only the latter (the former is essen-
tially identical). Figure 3.4 shows a Skyrmion lattice, a well-known structure
seen in a variety of systems [53–56, 61, 97–100]. The umbilics form a lattice,
with s = 2umbilics each surrounded by six s = 1umbilics. The eigenvectors
of Π show the central umbilic having a +1 profile, and the six outer umbil-
ics a−1/2 profile. All the umbilics have the same orientation induced by A,
and so their intersectionnumbers, and thus indices in (3.19), are all positive.
For the +1 profile, −1/2 profile and the orientations to all be consistent, it
is necessary that n rotates by pi when passing from the central umbilic to an
outer one.
The curvature of the bundle ξ can be expressed in terms of the director
field as
Ωξ = −1
2
abcn
a∂in
b∂jn
cdxi ∧ dxj . (3.21)
This is because each2-planeof thebundle ξ is explicitly embedded inR3 (see
Figure 3.2) and the expression is just the extrinsic definition of curvature in
terms of the (generalised) Gauss map, and so can be viewed as the pullback
of the area 2-formon the targetS2 to thematerial domain. (3.21) also follows
from an explicit calculation in local coordinates for any particular texture,
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Figure 3.3: Anatomy of an umbilic line. Top. The vector∇×B is tangent to generic
umbilic lines, giving themanatural orientation. This orientation is compatiblewith
that induced by A. Middle. The vector field n and associated orthogonal plane ξ.
Note that in general the tangent vector of the umbilic does not align with n. ξ is
oriented by n and so gives a natural cycle along which to measure the winding. For
a generic umbilic if n ·∇×B > 0 then the eigenvectors of∆ have a+1/2 profile and
if n · ∇ × B < 0 the eigenvectors have a −1/2 profile. Bottom. A measuring cycle γ
bounding a surface Σ. Whether γ measures the winding of the umbilic as positive
or negative depends on whether the umbilic – oriented by ∇ × B – intersects Σ
positively or negatively.
say a radial hedgehog. A third way to establish it is through a calculation in
the style of the Mermin-Ho relation [49], a good account of which has been
given by Kamien [101]. The curvature of E is equal to twice this, ΩE = 2Ωξ,
since E is a spin 2 subbundle of ξ∗ ⊗ ξ. Therefore, when Σ is closed, or the
boundary term vanishes, we have
∑
i
siInt(Ui,Σ) =
1
2pi
∫
Σ
abcn
a∂in
b∂jn
cdxi ∧ dxj = 4q, (3.22)
or the sum of the indices of the umbilics piercing Σ is equal to four times
the Skyrmion number. This then establishes a general relationship between
Skyrmions and umbilics. This is illustrated in Figure 3.4 where each unit cell
contains one s = 2 umbilic and six s = 1 umbilics, each of which are shared
between three unit cells, giving a total count of 2 + 6 × 1/3 = 4, i.e. there is
one Skyrmion in each unit cell.
This correspondence between Skyrmions and umbilics can be seen as a
version of Poincaré duality, giving a natural way to localise Skyrmions to a
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2
Figure 3.4: Skyrmion lattice simulated in a triply periodic cell using the free energy
(3.1). Each unit cell possesses a single central s = 2 umbilic, with the six outer s = 1
umbilics each shared between 3 unit cells giving a total count of 2 + 6 × 1/3 = 4
umbilics = 1 Skyrmion per unit cell. Top Left : Unit vector field n in a Skyrmion
lattice. Top Right : Contour plot of |∆| showing the umbilic lines forming a lattice of
tubes. Bottom Right : Eigenvector field of Π, illustrating the +1 winding around the
central umbilics and −1/2 winding around the outer umbilics. Note that both are
counted with the same sign as the orientation of n changes from one to another.
Bottom Left : Umbilics form lines in three dimensions.
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set of points or lines. The set of umbilics U in a three dimensional systemM
gives a representative of a cycle in H1(M). The Poincaré dual of this is the
cocycle e(E) ∈ H2(M), the Euler class, which depends only on the topol-
ogy of the bundle E and hence n, and gives a global constraint on the total
number of umbilic lines in the system in terms of the topology of n. As a
spin-2 vector bundle, e(E) = 2e(ξ) = 4[n], where [n] ∈ H2(M) is the cocycle
represented by n2. In the absence of torsion in H2(M)3, there is a canoni-
cal representative of the cocycle 4[n] as a 2-form which is given through the
Chern-Weil homomorphism by Pf(−ΩE/2pi), where Pf is the Pfaffian, which
leads to (3.19).
An example of the Euler class as a global constraint on umbilics is given
by the case ofmonopoles, illustrated in Figure 3.5. As realised in chiral ferro-
magnets, these are point defects in themagnetisation thatmediate changes
in the number of Skyrmions [57]. In the local neighbourhood of a point de-
fect the topology of n is described by an integer q ∈ pi2(S2) ∼= Z, the charge
of the point defect. Through (3.22) one finds that a sphere surrounding this
point defect must be pierced by umbilics of total index 4q. In Figure 3.5 we
show a simulation of two ±1 point defects, or monopoles, in a chiral ferro-
magnet. There are four umbilics, each of generic type, ending on the point
defects in a manner reminiscent of Dirac strings [92]. On a slice in the mid-
plane of the cell n contains a Skyrmion, illustrating the well-known creation
and annihilation of Skyrmions in terms of point defects, observed experi-
mentally [57].
3.3 LOCAL PROFILES OF UMBILIC LINES
Simple examples of umbilic lines, such as the Skyrmion lattice in Fig. 3.4,
possess translational symmetry along the umbilic, with the tangent vector
2Ifn is considered as amap into S2, then homotopy classes are given by an element inH2
with additional data associated to the Hopf invariant.
3Here, torsion is meant in the sense of group theory – i.e. H2(M) contains elements of
finite order – and not in the geometric sense.
72 3. UMBILIC LINES
Figure 3.5: Transientmonopoles and umbilic lines observed in a simulated quench
of the free energy (3.1). Left: Contours of constant value of |∆|. The blue lines are
umbilics, the beige spheres aremonopoles (point defects). Each umbilic has wind-
ing n = 1. They are all oriented similarly, so that the sum of the umbilics enter-
ing/leaving the negative/positive point defect is 4, in accordance with (3.19) and
corresponding to the Skyrmion created between the monopoles. Top Right: Cross-
section showingn on the shaded plane. As amap from the plane toS2, it has degree
1, indicating the presence of a Skyrmion. Bottom Right: Contour plot showing the
magnitude of log(|∆|) on the shaded plane, the umbilics are clearly picked out.
of the umbilic pointing parallel to n. Both these situations are not generic;
the local profile of umbilic lines may change along their length and the tan-
gent vector of the linedoesnothave tobeparallel ton. Todescribehow these
quantities can vary one needs to understand the local structure of umbilic
lines, the focus of this section. Ultimately this local description will lead to
the definition of global linking invariants or umbilic loops in the next sec-
tion. This can be considered analogous to the situation earlier, where the
local structure of umbilics in orientational order led to global invariants,
namely Skyrmions.
Generic umbilic lines carry a canonical orientation through the vector
B, defined as
Bi = 〈Π, ∂i∆〉 = 〈∆,∆〉δijAj , (3.23)
which assigns a tangent vector to the umbilic, provided it is generic, as fol-
lows. In an arbitrary local trivialisation, ∆ = s1e1 + s2e2 and an umbilic is
defined as the intersection of the two surfaces s1 = 0 and s2 = 0 and so its
tangent vector will be∇s1 ×∇s2. Note that while the values of s1 and s2 de-
pend on the choice of basis, the tangent vector does not. In this local form
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we can write
B = s1∇s2 − s2∇s1 + 2(s21 + s22)ω, (3.24)
where ωi = (e2)a∂i(e1)a, so that on an umbilic we have∇×B = 2∇s1×∇s2
and hence the vector∇ × B points along umbilic lines, canonically orient-
ing them. As indicated in Fig. 3.3 this orientation is compatible with that in-
duced by the circulation inA previously discussed. As alluded to in Figs. 3.1
and 3.4, the discrepancy between the type of profile and index of an um-
bilic depends on the relative orientation between n and the umbilic line. To
measure whether the eigenvectors of a generic umbilic have winding ±1/2
one should integrate A along a contour γ chosen such that its orientation
matches the orientation imparted to ξ by n. One can then show that the lo-
cal profile is±1/2 depending on
Sgn(n · ∇ ×B), (3.25)
the analysis being identical to that given by Berry and Dennis for C lines in
electromagnetic fields [70, 102]. The freedom between the relative orienta-
tions of umbilic lines and n means that n · ∇ × B can pass continuously
through zero, changing the type of profile from ±1/2 to ∓1/2, in a similar
manner to nematic disclinations [21].
This quantityn ·∇×B can be used to further characterise the local struc-
ture of umbilic lines. Along an umbilic ∆ vanishes and generically we can
expect it to vanish linearly. Its local profile is then given by the form of the
linear order terms in ∆ in the immediate vicinity of the umbilic. Equiva-
lently, generically we can expect the gradients of ∆ to be non-zero on the
umbilic and the local profile is then given by the structure of∇∆ evaluated
on the umbilic. As usual, we split the gradients into the components parallel
ton and thoseperpendicular to it, andconsider only the latter. Thenon-zero
part of these transverse gradients, evaluated on the umbilics, takes values in
ξ∗ ⊗ E, so it is this part that we need to focus on. A section of this bundle
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characterising the local profile of the umbilic can be constructed from ∇∆
as follows. If IE is the projection onto E in TR3 ∗ ⊗ TR3 then we define the
differential operator∇ξ as∇ξ∆ = Iξ∇∆IE . By construction∇ξ∆ is a section
of the bundle ξ∗ ⊗ E. Under the action of SO(2) the bundle ξ∗ ⊗ E splits
into two rank 2 subbundles, F+ ⊕ F−, where F+ is the spin 1 bundle cor-
responding to +1/2 profiles and F− is the spin 3 bundle corresponding to
−1/2 profiles, and we decompose∇ξ∆ according to this splitting as
∇ξ∆ = ∇ξ∆+ +∇ξ∆−. (3.26)
A short calculation shows that n · ∇ × B = |∇ξ∆+|2 − |∇ξ∆−|2, so that if
|∇ξ∆+| > |∇ξ∆−| the umbilic has a local +1/2 profile, while if the converse
holds the profile is of type−1/2.
This analysis allows us to give a description of the space of local pro-
files for a generic umbilic. Since ∇ξ∆|U is non-zero for a generic umbilic,
but otherwise arbitrary, the space of local profiles has the homotopy type of
the three-sphere, which can be seen as analogous to the ‘Poincaré T sphere’
variables given in [72]. The position of the profile on this three-sphere can
be obtained by normalising ∇ξ∆|U . The equality |∇ξ∆+| = |∇ξ∆−| defines
a Clifford torus which separates the three-sphere into two solid tori corre-
sponding to the different profiles. A natural constraint on an umbilic loop is
for its profile to be of constant type, i.e. for n ·∇×B to be of constant sign or
the profile to stay within a single solid torus. We call an umbilic loop which
satisfies this constraint transverse, as its tangent vector is always transverse
to the planes of ξ. This is not an unphysical constraint, transverse umbilic
lines are commonly found in various chiral structures – typical λ lines in
cholesterics have a local structure in which n is either parallel or antipar-
allel with the tangent vector to an umbilic. Figure 3.6 shows the transverse
umbilic loop found in toron excitations in frustrated cholesterics [8,9], sim-
ulated using (3.1).
The condition of an umbilic being transverse therefore translates as one
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of the twoprofiles having a higher ‘weight’ along the entire length of the um-
bilic. If this is the case then we have |∇ξ∆±|2 6= 0 with the sign depending
on whether the umbilic is positively or negatively transverse. Suppose, for
concreteness, that the umbilic is positively transverse. Then, in a local trivi-
alisation, wewill have∇ξ∆+ = t1f+1 + t2f+2 , with t21 + t22 6= 0, and the space of
positively transverse umbilics has the homotopy type of a circle. The varia-
tion of the profile around a closed, transverse umbilic loop confers another
integer winding number. This number depends on how the basis vectors of
the trivialisation of F+ wind around the umbilic. The ambiguity can be re-
moved by demanding that each of the basis vectors in the trivialisation does
not link with the umbilic. As we will show in the next section, this winding
number can be interpreted as twice a self-linking number for the umbilic
loop, and is related to a relative Euler class of E.
3.4 THE LOCAL PROFILE OF TENSOR FIELD ZEROS IN 2D
An understanding of the profiles of higher order umbilics can be phrased
in terms of the local structure of zeros of a spin-2 field in two dimensions.
This is a specific example of the more general case of zeros of an arbitrary
spin field in two dimensions, which has an elegant structure when phrased
in terms of vector bundles4 and forms an amusing digression.
We will begin with a trivial calculation. Suppose we have two rank 2 vec-
tor bundles E and F on a 2-manifold Σ. They have spinN andM meaning
that under the action of SO(2) corresponding to rotations a section s of E
transforms as
s1e1+s2e2 7→ s1(cos(Nθ)e1+sin(Nθ)e2)+s2(cos(Nθ)e2−sin(Nθ)e1), (3.27)
or, writing as a vector
s 7→ RNθ s, (3.28)
4Of course, it can all be done in half the time by using complex numbers, but we would
like to keep using vector bundles.
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with a corresponding statement for F . Now consider the bundle E ⊗ F . It
has dimension four and under the rotation one finds that it splits into two
irreducible two-dimensional subbundles as
E ⊗ F ∼= A⊕B (3.29)
whereA consists of identity and antisymmetric tensors and has spinN −M
and basis a1 = d1⊗e1 +d2⊗e2 and a2 = d2⊗e1−d1⊗e2; andB consists of
traceless symmetric tensors, has spinM+N and basisb1 = d1⊗e1−d2⊗e2
and b2 = d1 ⊗ e2 + d2 ⊗ e1. Writing bundles with their spin as a subscript
we have the equation
EN ⊗ FM ∼= AM−N ⊕BM+N (3.30)
Now suppose we have a field σ = s1e1 + s2e2, a section of a rank-2 spin
N vector bundle E. Now the first order derivative of σ will be a section of
T ∗Σ⊗ E, and by (3.30) this decomposes as
T ∗Σ⊗ EN ∼= D(1)EN−1 ⊕D(−1)EN+1, (3.31)
since T ∗Σ has spin 1 and we have used the notation D(a)EM to denote a
subbundle corresponding to a spinM derivative of E, a is associated to the
winding of a zero whose derivative only has values in the bundle, and will
be explained below. To understand the full structure we will need to go one
step further, and look at second derivatives. In this case we are looking at a
section of the bundle
T ∗Σ⊗ T ∗Σ⊗ EN ∼= D(1,1)EN−2 ⊕D(1,−1)EN ⊕D(−1,1)EN ⊕D(−1,−1)EN+2.
(3.32)
A short calculation in termsofbasis vectors shows that thebundlesD(1,−1)EN
and D(−1,1)EN are the same. If we denote ∇± to be the restriction of the
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derivative to the appropriate subbundle, then this structure can be summed
up by the diagram.
E
D1E D−1E
D(1,1)E D(1,−1)E D(−1,−1)E
∇+
∇−
∇+
∇−
∇+
∇−
This diagramhas a natural extension to arbitrary order, and it commutes up
to the pth row for a zero of order p. This is a consequence of the following.
Suppose there is a point x such that σ(x) = 0. Then the order of the zero at x
is the lowest p such that∇pσ 6= 0. Now, if ω is a connection form for E then
∇σ = ∂σ + ωjikσj , (3.33)
so that if we restrict the derivatives to be of order ≤ p we can consider the
connection to be flat in the vicinity of the zero, since any terms coming from
the connection will be multiplied by σ(p) = 0 or lower order gradients.
Now suppose there is a zero of order p, but that its pth derivatives lie en-
tirely in a single subbundle, as distinguished on symmetry grounds. Then,
purely by symmetry, one can deduce the winding of the zero. To see this
consider the field σ(x)with σ(0) = 0. Then, if one considers a circuit around
the zero, it is possible to deduce that the winding of a zero of a spin N field
corresponding to a spinM subbundle is N −M . This is illustrated in Table
3.1. Finally, one can use this relationship to observe changes in the symme-
try of a zerowhen one tries to change the symmetry of a field. The canonical
example of this operation is decorating a line field with an orientation. Sup-
pose one has a spinN field σ with a zero of spinM , then by trying to change
the symmetry of the field, one creates a new field with spin N/p for an in-
teger divisor p of N . One can see, then, that this will only be possible if the
spin of the zero,M , is equal to pM ′.
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Order Charge Spin Profile Charge Spin Profile
1 12 1 −12 3
2 1 0 −1 4
3 32 -1 −32 5
4 2 -2 −2 6
5 52 -3 −52 7
6 3 -4 −3 8
Table 3.1: Local structure of zeros for a spin 2 field in two dimensions up to order
6. The spins of the profile correspond to the spins of the associated vector bundles.
Note that the sum of the spins in a given order is equal to twice the spin of the orig-
inal field, in this case 4. Also note that the charge 1 profile has spin zero, meaning
one can distinguish a star and a centre on symmetry grounds.
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3.5 UMBILIC LOOPS
The umbilics of three-dimensional orientationally orderedmaterials are ex-
tended line-like objects, however most of the properties we have described
so far can be associated to isolated points along the umbilics. For example
the points of transverse intersection with an appropriate surface (or slice
through the material) count numbers of Skyrmions, merons, or λ defects. It
is clear, however, that these locally measurable objects do not represent all
the information encoded by umbilic lines; if one has a closed umbilic loop
then, as discussed above, the local properties at each point must stitch to-
gether consistently along the loop conveying both geometric and topologi-
cal information about the orientational order.
Umbilic loops have been observed in experimental systems [9, 10, 74],
and a motivating set of examples are the so-called torons [8], illustrated in
Figure3.6. These soliton structures canbegenerated ina frustratedcholesteric
cell, with the director held vertical along the top and bottom. As shown in
Figure 3.6(a), they display a characteristic umbilic loop, in the form of a cir-
cle sitting in the midplane of the cell. This loop is of generic type, with the
eigenvectors of Π having a monstar profile.
As with local properties of umbilic lines, much of the structure of loops
is encoded in the 1-form A. Previously we have obtained local information
about umbilics by integratingA around a meridian. The first step to under-
standing their global structure is to integrateA along a longitude. SinceA is
singular on an umbilic, wemust define this integral as a limit. IfUi is an um-
bilic, then let U ′i be a curve close to Ui that has zero linking number with it.
The integral ofA over U ′i is well defined and if all the umbilics in the system
are closed loops we can take the limit U ′i → Ui to obtain
∫
Ui
A = 2pi
∑
j
sjLk(Ui, Uj) +
∫
Σ
ΩE , (3.34)
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Figure 3.6: Umbilic lines in a toron. (a) Simulation results showingpoint defects and
characteristic umbilic loop in a toron. The umbilic loop is transverse and has zero
self-linking number. The point defects have opposite charge, due to lattice effects
the simulation does not resolve the umbilic lines connecting them, though they are
clear in the topology of the eigenvector field. (b) Diagram illustrating the umbilic
structure of the toron in S3 when the boundary of the cell is collapsed to a point,
note that the umbilic loops connecting the point defects each have strength s = 2,
for a total of 4, as required by (3.19). (c) Simulation results showing director field
for the toron. (d) Contour plot showing the value of |∆|. (e) Eigenvector field of Π.
Note that the umbilic loop is generic and has a monstar profile.
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Figure 3.7: The self-linking number for transverse umbilic loops. The red curve U ′
is formed by pushingU along an eigenvector fieldp∆ of∆. The self-linking number
is then computed as the linking number of U with U ′. The umbilic must be trans-
verse to ensure that U ′ does not cross U . Because the eigenvectors are degenerate
on the umbilic, one evaluates p∆ on a line close to U , Uˆ , that has zero self-linking
number with U . Such a line can be found by drawing an orientable surface whose
boundary is U and pushing U into that surface. Note that because eigenvectors are
line fields, the self-linking number can be a half-integer, corresponding to p being
non-orientable along the longitude of U .
where Σ is an orientable surface bounded by Ui. The requirement that U ′i
have zero linking with Ui ensures that the limit is well defined but in gen-
eral the result depends upon this choice of framing.∑j sjLk(Ui, Uj) = e(Ui)
in (3.34) is an integer associated to the umbilic line, the relative Euler class,
and counts the number of umbilics linking Ui. There are two natural ques-
tions to ask of this quantity. The first is whether it corresponds to any local
geometric structure of the umbilic line; the second is whether it relates to a
global property of n. On both counts the answer is yes. Geometrically (3.34)
is related to both a self-linking number and the winding number defined
in the previous section. Globally we will show that it is related to the Hopf
invariant of n.
To see this suppose U is a transverse umbilic loop, then let Uˆ be a loop
close to U of zero linking number with U . Evaluate one of the eigenvectors
of ∆, p+∆ say, along Uˆ and then push U along this eigenvector field to form a
new loop, U ′. The linking number Lk(U,U ′) is then taken to define the self-
linking number of the transverse umbilic, Sl(U). This construction is shown
in Figure 3.7. Note that since p+∆ is a line field, Sl(U) may be a half-integer
corresponding to p being non-orientable along the longitude of U .
With this notion in hand the correspondence between the self-linking
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number and thewindingnumber coming from the variationof the local pro-
file defined in the previous section can be established. Choose a trivialisa-
tion {d1,d2} of ξ on a neighbourhood of U such that the linking number of
U pushed off along d1 (say) is zero, then the winding of ∇ξ∆+ with respect
to the chosen trivialisationwill give twice the self-linking number. Note that
the geometric definition of the self-linking number did not depend on the
zero of ∆ being of linear order. The relationship between between the self-
linking number and the relative Euler class of a transverse umbilic is then5
Sl(U) = Sl(U) + 1
2
e(U). (3.35)
There is a new term in this equation, Sl(U), the transverse self-linking num-
ber of U . Sl(U) is a geometric quantity, preserved under deformations that
keepU transverse. A similar notion is studied in the context of contact topol-
ogy [103] where it provides useful geometric information, but we do not
know of a general discussion in the case of arbitrary n.
Wenowturn to the relationshipbetween the linkingofumbilics andglobal
properties of n. Associated to the 1-form A is the Chern-Simons 3-form,
A ∧ dA, and it is natural to ask whether the integral over the complement
of U , ∫
A ∧ dA, (3.36)
gives some information about umbilic lines andn. This integral canbe com-
pared to the similar helicity integral for a fluid flow and the Abelian Chern-
Simons action. Both these quantities are related to linking numbers, of vor-
tex lines in the case of helicity [104–106] andWilson loops in Chern-Simons
theory [107, 108] and, as we will show, it is no different for umbilics, (3.36)
connects the linking numbers of the umbilic loops with the Hopf invariant
of n. To proceed we will assume that the material domain is S3, with no de-
fects and that the zero set of ∆ is one-dimensional. By a compactification,
5To see that (3.35) is correct it is enough to show that increasing e(U) by 1 increases Sl(U)
by 1/2 coupled with standard arguments from contact topology [103].
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Figure 3.8: Umbilic lines in the Hopf fibration. Top: Umbilic lines given as isosur-
faces of |∆| for a simulatedHopf fibration. The two lines in themid plane of the cell
are both generic, with the same orientation. For symmetry reasons the central um-
bilic is not generic and has s = 2. On the boundary of the cell n is uniform, which
means that the Hopf invariant is well-defined. Note that the system is totally um-
bilic on the boundary. If you compactify the domain by collapsing the boundary to
a point, then one can interpret the central vertical umbilic line as passing through
this point. BottomLeft : director field for theHopf texture. BottomRight : Schematic
of the relationshipbetweenumbilic lines inS3. Twogeneric s = 1umbilic lines each
link with one s = 2 umbilic line that passes through the point at infinity.
this assumption that the domain isS3 is equivalent to examining a system in
R3 for which limx→∞ n(x) = n0, a constant. An example of such a system is
illustrated by the Hopf fibration, which has been experimentally realised in
frustrated cholesterics [9], illustrated in Figure 3.8, and the aforementioned
toron. In both these systems n is constant on the boundary of the cell. Be-
cause of this∆ = 0 on the boundary and one should consider these systems
as having an umbilic line passing through the point ‘at infinity’, which in
Figures 3.6 and 3.8 is just the boundary of the system.
Topologically the configuration inFigure 3.8 is unusual, it is non-singular
but not homotopically equivalent to a constant. The difference is that it has
anon-zeroHopf invariant. This integer invariant distinguishes topologically
distinct non-singular textures in R3 which are constrained to tend to a con-
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stant at infinity and is typically visualised in termsof linking of pre-images of
two orientations using the Pontryagin-Thomconstruction [9]. In our setting
however one can give a slight re-interpretation of the famousWhitehead in-
tegral formula [109], similar to that given by Arnol’d [106], to show that the
Hopf invariant is also the Chern-Simons invariant of the bundle ξ. In our
interpretation, if one takes a ω to be a connection form for ξ, then dω is the
curvature of ξ and the Chern-Simons integral
1
(4pi)2
∫
S3
ω ∧ dω (3.37)
computes the Hopf invariant of n.
Nowwe turnback to our integral (3.36). As discussed, we assume thema-
terial domain is S3 (or R3 with uniform boundary conditions). This means
that we can give a global trivialisation of ξwith connectionω and our 1-form
A can be written asA = dθ + 2ω. This allows us to write
∫
S3−U
A ∧ dA = 4
∫
S3−U
ω ∧ dω + 2
∫
S3−U
dθ ∧ dω (3.38)
or, since U has measure zero
∫
S3−U
A ∧ dA = 4(4pi)2H + 2
∫
S3−U
dθ ∧ dω (3.39)
whereH is the Hopf invariant of n. Now we need to evaluate the integral of
dθ∧dω over S3−U . Wewill first do a simpler integral, over S3−N(U), where
N(U) is a neighbourhood of the umbilic lines. By Stokes’ theorem this can
be reduced to an integral over the boundary ofN(U) as
∫
S3−N(U)
dθ ∧ dω =
∑
i
∫
∂N(Ui)
ω ∧ dθ. (3.40)
The boundary of the neighbourhood of each umbilic line is a torus and be-
cause our domain is S3 we can choose a preferred longitude for each torus
that has zero linking with the umbilic at its centre. This allows us to specify
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a decomposition of each boundary component into S1M × S1L. If we choose
N(U) small enough, then along eachmeridian of the torus ω will be approx-
imately constant and equal to its value on the umbilic line. The integral over
each boundary component can then be written as:
∑
i
∫
∂N(Ui)
ω ∧ dθ =
∑
i
∫
S1L
ω∗
(∫
S1M
dθ∗
)
(3.41)
where we have pulled the forms back to each S1.
The integral of dθ is trivial, it evaluates to si2pi, where si is the strength
of the ith umbilic. Finally, we take a limit as N(U) → U and obtain a sum of
Wilson loop integrals
lim
N(U)→U
∑
i
∫
∂N(Ui)
ω ∧ dθ = 2pi
∑
i
si
∫
Ui
ω. (3.42)
Now from the Gauss-Bonnet-Chern theorem (3.19) we can relate integrals
of ω along umbilics to integrals of A. Putting this together with the above
equations we obtain
1
(4pi)2
∫
S3−U
A ∧ dA− 1
8pi
∑
i
si
∫
Ui
A
= 4H − 1
4
∑
ij
sisjLk(Ui, Uj) (3.43)
This equation relates analytic data, the integral ofA∧dA andWilson loop in-
tegrals, to topological data, namely the linking number of the umbilic lines
and the Hopf invariant. We hope that this relationship will allow for an in-
terpretation of the creation and destruction ofHopf solitons in terms of um-
bilic lines, however we do not currently have a deep physical understanding
of this relationship.
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3.6 EXAMPLES OF LINE FIELDS: BLUE PHASES
So far in this chapter we have been concerned with the geometric proper-
ties of vector fields and our discussion of line fields has been confined to
the observation that a local orientating of a director is always possible and
so a local definition6 of umbilics passes through to the non-orientable case,
with the only effect of potential non-orientability relating to the global con-
straints on umbilic lines, which will be dealt with extensively in Chapter 4.
However, not all orientationally ordered systems are described by either
a vector or a director field. In Chapter 1 we considered tensorial order pa-
rameters, in particular Q tensors, and it is natural to ask whether umbilic
lines exist in these systems also. Much of this section is built around dis-
cussion of a beautiful set of examples, the cholesteric blue phases. These
remarkable materials are characterised by periodic orientational order cor-
responding to crystalline space groups, while remaining three-dimensional
fluids. Two distinct cubic structures, BPI with space group O8−(I4132) and
BPII with space group O2(P4232), are observed on varying temperature or
the amount of chiral dopant [86, 87,110], while several other structures can
be induced by applied electric field effects [111–113] or confinement [114],
and there is also an amorphous phase, known as BPIII [115]. Their structure
arises because the local optimal configuration for the chiral free energy is
one of double twist (illustrated in Figures 3.1 and 3.2), but this is only locally
favourable and the structure becomes energetically unstable if it extends too
far. This leads to a frustrated arrangement where locally preferred regions
of double twist form periodic arrays interwoven by a network of disclina-
tion lines [86, 87]. The blue phases have a long-standing association with
Skyrmions in chiral magnets, with which they may be considered analo-
gous, and this connection continues to stimulate considerable interchange
of ideas between the two fields [10,116–119].
6Here local has the rather tautological definition of a region in which nmay be oriented,
in liquid crystalline systems thiswill typicallymean a region containing no disclination lines.
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Tobeginourdiscussionofumbilic lines inQ tensors,wenote that as ξ∗⊗ξ
is a subbundle of TR3 ∗ ⊗ TR3 the linear transformation Π, equation (3.16),
can be embedded in a 3×3 matrix and expressed, in a Cartesian basis, as
Πij =
1
4
ilk
[
nl∂knj + nl∂jnk − njnlnm∂mnk
]
+
1
4
jlk
[
nl∂kni + nl∂ink − ninlnm∂mnk
]
.
(3.44)
The issue at hand is what a suitable replacement should be if we express the
orientational order using aQ-tensor rather than the director field. The usual
approach to obtaining such a replacement is to adopt algebraic methods
rather than geometric ones7; one constructs a list of potential expressions
and selects on the basis of how they reduce when the Q-tensor is written in
terms of the director field. Following this procedure, we find that the expres-
sion
Π˜ij =
1
4
ilk
[
2Qlm∂kQjm +Qjm∂kQlm
+Qlm∂jQkm −Qjl∂mQkm
]
+
1
4
jlk
[
2Qlm∂kQim +Qim∂kQlm
+Qlm∂iQkm −Qil∂mQkm
]
,
(3.45)
reduces toΠij when theQ-tensor isuniaxial, with constantmagnitude,Qij ∝
ninj − 13δij . We subtract its trace and adopt it as an appropriate Q-tensor
analogue ofΠ. In simulations, the umbilic lines can then be identified using
isosurfaces where the norm of Π˜ drops below a threshold value.
Illustrations are given in Figure 3.9 for some standard blue phase tex-
tures. The umbilics coincide with structural motifs that have been identi-
fied previously, either through symmetry considerations [120] or by taking
a singular value decomposition of the Q-tensor, as in the work of Čopar et
7We are reminded here of a sentiment put forth by Michael Atiyah: “Algebra is the offer
made by the devil to themathematician. The devil says: ‘I will give you this powerfulmachine,
it will answer any question you like. All you need to do is give me your soul: give up geometry
and you will have this marvellous machine.’ ”, from page 7 ofM.F. Atiyah,Mathematics in the
20th Century, Bull. Lond. Math. Soc. 34, 1-15 (2002).
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BPII
BPI O8+
BPX
Figure 3.9: Umbilic lines in the blue phases. The umbilics are indicated by blue
isosurfaces, while the network of disclination lines is shown by bronze isosurfaces.
The textures BPI and BPII are the cubic structures observed experimentally. O8+
is a cubic structure with the same space group as BPI but an interchange between
disclination lines and umbilics. BPX is a tetragonal texture observed in an applied
electric field. The arrangement of disclinations and umbilics is the same as inO8+,
although the symmetry is different.
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al. [82]. These motifs are the axes of double twist cylinders [86, 87]. Two re-
marks are in order concerning this. First, the pattern of umbilic lines in BPII
(see Figure 3.9) does not correspond to the array of double twist cylinders
traditionally depicted in the literature. In the traditional depiction the dou-
ble twist cylinders are taken along the 2-fold axes lying in the faces of the
conventional unit cell and, indeed, inspection by eye reveals these lines to
have the same general structure as model double twist cylinders [86] (see
Figure 3.1). However, in a Q-tensor description of BPII these are not de-
generacies where the local structure is axisymmetric, as in the standard ide-
alised picture of a double twist cylinder; rather they are 2-fold lines where
the Q-tensor is maximally biaxial [14, 82, 121]. Second, it is perhaps worth
emphasising that the umbilics identified in all other blue phase textures also
differ from the standard idealised picture of a double twist cylinder. This is
because the idealised axisymmetry of the latter constrains it to be a degen-
erate winding +2 umbilic, whereas those that are found in periodic textures
are generic umbilics, typically with a −1/2 profile for the eigenvectors of Π˜,
i.e. a star umbilic.
We have given here only cursory illustrations for periodic blue phases
with crystalline space groups. It would be of interest to also study the struc-
ture of the amorphous BPIII in terms of umbilics, as well as their behaviour
in transitions and rheology. The Q-tensor version of the linear transforma-
tion Π that we introduced here was motivated on algebraic grounds rather
than the geometrical considerations that the rest of our work is founded
upon. It is clear that geometrical considerations can be developed for trace-
less symmetric tensors, parallel to our description of orientational order. It
would be interesting to do so and compare the outcome with the algebraic
construction we have given. We speculate that since the group of symme-
tries of the biaxial phase is discrete, the identification of an umbilic line in a
Q tensor necessarily coincides with degeneracies inQ itself.
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CHAPTER 4
SYNTHESIS: THE CASE OF THE CHOLESTERIC
In this chapterwewill bring together ideas from theprevious chapters, along
with material from the field of contact topology and geometry to try to un-
derstand structures and defects in cholesteric liquid crystals.
Cholesterics are liquid crystals with chirality, typically thoughnot always
due to a chiral dopant. The result is a propensity for the cholesteric to twist,
and the groundstate of such a system is given by
n = cos q0zex + sin q0zey, (4.1)
which is periodic with period pi/q0 (n is a director not a vector), a length-
scale known as (half the) the pitch of the cholesteric [12]. The value of q0
controls the rate of twisting, with the sign dictating whether the twisting is
right or left handed. The value of q0 is not only affected by chemical proper-
ties such as the amount of chiral dopant, but also physical variables such
as temperature. Indeed it is possible to have helical sense inversion as a
function of temperature, where the value of q0 passes from being positive
to negative. This process is continuous, and the system does not undergo
any phase transition [1].
While this groundstate has a simple form, cholesterics themselves sup-
port a huge array of exotic twisted structures, particularly in confined en-
vironments, often accompanied by set of line-like features many of which
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do not correspond to the singular disclination lines found in nematics, and
are instead non-singular. These twisted structures include textures, soliton
structures and other phenomena. Of interest to us include various solitons
in frustrated cholesterics, including those related to topological objects such
asbabySkyrmions [8,10] and theHopffibration [9] and texturesdisplayedby
cholesterics such as oily streaks, which consist of various line defects against
a helical background, and the related fingerprint and fan textures [122,123].
Understanding these structures from the perspective of geometry and
topology has long stood as a challenge, indeed in his 1979 review [26] Mer-
min described constructing a theory of defects in cholesterics as an “im-
portant challenge which the topological methods have yet to come to terms
with” and while various descriptions have been given based on ideas such
as the Volterra process [47] and applications of the homotopy theory [12,46,
124], it is arguable that none of these truly capture the essence of the prob-
lem.
In this chapter we illustrate two different, and hopefully complemen-
tary, approaches to the study of cholesterics. The first is a combination of
the perspectives outlined in the previous two chapters, we discuss how um-
bilic lines formnatural candidates for the familiar λ lines in cholesterics and
other line-like features. In particular, we show how they arise out of a per-
spective based on the traditional notion of the pitch axis. As emphasised in
Chapter 3 this gives a precise definition for these objects, and allows their
properties to be better understood. Using the global perspective we devel-
oped in Chapter 2, we show how the internal topological states associated
to knotted and linked defects can be used to give global constraints on the
number of τ and λ lines in the system. To summarise briefly, in Chapter 2we
outlined how for the space of internal states H1(Σ(L)) for a give link, there
was a distinction between elements of order 2 and (x such that 2x = 0) and
other elements. In cholesterics one finds additional structure based on the
existence of elements of order 4. The result we sketch states that, for an in-
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ternal state x, then if 2x = 0, the state can be represented in a cholesteric
with only χ defect lines (regular disclinations), if 4x = 0, then the state can
be represented with only χ and τ lines and in all other cases one requires
either τ lines, λ line or both.
The second approach is of a different nature altogether. The founda-
tional idea in the study of topological defects is to consider configurations
up to the equivalence relation of homotopy. In cholesterics, however, there
is an alternative choice. This is to consider only deformations of the texture
that preserve its handedness, that is n · ∇ × n 6= 0. One therefore looks for
equivalence classes of twisted field configurations. It turns out that this con-
straint has been studied mathematically under the name of contact topol-
ogy, and indeed the topological classification one finds in this case is far
richer than in the regular nematic case. We give a preliminary exploration of
this, and show how one can distinguish field configurations as cholesterics
when they are topologically equivalent as nematics. It is important to note
that the description we give here is only an outline, one would suspect that
there is much more interesting physics to uncover in this area. Finally, we
conjecture on a possible way to combine these two perspectives into a Floer
homology theory
4.1 OBSERVED DEFECTS IN CHOLESTERICS
Defects in cholestericshave traditionallybeenstudied inmodel settings such
as Grandjean-Cano wedges [45, 48, 125–127]. In these systems a sample of
cholesteric liquid crystal is placed between two plates with strong planar
surface anchoring. If the plates are parallel then the cholesteric will form
its helical phase, illustrated in Figure 4.1, with n undergoing an integer, p,
number of twists from one plate to another. Note that if the separation of
theplatesL is not equal to an integermultipliedbypi/q0, then the cholesteric
will not be at aminimumof the free energy andwill be frustrated. Thewedge
is formed by arranging the plates such that they are at a small angle with re-
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Figure 4.1: Two helical cholesterics in a slab of heightL. The left has four twists and
the right six.
spect to each other. At this point one observes a change from p twists to
p + 1 or p + 2 twists as the separation increases. This change in the num-
ber of twists is typically mediated by a line defect, pointing in the direction
orthogonal to that of increasing cell width. These defects may take several
forms, and were first understood using the Volterra process by Kléman and
Friedel [47] and were grouped into three categories, λ, τ and χ defect lines,
some of which are shown in Figure 4.2.
While wedge and slab geometries provide a controlled setting for the
study of defect lines in cholesterics, the same set of lines has, of course, been
observed in many other contexts, for example, in simulations of cholesteric
droplets [128], frustrated cholesteric cells [129] and in the work of Bouli-
gand [122,123].
4.2 THE THEORY OF THE PITCH AXIS
Historically these line defects have beenorganised through ahomotopy the-
oretic approach involving the introduction of an auxiliary direction in space
known as the pitch axis [12, 46, 124]. The theory is centred around the ob-
servation that the helical groundstate of the cholesteric, (4.1) consists of n
rotating about an axis, in (4.1) this is the z-axis, though in general it is an ar-
bitrary directionp, withp·n = 0 andof course one can forma third direction
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Figure 4.2: Defects in cholesterics and an associated pitch axis, constructed as an
eigenvector of ∆. λ defects are defects in the pitch axis, or umbilic lines. χ de-
fects are defects in n. τ lines are defects in n around which the pitch axis is non-
orientable.
as n× p.1 As such, one obtains a triad of directorsT. The direction p is also
a director, rather than a vector, since directions of twisting are apolar2, think
of a helix or corkscrew, and do not distinguish a direction but only an axis.
Though, of course, it is apolar for a different reason than n is apolar, and so
one should also allow for a theory of the pitch axis in polar materials as well
as liquid crystals.
With the direction p given, the theory of the pitch axis states that the
triadT is an element in a regular order parameter space which, as a triad of
directors, is the biaxial nematic order parameter space. This predicts then,
that cholesterics containnopoint defects, only line defects the typeofwhich
each correspond to a different type singularity in the biaxial order parame-
ter space. This theory fits remarkably well with the structures found in oily
streak cholesterics, as shown in Figure 1.7, where we see that λ lines, which
are non-singular in n, are associated with defects in the pitch axis, χ lines
which are simply standard disclinations and τ lines which are singularities
1Some feel that this direction should be called /n for ‘not n’.
2In fact a helix, which has a handedness and an apolar direction, is a nice example of
an elementary object whose moduli space is a tensor, specifically a rank (in the sense of a
matrix) 1 symmetric section of TR3⊗2.
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v
n
Figure 4.3: The twist of n along v can be thought of as the rate of change of n about
v in the direction along v.
in both the pitch axis and the director.
Despite the observational successes of this theory –which indicate that it
should be along the right lines – it has a conceptual difficulty. The difficulty
is precisely the one raised implicitly by Mermin [26] and Chen [20], in that
the direction p cannot be incorporated into a regular order parameter as it
is a quantity derived from n and as such cannot be varied independently
from n. One can only vary the director and examine the consequences on
the pitch axis. Indeed, all one needs to define a cholesteric is a director field,
which contains all the information about the phase. One should, therefore,
be able to construct a coherent theory of these structures entirely in terms
of singularities in the director.
4.2.1 REMEDIES FOR THE PITCH AXIS
To fix the difficulty with this theory, one should try to define the pitch axis
as a properly derived quantity in terms of n. The first point to note is that it
is apolar, and as such should be an eigenvector of a particular tensor. Our
heuristic notion was that the pitch axis should be ‘the axis along which the
cholesteric is twisting’. Following this intuition, one can define the twisting
of n in a direction v to be the rate of change of n about v, shown in Figure
4.3. In a similar vein to Efrati and Irvine’s [80] work in chirality in materials,
one can consider the twisting T (v) as
T (v) = (v · ∇)n · (n× v) (4.2)
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the pitch axis should then be considered as the unit vector p which max-
imisesT (p). Thisproblemhasa simple solution, in indexnotationone should
maximise
T (p) = pi∂injjklnkpl − λpipi. (4.3)
or
T (p) = piMilpl − λpipi. (4.4)
which has the solution
1
2
(M +MT ) · p = λp (4.5)
There is one additional assumption to make, that is that p · n = 0. If
one does not account for this then T (p) is affected by the value of (n · ∇)n
which is a bend deformation (in particular one can show that (4.5) implies
that p · n ∝ (n · ∇)n). Demanding this orthogonality condition one finds
that p should be an eigenvector of the tensor
−1
2
(
n · ∇ × n)Iξ + Π (4.6)
where the tensors Iξ and Π are defined in Chapter 3, and the tensor acts on
ξ, the orthogonal 2-plane bundle. The pitch axisp should then be the eigen-
vector with largest (in magnitude) eigenvalue.
4.3 UMBILIC LINES AND CHOLESTERIC DEFECTS
Withourdefinitionof thepitch axis, weare in aposition todescribe the types
of lines seen in cholesterics. The first, χ lines, are regular disclinations and
discontinuities inn. λ lines thenbecome singularities in thepitch. These are
degeneracies in the tensor −(n · ∇ × n/2)Iξ + Π, and so are simply generic
umbilics, and we can import our entire theory from the previous chapter.
The last class of lines, τ lines, correspond to disclination lines aroundwhich
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p is non-orientable. Note the slightly different definition in comparisonwith
the τ lines found in the biaxial theory. Since the pitch axis is defined in terms
of n, one cannot evaluate the pitch axis along a disclination.
In terms ofΠ (or indeed∆) we therefore obtain a consistent theory of de-
fects in cholesterics, inwhich the various types of defects can all be explicitly
derived from the gradients of the director n3. As we will show, an advantage
of this description is that we immediately obtain a global constraint of the
λ and τ defects in the system from the Euler class of the orthogonal 2-plane
bundle. Moreover, because we defined the defects in terms of the gradients
in n we can always forget about this additional structure and examine the
topology as a nematic.
The relationship between the Euler class and umbilics in simple cases
such as in connection to point defects and baby Skyrmions has already been
discussed in Chapter 3. Of more interest is the case where one has knotted
and linked defect lines. Recalling Chapter 2, if one has a set of disclination
lines L in R3 with n null-homotopic at infinity, then, ignoring the equiva-
lence relation, the topological class of n is given by an element ofH2(Σ(L)),
whereΣ(L) is the branched double cover of S3 overL. We then suppose that
the cholesteric defects in the systemaredescribedby the tensorΠ, which is a
sectionof the vectorbundleE. Theglobal constraint on the zerosofΠ is then
the Poincaré dual of the Euler class of E, which is e(E) = 4[n] ∈ H2(Σ(L)).
IfH2(Σ(L)) consists wholly of integer summands then the situation is more
or less as illustrated in Chapter 3. Of interest are the cases where H2(Σ(L))
contains elements of order 2 and 4, since these correspond to no required
zeros in Π (or a trivial Euler class).
Suppose one had a director field n containing a linked disclination set
L such that e(E) = 0, i.e. the element in H2(Σ(L)) describing n is of order
2 or 4. Furthermore, suppose that Π contains no zeros, that is there are no
umbilic lines in the system. Our task is to analyse the cholesteric defects in
3Note that this also allows for ‘orientable cholesterics’ where n is a vector rather than a
director, such as chiral ferromagnets.
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this situation.
Now the vector bundle E is a subbundle of ξ∗ ⊗ ξ consisting of symmet-
ric tensors and therefore non-zero sections of E have corresponding eigen-
vectors, p1 and p2, previously identified as potential pitch axes. Since, by
assumption, n does not contain any umbilic lines, these eigenvectors are
globally defined and are sections of the projectivisation of ξ, P (ξ). There are
two possibilities: either the eigenvector fields are orientable, or they are not.
If the eigenvector fields are orientable then one can find a non-zero vector
field v parallel to p1. Since v · n = 0, v is a section of ξ. Since v is non-
zero, ξ must have vanishing Euler class. The Euler class of ξ is 2[n], and so
this corresponds to an element of order 2. Physically, this situation corre-
sponds to no cholesteric defects – since Π is non-zero there are no λ lines
and since its eigenvectors are orientable there are no τ lines. As an exam-
ple take the Hopf link, for which H2(Σ(L)) ∼= Z2. Both these elements are
of order two, so there is no obstruction to either of these textures being re-
alised in a cholesteric without either τ or λ lines. Of course, in an actual
realisation these may exist for energetic, kinetic or more subtle topological
reasons which will be discussed below.
Now we consider the case where the eigenvectors are not orientable. By
similar reasoning to that given above, we therefore conclude that [n] is an
element of order 4. What of the cholesteric defects in this case? By assump-
tion there are no umbilic lines in the system, and yet the eigenvectors of Π
must be non-orientable. This implies that there are closed loops in R3 − L
around which these eigenvectors are non-orientable. The only closed loops
in R3 − L are those that encircle defect lines, hence there must be disclina-
tion lines around which Π is non-orientable – these are τ lines.
Thenatural question to ask at this point is: givenadefect setLwith anas-
sociated homotopy class which is an element of order 4, can one determine
where the τ defect lines can be? If one has a system containing only discli-
nation lines, some of which are τ lines, then the τ lines can be represented
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⇥4
Figure 4.4: Solomon’s Seal and τ lines in a cholesteric. For Solomon’s Seal
H1(Σ(L)) = Z4, this implies that for textures corresponding to elements 1 and 3,
there is no topological obstruction to the removal of umbilic lines, but that such
a removal would result in the pitch axis being non-orientable, indicating the exis-
tence of τ lines. A generator ofH1(Σ(L)) is indicated on the left, as a tether connect-
ing the two components. Multiplying this by 4, one finds a cycle that is cobordant
to a longitude of either of the link components. Either of these, therefore can be re-
alised as τ lines. Finally, note that if one would bring together the two defect lines,
the result would be a λ line.
by a set of longitudes. The homotopy class of n can then be determined by
deducing which element in H1(Σ(L)) gives, up to cobordism, a longitude
whenmultiplied by 4.
Anexample is shown inFigure4.4. The (4, 2) torus link, knownasSolomon’s
Seal, has anassociatedgroupZ4, which contains twoelementsof order 4 and
one element of order 2, therefore there is no obstruction to every possible
homotopy class of texture in its complement having no umbilic or λ lines.
Textures corresponding to the two elements of order 4, however, must con-
tain τ lines. To understand this, note that a generator of this group can be
represented as a tether connecting the link components. Denote this tether
by t, then 4t is equivalent to either of the longitudes. Hence, the elements of
order 4 can be realised as one χ line (disclination) and one τ line. Note that
if one would bring together the two defect lines, the result would be a λ line.
An amusing counterexample to this case is the Hopf link. One can ask
whether it is possible to have a τ line linkingwith a regular disclination. This
would imply that there was an element of order 4 in the groupH1(Σ(L)) for
the Hopf link. But we know that in this case the group is Z2, which has max-
imum order 2, and so one cannot find a τ line linking a regular disclination.
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This statement has its analogue in the theory of biaxial nematics (and thus
the theory illustrated in §4.2), defects of type i and j may not link without a
tether. The technical statement of this constraint is that there must exist a
homomorphism from the fundamental group of the link complement onto
the group Q [31]. Given this, it is natural to ask if other phenomena in the
biaxial theory have their analogues in our construction. One natural ques-
tion to ask is if a λ line may cross a disclination. In the biaxial case we know
the following: recalling the definitions in Chapter 1, the fundamental group
of the biaxial order parameter space is the set of quaternions generated by
{i, j} and has four classes of defects given by −1, ±i, ±j and ±k. The cross-
ing of two defect lines of type x and y leaves a tether of type given by the
commutator xyx−1y−1 (if the group is abelian then crossing of defect lines
is possible). If one uses the theory of biaxials as a model for cholesterics,
then it predicts that the crossing of λ defects and disclinations will lead to a
tether. If one identifies a disclination (χ defect) as i and a λ line as j, then
the tether created by their crossing is of type i · j · −i · −j = −1.
Let us consider the corresponding situation where now the λ line is a
generic umbilic. As discussed, the Euler class supplies a global constraint for
the umbilics, and hence λ lines, in the system. The constraint is in the form
of an element of thefirst homology of thedouble cover of the complement of
the defect set. As such, one expects that λ lines should not be able to simply
cross disclination lines in nematics, since this would change their homol-
ogy class. In fact, considering λ lines as umbilic lines leads to precisely the
same conclusion as the biaxial based theory. This is illustrated in Figure 4.5,
which shows that an attempt to make a generic umbilic line cross a discli-
nation creates a ‘tether’ comprising a non-generic umbilic. The standard
non-generic umbilic corresponds exactly to the standard−1 disclination.
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Figure 4.5: Umbilic Crossing a Disclination. From left to right. A disclination χ and
an umbilic, B is a branch set for the disclination lines in the system. The umbilic
line is moved in such a way as to preempt crossing the disclination line, because it
does not cross B it can be given a consistent orientation. The umbilic line is homo-
toped so that it crosses B, its orientationmust be reversed at these crossing points.
A further homotopy is performed, creating a s = 2 strength umbilic as a ‘tether’
connecting the two defect lines.
4.4 TWO-DIMENSIONAL SMECTICS
At this point, it is instructive to consider the topology of two-dimensional
smectic liquid crystals [20, 130], with which our work shares many similar-
ities. Smectics are liquid crystals with an additional layered structure, typ-
ically forming at lower temperatures than nematics, that is the system has
1 dimensional positional order, where d is the dimension of the space. This
layered structure is such that the director in a smectic (type A) points in a
normal direction to the layers. A naive approach to understanding this sys-
tem is then to have two objects describing the order, a phase φ describing
the layer structure, along with the regular director n, and then studying the
topology of each separately. As observed by Mermin [26], this fails because
the director and the phase are related, n = ∇φ/|∇φ|, a condition that must
be satisfied at all times. Indeed, as shown by Poénaru [131], this implies that
a two dimensional smectic can have no defects of winding higher than +1.
The resolution of this problem can be phrased inmany equivalent ways.
n is completely determined by φ, which can be visualised as a surface [130],
shown in Figure 4.6, and as such serves as the description of the order. Sin-
gularities in n, or disclinations in the smectic, are then entirely determined
by this surface, and can be thought of as an additional structure sitting on
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Figure 4.6: A surface corresponding to a phase fieldφ in a 2d smectic, the associated
director n = ∇φ/|∇φ| contains a +1/2 defect at the end of the ridge.
top of the basic description, which is simply the phase field φ. As discussed
above we find an analogous situation in cholesterics, where the observed λ
lines are described as umbilics. In the same way that disclinations in the 2d
smectic are derived from φ, λ lines are derived from n, which serves as the
basic description of the order.
4.5 THEWEAKLY TWISTED CASE
This perspective, in which the additional cholesteric defects sit on top of
the basic nematic description, has an advantage when considering systems
such as weakly twisted cholesterics. The identification of and emphasis on
λ, τ and χ lines in experimental cholesteric systems comes from their easy
optical identification in strongly twisted cells. Focussing on λ lines, which
we have identified as umbilics, one might wonder whether all umbilic lines
in a cholesteric always correspond to λ lines as they are identified experi-
mentally. The answer to this question is no. Essentially this is because um-
bilics areperfectlywell defined innematics, andonecancontinuously trans-
form a nematic into a cholesteric. Indeed, in weakly twisted systems (Lq0 
1, where L is the system size) one can observe bare charge 1 point defects
in n [12]. While such a point defect necessarily has umbilic lines of total
strength 4 emerging from it, they are not experimentally visible. A similar
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Figure 4.7: Simulation of umbilic lines in a Saturn’s ring configuration, using the
standard Landau-de Gennes free energy. Placing a colloid with homeotropic an-
choring conditions into a cholesteric liquid crystal can induce the type of twisted
disclination line seen here. From topological considerations, one expects (and ob-
serves) the existence of four generic umbilic lines, given in blue, connecting the
disclination line to the colloid. These lines do not have a strong optical signature
experimentally, as opposed to those that correspond to λ lines.
situation occurs for Saturn’s ring structures. In cholesterics, with Lq0 ∼ 1
the familiar defect loop twists up around the colloid [132–134]. Optical im-
ages do not reveal any noticeable umbilic lines, though simulations, shown
in Figure 4.7 show that they exist.
4.6 THE FREE ENERGY ANDGEOMETRY OF ACHOLESTERIC
So far we have only discussed the identification of defects in the cholesteric.
Amore subtle question is that of topological equivalence of different config-
urations. Againmaking the analogy to the case of twodimensional smectics,
we know that deformations of a texture can be visualised by deformations of
the surface corresponding to φ. Our task is finding the equivalent structure
in the case of cholesterics.
To do this, we must first examine the elastic energy of the cholesteric.
One of the essential characteristics of the cholesteric is that in its ground-
state the director field has non-zero gradients. A short inspection of possible
elastic free energies reveals that, not only is the cholesteric the lowest order
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extension of the nematic having a groundstate with non-zero gradients, but
that the geometric characterisation of the cholesteric is n · ∇ × n = −q0.
Since a cholesteric can be obtained from a nematic by varying tempera-
ture without a phase transition, the description of a cholestericmust reduce
to that of nematic, and its description must be given completely in terms of
a director field. Recalling our discussion in Chapter 1, we know that the free
energy for a unit vector field, including only first order derivatives, can be
written (excluding saddle-splay) as
F =
∫
K1
2
(∇ · n+ s0)2 + K2
2
(
n · ∇ × n+ q0
)2
+
K3
2
(
(n · ∇)n)2dV. (4.7)
From this we can clearly see that the only two linear terms allowed corre-
spond to s0 and q0 being non-zero, since these are identified with sections
of line bundles. However, for a director field, we cannot have s0 6= 0, since
we cannot distinguish n from −n. Hence we find that for a director field,
the lowest order adjustment to the gradients to ensure the groundstate is
non-zero is tomake q0 6= 0, at which point we find that n ·∇×n = −q0 char-
acterises the propensity of the cholesteric to twist. This requirement has a
natural geometric meaning, n is never the normal to a system of layers. To
see this note the following. Suppose n is the normal to a system of layers. If
Σ is an arbitrary patch of one of the layers, with boundary ∂Σ, thenwe know
that ∫
∂Σ
n · dl = 0, (4.8)
but by Stokes’ theorem we have
∫
∂Σ
n · dl =
∫
Σ
(
n · ∇ × n)dA. (4.9)
Since Σ was arbitrary this gives n · ∇ × n = 0 as the requirement for n to be
the normal to a foliation.
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4.7 CHOLESTERICS AND CONTACT STRUCTURES
With the energetic and geometrical condition of n · ∇ × n = −q0 6= 0 of the
cholesteric we can begin to understand the topology of deformations. Sup-
pose that a cholesteric undergoes a deformation inducedby, say, a change of
boundary conditions, or an external field. Then, given the form of the static
elastic energy, there is a strong energetic preference for n · ∇ × n ≈ −q0
throughout the material during this process. A simple scale-free constraint
on the system is therefore to demand that n · ∇ × n 6= 0. Note that this
constraint is natural both geometrically and energetically. In mathematics
there is a similar class of objects known as contact structures [103], and we
will consider the consequences of making this analogy. Contact structures
arenon-integrable rank2 subbundles of the tangent bundles of a givenman-
ifold. Note that if one has a metric, as is in our case, then there is a simple
equivalence between rank-2 subbundles and director fields. Contact struc-
tures are defined locally as (the kernel of) a one-formα such thatα∧dα > 0.
The local restriction here is the same as the fact that a director field can lo-
cally be thought of as a unit vector field.
Making the connection explicit, we will think of cholesterics as a unit
vector field n such that the orthogonal 2-plane bundle ξ is non-integrable.
The notion of equivalence between two cholesteric field configurations is
then an isotopy, that isn andn′ are isotopic if there is a oneparameter family
of director fields nt, t ∈ [0, 1], with n0 = n and n1 = n′, such that for each t,
the corresponding 2-planebundle, ξt, is non-integrable 4, or thatnt ·∇×nt 6=
0.
This formulationhas immediate consequences for the topological classi-
fication of cholesterics. Two director fields that are topologically equivalent
as nematic textures can fail to be equivalent as cholesterics, that is to pass
4As a note we should mention that for contact structures on open manifolds, such as R3,
it is common in the mathematical literature to consider proper isotopies, those that are in-
duced by diffeomorphisms of the underlying manifold.
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from one texture to another requires going through a state where at some
point in the material n · ∇ × n = 0, which is energetically costly. The most
elementary of these properties is that a helical state with n · ∇×n > 0 is not
equivalent to itsmirror image with n ·∇×n < 0 (though they are equivalent
as nematics). Therefore, as one might hope, the handedness of the system
is preserved in this theory and cholesterics of opposite chirality are consid-
ered distinct. This trivial distinction is always present, and for every isotopy
class of contact structure we consider with n · ∇ × n > 0, there is a corre-
sponding one with n ·∇×n < 0. Henceforth wewill consider only so-called
‘positive’ contact structures with n · ∇ × n > 0, but all our statements have
their equivalents regarding negative contact structures.
While the distinction of handedness is trivial, what is surprising is that
the theory of contact structures allows more subtle topological distinctions
between cholesteric configurations. To understand this one needs to know
the classification of isotopy classes of contact structures for a given man-
ifold. This problem is in general unsolved though in many cases much is
known. The principal distinction in this direction is the tight/overtwisted
dichotomy. A contact structure is called overtwisted if one can find an em-
bedded diskΣ such that the tangent vectors on each point of ∂Σ are orthog-
onal to n and the normal toΣ coincides with n on ∂Σ. The condition of tight
or overtwisted is preserved by isotopy and so can distinguish contact struc-
tures.
Mathematically thisnotion inducesdistinctions that are strictlyfiner than
the homotopy classification of director field. One can convert any tight con-
tact structure into an overtwisted one without changing its homotopy class
as a 2-plane field [103, 135], through a process known as a Lutz twist. In
fact, overtwisted contact structures have considerable topological freedom
and in a seminal paper Eliashberg showed that the isotopy classes of over-
twisted contact structures coincide with the homotopy classes of 2-plane
fields [136]. In the language of liquid crystalline order this implies that the
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topological classification of overtwisted cholesterics is the same as nemat-
ics. Tight contact structures are more elusive, and their classification is not
yet fully understood mathematically, though many known results do corre-
spond to experimentally relevant situations.
This perspective suggests an explanation for why chiral systems exhibit
many soliton structures that are not found in regular nematics. If one has
an overtwisted cholesteric, then it cannot relax to a helical state – which is
shown below to be tight – without either passing through a region where
it is not twisted or creating defects. Such an operation will be energetically
costly, indeed a region of zero twist has a local free energy density costwhich
is bounded below by K2q20/2. As such, solitons in cholesterics that corre-
spond to overtwisted contact structures may well enjoy increased stability.
Amusingly, the standardexamplesof tight andovertwisted contact struc-
tures are very familiar to thosewho study cholesteric liquid crystals. Thefirst
is just the standard helical cholesteric phase, given in (4.1) The second is the
‘double twist cylinder’ texture, given by
not = cos q0ρez − sin q0ρeφ (4.10)
where {ρ, φ, z} are cylindrical coordinates. Both (4.1) and (4.10) define con-
tact structures, with n · ∇ × n < 0 (if q0 > 0). The double twist cylinder is
overtwisted, the disk defined by z = 0 and ρ ≤ pi/q0 has a boundary curve
whose tangent vector is orthogonal to n. The standard helical cholesteric is
tight, since there is an isotopy of contact structures given by
nt = cosφtex + sinφtey (4.11)
with
φt = tq0z − (1− t)arctanz, (4.12)
from the standard tight contact structure onR3 to the helical cholesteric. As
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such, the standard cholesteric helical phase and the double twist cylinder
are not isotopic as cholesterics, though they are as director fields.
While this example is a nice illustration of the distinctions induced by
these considerations, it is only a toy set-up, the double twist cylinder is typi-
cally only used as a local model in the vicinity of the axis. Nevertheless it in-
dicates that onemight try to associatedouble twist cylinders, andhenceum-
bilic lines, to measures of overtwistedness. This will be done in §4.8, where
we will show that self-linking of umbilic lines in a cholesteric can relate to
overtwistedness. Before this, however, we will go through an example of a
physical situationwhere the notion of contact structures can help us under-
stand chiral systems.
4.7.1 SOLITONS IN A CHOLESTERIC BACKGROUND
Asmentioned in the introduction, cholesteric liquid crystals support a large
number of metastable soliton structures. A beautiful series of examples are
given by Bouligand, who created a large number of different soliton struc-
tures in cholesterics against a helical background [45]. To construct amodel
for this situationweproceed as follows. Wewill assume that our soliton con-
tainsnodisclinations lines, in factweassume thatnhasno singularities, and
that it is contained in a ball B such that n coincides with a standard helical
phase on the complement of the interior ofB.
We will first analyse this situation as a nematic. In this case we have to
consider homotopy classes of maps B → RP2 relative to the boundary. Re-
stricted to ∂B we have a map S2 → RP2. This mapmust be null homotopic,
since it extends to a non-singularmap in the interior. The homotopy classes
are therefore equivalent to maps S3 → RP2, which are classified by an inte-
ger, h ∈ Z, the Hopf invariant.
Now we consider the case of contact structures. Our problem is isotopy
classes of contact structures in a ball, relative to the boundary, where the
contact structureon theboundary comes fromthe tighthelical contact struc-
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B
Figure 4.8: The setup for §4.7.1, outside of aballB, the texture is the standardhelical
texture. InsideB is anon-singular soliton structure,S. The isotopyclassofS relative
to the boundary of B is given by the following information. If it is tight, then it is
unique. If it is overtwisted then it is given by an integer, corresponding to the Hopf
invariant.
ture. This problem has been solved, see [137], for example. The solution
states that up to isotopy there is a unique tight positive contact structure
which has h = 0, and a single overtwisted positive contact structure in every
homotopy class of n as a director field. As such, we gain an extra topological
distinction between configurations, the tight and overtwisted contact struc-
tures with h = 0, that does not exist in the nematic case. It is also interesting
to note that all Hopf solitons are overtwisted.
The overtwisted h = 0 soliton would, therefore, be a cholesteric that was
homotopic to the helical phase, but not isotopic as a contact structure. A
transition to the helical phase would necessarily require passing through an
energetically costly statewhere, in someportionof thematerial,n·∇×n = 0,
and so may be suppressed.
4.8 OVERTWISTEDNESS AND UMBILIC LINES
So far, our discussion of cholesterics has been split into two halves, the half
concernedwith contact topology and the half concernedwith umbilic lines.
The discussion of overtwisted contact structures suggests that one might
findaconnectionbetweenumbilics andovertwistedcontact structures. Such
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a connection does indeed exist, though we feel that what we present here
represents only elementary aspects of a deeper theory.
Suppose one has a cholesteric with a transverse umbilic line. Recalling
the definition in Chapter 3, these are umbilic lines whose tangent vector is
always transverse to the 2-planes defined by n. Amusingly such lines are
intimately connected with the non-integrability of n. More formally, in a
simply connected domain transverse umbilics can only exist if n ·∇×n 6= 0.
Ifweare in suchadomainandndefinesanon-singular foliation then there is
a function φ such that∇φ is parallel to n. Then integrating along an umbilic
loop we have ∫
U
dφ = 0 (4.13)
and so ∇φ must be orthogonal to the tangent vector at at least two points
and the umbilic is not transverse. Hence transverse umbilics can only exist
if n · ∇ × n 6= 0 somewhere in the material. Given such a transverse umbilic
U , we defined a self-linking number which decomposes as
Sl(U) = Sl(U) + 1
2
e(U). (4.14)
In terms of the pitch axis, this can be thought of as the twisting of the pitch
axis along a λ line. For us, the important component is Sl(U). If n defines a
(positive) contact structure, then a transverse U is a transverse knot in this
structure. The definition of such a knot is simply a curvewhose tangent vec-
tor is transverse to the contact structure. A theorem of Etnyre’s states that,
for such a knot U with Seifert surface Σ, if
Sl(U) > −χ(Σ), (4.15)
where χ(Σ) is the Euler characteristic, then the contact structure is over-
twisted [138]. In particular, ifU is an unknot, then its Seifert surface is a disk,
which has χ = 1 and so the existence of a transverse unknotted umbilic (λ
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line), such as those observed in both torons and Hopf solitons discussed in
Chapter 3, in a cholesteric implies that the cholesteric is overtwisted and as
such cannot relax to a helical configuration without untwisting.
4.9 FLOER THEORIES AND BEYOND
So far, throughout this entire thesis we have been primarily concerned with
static configurations and have given only a cursory amount of attention to-
wards dynamic configurations. Doing so reveals that the structure we have
given so far is incomplete. Suppose one has a director field n1 in R3 with an
initial set of defectsD1 and then, after some time, the configuration changes
to n2 with a new set of defectsD2. Tomodel this situation one can introduce
a cobordism with the 4-manifoldM = R3 × [0, 1] − E , where one considers
the fourth dimension as time and the set E is such that E ∩R3×{0} = D1 and
E∩R3×{1} = D2.M therefore represents the changing domain. Finally, one
equipsM with a director fieldn, considered as amapn : M → RP2. Now, let
G(D1) denote the space of homotopy classes of textures with a given defect
set. From Chapter 2 we know that this is equal to an abelian group V (D1)
modulo the equivalence relation x ∼ −x. If we fix a lift to S2 then we can,
without ambiguity, consider both the beginning and final configurations as
corresponding to elements in the groups V (D1) and V (D2). Wewould like to
understand howone can go froman initial state to a final state. Ideally, there
would be a map induced by the cobordism, that is hM : V (D1) → V (D2). It
is clear, through inspecting several examples, however, that in terms of the
structures we have been considering, such a map cannot exist. However,
there is a large class of theories associated to 3 manifolds, known under the
umbrella term of Floer homology theories, which have precisely this prop-
erty, they are functorial with respect to cobordisms [139]. Of particular in-
terest are the class of such theories known as contact homology theories,
such as embedded contact homology [140, 141] and symplectic field the-
ory [142]. These theories are typically generated by closed orbits of the Reeb
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Figure 4.9: Stable Hopf link disclination embedded into a helical background. Note
that the shape of the defect line is similar to that of a transverse knot in a contact
structure [103]. It is hoped that such structures may be understood with a Floer
theory.
vector field. In physical terms these are vortex loops, closed orbits of∇× n.
It seems that a natural extension, therefore, of the perspective that we have
developed is to construct a Floer theory of cholesterics, which is generated
by either umbilic lines or vortex lines, and which is consequently functorial
with respect to cobordisms, and thus changes in the defect topology. A fur-
ther potential advantage of such a theory would be specific to cholesterics.
Theories of contact homology are often sensitive to properties involving the
tight/overtwisted dichotomy and, as such, one may be able to understand
distinct tight cholesteric structures associated to defect lines and as a con-
sequence the topology of various cholesteric solitons associated to knotted
defects, such as those shown in Figure 4.9.
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CHAPTER 5
DEFECTS INDUCED BY NON-ORIENTABLE
COLLOIDS
In modern experiments the most common way to manipulate and create
defect-laden structures of liquid crystals on a fine scale is the use of colloidal
particles. These micro- or nano-metre particles are dispersed into a liquid
crystalline system with a particular material or coating inducing a particu-
lar alignmentof the liquid crystal on the surface. Theseboundary conditions
and the far field boundary conditions that are also controlled are often topo-
logically incompatible leading to the creation of defects. A thorough review
of these systems is available in [143].
Perhaps the most famous example of this is the Saturn’s ring defect pro-
duced around a spherical colloid with homeotropic (normal) anchoring, il-
lustrated in Figure 5.1. As we will discuss, in a system with a uniform far-
field, the topology of a spherical colloid with homeotropic anchoring de-
mands the creation of a defect. While this defect can be realised as a point
defect in a dipolar configuration with the colloid [144], it may also be elon-
gated to form a loop encircling the colloid [145]. This system and its exten-
sions has producedmany beautiful results, many of which inspiredmuch of
the work presented in this thesis.
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Figure 5.1: Saturn’s ring defect line around a spherical colloid with homeotropic
anchoring. The defect line has a−1/2 profile.
5.1 COLLOIDS AND THE TOPOLOGY OF SURFACES
Asmentioned, for a spherical colloid, thedefect created canbe either apoint
defect or a line defect. This suggests that the distinction between the line
and the point defect is not a topological one but rather energetic1 and so a
discussion of the topological aspects of colloids is useful. From the point of
view of the liquid crystal, colloids are determined entirely by their surface,
as it is only the surface that comes into contact with the liquid crystal. As
such, the topology of the defects created should be a direct consequence of
the topology – as a surface – of the colloidal particle. Fortunately for us the
topology of surfaces is a classical subject and so the analysis can be done
with a minimum of effort.
A colloidal particle is always containedwithin a small regionof space and
we all assume that it is not particularly pathological, for example it has no
fractal structure. Mathematicallywewill say that it is a compact surface. The
classification theorem of surfaces [146] states that any compact surface can
be classified up to homeomorphism by its genus, orientability and number
of boundary components. The genus is equal to the number of holes or han-
dlebodies possessed by a surface; for example, a torus has genus one and a
sphere genus zero. Orientability implies a consistent choice of normal vec-
tor can bemade on a surface. The one-sidedMöbius strip is the classic non-
orientable surface; any normal vector on the strip will be flipped by going
1We are not suggesting that a loop and a point are topologically equivalent!
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around the strip once, forbidding a consistent choice of surface normal. Fi-
nally, the number of boundary components is simply the number of distinct
connected components in the surface boundary, e.g. a disk has one bound-
ary component and a torus has none.
While this is a complete topological classification of surfaces in an ab-
stract setting, for applications theymust alsobeembedded (no self-intersections)
into ordinary three-dimensional space, R3. Different embeddings are inter-
esting in their own right – the whole of knot theory concerns embeddings
of a circle into R3 – but they do not affect the local class of the defect ne-
cessitated in the bulk, which we focus on first. Thus, with the classification
of surfaces in mind it is natural to ask what topological implications each
type of surface has for accompanying defects in the surrounding liquid crys-
tal. The complete classification, summarised in Fig. 5.2, naturally separates
into four classes of surfaces; orientable or non-orientable and closed orwith
boundary.
Closed, orientable surfaces are known to induce defects corresponding
to the element 1−g = χ/2 of pi2(RP2), where g is the genus of the surface and
χ is the Euler characteristic [147, 148]. Briefly, this relation comes through
computing the degree of the Gauss map of the surface. The Gauss map, G,
of a surface, X, is a map G : X → S2 that sends every point of the sur-
face to the direction of the surface normal at that point. For orientable sur-
faceswith normal anchoring, the director canbe given the orientation of the
Gauss map, so that G describes precisely the molecular orientation at the
surface. The degree of this map – the number of times every point on S2 is
visited, counted with sign – is a homotopy invariant [148] characterising the
type of defect that the surface generates [147]. Although experimentally the
same surface can produce seemingly different defects, they are always char-
acterised by this same element of pi2(RP2). As in our example, where spheri-
cal colloids can nucleate either a point defect [144] or disclination loop [145]
but the loop can always be shrunk continuously into a point [149], so that it
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Surface Orientable Non-Orientable
Closed Generates ( ). Does Not Embed.
With Boundary Topologically Trivial. Generates ( ).
Figure 5.2: Topological characterisation of compact surfaces with homeotropic
boundary conditions, embedded in a three-dimensional, nematic liquid crystal.
Closed orientable surfaces generate elements of pi2(RP2), equal to one minus the
genus of the surface. Non-orientable surfaces with boundary generate the non-
trivial element of pi1(RP2), which forces the nucleation of disclination lines in the
bulk.
is more properly classified by pi2(RP2). More generally, orientable surfaces
can never generate elements of pi1(RP2), i.e. disclinations, as a topological
requirement. Their orientability ensures that any disclination loops formed
can always be removed in pairs or shrunk into points.
Closed, non-orientable surfaces cannot be embedded inR3 without self-
intersection, meaning that a true representation of any of these (e.g. the real
projective plane or the Klein bottle) in a liquid crystal is not possible. For
this reason, we do not consider closed, non-orientable surfaces any further.
Orientable surfaceswithboundarieshave trivial topological implications
for the surrounding liquid crystal. Their orientability, as in the closed case,
forbids them fromgenerating elements ofpi1(RP2) as a topological necessity.
In addition, since they have a boundary, they cannot generate any elements
of pi2(RP2). We argue as follows. Closed, orientable surfaces separate space
intoan insideandanoutsideand theygeneratepointdefects inboth regions.
If one cuts a hole in the surface, creating a boundary component, then these
defects can be combined to leave a defect-free texture. Cutting more holes
in the surface will not change things as one could always make the texture
on the new hole identical to the surface normal that was removed.
Non-orientable surfaceswithboundarynecessarily generate anon-trivial
element of pi1(RP2). A generalisation of the Gauss map to non-orientable
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surfaces G : X → RP2 assigns to every point of the surface the line element
(point in RP2) corresponding to the direction of the (unoriented) surface
normal2. Nowconsider the loop spaceof our surface,ΩX. Compositionwith
the non-orientable Gauss map G creates a set of representatives of pi1(RP2).
IfX is non-orientable then there must be at least one map in this set which
represents the non-trivial element (and generates a disclination). Suppose
there was no such map, then every map in G[ΩX] could be lifted from RP2
to S2 and we would have created an orientable Gauss map, G, implying the
surface is orientable, a contradiction. The disclinations created in this way
must entangle the surface, since any disk spanning a non-orientable loop
on the surface must be pierced by the defect.
5.2 SIMULATIONS OF NON-ORIENTABLE COLLOIDS
Non-orientability of the surface enforces the existence of a disclination loop
but it leaves open the precise form of the defects and their equilibrium con-
figuration. These are determined by energetics and by the nature of the em-
bedding of the surface. While surfaces with boundary are unavoidably two-
dimensional, experimentally realisable, but topologically equivalent, sur-
faces may be constructed by using thin material with homeotropic bound-
ary conditionson the faces andplanar anchoringon the thinedges, as shown
schematically in Fig. 5.3. In this way a colloid with varying surface anchor-
ing conditions can be made to faithfully represent a two-dimensional sur-
face. Such boundary conditions are essential to mimic non-orientable sur-
faces and ensure the topological properties we describe – fully homeotropic
boundary conditions simply replicate an orientable torus. Modern fabrica-
tion techniques allow for the manufacture of such exotic surfaces [150].
As theMöbius strip is the prototypical non-orientable surface – all non-
2It is more common, and more useful in general, to think of the non-orientable version
of the Gauss map as a map to the Grassmannian Gr2(R3) – see, e.g. J.W. Milnor, J.D. Stash-
eff Characteristic Classes (Princeton University Press, Princeton, 1974) – but since Gr2(R3) is
canonically homeomorphic to RP2 there is no loss in our discussion.
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orientable surfaces contain theMöbius strip as a subset – it serves as an ele-
mentary guide to the behaviour of non-orientable surfaces in liquid crystals.
A Möbius strip with homeotropic boundary conditions will generate a non-
trivial element of pi1(RP2) as one passes around the strip and hence must
be threaded by a disclination loop of zero hedgehog charge, entangling the
surface. The shape of disclination loops around colloidal particles is gov-
erned largely by the requirement to minimise the distortion energy of the
surrounding director field. A simple heuristic for this can be constructed as
follows. Asonepasses throughadisclination linea rotationof approximately
pi/2 is induced in the director. This rotationmediates the transition from the
surface normal orientation to that of the far-field andwill bestminimise the
distortion in the director field when it is concentrated along those parts of
the surface where the local anchoring and far-field directions are perpen-
dicular. Since we consider colloids with homeotropic anchoring this simply
gives the requirement that
Sn · n0 = 0, (5.1)
along the disclination, where Sn is the surface normal and n0 is the far-field
director. For a spherical particle in a uniform far-field, this predicts that
the disclination will lie on a great circle in a plane perpendicular to this far-
field direction, which is the observed position of Saturn ring defects [145].
Likewise the twisted shape of disclinations around spherical colloids in a
cholesteric [132,134] is correctly predicted by the same heuristic.
The preferred defect configuration for a Möbius strip can be found by
numerical simulation using continuum Landau-de Gennes modelling (see
Chapter 1). As shown in Fig. 5.3, theminimumenergy configuration is a sin-
gle disclination loop entangling the strip, in the location predicted by (5.1).
Of course, the precise configuration depends on the strip’s orientation rela-
tive to the far-field, but we have found that the orientation shown, with the
strip’s centreline in aplaneperpendicular to the far-field orientation, has the
lowest observed energy. The cross-section of the disclination loop shows a
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Figure 5.3: Simulation results of aMöbius strip with homeotropic boundary condi-
tions on the flat faces, shown schematically in black along the strip. Note the planar
anchoring on the short edge required to correctly represent a two-dimensional sur-
face. The two-dimensional surface can then be thought of as living in the centre of
the strip. The defect line (red) is clearly visible entangling the strip, as predicted by
(5.1). The inset shows the local director profile near the defect, showing the +1/2
twist disclination on the inside of the strip; there is a corresponding -1/2 twist pro-
file on the outside.
twisted −1/2 profile on the outside of the strip and a +1/2 twisted profile
on the inside, as it has to in order to carry no hedgehog charge [151]. This
hedgehog chargemay be computed by severalmethods. The recently devel-
opedPontryagin-Thomconstruction [9] andmethods related todisclination
profile switching [151] both assert that the charge of the disclination is zero,
as required on topological grounds.
Perhaps the simplest generalisation of the Möbius strip topology is to
vary its embedding in R3. Different embeddings can be obtained by chang-
ing thenumber, p, of half-twists that the strip contains. The ‘canonical’Möbius
strip has one half-twist (p = 1), but more generally if p is odd then the sur-
face is still non-orientable and has the same topology as the Möbius strip.
When p is even the surface is orientable and has the topology of an annulus.
Nonetheless, the embeddings are distinct and carry their own topological
embellishments. The boundary of a Möbius strip is a circle. For a single
half-twist this is a simple unknot, but for p half-twists it is a (p, 2) torus knot
(podd)or link (peven). To see this, note that theboundaryof a p-twisted strip
(p odd) lives on a torus whosemajor radius is that of the strip andwhosemi-
nor radius is half the stripwidth. The curve theboundary drawson this torus
goes round the meridional cycle p times – once for each half-twist – while
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Figure 5.4: Knotted and linked disclinations in chiral nematics stabilised by the
presence of twisted surfaces with homeotropic boundary conditions on the flat
faces, and planar on the thin edges. They are torus knots and links of the form (p, 2).
Shown are: (a) p = 2 Hopf link, (b) p = 3 trefoil knot, (c) p = 4 Solomon’s Seal and
(d) p = 5 cinquefoil knot. The defects in the centre are hedgehogs, existing in pairs
above and below the strip.
traversing the longitudinal cycle twice,which is thedefinitionof a (p, 2) torus
knot. The story is the same for orientable stripswith p even, except that there
are two components to the boundary and they form a link.
Can this structure, coming from the nature of the embedding, be ex-
ploited to controllably produce knotted and linked disclination loops in liq-
uid crystals? Disclination lines that follow the surface of such a multiply-
twisted Möbius strip will have the same shape and properties as the colloid
boundary, yielding precisely constructed knots and links. Herewe show that
such configurations can be stabilised in chiral nematics; examples for dou-
bly, triply, quadruply andquintuply twisted strips are shown in Fig. 5.4. They
produce the p = 2 Hopf link, the p = 3 trefoil knot, the p = 4 Solomon’s Seal
and the p = 5 cinquefoil knot, respectively. All these knots and links obey
the topological requirements set out in the first section; the strips with an
even number of twists are topologically trivial and the strip is entangled by
an even number of disclinations, those with an odd number of twists are
non-orientable and so enclose an odd number of disclinations.
The stablisationof theseknotted structures isnot just aquestionof topol-
ogy, energetics also come intoplay. In this regard, the chirality (inversepitch)
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Figure 5.5: Comparison of configurations for a quintuply twisted strip. (a) Ground-
state configuration consisting of 5 small disclinations loops at the locations pre-
dicted by (5.1). They have a slightly twisted profile, caused by both the twisting of
the strip and thechiral natureof the system. (b) (5, 2) torus knot entangling the strip,
with two hyperbolic hedgehogs nucleated above and below. The energy difference
between these configurations is approximately 1.2%.
of the system has an important role in the stability of these configurations.
Indeed it is generally true that chiral systems allow for more exotic struc-
tures [8, 134]. In the achiral nematic system, the knotted defects are unsta-
ble and the liquid crystal assumes a ground state configuration consisting
of p small disclination loops entangling the strip along the contours where
Sn · n0 = 0, as predicted by (5.1). A similar configuration, with slightly
twisted loops (Fig. 5.5), is also the ground state in cholesterics – the knots
are metastable – although the difference in energies is small (of order 1-2%)
and decreases both with increasing chirality and knot complexity p. The be-
haviour with increasing p can be understood in terms of the total length of
disclination line, which scales as p for the isolated loops and as
√
4 + p2 for
the knots. If the chirality is increased such that the pitch becomes smaller
than thewidth of the colloid then the disclinations develop twists analogous
to those around spherical colloids [132,134].
Like cholesterics, torus knots have a handedness – the (p, 2) and (p,−2)
knots aremirror pairs – and it is not surprising to find that the relative hand-
edness influences the stability of the textures. The handedness of the knot
is set by the shape of the colloid, and if this matches that of the cholesteric
then knotted textures are stable, otherwise the system tries to expel the re-
verse twist in the configuration, resulting in an unstable knot.
The disclination lines themselves represent just a small portion of the
entire system. Their knottedness imprints a complex orientational order on
everything that is not the knot. Fig. 5.6a shows a slice through the director
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field of a quintuply twisted Möbius strip in a cell with fixed normal bound-
ary conditions. To match the boundary conditions of the cell, the knotted
disclination is accompanied by two hyperbolic hedgehogs, expanded into
small loops, above and below the strip. The disclination-colloid pair has
a constant profile that simply rotates uniformly as one moves around the
strip; qualitatively, this structure does not depend on p, the number of half-
twists. The cross-section through the colloid has a profile reminiscent of a
double twist cylinder [87], split apart by the colloid into two separate +1/2
twist disclinations.
ba
Figure 5.6: Field Structure. (a): Director fieldprofile of a (5, 2) torus knot and the two
accompanyinghyperbolic hedgehogs, openedup into small rings, above andbelow
the strip, with disclinations bound to the colloid’s surface. The local disclination-
colloid profile is largely constant up to a rotation as one moves around the strip.
Though this profile is for a p = 5 configuration, qualitatively the director field does
not change as one varies p. The far-field director is fixed to be vertical on the bound-
ary of the cell. (b): Pontryagin-Thom surface [9] for the trefoil knot-colloid pair.
The surface is constructed by considering all points where the director field is per-
pendicular to the far-field. The surface is then coloured with the remaining RP1
degree of freedom (as illustrated in the inset). The defects, disclination line and
two accompanying hedgehogs, are shown in black. The colour winding around the
hedgehogs establishes them as unit charge defects. The surface can be patched by
removing the hedgehogs, and allowing the surface to pass through the colloid. One
then obtains a Seifert surface for the knot, composed of two disks (top and bottom)
connected by 3 (generally p) twisted bands. It is readily verified that this surface has
genus 1 (generally (p− 1)/2, for p odd), the genus of the trefoil knot. While there is
also a colour winding around the disclination, this is a four-fold winding, giving the
disclination even (equivalent to zero) hedgehog charge, as required.
CHAPTER 6
CONSTRUCTING KNOTTED TEXTURES WITH
MILNOR FIBRATIONS
The knotted defects that we have studied in this thesis can be difficult
to examine from a less abstract perspective, in determining their energetic
properties or equilibrium shape for example, simply because it is difficult to
write downanexpression for adirectorfield containing aknotteddefect line,
and evenmore difficult to write down an expressionwhichminimises a par-
ticular energy functional. This chapter is concernedwith giving a partial so-
lution to this problem. We will show how to write down explicit expressions
for director fields containing a variety of knotted and linkeddefect lines, and
how thesemay be decoratedwith Skyrmion tubes in themanner considered
in Chapter 2. The expressions we give are not minimisers of any particu-
lar energy functional and thus best serve as initial conditions for Landau-de
Gennes simulations, indeed the knotted defect lines in the previous chapter
were created in this way. The primary structure we exploit is that of Milnor
fibrations [152]. These beautiful objects, at least the ones we’re concerned
with, are fibrations of S3 associated to critical points of functionsC2 → C or
R4 → C, though there is a far richer theory, the details of which can be found
in theexcellentbooksbyMilnor [152] andSeade [153]. These structureshave
been used, in a very similar manner, by Mark Dennis [154] for the purpose
of writing down knotted phase fields. Our use is similar, but the additional
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richness of nematic order as opposed to a section of a trivial U(1) bundle (a
phase field) allows us more freedom. A brief summary of the structure is as
K
ϕ
F0
Fπ/3
F2π/3
Fπ
F4π/3
F5π/3
Figure 6.1: Milnor fibration of S3 − L. The fibres, indexed by the phase φ, all join
along the link L, which forms the binding of an open book decomposition of S3.
follows, one takes a polynomial f : C2 → C with an isolated critical point
at the origin. Restrict this polynomial to a 3-sphere surrounding the critical
point. Let L = f−1(0) ∩ S3 be the (dimension one) intersection of the zero
set of f with S3, then the map
φ : S3 − L→ S1 (6.1)
x 7→ Arg(f(x)). (6.2)
defines afibrationofS3−LoverS1 withfibre anorientable surface spanning
L, as shown in Figure 6.1. The classic examples are given by the Brieskorn
polynomials [155,156]
f(z, w) = zp + wq, (6.3)
with the neighbourhood S3 chosen as the set |z|2 + |w|2 = 1. The zero set of
f on S3 is a (p, q) torus knot, has d = gcd(p, q) components and is given by
the formula
Lj(t) =
(
r1e
iqt, r2e
i(pt+2pij/d)
)
, (6.4)
where j ∈ Zd denotes the component of L and r2p1 + r2q2 = 1. The function
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φ = Arg(f) then gives a fibration of the complement of the (p, q) torus knot.
Note that if L has d components then one can write
f =
∏
i∈Zd
fnii , (6.5)
where each fi is a polynomial whose zero set restricted to S3 is Li and ni is
an integer. For example, the p = 2, q = 2 Brieskorn polynomial for the Hopf
link can be written
f2,2 = (z + iw)(z − iw). (6.6)
To apply this to the construction of textureswe use stereographic projec-
tion to turn φ into a function φ¯ : R3−L→ S1 = φ◦pi−1 where pi−1 : R3 → S3
is an inverse three-dimensional stereographic projection. At this point it is
useful tomake some choices. Wewill choose the point (0, i) ∈ C2 as the pro-
jection point for pi and demand that f = 1 at (0, i). With these choices we
can write the Brieskorn polynomials as
f(z, w) = zp + (−iw)q. (6.7)
With these conventions we are now studying the map φ¯ : R3 − L → S1.
Consider a loop γi going around the ith component of L, then the degree of
φ¯ restricted to γi is
deg(φ¯|γi) = ni. (6.8)
Assume that |ni| = 1 for each component. Wecanguarantee this by ensuring
that themultiplicity of each factor in (6.5) is 1, and in general themagnitude
of ni is equal to the multiplicity of the corresponding factor [153].
6.1 CONSTRUCTING KNOTTED TEXTURES
We can use these polynomials to construct knotted textures. Essentially the
observation is that if Arg(f)winds by 2pi aroundL then Arg(√f)will wind by
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pi, and thusmakeL a nematic disclination. Formally we take a director field,
considered as a map n : R3 − L → RP2, where L is a set of line defects. We
assume that the director field is always orthogonal to some fixed direction
v0, for examples we will choose v0 = ey in the standard Cartesian basis.
Thenwe can regardn as amapn : R3−L→ RP1. Passing to the double cover
of the complement ofL, Σ̂(L)we canwrite n as an orientedmap n˜ : Σ̂(L)→
S1, equivariant with respect to the deck transformation that exchanges the
two sheets of the cover (as discussed extensively earlier). Now if we take a
new path γi going around Li in the double cover (which can be thought of
as going aroundLi inR3 twice) then the fact that the linesLi are line defects
is given by the requirement that
deg(n˜|γi) = 1. (6.9)
So if we can find an equivariant map Σ̂(L) → S1 such that (6.9) is satisfied
then we have constructed a texture with L as a defect set and with n always
pointing orthogonal to ey. Such a function is supplied by Arg(f
1
2 ).
So to summarise, let ϕ = Arg(f 12 ). Then the director field
n =
(
cos(ϕ), 0, sin(ϕ)
)
(6.10)
contains a defect lineL, defined by f . Of coursenhas discontinuities (with a
branching given by an appropriate branching set as constructed in Chapter
2), but the associatedQ tensor:
Q =
s
2
(
n⊗ n− 1
3
I
)
, (6.11)
is continuous anddefines the appropriate uniaxial nematic texture. Wenote
that by varying the choices made in defining Q (choice of projection point
and plane in which to rotate n, deforming the polynomial to zp + a(−iw)q
for a ∈ C for example), one can write downmany different textures with the
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same topology. The energetic properties of these configurations have not
been explored though in a nematic they are guaranteed to be unstable by
Derrick’s theorem.
6.1.1 THE TOPOLOGY OF THE TEXTURE
Constructingnematic textures in thisway strongly constrains their topology.
Because n is always pointing orthogonal to a particular direction, its topo-
logical class [n] in the group H1(Σ(L)) must be of order two, that is 2[n] ∈
H1(Σ(L)) = 0.
To show this, let ξ be the vector bundle of vectors orthogonal to n˜ on
the double cover of the link complement defined by the splitting, T Σ̂(L) =
Ln˜⊕ξ. By constructionour texture is locally of the form n˜(x) = (a(x), 0, b(x)),
and hence sections of ξ consist of vector fields that are locally of the form
α(0, 1, 0) + β(−b(x), 0, a(x)). The vector field (0, 1, 0) is therefore a non-zero
section of ξ (i.e. a non-zero vector field that is everywhere orthogonal to n˜).
As ξ admits two non-zero linearly independent sections it must be a trivial
bundle, and hence have vanishing Euler class. As we know, the topological
type of n, up to sign ambiguity, is an element of the group H1(Σ(L)). Then
the Euler class of ξ is twice [n˜], but this must be zero, as we constructed a
non-zero section. Hence
2[n] ∈ H1(Σ(L)) = 0. (6.12)
which does not depend on the choice of orientation in the lift of n to the
double cover.
One can also obtain insight using the Pontryagin-Thom construction.
Take limx→∞ n = (0, 0, 1) as the chosen direction, then the PT surface will
be regions where n = (1, 0, 0) and will be of one colour, and of course this is
just a fibre of f .
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6.2 THE HOPF LINK AND CONJUGATE POLYNOMIALS
Wewill illustrate these ideas with our favourite example – theHopf link. The
Brieskorn polynomial is
f(z, w) = z2 − w2. (6.13)
We use the stereographic projection
pi−1(x, y, z) =
(
2x+ i2y, 2z + i(x2 + y2 + z2 − 1))
1 + x2 + y2 + z2
. (6.14)
The polynomial f , as a function of Cartesian coordinates (x, y, z), is then
given as
f(x, y, z) =
(
1 +
8(1 + x2)− 8(1 + x2 + y2 + z2)
(1 + x2 + y2 + z2)2
)
+i4
(
2xy − z(x2 + y2 + z2 − 1)
(1 + x2 + y2 + z2)2
)
.
(6.15)
Then the phase field ϕ = Arg(f 12 ) takes the form
ϕ =
1
2
arctan
( Im(f)
Re(f)
)
(6.16)
and one constructs the texture n as
n = (sinϕ, 0, cosϕ). (6.17)
The PT surface can be plotted as the intersection of the sets Im(f) = 0 and
Re(f) > 0 and is shown in Figure 6.2.
In §6.1.1 we showed that textures generated in this manner are given by
order two elements of H1(Σ(L)). In the case of the Hopf link we know that
H1(Σ(L)) = Z2, both elements of which are of order two. Hence one might
ask if we can create representatives of both textures with this method. The
example illustrated above can be assigned a linking number invariant of +1
by considering the orientation on the boundary defined by the PT surface.
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The corresponding−1 texture can be constructed by conjugating one of the
component polynomials:
f−1 = (z + w)(z − w) (6.18)
which can be thought of as reversing the orientation of one of the link com-
ponents. This procedure can be made more general, indeed each factor in
the expression (6.5) may be conjugated to form a new fibration. Plots of the
Milnor surfaces are shown in Figure 6.2. There is a slight subtlety, in par-
ticular one might like to ask which of the textures is 0 ∈ Z2 and which of
the textures is 1. The two textures can be related by a reflection, and so the
choice of which texture corresponds to which element of Z2 is arbitrary. In
fact, considerations of this type leads one to conjecture that for a given link,
the order of the first homology of the branched double cover is bounded
from below by 2|L|−1. We do not know the status of this conjecture in the
mathematics literature.
6.3 ADDING SKYRMIONS AND HEDGEHOGS
By construction, the techniquewe have used so far gives textureswhich per-
mit an everywhere orthogonal direction, the Euler class of the orthogonal
2-plane bundle must be of order 2. An alternative way of saying this is that
one can construct a PT surface for these textures which can be of a single,
solid colour, as shown in Figure 6.2. The next step is, of course, to construct
textures for which the associated Euler class is not of order 2. To do this is
simple, and requires but a small extension of our previous work.
The first step is to extend our formula (6.10) for n as follows
n =
(
sinϕ cosχ, sinϕ sinχ, cosϕ
)
(6.19)
for arbitrary maps ϕ, χ : R3 − L → S1 this formula can give any texture.
We have specified ϕ using the Milnor polynomials, so it remains to specify
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(a)
(b)
Lk=+1 Lk=-1
Figure 6.2: Pontryagin-Thom surfaces for a texture containing a knotted nematic
defect line. (a) PT surface for a nematic containing a trefoil knot. (b) & (c) PT sur-
faces for nematic textures containing linked defects with linking numbers ±1 re-
spectively. These are generated using the equations (6.13) and (6.18). The linking
number of ±1 can be found by assigning orientations to the boundary that are in-
duced by choosing an orientation of the surface. Note that choice of surface ori-
entation changes the induced boundary orientations by a global sign, so that the
overall linking number is the same.
χ. A natural choice is to make χ = Arg(h(x + iy, z)), where h(x + iy, z) is a
smooth one-parameter family of meromorphic functions indexed by z (the
Cartesian coordinate). While (6.19) contains singularities along the lines in
R3 corresponding to the poles and zeros of h, they can be made removable
by ensuring that the lines donot intersect the surfacewhereϕ = pi/2. In fact,
in this way, one can choose the surface ϕ = pi/2 as a ‘canonical’ PT surface,
Σpi/2, and consider the poles and zeros of h as entangling it. A schematic of
this situation is shown in Figure 6.3.
Once one makes this choice, it remains to identify the topological class
towhich it belongs. Weneed to do two things to achieve this, we first need to
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h°1(0)
L z = const
Figure 6.3: Extending the construction. The data from the Milnor polynomial is
supplemented with a family of meromorphic functions h, which are indexed by z,
the zeros of which entangle the link L. The homology class of the zeros and poles
of h determine the topological class of the texture generated in this way.
remove the removable singularities from (6.19) and then identify the topol-
ogy of the texture. As before we have the director n given by
n = (cosϕ cosχ, cosϕ sinχ, sinϕ
)
(6.20)
along with this there is the natural orthogonal direction given by
b = (− sinχ, cosχ, 0). (6.21)
Now n has singularities along the zeros and poles of h. We have promised
theyare removable, sowewill remove them. Sinceh is a smooth1-parameter
family ofmeromorphic functions, its zeros andpolesmust intersect thex−y
planes transversely, except at a set of isolated points, where zeros and poles
merge. If one assigns a line corresponding to a zero of h to be pointing along
the positive z-axis direction, and poles to be pointing along the negative z-
axis direction, thenone obtains a set of cycles C inS3−Σpi/21; note that this is
only possible because of the transverse intersection guaranteed by h. These
cycles are precisely the locations of the singularities in n.
1In principle, one obtains a singular set; arcs joined at nodes, but a perturbation of h re-
moves these.
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By construction, C does not intersect the surface Σpi/2. Now consider a
particular component Ci ∈ C, ϕ restricted to Ci is a map2 S1 → RP1. Be-
cause C does not intersect the surface Σpi/2 the degree of the map S1 → RP1
must be zero, since it is not surjective. Take a neighbourhoodN(Ci), fixϕ on
∂N(Ci). Sinceϕ is null-homotopic on ∂N(Ci), one can perform a homotopy
of ϕ in N(Ci), such that ϕ|Ci = pi/2 (i.e. n is vertical). In doing so one has
removed the singularities in n, but b remains orthogonal.
The singularities in b are precisely the same as the original singularities
in n. Hence they are also the set of cycles C. Passing to the cyclic double
cover, this set C becomes an element (up to sign) [C] ∈ H1(Σ(L)), defined
by the oriented cycles corresponding to the poles and zeros of h. The sign
depends on the choice that zeros are oriented ‘upwards’ and poles oriented
‘downwards’, but there is a global sign ambiguity in the classification of ne-
matic textures anyway, so it all comes out in the wash. Hence we have con-
structed a direction orthogonal to n˜ whose singularities lie on C. Since the
Euler class is given by the Poincaré dual to zeros of a generic section, the
Euler class of n˜ is given by PD([C]), which determines the topology of n up
to elements of order 2 inH1(Σ(L)). Aspects of order two textures can, as we
have illustratedwith theHopf link, be explored by changing the orientations
of the link components through partial conjugation of the appropriate Mil-
nor polynomial, though we do not currently have a full theory for this.
Finally, we will briefly mention how one may add point defects to this
system. The answer is predictably simple, one simply allows the zeros or
poles of h to intersect the surface Σpi/2.
6.3.1 EXAMPLES AND PRACTICALITIES
While conceptually the process outlined above is clear, actually choosing a
family of meromorphic functions h can be difficult. The simplest choice is
to set h(x + iy, z) = h(x + iy), i.e. have no dependence on the z-direction.
2The target space is RP1 because we took the square root of φ.
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In this case the lines corresponding to the poles and zeros of h will be ver-
tical, and will meet ‘at infinity’ in R3. As such, this violates the assumption
that lim|x|→∞ n = n0, and the knotted defect line will have an overall charge
corresponding to the sum of the poles and zeros of h. Nevertheless, doing
things in this way is by far the easiest, and a large gallery of examples are
shown in Figure 6.4.
(b) (c)(a)
(d) (e)
Figure 6.4: Gallery of knotted defect textures. The surfaces are where the director is
horizontal, the colour is given by the horizontal orientation, and is indicated in (c).
Note of particular interest the texture in (a), which has zero total hedgehog charge.
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