Introduction
Fisher's 1918 paper, ''The correlation between relatives under the supposition of Mendelian inheritance'', is a mathematical landmark. It reconciled Mendelian inheritance with the patterns of variation and covariation among relatives for continuously varying E-mail address: mturelli@ucdavis.edu. characters compiled by Galton (1889) , and it helped resolve the debate between the Mendelians and the Biometricians over the heritable basis of evolutionary change (Provine, 1971) . The path to theoretical reconciliation of Mendel and Galton through the works of Yule and Pearson was summarized in Lock (1906, Ch. VIII) and Provine (1971) . East (1916) played a pivotal role in synthesizing the empirical evidence on which the reconciliation was based (Turelli, 2016) . At the centenary of Fisher (1918) , new mathematical and https://doi.org/10.1016/j.tpb.2017.09.003 0040-5809/© 2017 Elsevier Inc. All rights reserved.
experimental approaches have rekindled interest in what has become known as ''the infinitesimal model'', which postulates that continuous trait variation is often produced by ''many'' segregating Mendelian loci, each making a ''small'' contribution to the total variance, plus environmental effects. Barton et al. (in press) present the most recent mathematical development, illuminating genetic conditions under which (unselected) descendants of known parents have approximately Gaussian-distributed genotypic values, whose variance depends only on the relationship of the parents and not on their phenotypes.
The infinitesimal model, popularized by Fisher (1918) , is a classic story that reconciles Galton's observations (summarized in Galton, 1889) concerning the distribution and inheritance of continuously distributed phenotypes, such as human height and the length of Pisum sativum seed pods, with Mendelian genetics. Like many classic stories, its origin and content are a bit vague and its implications subject to multiple interpretations (e.g., Wright, 1952; Provine, 1971; Bulmer, 1980, pp. 10-15; Hill, 1984a, pp. 8-19; Hill, 2013, p. 4; Barton et al., in press ). The initial insight was Mendel's (1866) realization that if a trait is determined by contributions from many independently inherited, dichotomous ''factors'', an essentially continuous distribution of phenotypes emerges, with continuity enhanced by non-heritable environmental contributions. The canonical text is Fisher (1918) , important to both geneticists and statisticians for partitioning phenotypic variance into components associated with alleles, one-locus genotypes, twolocus interactions and environmental effects. Fisher (1918) focused on understanding the patterns of correlations between the phenotypes of relatives, but the most influential applications of what has come to be known as ''the infinitesimal model'' (cf. Bulmer, 1971) have focused on estimating the components of genetic and environmental variance, often with the goal of understanding the consequences of artificial and natural selection. My commentary describes the model (sort of), its history, some applications, and recent developments, especially Barton et al. (in press ). I emphasize a distinction between the underlying genetic assumptions (''infinitesimal genetics''), as exemplified by Fisher's (1918) treatment, and two closely related, but distinct, mathematical approximations inspired by them. Hill (2013) provides a more detailed overview focused on animal breeding, reviewing both theory and data.
What is the infinitesimal model?
Fisher (1918) was characteristically vague: ''The simplest hypothesis . . . is that such features as stature are determined by a large number of Mendelian factors . . . '' He introduced two-locus epistasis and analyzed dominance, unequal allelic effects and arbitrary allele frequencies across loci. But when illustrating the approach to normality as the number of loci increases, Fisher (1918, p. 402) implicitly assumed linkage equilibrium, comparable and (mainly?) additive effects, and explicitly assumed that the contributions of individual loci are negligible relative to the total genetic variance. He trod lightly on ''avoidable complications'', like multilocus epistasis, linkage and linkage disequilibrium, but concluded: ''In spite of this, it is believed that the statistical properties of any feature determined by a large number of Mendelian factors have been successfully elucidated'' (Fisher, 1918 p. 432) . Any questions?
What are the implications of the infinitesimal model?
Galton (1889), which inspired Fisher (1918) , focused on four observations: (1) the approximately Gaussian distribution of phenotypes for many continuous traits, (2) patterns of phenotypic correlations among relatives, (3) the linearity of regression of offspring phenotypes on parents, and (4) the invariance of within-family variance across parental phenotypes (summarized in Roughgarden, 1979, Ch. 9) . Fisher (1918) addressed the Gaussian distribution of genetic effects by assuming polygenic inheritance (Mather, 1943) and calculated genetic covariances produced by shared alleles and one-locus genotypes. In their careful mathematical treatment, Barton et al. (in press) analyze conditions that produce a multivariate Gaussian distribution for the genotypic values of the descendants of known parents (at least before selection acts on the descendants), as the number of loci approaches infinity. I will term this rigorously supportable asymptotic approximation, which follows from Fisher's infinitesimal-genetics assumptions, the ''Gaussian descendants'' approximation.
However, many applications of ''the infinitesimal model'' focus on selection and use what might be termed the ''Gaussian population'' approximation. This approximation, which underlies the ''breeders equation'' and the ''Bulmer effect'' predictions for changes in the population mean and additive genetic variance, assumes (without formal justification) that if many loci contribute to a character, the distribution of breeding values in a population will be approximately Gaussian, as will the joint distribution of genotypic values and phenotypes for parents and offspring-even in populations subject to recurrent selection on the character. With bivariate normality for the genotypic values of parents and offspring, linear regression and constant within-family variances follow from the properties of the multivariate Gaussian elucidated by Pearson (1896 Pearson ( , 1903 .
How about selection?
A central part of the debate between the Mendelians and Biometricians concerned the efficacy of natural selection on continuous variation as opposed to discrete differences (Provine, 1971) . Given that Fisher championed the predominant role of natural selection in evolution and must have known Pearson's (1896 Pearson's ( , 1903 work on selection and the multivariate normal, it seems odd that neither Fisher (1918) nor Fisher's subsequent book, which focused on natural selection (Fisher, 1930) , quantified the effects of selection on continuous traits. If the phenotypes of offspring and midparents follow a bivariate normal, selection response follows
where S is the difference between the mean phenotypes of selected parents and the population from which they are drawn, R is the difference between the mean of offspring produced with selection and the mean of offspring that would be produced without selection, and β O|M is the regression of offspring phenotype on the parental mean (midparent) (Bulmer, 1980 Ch. 9) . Assuming that parents and offspring experience the same range of environments and that only shared alleles (without epistasis) produce the phenotypic similarity between offspring and parents, the results of Fisher 
Oddly, this fundamental equation appeared first as a footnote buried in Lush (1937, p. 84 ); see Lush (1935) , for an explicit acknowledgment of Sewall Wright's help). In addition to the classical approximation (4.2), Lush (1937) noted that a more accurate approximation for the numerator of β O|M includes contributions from higher-order additive terms, V AA , V AAA , etc. Given the centrality of (4.2) in animal and plant breeding (after Lush, 1937 ) and evolutionary theory (after Lande, 1976) , one expects more fanfare at its birth. Obviously Wright and Fisher had no idea how accurate (or useful) the approximation would be, but they must have understood that many assumptions were involved. As described in the commentaries of Hill (1984a Hill ( , b, 2013 , quantitative geneticists focused for decades on practical applications, experimental tests, and extensions of (4.2), rather than genetic or mathematical justifications of this approximation. Bulmer (1971) first described the consequences of selectioninduced linkage disequilibrium for changing the additive variance that enters (4.2). As the number of loci, n, increases, selection intensity per locus declines with n, but the n (n -1)/2 linkage disequilibria produced by selection have a cumulative effect that does not vanish. Thus, even though the ''genic variance'', defined as the additive variance achieved with all relevant loci in linkage equilibrium, remains constant in this ''infinitesimal limit'', the additive variance (which involves variances and covariances across loci) changes-in a way that is independent of genetic details, depending only on heritability and the selection-induced change in phenotypic variance. Bulmer (1971) derived his expression for the change in additive variance from a regression argument (based on the Gaussian-population approximation), but it also follows from explicit multilocus population genetics (Turelli and Barton, 1994) . However, these multilocus calculations also demonstrate that most forms of selection generate multilocus associations that preclude a Gaussian distribution of genotypic values, even without dominance or epistasis, no matter how many loci contribute (Turelli and Barton, 1990) . Hence, unlike the Gaussian-descendants approximation considered by Barton et al. (in press ), the Gaussianpopulation approximation does not hold as an asymptotic limit with large numbers of loci unless selection is Gaussian or very weak. Surprisingly, the deviations from (4.2), which emerge even for weak selection, remain relatively small under random mating for a wide range of models with intense selection and only moderate numbers of loci (Turelli and Barton, 1994) . This supports the standard regression approximations that underlie the predictions for how selection changes the population mean (4.2) and additive genetic variance (Bulmer, 1971) .
Understanding the dynamics of genic variance associated with allele-frequency changes -and the maintenance of genic variance -depends critically on the underlying genetics (Barton and Turelli, 1987 ). Yet, for many evolutionary questions, such details are likely to be irrelevant. One can simply invoke the relative robustness of (4.2) to investigate phenotypic evolution assuming constant heritability (e.g., Lande, 1976; Price et al., 1993) or use a testable model for changes in additive variance (e.g., Ashander et al., 2016) . Alternatively, one can empirically study polygenic adaptation and its genetic basis by associating small allele-frequency differences found in genome-wide association studies with phenotypic differences and/or environmental variables (Turchin et al., 2012; Berg and Coop, 2014; Berg et al., 2017) . Barton et al. (in press) characterize the ''infinitesimal model'' in terms of the genetic variance within families and its independence of parental phenotypes. As they note, assuming a Gaussian distribution of breeding values within a family is central to the ''animal model'' approach to estimating quantitative genetic parameters (Lynch and Walsh, 1998) . The Gaussian-descendants approximation is valuable because it provides a rigorous basis for understanding the consequences of selection, even when the Gaussian-population approximation becomes untenable. In the parallel universe of theoretical evolutionary ecology, Bossert (unpublished) pioneered a phenotypic version of this model, in which inheritance is represented by a fixed ''segregation kernel'' that approximates the distribution of full-sib phenotypes as a Gaussian with mean equal to the midparent value and fixed variance, independent of the midparent. Bossert's (1963) approach was adapted by Slatkin (1970) , Roughgarden (1972) and Slatkin and Lande (1976) to address changes over time and equilibria for population means and variances under various scenarios, including frequencyand density-dependent selection, that may produce non-Gaussian distributions of phenotypes in the population. Similarly, Turelli and Barton (1994) assumed that the distribution of breeding values within families was Gaussian and used alternative approximations to understand the population distribution of breeding values that would emerge under truncation and disruptive selection. Barton et al. (in press ) ask what genetic models and what evolutionary processes are consistent with genetic values being approximately Gaussian among descendants, with variance independent of parental phenotypes and determined only by the initial genic variance in the population and the relatedness of the parents (see their Eq. (9)). Assuming only additive effects and no linkage, they show that even when mutation, selection, drift, population structure and gene flow act, the Gaussian-descendants approximation can be justified (which they call ''the infinitesimal model'', see their Eq. (13) for a rigorous treatment of mutation). Using modern versions of the central limit theorem that allow for non-identically distributed random variables and some departures from independence, they prove asymptotic convergence of the joint distribution of genetic effects for a set of descendants to a multivariate Gaussian, whose variance-covariance matrix depends only on the relationships of the parents (see their Eqs. (9)- (11)). Moreover, they bound the departures from the Gaussian as a function of the number of loci (see their Eqs. (10) and (15)) and show how some forms of epistasis can be accommodated (see their Section 3.2). It is important to note that their result applies to the joint distribution of descendants (who have not experienced selection), even when parents are selected, because Mendelian segregation and assortment produce the mixing needed to achieve normality for their progeny (even allowing for some linkage). However, the bivariate distribution of parents and offspring will not be Gaussian, unless Gaussian selection is applied to the parents.
The ''infinitesimal model'' and the ''Gaussian descendants'' approximation

Coda
The literature includes at least three interpretations of ''the infinitesimal model'': (1) Fisher's invocation of ''. . . a large number of Mendelian factors. . . '', each making a ''small'' contribution to the total genetic variance; (2) the Gaussian-descendants approximation, rigorously addressed by Barton et al. (in press) , which can be supported asymptotically (as the number of loci increases) even when selection acts; and (3) the Gaussian-population approximation, widely used by both breeders and evolutionists to understand the consequences of selection, even though it can be rigorously justified only under Gaussian (or very weak) selection. Fisher's genetic assumptions and the Gaussian approximations all find support in new empirical analyses suggesting that hundreds of loci contribute to variation of traits, like human height, that first attracted Galton's attention (Lango Allen et al., 2010; Marouli et al., 2017) . However, even with an effectively infinite number of loci contributing to variation, it remains a challenge to understand why Gaussian approximations are useful in the face of the extensive non-linearity (especially multilocus epistasis) we expect in genotype-phenotype maps (e.g., Hill et al., 2008; Barton et al., in press) and to provide empirically useful bounds on the accuracy of the alternative Gaussian approximations. Barton et al. (in press ) set a new benchmark for understanding the asymptotic Gaussian-descendants approximation. Nevertheless, fully understanding ''the infinitesimal model'' will surely occupy many future generations.
