In this work, in order to achieve increased positioning accuracy, a particle filter based integrated navigation system is designed for a rotary wings unmanned aerial vehicle (UAV). As the navigation problem has highly nonlinear characteristics on the system and measurement models, the designed algorithm which is based on particle filter works more effectively with respect to Kalman filter-based algorithms which have strict linearity assumptions. In order to verify the proposed algorithm, firstly the designed navigation system is tested with a flight scenario planned in an only simulation environment. After that, the designed algorithm is tested with the data acquired on a real rotary wings system in the laboratory for a different number of particles separately and it has been shown to produce satisfactory results. In this study, an integrated navigation solution having high accuracy and reliability was calculated for a quadrotor having six degrees of freedom.
Introduction
Nowadays, unmanned aerial vehicles are commonly used for reconnaissance, surveillance, scientific research and military strikes purposes. In the near future, regulations are expected to be adapted for civil use by aviation authorities. Hence, in order for these unmanned aerial vehicles which are about to increase by number to fulfil their missions, they have to generate high precision navigation data and have autonomous capabilities. Currently, a global positioning system (GPS) is the most well-known method for positioning. However, GPS is not secure for aeronautical applications solely. In the report published by Volpe National Transportation Systems in 2001, the likelihood of GPS's existing threats over human life, environment and economy were identified (John, 2001) . The reasons for its vulnerability were also stated in this report. Kalman filter based applications have come forth for navigation applications so far. However, due to the improvement of computer technology, particle filter based applications having high computational complexity become more prominent. The most important reason for this is that the particle filter instead of Kalman filter functions over a model which is closer to the reality through non-linear system models and the non-Gaussian noise distributions. Studies have shown that particle filter based navigation applications have obtained solutions having high accuracy compared to Kalman filter based applications (Gustafsson, 2010; Ren and Ke, 2010; Ma and Guan, 2011) . As opposed to this, particle filter has an important disadvantage. The more the number of system states to be estimated increases the more the performance of particle filter drops. When a realistic navigation model related to an aircraft moving inside three-dimensional space is designed, circumstances such as three-dimensional position, velocity, acceleration, Euler angles, and sensor error sources can be included in this model.
A classic particle filter will not work effectively for this model which has a lot of states number. Rao-Blackwellisation techniques are used to solve this problem. If the system states are divided into two subspaces as high non-linear states and linear states, Rao-Blackwellisation techniques can be used in these systems.
Highly non-linear states of the system are estimated by particle filter and the other states are estimated by the extended Kalman filter (Gustafsson et al., 2002; Nordlund and Gustafsson, 2001) . In their studies, Bistrovs and Kluga emphasised the navigation systems' non-linear nature due to the movement of the platform used and stated the low success of Kalman Filter based algorithms in these systems. They developed a particle filter based data fusion algorithm by using low-cost micro-electromechanical system based inertial sensors in their study (Bistrovs and Kluga, 2011) . Current studies related to particle filter based INS/GPS integration in the literature is very new and few in numbers. Generally, a classic particle filter including a limited number of system states is used to limit the computational complexity of these studies.
In their studies, Hernaez and Giribet (2006) compared the performances of linearised Kalman filter and particle filter on integrated navigation systems. A comparative scenario was formed for a few states in simulation by using inertial measurement system (INS) and GPS data. As a result, it was observed that particle filter based system is more successful. In their studies, Ren and Ke (2010) combined micro-electro mechanic system based inertial sensor data and GPS data with a particle filter based data algorithm to overcome the non-linear and non-Gaussian distribution nature of inertial sensors. Gustafsson (2010) published a study as a reference work for how to use the particle filter based algorithm in global positioning applications generally. In authors' work, the development of particle filter from its discovery including other estimation methods in which Bayesian approach was used was mentioned. Global positioning applications for submarines, surface vehicles and aircrafts were also designed. Ma and Guan (2011) suggested a solution with a new algorithm for the performance decrease occurring when the number of particle filter states variable increases. Similarly, the algorithm suggested in simulations carrying out over an integrated navigation system by forming INS and GPS data has higher performance compared to classic particle filter. Melo and Matos (2013) developed a particle filter application for terrain-based navigation system in the simulation. In authors' work, suggestions related to the algorithm were made to develop the system noise for sensor limited systems, measurement noise and particle number parameters. Apart from these studies, algorithms were developed to fix the decreasing exponential performance and increasing state number of the particle filter in some studies which Rao-Blackwellised particle filter structure was used. In this filter structure, whereas highly non-linear states are branched to be estimated by particle filter, other linear and linear approximated states are estimated by extended Kalman filter. In their study, Giremus et al. (2004) designed Rao-Blackwellised particle filter based INS and GPS integration system in the simulation. Over the non-linear state space model defined in this study, it was shown that error variance was decreased by Rao-Blackwellisation procedure. Sarkka et al. (2007) published the Rao-Blackwellised particle filter based multi-target tracking algorithm. In the algorithm involving the definition and tracking of the unknown number of targets, Classic Monte Carlo method was developed via the RaoBlackwellisation process. Vernaza and Lee (2006) suggested a Rao-Blackwellised particle filter based navigation algorithm by using inertial sensor data and GPS data in the simulation. In this study, the position and the attitude of a vehicle having six degrees of freedom was estimated. Also, the performance increase obtained by comparing the results with Kalman filter-based algorithms was indicated. In authors' work, for a navigation solution, Nordlund and Gustafsson (2009) designed an integrated navigation system by using INS system making use of non-linear equations of motion and terrain based navigation system. In authors' work, the altitude of the aircraft was measured via radar altimeter and its position on surface height map existing in the database was detected. The data obtained from this was combined with the information from INS and the RaoBlackwellised particle filter algorithm.
In this study, an integrated navigation solution having high accuracy and reliability was calculated for a quadrotor having six degrees of freedom. In the process of finding this solution, the data obtained from different navigation aids having different measurement characteristics formed the input of the designed particle filter based navigation system. Since it is independent of the motion model, the navigation system obtained at the end of this study can be used in many systems such as fixed and rotary wings aircrafts, VTOL aircrafts and missiles.
Integrated navigation
While INS data in the integrated navigation system perform the measurement according to inertial forces on the matter which does the motion, GPS system generates information according to the navigation message received from the satellites in the orbit. It is obvious that the measurement which this object using these two navigation systems will be in different coordinate frames. The relationship among these coordinate frames must be modelled effectively for a precise navigation solution. In the final navigation solution, results are generated according to a certain reference within the frame of certain coordinate frames which the user will determine. The changes occurring in the attitude of an aircraft can be defined by Euler angles rotations. These rotations are respectively applied as yaw rotation, pitch rotation and roll rotation. Mathematical expressions for Euler angle rotations in the matrix form are written as in equations (1)- (3) (Cai et al., 2011) :
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A, B and C matrices given in equation (1)- (3) are the expressions of transformations corresponding to yaw, pitch and roll rotations respectively in the matrix form. The rotation matrix of the transformation which will be done from navigation coordinate frame to body coordinate frame can be done by using 
If the expression given in equation (4) is reduced to one single matrix, the transformation matrix in equation (5) will be obtained. Here, the expressions of * c and * s are used instead of cos (*) ve sin(*) functions respectively to track the complex expression easily. 
If the expression in equation (6) is written simpler, equation (7) is obtained:
: .
Here, the S matrix is defined as the integrated transformation matrix and it was shown in equation (8):
The inertial measurement unit forms the basis of INS system. They generate information related to both linear and rotational motions according to the inertial forces applied to this measurement unit. IMU, formed from three accelerometers formed as perpendicular to each other and three gyroscopes coincident to these axis, generate linear acceleration and angular velocity. By using this output; position, velocity and attitude values are obtained with iteratively solved navigation equations. Inertial measurement unit generates specific force, ω as a measurement output. Inertial navigation equations are used for this output to transform into position, velocity and attitude states. Since it will be used in a short range flight scenario, if we assume the earth's rotational velocity is zero and the world's surface is flat, the equations in the discrete time state will be as below (Groves, 2013) :
Here n b C , the transformation matrix from body frame to navigation frame corresponds to b ib Ω skew-symmetric form of IMU angular rate measurements. The vector of x, y, and z b ib ω x, y, and z components were shown in equation (13).
n eb V , the velocity vector in the navigation coordinate frame; n eb r , the position vector in the navigation coordinate frame; g , the gravity vector coming from the gravity model in the navigation coordinate sphere and i τ , IMU measurement period. The notation was adopted from (Groves, 2013) and the reference can be reviewed for further details.
Particle filter based navigation
Evidently, the particle filter known as Sequential Monte Carlo Method is an estimation method which defines the states as particles. Bayesian approach is used in this estimation method. It is much more effective since it works without the assumptions such as the linearity of system and measurement model like Kalman filter and the noise having a Gaussian distribution. The particle filter algorithm can be summarised in the following steps, as applied to the system evolution from Arulampalam et al., 2001; Ristic et al., 2004) .
Step 1 Step 2: Calculate the total weight
and then normalise the particle weights, that is, for 1, ,
Step 3: Resample the particles as follows:
Step 3.1: Construct the cumulative sum of weights (CSW) by computing Step 3 • While j i u c > make 1 i i = + .
• Assign samples
• Assign weights
The sensor data related to the motion performed by the aircraft is combined in the navigation system which the particle filter is used as an integration algorithm. In such a system, state estimation was done without needing the motion model of the aircraft. In this structure, the motion model output of the aircraft and the data obtained from the camera system are processed as a measurement model output. The camera system giving the aircraft information about the position can generate a very precise position information in the circumstances when a correct calibration process is done and the quantity of light power in the sphere doesn't show much variation. In the scenario formed, tests over Q-Ball system were performed with a correct calibration process and a short-term study. Navigation function was carried out by using the data obtained from the fixed camera system and IMU data received over the aircraft. Here, calibration errors were modelled by adding a noise on the camera data and were administered as an input to the navigation system.
Within the scope of this paper, the algorithm which calculates navigation solutions for a quadrotor system is designed. The solutions contain 7 states, positions and velocities in three-dimensional space and the yaw angle (heading). The designed navigation system is applied to a real system. For this purpose, QBall-X4 system is used as a navigation test platform. Within this context, indoor motion capture system is used as a secondary navigation aid in the navigation system. Under the normal condition, the motion capture system (camera system) produces very precise positioning data according to the IMU. But in this study, additional noise is added to the measurement. Hence, additional noise free camera system's position output is assumed true positions of the quadrotor. Figure 1 illustrates the block diagram of the designed system. The data which comes from IMU mounted on the quadrotor frame and the 3D motion capture system for indoor positioning is used as inputs to the navigation system. This system includes six cameras which are deployed in our laboratory. An algorithm designed to perform particle filter-based navigation was performed in two different test scenarios; one of which is the prior simulation application and the other is the real-life system application. The MATLAB code formed with the designed basic algorithm was adapted for these two different scenarios aforementioned. The flow of basic algorithm in its general terms is as follows:
Receiving the data: The algorithm which generally performs the navigation function as a data fusion needs the sensor data coming from two different sources (IMU/GPS or IMU/Camera). If these data is a non-real time application, it can be taken collectively. If it is a real-time application, it can be taken as samples. This part of the code is selected according to the application scenario.
Inertial navigation solution:
By using the information of the specific force and angular rate coming from inertial sensors, the generation of positioning, velocity and attitude information is taken place in this part of the code.
Produce state outputs:
The addition of noise to the data which belong to the state variations obtained in the previous process is held in this part of the code. A noise appropriate for the sensor error characteristics is added to the whole data in this code which is formed for the simulation test scenario. As for the real system test scenario, IMU data are directly used since they are received over the system. In addition to the error resulted from the measurement, an additional noise with a running software is added to the camera data.
Particle filter: Particle filter, which receives noisy measurement results as an input, estimates defined seven states. Updating the particles which are formed suitably to the probability distribution of the states iteratively for each new measurement, the particle filter estimates for all the states during the measurement.
Simulation and results
Firstly, the proposed algorithm was tested only in a simulation environment. The test scenario corresponding to an 8-figure motion which is a difficult comparison scenario in the field of aviation was prepared. To generate a flight path which will be carried out as 8-figure, a mathematical function corresponding to this flight path primarily was derived from the mathematical function in equation (14) (Mohinder et al., 2007) :
Here S is defined as the tracking scaling parameter. In positioning equations, the h parameter in the altitude state variation equals to the altitude. It corresponds to the ω angular frequency and the Φ phase angle in the argument of sinusoidal functions. The flight path formed by using equation (14) is shown in Figure 2 . In the light of all these data obtained, the sensor data which will be used in navigation algorithms with the noises applied suitably to the sensor error characteristics over the data will be received for an aircraft moving in the shape of 8-figure. To easily examine an aircraft which flies according to the flight path as Figure 2 suggests, its horizontal position over its projection to the surface plane will be examined. Aforementioned simulation output was shown in Figure 3 . Here, the real flight path which the aircraft followed was shown in the same graphic with IMU sensor data and GPS data. It is clear that because of the random walk error, the IMU data diverged from the real value over time; but the GPS data showed a fixed error margin characteristic. Figure 4 , graphics in the first column showed the estimation errors in three-axis positions whereas graphics in the second column showed the estimation errors in threeaxis velocities. In Figure 5 , estimation error graphic done in the yaw angle was shown. As it was shown in equation (15), estimation errors are calculated as the absolute value of the difference between the real value and the estimated value.
Estimation Error = Real Value Estimation result. −
The units of the estimated states for positions, velocities and the yaw angle are metre, metre/second and radian, respectively. As it is observed in Figure 4 , when the errors made in three-axis positions and velocities are examined via error metric interpretation defined in equation (15), it is evident that successful results are achieved by the algorithm designed to track the real states.
An aircraft flying in accordance with the flight path in Figure 2 will be able to track the real state with the help of particle filter based navigation algorithm by a very low error margin in the velocities and positions parameters. When the yaw angle error examined in a different graphic in Figure 5 was examined with the error metric interpretation identified in equation (15), it followed the real yaw angle effectively.
A performance test was performed for the algorithm which was tested in simulation and had successful results over the real systems. QBall-X4 test platform in Control and Avionics Laboratory located at Anadolu University was used for this. Figure 6 is shown the set up established in the laboratory. In addition to the three-axis locations and velocities of the quadrotor, the yaw angle will also be estimated by the navigation system. The data coming from the camera system fixed in the laboratory and from the IMU located on the aircraft comprises the input of the navigation system. Q-Ball system was flown in a quadratic manner on the air by using a remote controller connected to a computer via mission control station. The flight route that the aircraft followed was shown in Figure 7 . The axis sizes drawn in Figure 7 are in metres and show the one-to-one scaled flight motion directly performed in the laboratory. The software output formed by using particle filter based navigation algorithm, in which the data coming from the cameras being another navigation aid and IMU data recorded during the flight test used as a data, will be examined.
By using the aforementioned sensor data, particle filter operated by 2000 particles estimated three-axis locations, three-axis velocities and the yaw angle. The results were shown in Figures 8-10 . In Figure 8 , estimation errors done in three-axis locations as x, y and z respectively; in Figure 9 , estimation errors done in three-axis velocities as x, y and z respectively were shown. In Figure 10 , estimation error done in the yaw angle was shown. As it was shown in equation (15), estimation errors were calculated as the absolute value of the difference between the real value and the estimated value. The units of the estimated value for locations, velocities and the yaw angle are metre, metre/second and radian, respectively.
When the errors made in three-axis positions and velocities shown in Figures 8 and 9 were examined by the error metric defined in equation (15), it was clear that successful results were taken via the algorithm designed to track the real states. An aircraft flying in accordance with the flight path in Figure 7 will be able to track the real state with the help of particle filter based navigation algorithm by a very low error margin in the positions and velocities parameters.
When the yaw angle error observed in Figure 10 was examined with the error metric interpretation defined in equation (15), it followed the real yaw angle effectively. In this graphic, vertical axis information was given in radian.
As a result of the application studies performed with the real flight data, the algorithm was operated again for 2000, 5000 and 7000 particles by using the same scenario to observe how the different numbers of particles change for different error levels obtained. Ultimately, the errors obtained were calculated with the error metric defined in equation (15) and the error amplitudes were added for all measurements. The average values which they take according to the total error amount states for all measurements were shown in Table 1 . It is clearly observed that the amount of estimation errors decreases when the number of particles increases.
Table 1
Comparison between the number of particles and the amount of the error 
Conclusion
The production of new technologies is only possible with the application to be performed with real systems. Within the scope of this study, the performance of the navigation system was tested both on absolute simulation and the real-life system. As a result of these two applications, it was observed that successful results were obtained. The designed system was not only tested in the simulation but also tested in the real system application. The fact that the successful results were obtained was the most important output of this study. The Qball-X4 system installed for the real system tests done within the scope of this study including the Control and Avionics laboratory located in Anadolu University, the Faculty of Aeronautics and Astronautics set up a serious substructure in the area of navigation, control and guidance. This substructure obtained through this study is a very important attainment for this and following studies. It will also be an essential source of motivation about the execution of real system application by not just being limited to the simulation for all the forthcoming studies carried out within this laboratory.
