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Abstract
We design a new LP-based algorithm for the graphic s-t path Traveling Salesman Problem
(TSP), which achieves the best approximation factor of 1.5. The algorithm is based on the idea
of narrow cuts due to An, Kleinberg, and Shmoys. It partly answers an open question of Sebo˝.
Keywords: approximation algorithms, linear programming, s-t path TSP.
1 Introduction
The metric Traveling Salesman Problem (TSP) is one of the most well-known problems in the area
of combinatorial optimization. For the metric TSP, Christofides [4] presented an algorithm that
achieves an approximation guarantee of 3
2
. Hoogeveen [8] extended the algorithm to the metric
s-t path TSP, and proved an approximation guarantee of 5
3
. This had been the best approxima-
tion factor for decades until the recent paper [1, An, Kleinberg, and Shmoys] improved on the 5
3
approximation guarantee and presented an algorithm that achieves an approximation guarantee of
1+
√
5
2
≈ 1.61803. Most recently, [11, Sebo˝] further improved the approximation factor to 1.6.
For the graphic s-t path TSP, a special case of the metric s-t path TSP, [2, An and Shmoys]
provided a sightly improved performance guarantee of (5
3
− ǫ). The paper [9, Mo¨mke and Svensson]
gave a 1.586-approximation algorithm for the graphic s-t path TSP. [10, Mucha] improved the
analysis of [9] and obtained a 19
12
+ ǫ ≈ 1.58333 + ǫ approximation guarantee for any ǫ > 0 for the
graphic s-t path TSP. Recently, [12, Sebo˝ and Vygen] gave the first 1.5-approximation algorithm
for the graphic s-t path TSP. Their algorithm and its analysis are sophisticated, and are based on
ear decomposition. The algorithm applies both local and global optimization to the ears.
In this paper, we present a new 1.5-approximation algorithm for the graphic s-t path TSP.
Compared with the algorithm from [12, Sebo˝ and Vygen], our algorithm and its analysis are much
simpler. The notion of narrow cuts for s-t path TSP was introduced by [1, An, Kleinberg, and
Shmoys]. Our algorithm is based on this idea. In [11], Sebo˝ posed an open question on applying the
”Best of Many Christofides” algorithm in [1] to achieve the best approximation guarantees known
for the graphic special cases of TSP and its variants. Although our algorithm seems different from
the ”Best of Many Christofides” algorithm, they share the idea of narrow cuts. From this point of
view, our algorithm answers this question partly for the graphic s-t path TSP. The key point of our
algorithm is to find a minimal spanning tree that intersects every narrow cut in an odd number of
edges. Such a tree guarantees that the minimum size of the edges fixing the wrong degree vertices
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is at most half of the optimal value of the linear programming relaxation. Finally, the union of the
spanning tree and the fixing edges gives us the 1.5-approximation guarantee.
2 Preliminaries
Let G = (V,E) be a connected graph with unit cost on each edge. Let s, t be two given vertices in
G. Consider the metric completion (G′, c′) of G where c′ is the cost function on each edge e = (u, v)
in G′ such that c′e is the minimal cost of any u-v path in G. The graphic s-t path TSP is to find a
minimum cost Hamiltonian path from s to t in G′ with edge costs c′. Denote the cost of this path
by OPT (G).
For any vertex subset φ ( S ( V , we define δG(S) = {(u, v) ∈ E : u ∈ S, v /∈ S}. If there is
no ambiguity, we use δ(S) for short. In particular, if S = {v}, we use δ(v) instead of δ({v}). Let
W = {W1,W2, . . . ,Wl} be a partition of vertex set V . Define δ(W) = ∪1≤i≤lδ(Wi). Let x ∈ RE .
For any F ⊆ E, we define x(F ) =
∑
e∈F xe. Let 2G be the graph obtained from G by doubling
every edge of G. The graphic s-t path TSP of G is equivalent to finding a minimum-size trail in
2G from s to t visiting every vertex at least once (multiple visits are allowed). That is to find a
minimum-size connected spanning subgraph of 2G with {s, t} as the odd-degree vertex set. The
following linear program (LP) on the original graph G is a relaxation of the graphic s-t path TSP:
(L.P.1) minimize :
∑
e∈E xe
subject to : x(δ(W)) ≥ |W| − 1 ∀ partition W of V
x(δ(S)) ≥ 2 ∀∅ ( S ( V, |S ∩ {s, t}| even
2 ≥ xe ≥ 0 ∀e ∈ E
Let x∗ be an optimal solution of (L.P.1). Note that (L.P.1) can be solved in polynomial time
via the ellipsoid method [7]. We know that
∑
e∈E x
∗
e ≤ OPT (G). Let S ⊆ V . If |S ∩ {s, t}| = 1,
we call S an s-t cut. Furthermore, if x∗(δ(S)) < 2, we call S a narrow cut.
Lemma 2.1 [1, Lemma 1] Let S1, S2 ⊆ V be two distinct narrow cuts such that s ∈ S1 and s ∈ S2.
Then S1 ( S2 or S2 ( S1.
Hence, we know that the set of narrow cuts containing s forms a nested family. Let S1, S2, . . . , Sk
be all the narrow cuts containing s such that s ∈ S1 ( S2 ( S3 · · · ( Sk ( V . Define Li = Si\Si−1
for i = 1, 2, . . . , k, k + 1 where S0 = φ and Sk+1 = V . Note that each Li is nonempty and
∪1≤i≤k+1Li = V .
Let T be a nonempty subset of V with |T | even. For F ⊆ E, if the set of odd-degree vertices
of graph (V, F ) is T , then we call F a T -join. Note that if G is connected, then a T -join always
exists. For any S ⊆ V , if |S ∩ T | is odd, we call it T -odd cut. The following LP formulates the
problem of finding a T -join of minimum size:
(L.P.2) minimize :
∑
e∈E xe
subject to : x(δ(S)) ≥ 1 ∀ T -odd S
xe ≥ 0 ∀e ∈ E
Lemma 2.2 [6] The optimal value of (L.P.2) is the same as the minimum size of a T -join.
Let F ⊆ E. For any v ∈ V , we call v a wrong degree vertex with respect to F if
|δ(v) ∩ F | is
{
even if v ∈ {s, t}
odd if v /∈ {s, t}.
(1)
2
We use the next lemma through the rest of the paper.
Lemma 2.3 [3, Lemma 1] Let G = (V,E) be a graph, let s, t be two vertices of G, let F be a set
of edges of G, and let T be the set of wrong-degree vertices with respect to F . Then, for any S ⊆ V ,
if S is T -odd and also satisfies |S ∩ {s, t}| = 1, then |δ(S) ∩ F | is even.
3 LP-based 32-approximation algorithm
In this section, we give an LP-based 3
2
-approximation algorithm for s-t path TSP. Before stating
the algorithm, we need some lemmas.
Lemma 3.1 There is a polynomial-time combinatorial algorithm to find all narrow cuts S1, S2, . . . , Sk.
Proof. Compute the Gomory-Hu tree for the terminal vertex set V with respect to the capacity
x∗ (See [5, Section 3.5.2]). After that, for each edge of the s-t path in the Gomory-Hu tree, check
the corresponding cut. We claim that each such cut with x∗ capacity less than 2 is a narrow
cut, and there are no other narrow cuts. The correctness of this claim follows from the following
observation: For any u ∈ Li, v ∈ Li+1, the narrow cut Si is the unique minimum u-v cut, and
furthermore, Si is also a s-t cut. 
Let H be the support graph of x∗. For any L ⊆ V (H), the subgraph of H induced by L is
denoted by H(L).
Lemma 3.2 For 1 ≤ p ≤ q ≤ k + 1, H(∪p≤i≤qLi) is connected.
Proof. Consider the graph H which is the support graph of x∗. Note that x∗(δH(S)) =
x∗(δG(S)) for any φ ⊂ S ⊂ V . In this proof, the notation refers to H, e.g., δ(S) means δH(S). Let
L = ∪p≤i≤qLi. We divide the proof into several cases:
Case 1: p = 1 and q = k + 1, i.e., H = H(L). The partition cut constraint in (L.P.1) implies that
H is connected.
Case 2: p = 1 and q < k + 1. Suppose H(L) is not connected. Then, there exist two nonempty
vertex sets U1 and U2 such that U1, U2 is a partition of L and there exists no edge between U1 and U2
in H. Without loss of generality, we can assume that s ∈ U1. By the constraints of (L.P.1), we have
x∗(δ(U1)) ≥ 1 and x∗(δ(U2)) ≥ 2. However, L = Sq is a narrow cut, which implies x∗(δ(L)) < 2.
Note that δ(U1)∩ δ(U2) = φ and δ(L) = δ(U1)∪ δ(U2). So, 2 > x
∗(δ(L)) = x∗(δ(U1))+x∗(δ(U2)) ≥
1 + 2 = 3. This is a contradiction.
Case 3: p > 1 and q = k + 1. By the symmetry of s and t, it is the same as Case 2.
Case 4: p > 1 and q < k + 1. Suppose H(L) is not connected. Then, similarly there exist two
nonempty vertex sets U1 and U2 such that U1, U2 is a partition of L and there exists no edge
between U1 and U2 in H. In this case, by the constraints of (L.P.1), we have x
∗(δ(U1)) ≥ 2 and
x∗(δ(U2)) ≥ 2. Let Y1 = ∪1≤i≤qLi and Y2 = ∪p≤i≤k+1Li. Note that Y1 and Y2 are two narrow cuts.
Also, δ(U1) ∪ δ(U2) ⊆ δ(Y1) ∪ δ(Y2). Note that δ(U1) ∩ δ(U2) = φ by the definition of U1 and U2.
Thus, 4 > x∗(δ(Y1))+x∗(δ(Y2)) ≥ x∗(δ(Y1)∪ δ(Y2)) ≥ x∗(δ(U1)∪ δ(U2)) = x∗(δ(U1))+x∗(δ(U2)) ≥
2 + 2 = 4. This is a contradiction. 
Corollary 3.3 For every 1 ≤ i ≤ k + 1, H(Li) is connected, and moreover there exists an edge
connecting Li and Li+1 in H.
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Algorithm 1 LP-based approximation for the graphic s-t path TSP
Step 1. Find an optimal solution x∗ of (L.P.1) and construct the support graph H of x∗.
Step 2. Find the narrow cuts S1, S2, . . . , Sk containing s, and get the corresponding sets
L1, L2, . . . , Lk+1 (recall: Li = Si\Si−1 where S0 = φ and Sk+1 = V ). If no narrow cuts exist, take
J as a spanning tree in G and go to Step 6.
Step 3. For 1 ≤ i ≤ k + 1, find a spanning tree Ji on H(Li).
Step 4. Take an edge ei from H connecting Li to Li+1 for 1 ≤ i ≤ k. Let Eb = ∪1≤i≤k{ei}.
Step 5. Construct a spanning tree J = (∪1≤i≤k+1Ji) ∪ Eb.
Step 6. Let T be the wrong degree vertex set of J . Find the minimum size T -join F in G.
Step 7. Output J∪˙F (disjoint union of edge sets in 2G).
Lemma 3.1 provides a polynomial algorithm for Step 2, and Corollary 3.3 guarantees that Step
3 and Step 4 are feasible. Thus, the LP-based algorithm runs in polynomial time.
Lemma 3.4 For F in the LP-based algorithm, we have
|F | ≤
1
2
∑
e∈E
x∗e.
Proof. Firstly, we claim x∗(δ(S)) ≥ 2 for every T -odd cut where T is the wrong degree vertex
set of J in the LP-based algorithm. Let S be a T -odd cut. There are two cases to be considered.
Case 1: S is not an s-t cut. Then, by the constraint of (L.P.1), we have x∗(δ(S)) ≥ 2
Case 2: S is an s-t cut. If there exist no narrow cuts, then clearly x∗(δ(S)) ≥ 2. Otherwise, for
any narrow cut S′, we have |J ∩ δ(S′)| = 1 by Step 4 of the algorithm. However, by Lemma 2.3,
we have |J ∩ δ(S)| is even. This means S is not a narrow cut. Thus, x∗(δ(S)) ≥ 2.
By the claim, we know 1
2
x∗(δ(S)) ≥ 1 for every T -odd cut S. This implies 1
2
x∗ is a feasible solution
of (L.P.2). By Lemma 2.2, we have |F | ≤ 1
2
∑
e∈E x
∗
e. This completes the proof. 
Remark 3.5 In fact, if we can find a spanning tree J such that |J ∩ δ(S)| is odd for each narrow
cut S, then we can find an edge set F to correct the wrong degree vertices in J such that |F | ≤
1
2
∑
e∈E x
∗
e. This also holds for the (general) metric s-t path TSP, i.e., for metric costs, if we can
find such a spanning tree J , then the minimum cost of the edges fixing the wrong degree vertices in
J is at most half of the cost of the optimal solution of LP.
Theorem 3.6 The LP-based algorithm is a 3
2
-approximation for the graphic s-t path TSP.
Proof. Note that J is a spanning tree of G. We consider J as an edge set. So, |J | = |V | − 1 ≤∑
e∈E x
∗
e ≤ OPT (G). Also note that |F | ≤
1
2
∑
e∈E x
∗
e ≤
1
2
OPT (G). Since J∪˙F is a connected
spanning subgraph of 2G with {s, t} as the odd-degree vertex set, this gives a s-t Hamiltonian path
on the metric completion of G with cost at most |J |+ |F |. Therefore, the LP-based algorithm is a
3
2
-approximation algorithm. 
4
Remark 3.7 By the proof of Theorem 3.6, we can obtain an upper bound 3
2
for the integrality
ratio of the (L.P.1). Furthermore, this also implies that the integrality ratio of the path-variant
Held-Karp relaxation (See [1]) is at most 3
2
when restricted to graphic metric. Note that [1, Figure
1(b)] presented an example with graphic metric to show the lower bound 3
2
for the integrality ratio
of the path-variant Held-Karp relaxation. Hence, from this point of view, our algorithm achieves
the best possible approximation guarantee that the LP-based algorithms can get for the graphic s-t
path TSP.
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