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Resumen
Muchas aplicaciones en computacio´n tienen por objetivo buscar objetos en una base de datos
que sean similares a uno dado. Todas estas aplicaciones pueden tratarse en abstracto con el for-
malismo de espacio me´trico. Este me´todo encapsula las propiedades de los objetos de la base de
datos y permite construir ı´ndices gene´ricos.
Existen muchas te´cnicas de construccio´n de ı´ndices para realizar bu´squedas de proximidad,
todas las te´cnicas tienen para´metros que dependen de la geometrı´a del espacio. Estos para´metros
balancean el tiempo de construccio´n, el tiempo de bu´squeda y la memoria utilizada por el ı´ndice.
En este trabajo presentamos un me´todo de parametrizacio´n local que permite segmentar la
base de datos de tal manera que a cada segmento se le pueden seleccionar de manera o´ptima sus
para´metros adecuados.
Ilustramos la te´cnica probando con un ı´ndice particularmente difı´cil de parametrizar, el GNAT.
Para este efecto seleccionamos el espacio me´trico de cadenas de palabras bajo la distancia de
edicion. La base de datos se divide en dos segmentos, los cuales se indizan por separado. Para
satisfacer una consulta se busca en ambos ı´ndices. Esta operacio´n resulta mas eficiente que buscar
en el ı´ndice original.
Palabras claves: bases de datos, bu´squeda por proximidad, espacio me´trico.
Este trabajo ha sido parcialmente subvencionado por CYTED VII.19 RIBIDI Project (ambos autores) y por CONA-
CyT 36911-A (segundo autor)
1 Introduccio´n
La bu´squeda es un problema fundamental en Ciencias de la Computacio´n, presente virtualmente
en cada aplicacio´n. Las bases de datos tradicionales se construyen basa´ndose en el concepto de
bu´squeda exacta: la base de datos es dividida en registros, teniendo cada registro campos totalmente
comparables; una consulta a la base retorna todos aquellos registros cuyos campos coincidan con los
aportados en la bu´squeda.
Actualmente las bases de datos han incluido la capacidad de almacenar nuevos tipos de datos
tales como ima´genes, sonido, video, etc. Estructurar este tipo de datos en registros, para adecuarlos
al concepto tradicional de bu´squeda exacta, es dificil en muchos casos y hasta imposible si la base de
datos cambia mas ra´pido de lo que se puede estructurar (e.g. la web). Au´n cuando pudiera hacerse,
las consultas que se pueden satisfacer con la tecnologı´a tradicional son limitadas a variaciones de
bu´squedas exactas. Nos interesan las bu´squedas en donde se puedan recuperar objetos similares a
uno dado. Este tipo de bu´squeda se conoce con el nombre de bu´squeda aproximada o bu´squeda por
similitud, y surge en diversas a´reas; reconocimiento de voz, reconocimiento de ima´genes, compresio´n
de texto, biologı´a computacional, por nombrar algunas de ellas.
Todas estas aplicaciones tienen algunas caracterı´sticas comunes. Existe un universo  de objetos
y una funcio´n de distancia        que modela la similitud entre los objetos. Esta funcio´n
 cumple con las propiedades caracterı´sticas de una funcio´n de distancia:
1.        (positividad estricta)
2.     ( simetrı´a)
3.         (desigualdad tringular)
El par    es llamado espacio me´trico. La base de datos es un conjunto    , el cual se
preprocesa a fin de resolver bu´squedas por similitud eficientemente. La medida de eficiencia esta´
dada por el nu´mero de ca´lculos de distancia utilizados para resolver la bu´squeda.
Ba´sicamente, existen tres tipos de bu´squedas de intere´s en espacios me´tricos, los cuales describi-
mos con la notacio´n esta´ndar de la literatura [7]:
Bu´squeda por rango : esta bu´squeda, que denotaremos con  

, consiste en recuperar todos los
elementos de  que esta´n a distancia  de un elemento  dado. En sı´mbolos,  

 	 	  
 	  

Bu´squeda del vecino ma´s cercano: esta bu´squeda, que denotaremos con 



, consiste en
recuperar el (o los) elemento(s) ma´s cercano(s) a un elemento  dado. En sı´mbolos, 




	 	    	  	   

Bu´squeda de los k-vecinos ma´s cercano la denotaremos con 



; en este caso el objetivo es
recuperar los  elementos ma´s cercanos a  en  . Esto significa encontrar un conjunto   
tal que     	 	   	      	   
Nuestro intere´s se ha centrado en las bu´squedas por rango, dado que son la base para resolver los
otros dos tipos de bu´squedas .
Un caso particular de espacios me´tricos son los espacios vectoriales -dimensionales, con las
funciones de distancia 



   

 

   

  




 





      . Para estos
casos existen soluciones bien conocidas tales como KD-tree [2, 3], R-tree [10], etc. Sin embargo, e´ste
no es el caso general.
Las investigaciones en la actualidad tienden al estudio de algoritmos en espacios me´tricos ge-
nerales, donde existen varias te´cnicas conocidas para resolver el problema en un nu´mero sublineal de
ca´lculos de distancia, con la condicio´n del preprocesamiento de  [7]. Todas estas te´cnicas tienen
para´metros que dependen de la geometrı´a del espacio.
En este trabajo presentamos un me´todo que permite particionar el espacio en dos segmentos,
cada uno de ellos con ciertas caracterı´sticas, de manera tal que se pueda realizar una seleccio´n de
para´metros o´ptima a cada segmento.
Para probar esta te´cnica, hemos usado como ı´ndice una estructura particularmente difı´cil de
parametrizar, el Geometric Near-neighbor Access Tree (GNAT). En particular hemos trabajado con
las bu´squedas por rango aplicadas a diccionarios de palabras, usando como funcio´n de distancia la
distancia de edicio´n (tambie´n llamada distancia de Leveshtein).
Comenzaremos dando el marco teo´rico del trabajo, para luego presentar la te´cnica de segmentacio´n
y los resultados experimentales en donde mostramos que, partir el diccionario en dos segmentos, in-
dexar cada segmento separadamente y buscar tambie´n por separado es ma´s eficiente que buscar en el
espacio sin segmentar.
2 Geometric Near-neighbor Access Tree
Esta estructura, presentada por Sergey Brin en el an˜o 1995 [4], es una extensio´n del Generalized
Hyperplane Tree (GHT) [11]. El objetivo que se persigue, es que la estructura actu´e como un modelo
geome´tricamente jera´rquico de los datos. Ma´s especı´ficamente, a partir del nodo raı´z se obtiene una
una idea de los datos como espacio me´trico, y a medida que avanzamos en la jerarquı´a del a´rbol se
logra una idea ma´s exacta de la geometrı´a de los mismos. Para lograr esto se construye una jerarquı´a
basada en Diagramas de Voronoi [1].
La construccio´n de un GNAT de aridad  procede de la siguiente manera: en el primer nivel se
seleccionan  pivotes 

 

     

de  , que se almacenan en el nodo raı´z. A cada pivote 

se le
asocia el conjunto 


formado por aquellos objetos que esta´n ma´s cerca de 

que de cualquier otro
pivote 

; en sı´mbolos:



  	 

   

          

Para cada 


, si su cardinalidad es mayor que  se construye recursivamente un GNAT, caso
contrario se construye con esos elementos un nodo terminal.
En cada nodo del GNAT se almacena adema´s una tabla, a la que llamaremos 
, de taman˜o


. Esta tabla mantiene informacio´n sobre las distancias mı´nimas y ma´ximas, desde el pivote 

a los conjuntos 


:


	
 







  






 	 , con         
Esta informacio´n, junto con la desigualdad triangular, se usa en el momento de la bu´squeda para
descartar suba´rboles. Para una bu´squeda por rango  

, se compara  con algu´n pivote 

, y se
descartan todos aquellos pivotes 

( y sus correspondientes 


) tales que
 

   

  	  

	
 
La razo´n por la que esto puede hacerse es muy sencilla. Sea  	 


, si 

   

   ,
luego por la desigualdad triangular se sigue que 

   

   , de donde se deduce
que    . Ana´logamente, si 

   

    , por la desigualdad triangular se sigue
que 

      

   , de donde deducimos que     ( ver figura 1).
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Figura 1: Eliminacio´n de suba´rboles usando 

. En este caso
podemos eliminar 


dado que  	   
 



	

 
Este proceso se repite hasta que ningu´n pivote pueda descartarse. La bu´squeda continu´a luego
recursivamente en aquellos suba´rboles no eliminados. Durante este proceso se agregan al resultado
todos aquellos pivotes 

tales que 

   .
La aridad del a´rbol es el nu´mero de pivotes que se eligen en cada nodo. La aridad elegida influye
notablemente en la performance del GNAT. Para algunos espacios me´tricos, una aridad alta puede
ser una buena eleccio´n, mientras que para un espacio me´trico diferente una aridad pequen˜a puede
producir mejores resultados.
3 Dimensio´n Intrı´nseca
Las te´cnicas de indexacio´n tradicionales para espacios vectoriales tienen una complejidad que de-
pende exponencialmente de la dimensio´n del espacio. Las te´cnicas ma´s recientes, han podido solu-
cionar este problema y su complejidad so´lo depende de la dimesio´n intrı´nseca del espacio; por ejem-
plo, un plano inmerso en un espacio vectorial de dimensio´n 50, tiene dimensio´n intrı´nseca 2. Este
concepto de dimensio´n puede traducirse a espacios me´tricos generales y, como veremos, tambie´n
afecta la performance de las te´cnicas de indexacio´n.
Consideremos el histograma de distancias entre puntos en un espacio me´trico   . Este his-
tograma se menciona en varios artı´culos como una medida fundamental relacionada a la dimensio´n
intrı´nseca del espacio [4, 5, 6, 8, 9]. La idea es que, a medida que la dimensio´n intrı´nseca de un
espacio me´trico aumenta, la media  del histograma crece y su varianza  se reduce.
La figura 2 da una idea intuitiva de por que´ el problema de bu´squeda se torna ma´s difı´cil cuando
el histograma es ma´s concentrado. Consideremos una bu´squeda  

, y un ı´ndice basado en pivotes
elegidos aleatoriamente. Los histogramas de la figura representan posibles distribuciones de distan-
cias entre  y algu´n pivote . La regla de eliminacio´n dice que podemos descartar aquellos puntos
 tales que  	        	. Las a´reas sombreadas muestran los puntos que no podra´n
descartarse. A medida que el histograma se concentra ma´s alrededor de su media, disminuye la canti-
dad de puntos que pueden descartarse usando como dato  . Este feno´meno es independiente de
la naturaleza del espacio me´trico, y nos brinda una forma de cuantificar cua´n dura es una bu´squeda
sobre el mismo.
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Figura 2: Histogramas de distancias de baja dimensionalidad (izquierda), y de alta dimensionalidad (derecha)
Este concepto se formaliza a trave´s de la siguiente definicio´n :
Definicio´n: la dimensio´n intrı´nseca de un espacio me´trico    se define como   


, siendo  y

 la media y la varianza respectivamente de su histograma de distancia.
Bajo esta definicio´n, una base de datos obtenida como una muestra uniformemente distribuida de
un espacio vectorial de dimensio´n , tiene dimensio´n intrı´nseca 
. Esto significa que la definicio´n
dada concuerda con el concepto de dimensio´n en espacios vectoriales.
En forma similar a lo que sucede en espacios vectoriales, todos los algoritmos degradan sis-
tema´ticamente cuando  se incrementa [7].
4 Estrategia de Particio´n
Descubrir la estructura subyacente del conjunto de datos es sumamente u´til en el disen˜o de algoritmos
de indexacio´n. En particular, saber co´mo se agrupan los elementos del espacio me´trico nos servira´
para identificar la zona de bu´squeda ma´s difı´cil.
Una forma de visualizar la distribucio´n de los datos del espacio me´trico, es por medio de los
histogramas de distancias. Dado un espacio me´trico    y un elemento  	  , el histograma local
respecto del punto de referencia  es la distribucio´n de distancias de  a los elementos  	  .
El histograma local puede ser muy diferente del histograma global; pero si los histogramas lo-
cales de diferentes puntos de referencia son similares, entonces podemos predecir a trave´s de ellos la
distribucio´n de los elementos de una base de datos    .
Si un grupo de elementos se encuentra simulta´neamente en la zona central de los histogramas de
varios puntos de referencia, entonces ellos conformara´n una zona de bu´squeda difı´cil de tratar, dado
que esta´n en la zona de mayor concentracio´n de elementos. Llamaremos a este grupo de elementos
nu´cleo duro del espacio y lo denotaremos con 
  . Los restantes elementos formara´n lo que
llamaremos el nu´cleo blando, que denotaremos con 
  ,
Luego, dada una base de datos    identificar y eliminar su nu´cleo duro indexa´ndolo sepa-
radamente, permitira´ mejorar la performance dado que las bu´squedas sobre los restantes elementos
no se vera´n afectadas por ese conglomerado de elementos. Esto implica:
 Particionar la base de datos  en 
   y 
  .
 Indexar separadamente 
   y 
  
 Resolver las bu´squedas  

sobre  , buscando en 
   y 
  
El me´todo de deteccio´n de 
   es sencillo, so´lo debemos hacer intersecciones de las zonas
centrales de histogramas locales para distintos puntos de referencia . Habiendo obtenido 
   ,
la deteccio´n de 
   es trivial.
La figura 3 describe el proceso de deteccio´n del nu´cleo duro de una base de datos  . El para´metro
 es el porcentaje de elementos que deben quedar finalmente en 
  . El para´metro ! es el radio
de corte utilizado para detectar la zona de mayor conflicto del histograma local del punto  (denotado
en el co´digo como "#). La idea es, teniendo calculado "#, tomar los elementos que se encuentren
alrededor de la mediana del histograma.
Obtener (in , in , in , out   )
1.     
2. Elegir un punto 	  
3. Mientras        hacer
4. Calcular 	
5.   	
6.            	    	
7. Elegir un punto 	      
8. Fin mientras
Figura 3: Algoritmo de deteccio´n de 
  
5 Ana´lisis experimental
ESPACIO ME´TRICO
Los experimentos fueron realizados sobre diccionarios de palabras usando como funcio´n de dis-
tancia la distancia de edicio´n. Esta funcio´n es discreta y calcula la mı´nima cantidad de palabras que
hay que agregar, cambiar y/o eliminar a una palabra para obtener otra. Este modelo es comu´nmente
usado en recuperacio´n de texto, procesamiento de sen˜ales y aplicaciones de biologı´a computacional.
PARA´METROS USADOS EN LA CONSTRUCCI O´N DEL GNAT
Se trabajo´ con polı´tica de seleccio´n de pivotes aleatoria. La cantidad de pivotes utilizada en cada
caso, dependio´ de la de la base de datos a indexar. Hemos podido comprobar experimentalmente que,
si el taman˜o de la base de datos aumenta, aumentar la aridad del GNAT no siempre es una buena
decisio´n.
Los experimentos persiguieron entonces dos objetivos. Primero analizar el comportamiento de la
te´cnica de particionamiento, haciendo uso de una cantidad de memoria no superior a la que la que se
utilizarı´a si no se particionara el espacio. Para ello se realizaron experimentos de manera tal que en
los nu´cleos se usara una aridad menor o igual a la utilizada para indexar el diccionario sin particionar.
Luego, se analizo´ el comportamiento del me´todo de particionamiento, usando las aridades ma´s
convenientes en cada caso, au´n cuando esto implicara que en los nu´cleos se utilizara una cantidad de
memoria superior a la necesitada para indexar el diccionario sin particionar.
PARA´METROS USADOS EN EL ALGORITMO DE PARTICIONAMIENTO
La seleccio´n de los sucesivos puntos  se hizo en forma aleatoria. Se hicieron particiones que
dejaran la misma proporcio´n de elementos en ambos nu´cleos, hasta particiones que dejaran una pro-
porcio´n  , con decrementos de 10. Es decir, se usaron los valores     y 
para  . Para cada uno de estos valores de  , se experimento´ con valores de  hasta  para !.
RESULTADOS
En una primera etapa se trabajo´ sobre un diccionario espan˜ol, de  palabras, orientando
los experimentos a obtener los valores o´ptimos para  y !. Se eligieron al azar  palabras del
diccionario, y para cada una de ellas se realizaron bu´squedas por rango  

usando como radio de
bu´squeda  los valores    y .
Para cada una de las bu´squedas se calculo´ la proporcio´n !  !!!, siendo ! la
cantidad de comparaciones hechas para buscar en el nu´cleo blando, ! la cantidad de compara-
ciones hechas para buscar en el nu´cleo duro y !! la cantidad de comparaciones hechas para buscar
en el diccionario sin particionar. Esta proporcio´n mide el grado de mejora que presenta la te´cnica
sobre el me´todo cla´sico (sin particionar). Un valor igual a 1 indica que ambos enfoques realizan la
misma cantidad de evaluaciones de la funcio´n de distancia  . Un valor menor que 1 indica que el
enfoque particionado es mejor que el enfoque sin particionar.
La figura 4 muestra los promedios de la proporciones sobre las 500 palabras, usando un GNAT de
aridad  para el diccionario sin particionar, y un GNAT de aridad  o menor en los nu´cleos. Como
puede observarse, independientemente del radio de corte !, los mejores resultados se obtuvieron
para   , con una reduccio´n en ca´lculos de distancias realizados de hasta un . Esto significa
que, usando la misma cantidad de memoria, podemos ahorrar en tiempo de bu´squeda, una cantidad
significativa de evaluaciones de distancia. La figura 7 muestra los resultados para   , con los
distintos valores de !. Notar que la mejor performance se obtiene en !  , degradando a medida
que ! aumenta.
El pro´ximo paso fue´ establecer que sucedı´a al utilizar las aridades o´ptimas en cada caso. Para esto
se indexo´ el diccionario sin particionar y los nu´cleos usando aridades     y  La figura
5 (izquierda) muestra el comportamiento del GNAT bajo las distintas aridades, para el diccionario
sin particionar. Como puede observarse  resulta ser la mejor eleccio´n para bu´squedas de baja
selectividad, mientras que  es la ma´s adecuada para bu´squedas de mayor selectividad.
En cuanto a los nu´cleos, para cada valor de ! y  analizamos todas las combinaciones de aridades
a fin de establecer la combinacio´n o´ptima. La figura 5 (derecha) muestra un ejemplo para el caso
!   y   . Como conclusio´n de estos experimentos llegamos a que  resulta ser el valor
o´ptimo en ambos nu´cleos.
Finalmente la figura 6 muestra los resultados usando las aridades ma´s convenientes en cada caso,
matenie´ndose reducciones de hasta un  en ca´lculos de distancia tal como sucedı´a en los experi-
mentos anteriores
En cuanto a los tiempos de construccio´n del ı´ndice, el aumentar ! produjo un incremento consi-
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Figura 4: Resultados para un diccionario Espan˜ol de 86061 palabras
derable en la cantidad de puntos  necesitados para encontrar 
  .
En base a estos resultados se decidio´ realizar los experimentos posteriores so´lo para !  .
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Figura 5: Comportamiento de GNAT para distintas aridades (izquierda) y determinacio´n de la aridad o´ptima para cada
particio´n (derecha)
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Figura 6: Comparacion utilizando la mejor aridad en cada uno de los nucleos.
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Figura 7: Resultados para un diccionario Espan˜ol de 86061 palabras, usando   
La figura 8 exhibe los resultados de los experimentos realizados con un diccionario italiano de
aproximadamente 116.000 palabras. La figura de la izquierda, muestra los resultados cuando se usa
un GNAT de aridad 110 tanto para los nu´cleos como para el diccionario sin particionar. En este caso,
la mejor performance se alcanza para   , con reducciones en ca´lculos de distancia de alrededor
del .
En este caso, experimentalmente se comprobo´ que, para indexar el diccionario completo, usar ari-
dad 30 produce mejores resultados que usar aridad 110. La figura de la derecha exhibe los resultados
de la comparacio´n contra un GNAT de aridad 30. Tambie´n aquı´ logramos reducciones de alrededor
del  en ca´lculos de distancia. Notar que en este caso, la cantidad de memoria usada en los nu´cleos
es mayor que la usada para indexar el diccionario completo. Pero au´n ası´, se logra una mejora que no
se alcanzaba aumentando la memoria en el diccionario sin particionar.
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Figura 8: Resultados para un diccionario Italiano de 116.879 palabras
Finalmente, la figura 9 muestra los resultados para un diccionario france´s de aproximadamente
138.000 palabras. La figura de la izquierda es el resultado de comparar contra un GNAT de aridad
110 en el diccionario sin particionar, y la de la derecha los resultados de comparar contra uno de
aridad 50. Esto se debe a que, sobre el diccionario sin particionar un GNAT de aridad 50 tiene mejor
desempen˜o que uno de aridad 110. Se logran reducciones de hasta un  para   .
En este caso, dada la cardinalidad del diccionario, se comprobo´ que sucedı´a al aumentar au´n mas
la aridad del GNAT. En la figura 10 pueden observarse los resultados de la comparacio´n usando un
GNAT de aridad 160. Notar que en este caso el grado de mejora no disminuye si aumentamos el radio
de bu´squeda, algo que no sucedı´a en los casos anteriores.
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Figura 9: Resultados para un diccionario France´s de 138.257 palabras
6 Conclusiones y trabajo futuro
En este trabajo hemos presentado un me´todo de parametrizacio´n local que permite particionar el espa-
cio en dos segmentos, de manera tal que a cada segmento se le puedan seleccionar de manera o´ptima
los para´metros correspondientes. La deteccio´n de las regiones duras y blandas de un espacio, per-
mite construir ı´ndices adecuados a cada regio´n, reduciendo la cantidad de evaluaciones de distancias
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Figura 10: Resultados para un diccionario France´s de 138.257 palabras
necesarias para resolver una bu´squeda  

.
Hemos ilustrado el comportamiento de esta estrategia, usando un GNAT para la indexacio´n de los
segmentos. En la seccio´n 5 hemos mostrado que se consigue reducir hasta en un  las cantidad
de evaluaciones de la funcio´n . Estos resultados preliminares son motivantes, permiten anticipar un
camino no explorado en la construccio´n de ı´ndices. Los experimentos descritos en el trabajo son limi-
tados (un solo ı´ndice, un solo espacio me´trico), pero permiten extrapolar el comportamiento en otros
espacios me´tricos. Como se describe en [7], lo relevante para medir la complejidad de la bu´squeda
en un espacio me´trico es el histograma de distancias. El me´todo propuesto utiliza intensivamente este
para´metro (con el radio de corte). Este u´ltimo se puede intercambiar con un percentil del histograma
para ser mas aplicable en el caso general.
Observamos que el radio de corte no es independiente del taman˜o o´ptimo de los respectivos seg-
mentos. Para cada radio de bu´squeda serı´a necesario sintonizar estos para´metros. Al parecer las
particiones equilibradas (50%) son mas eficientes que las particiones sesgadas. Como trabajo futuro,
nos proponemos estudiar posibles optimizaciones a esta estrategia y su comportamiento ante otros
algoritmos de indexacio´n.
Con respecto al primer punto, hay varias lı´neas a seguir:
 Particionar el espacio en una cantidad mayor de segmentos, o construir una jerarquı´a de parti-
ciones.
 Usar te´cnicas mas costosas en el proceso de deteccio´n de los nu´cleos. El uso de histogramas
locales es una te´cnica sencilla y ra´pida, te´cnicas ma´s costosas pueden producir mejores seg-
mentaciones.
 Usar diferentes ı´ndices para cada parte. Una possibilidad es usar algoritmos probabilı´sticos en
el nu´cleo duro y algoritmos exactos en el nu´cleo blando.
Agradecimientos Queremos agradecer a los a´rbitros ano´nimos que con sus comentarios ayudaron
a mejorar esta presentacio´n.
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