We present a comprehensive formalism for the description of primordial black hole formation in spherical symmetry based on the formalisms of Misner, Sharp, and Hernandez, which can be used to predict whether or not a black hole will form, and extract the resulting black hole mass when formation does occur. Rigorous derivations of all aspects of the formalism are provided, including a thorough investigation of appropriate initial and boundary conditions. We connect our formalism with numerous other approaches in the literature. Some implementation details for numerical code are provided. We include animations of simulated primordial black hole formation as supplemental material.
I. INTRODUCTION
The very early universe is understood to consist of a generally isotropic and homogeneous plasma with small perturbations. These perturbations, thought to originate in quantum fluctuations driven outside the horizon during inflation [1, 2] , form the seeds of structure that give rise to the cosmic microwave background and ultimately the universe as we know it today.
If the primordial perturbations are sufficiently large, it is possible that they might collapse under their own gravity, forming primordial black holes [3, 4] . This requires perturbations to grow to nonlinear scales. The standard inflationary tale predicts Gaussian scale invariant perturbations with amplitudes ∼ 10 −5 , meaning that the probability of forming a nonlinear perturbation is negligible; indeed, primordial black hole production rates are predicted to be vanishingly small in this picture [5] . It is conceivable, however, that there exist features in the inflationary power spectrum at small wavelengths, well below cosmic microwave background radiation scales, that may allow perturbations to become sufficiently nonlinear as to grow under their own gravity and undergo gravitational collapse [6] [7] [8] (alternatively, large non-Gaussianities or isocurvature may also provide the necessary conditions).
The idea of primordial black holes, whilst currently strictly hypothetical, is intriguing for a number of reasons. Astrophysically, an appropriate spectrum of primordial black holes may provide the seeds for the supermassive black holes found in the centers of galaxies [9] . An entirely different spectrum consisting primarily of lunar mass black holes may be able to explain cold dark matter [10] . Smaller black holes are also of theoretical interest as a window into the process of black hole evaporation through Hawking radiation [11] . Finally, should primordial black holes be identified, this would give insight into the smallscale structure of the very early universe, well beyond what the CMB and large scale structure can provide.
The concept of primordial black holes was first introduced by Zel'dovich and Novikov [12] in 1966, and again by Hawking in 1971 [13] . Theoretical work in the 1970's identified rough criteria for primordial black holes to form [14, 15] , and early numerical hydrodynamic simulations were undertaken later that decade [16] [17] [18] . Later work investigated the possibility of primordial black hole formation through exotic processes such as bubble collisions [19] , cosmic strings [20, 21] and phase transitions [22] .
A large amount of work has gone into computing the number density and mass spectrum of primordial black holes from inflationary models [5, 7, 8, 23] , and there exists an extensive literature constraining the mass spectrum through astronomical, astrophysical and cosmological measurements [24] [25] [26] [27] [28] [29] (see also [30] [31] [32] for reviews). The absence of primordial black holes has in turn been used to place constraints on other cosmological processes.
In this paper, we are concerned with the formation of primordial black holes through inflationary perturbations in the primordial plasma. Most work in the literature deals with spherically symmetric perturbations, and we follow this trend. This simplification is justified by the result from peaks theory [33] that the largest peaks resulting from an appropriate probability distribution have a very strong tendency to be (almost) spherical.
In order to understand the primordial black hole number density and mass spectrum, one needs to know the threshold under which perturbations will form primordial black holes. Early work by Carr [14, 15] considered a collapsing region described by a closed Friedmann-RobertsonWalker (FRW) spacetime surrounded by a flat FRW universe. In the radiation-dominated era, this was found to lead to a threshold value for the perturbation amplitude δ c ∼ 1/3, where δ is defined to be the fractional mass excess inside the cosmological horizon when the overdense region enters the horizon.
Early hydrodynamical simulations of primordial black hole formation [16, 18] were based on the Misner-Sharp formalism [34] , which describes the gravitational collapse of a thermodynamic fluid under spherical symmetry. This formalism cannot evolve past the formation of a black hole, however. To our knowledge, the first numerical evolution capable of extracting the final state black hole mass was Niemayer and Jedamzik [35] , who modified stellar collapse code [36] based upon the Hernandez-Misner formalism [37] , which uses a null slicing condition to avoid singularity formation. Alternative formalisms have also been proposed [38] [39] [40] . A number of works have used these formalisms to investigate critical phenomena and shock formation near the threshold of black hole formation [41] [42] [43] [44] .
Niemayer and Jedamzik found that the critical mass overdensity δ c ∼ 0.7, much larger than had been previously thought. However, Sasaki and Shibata [38] pointed out that this was due to their initial conditions containing an unphysical decaying mode. Musco et al. [45] investigated this further, arriving at a more modest δ c ∼ 0.4. This issue gave rise to investigations of how to construct appropriate initial conditions for numerical simulations. A particularly nice method has been presented by Polnarev et al. [46, 47] .
While the formation condition for a primordial black hole is known to be roughly δ c ∼ 0.4, the precise value is dependent upon the density profile of the perturbation [48] . Polnarev et al. [49, 50] have recently constructed a new criteria which aims to capture the effect of the perturbation profile dependence on the black hole formation condition.
The purpose of this paper is to present a comprehensive formalism for the numerical evolution of spherically symmetric perturbations in the early universe under the influence of their own gravity. We employ the Misner-Sharp [34] and Hernandez-Misner [37] formalisms, building upon the ideas of Niemayer and Jedamzik [35] and Polnarev et al. [46, 47] . Our primary goal is to establish a clean and precise formalism from a somewhat murky literature.
Our numerical formalism, while building on previous results, is entirely new. We correct errors in the literature and present new techniques to improve accuracy in simulations. We analyze the regime of validity of various approximations, and provide a concrete description for how to connect inflation to initial conditions for numerical evolution. We have taken pains to be as rigorous and complete as possible, presenting our derivations in a pedagogical manner. We do not give details of a particular numerical implementation, but point to issues that can lead to numerical troubles where appropriate.
This paper is structured as follows. We begin by deriving the Misner-Sharp formalism in detail in Section II. In Section III, we apply the Misner-Sharp formalism to cosmology, and find variables more appropriate for this evolution. We pay particular attention to the black hole formation condition and appropriate cosmological boundary conditions. Section IV addresses the subject of initial conditions in detail. We then derive the HernandezMisner formalism in Section V, and cast it into variables more suited for cosmological evolution in Section VI. We discuss various coding issues in Section VII. Those who are only interested in seeing the supplemental animations may like to skip to Section VIII, where we demonstrate and explain simulations in our formalism. Finally, we conclude in Section IX. A number of technical appendices are included.
II. MISNER-SHARP FORMALISM
We begin by investigating Einstein's equations for a spacetime containing a perfect fluid under the assumption of spherical symmetry. We follow the formalism first laid out by Misner and Sharp [34] , and aim to present a detailed yet succinct derivation of the equations of motion.
A spacetime is spherically symmetric if it possesses an SO(3) isometry (3D rotation) group, where the action of this group on any given point (the 'orbits' of the group) are two-dimensional spheres [51] . The spacetime metric induces a two-dimensional metric on each such sphere, which must be proportional to the metric of a unit twosphere,
for two coordinates θ and φ. This two-dimensional metric possesses three Killing vectors, associated with rotations around three axes. Demanding that the spacetime metric also possess these Killing vectors constrains it to take the form
where x 0 and x 1 are arbitrary coordinates and the twodimensional metric g AB depends only on x 0 and x 1 .
The remaining gauge freedom in the metric (2) lies in redefinitions of x 0 and x 1 . Common gauge choices are to choose coordinates such that R 2 = (x 1 ) 2 , known as the radial gauge, or to fix (x 1 ) 2 g 11 = R 2 , known as isotropic radial coordinates. The gauge choice we employ is to fix g 01 = 0, which makes the metric diagonal. We choose coordinates t and A, and write the metric as
Here φ, λ, and R are functions of A and t alone, and we take R to be a monotonically increasing function of A.
The remaining gauge freedom lies in transformations of the form t = t(t) and A = A(Ã).
We describe the matter content of the spacetime as a perfect fluid with stress-energy tensor T µν = (ρ + P )u µ u ν + P g µν (4) where ρ is the energy density, P is the pressure, and u µ is the four-velocity of the fluid. Note that because this tensor is diagonal in the local rest frame of the fluid, it cannot describe the energy flow associated with radiation [34] . In particular, this means that free-streaming neutrinos cannot be described in this formalism. We discuss the use of a perfect-fluid description of the early universe photon bath in Appendix A. It is convenient to use coordinates such that the coordinates move with the fluid, known as comoving or Lagrangian coordinates. The fluid fourvelocity is then given by u t = e −φ , u i = 0; i = r, θ, φ .
The preliminaries complete, we now compute the equations of motion. We begin with the Einstein equation G µν = 8πT µν , where we work with G = c = 1. The time-time, radius-radius, and time-radius components of the equation are as follows, where we use primes and dots to denote derivatives with respect to A and t respectively.
+ e −λ R e λṘλ + e 2φ R λ − 2e 2φ R
− e λ−2φ (e 2φ +Ṙ 2 − 2RṘφ + 2RR)
Except for the θθ and φφ components, all other components of the Einstein equation vanish identically. The θθ and φφ components are related by symmetry, and as the Einstein equation and the conservation of stress-energy equation are related by the Bianchi identity, these angular components can be neglected in favor of the simpler equations arising from conservation of stress-energy. We now use conservation of stress-energy, ∇ µ T µν = 0. The t and r components are 0 = 2Rρ + (P + ρ)(4Ṙ +λR) (7a) 0 = P + (ρ + P )φ (7b)
while the θ and φ components vanish identically.
The following definitions allow us to bring the equations of motion into a more convenient form. U is the coordinate velocity of a fluid element, as the fluid element at comoving radius A is positioned at radius R. Note that this is only a coordinate velocity, not a physical velocity, and therefore can exceed unity. The quantity Γ is simply an alternative variable to λ, and must be positive due to the monotonic nature of R. The quantity m is the Misner-Sharp mass, a measure of the gravitational mass contained within the radius A. It must also be monotonic in A. The following related expressions are useful.
e −φR =U + Uφ (9a) e −λ/2 R = Γ + 1 2 Γλ (9b)
We now write the five equations of motion using these definitions. Begin by solving Eq. (7b) for φ .
Next, write Eq. (6c) aṡ
Take Eq. (6a) and substitute in Eqs. (8a), (8b), (9b) and (11b) to obtain
Integrating this from 0 to A, imposing the boundary condition R(t, 0) = 0, and using Eq. (8c) we find
Now, multiply Eq. (7a) by 2πRR and substitute Eq. (11a). Some rearrangement leads to
Integrate this over the radial coordinate from 0 to A, then make use of Eqs. (8a) and (8c) to obtaiṅ
where we once again employ the boundary condition R(t, 0) = 0. The last equation is (6b). Substituting Eqs. (8a), (8b) and (9a) yields the following.
This can be further simplified using Eqs. (10) and (13) .
We now have the six equations that constitute the Misner-Sharp formalism [34] . Three equations are evolution equations for R, m and U (Eqs. (8a), (15) and (17)), and three equations are constraint equations for ρ, φ and Γ (Eqs. (9c), (10) , and (13)). Together, they express the content of Einstein's equations in a convenient manner for numerical implementation.
This system of equations must be supplemented by an equation of state P . In the original Misner-Sharp formalism, the equation of state was taken to depend on energy density and specific energy (kinetic energy density), and so thermodynamic relations were also required to close the system of equations. For early universe cosmology purposes, we can take pressure to be a function of energy density only, and so we only need the equation of state 1 .
Because it describes fluid flows, the Misner-Sharp formalism has the capacity to develop shocks. A typical way to combat this is to introduce an artificial viscosity term into the equations in order to smooth out any shocks [52] . The effect of adding a a viscous term is to let pressure P = P 0 + Q, where P 0 is the physical pressure, and Q is the artificial viscosity. For the moment we simply include it as an unknown artificial viscosity in the equations of motion, and leave a detailed discussion for Section VII. For the physical pressure, we will use P 0 = wρ, where w is the (possibly time-dependent) equation of state. For radiation, w = 1/3, as we detail in Appendix A.
We complete the formalism by specifying boundary conditions. We utilized R(t, 0) = 0 in the derivation of the equations. By the definitions of U and m, we then have U (t, 0) = m(t, 0) = 0. By spherical symmetry, we have ρ (t, 0) = P (t, 0) = 0 and thus φ (t, 0) = 0 also. Using L'Hôpital's Rule we find that
The only remaining boundary condition is to specify φ at one of the boundaries. This is simply a gauge condition on the time coordinate, and is usually set by matching to asymptotic behavior. Initial conditions must be set for each of the evolution variables, namely m(t 0 , A), U (t 0 , A) and R(t 0 , A). The first two of these correspond to the local energy density and fluid velocity, while the third of these is the initial gauge condition. The fluid provides the only dynamical degree of freedom; the gauge condition simply evolves with time as dictated by the fluid.
We summarize the Misner-Sharp equations for conve-1 A number of papers in the primordial black hole literature employ thermodynamic relations in their system of equations despite this. To our knowledge, this is unnecessary.
The boundary conditions are R(t, 0) = 0, m(t, 0) = 0, U (t, 0) = 0 and Γ(t, 0) = 1, with an arbitrary (nonzero) boundary condition ρ ref (t). For later convenience, we also include the following expression.
When artificial viscosity is turned off and w is constant, we can integrate Eq. (19e) to obtain
where ρ ref is some reference density which is simply related to the boundary condition on φ. This formula is useful for analytic analysis.
III. COSMOLOGICAL APPLICATION OF THE MISNER-SHARP FORMALISM
The Misner-Sharp formalism was originally designed to study stellar collapse, where pressure vanishes after some radius, and the metric smoothly connects to the Schwarzschild metric. In cosmology, neither pressure nor energy density vanish at large radii, and spacetime is not asymptotically flat. Thus, particular care must be given to the boundary conditions in the Misner-Sharp formalism in this case. In this section, we use the MisnerSharp formalism to describe cosmological evolution. We begin by investigating the Friedmann-Robertson-Walker (FRW) limit of the equations, before looking beyond the background evolution to find variables more suited to cosmological evolution.
A. Background Evolution
We begin by exploring the background cosmological evolution. This requires that the energy density is constant in space, yielding ρ b = 0, where the subscript b indicates the background FRW value. This in turn leads to φ b = 0 from Eq. (19e) where we ignore artificial viscosity. By choosing our boundary condition appropriately, we can set φ b = 0. This gives us ρ ref = ρ b . Equation (19d) can now be integrated to obtain
Using these results, the evolution equations (19a), (19b) and (19c) become the following.
In particular, note that there are no spatial derivatives here, and so the evolution of each function will be independent of A. In particular, this allows us to write R b (A, t) = a(t)A where we exploit reparameterization invariance to write R b (A, t 0 ) = A for our initial data, selecting a(t 0 ) = 1. The function a(t) is the usual scale factor of FRW cosmology. Substituting this description of R into the equations of motion then yields the following.
The first of these is recognizable as the continuity equation in cosmology. The last two of these combine to yield
which is the acceleration equation. Combined with the continuity equation, this can be used to obtain
which integrates to give
for some constant of integration k. This is the Friedmann equation with spatial curvature k. We can multiply this by R 2 b and substitute for U b to obtain
and thus
The metric then becomes the curved FRW metric,
where we used e λ = R 2 /Γ 2 . Thus, the Misner-Sharp equations yield the FRW cosmological evolution, as expected.
Let us specialize to the case of k = 0 (flat FRW) with constant equation of state w. As we aim to model cosmological evolution in the radiation dominated era immediately after inflation has suppressed all spatial curvature, this is a reasonable regime to investigate.
We can then solve the background cosmological evolution as follows. The continuity equation is integrated to obtain (35) where ρ 0 is the FRW energy density at time t 0 . The Friedmann equation then becomeṡ
where we have defined α = 2/3(1 + w) for convenience (α = 1/2 for w = 1/3). This can be integrated to obtain
where the boundary condition a(t 0 ) = 1 has been used, and we assume w = −1. It is convenient to set t 0 by t 0 = α 3 8πρ 0 (38) such that
The Hubble parameter is then given by
B. Beyond the Background
While the full Misner-Sharp equations describe gravitational collapse in cosmology, they are not written in terms of the most efficient quantities, particularly from a numerical perspective. As we can solve the background evolution exactly, it is useful to factor out this aspect of the solution from the variables, in order to enhance accuracy and stability. In this subsection, we transform the Misner-Sharp equations in such a manner. This subsection largely draws upon and improves the ideas of Polnarev, Nakama and Yokoyama [47] .
where the tilded quantities are unity for FRW evolution, and are even functions (Q, which represents a dimensionless form of the artificial viscosity, is also an even function but vanishes for FRW evolution). The choice to scalem andŨ by R instead of R b is made because the expected local quantities depend on physical radius rather than the expected FRW radius. In more pragmatic terms, this choice of quantity simplifies the expressions that follow. The Misner-Sharp equations of motion become the following in this notation.
Here, we've made liberal use of the background expressions, the continuity equation and the Friedmann equation. For the purposes of numerical evolution, the evolution slows down significantly as time increases due to the 1/t that appears in the equations of motion (as part of the Hubble parameter). To address this, it is useful to work in logarithmic time. Define
such that
We can express the Hubble and scale factors in terms of ξ as follows.
Here, we define R H = t 0 /α as the horizon radius at the beginning of the evolution. For later use, it is convenient to note that
the horizon scale evolves as
and that the Friedmann equation can be written as
It is also convenient to define A =ĀR H withĀ dimensionless. Using these variables and the definition (38) for t 0 , the equations of motion become the following.
Here, we repurpose primes to denote derivatives with respect toĀ, and found it useful to useΓ in favor of Γ. When the artificial viscosity is vanishing, we have
These equations are supplemented by the boundary conditionsρ = 0,R = 0,m = 0 andŨ = 0 atĀ = 0 (i.e., all functions are even functions ofĀ). A boundary condition on φ is also required; we suggest using the result (51) . Initial data consists of specifyingR,Ũ andm (orρ) at time ξ = 0. The values ofm,R andŨ at the origin are only important for computing derivatives, as the quantities m, R and U already vanish at the origin. If some evolution scheme that omits the origin while requiringm,R and U to be even functions is used, then the origin can be ignored altogether. If not, then the functions should be evolved subject to the constraint that these functions have a vanishing derivative at the origin. We also point out that the evolution equation forŨ is not singular at the origin asP is an even function; with artificial viscosity vanishing,P = wρ, and
where we've usedm = 0 at the origin. The equations (50) are the complete dimensionless cosmological Misner-Sharp equations of motion. The only time explicit time dependence is in the expression forΓ 2 , and there is no dependence upon ρ 0 or t 0 at all. This implies that for any initialm,R andŨ , the evolution is the same no matter the initial time or density.
C. Black Hole Formation
We now possess the tools to evolve initial density perturbations to investigate whether they form black holes or not. We thus need a method for detecting the appearance of a black hole. To do this, we search for the creation of an apparent horizon, which if detected, points to the existence of an event horizon 2 . We point the reader to §7 of [53] for the following results.
Define n a to be the timelike unit vector orthogonal to slices of constant t, and s a to be the spacelike unit vector orthogonal to slices of constant A. Together, these define an outgoing null vector
The expansion of outgoing radial null geodesics is given by Θ = m ab ∇ a k b where m ab = g ab + n a n b − s a s b is the two-dimensional metric on the hypersurface of constant t and A. An apparent horizon forms when Θ ≤ 0. It is known that
for spherically symmetric spacetimes. For our metric, we have
As such, an apparent horizon forms when U + Γ ≤ 0. As Γ > 0, this requires U to be negative. Using Eq. (13), the condition of black hole formation becomes 2m R ≥ 1 (55) which is recognizable as the amount of mass inside an circumferential radius R smaller than the Schwarzschild radius, and thus satisfying the hoop conjecture. Using (41c) and the Friedmann equation, this yields
Written in terms of our variables, this becomes
Thus, one should check for the conditionsŨ < 0 and (57) as the conditions under which a black hole forms. After the apparent horizon forms, a singularity at the origin forms soon afterwards. The Misner-Sharp formalism cannot evolve past the formation of this singularity, and so a new technique is needed if more information about the resulting black hole (such as its mass) is desired. This brings us to the Hernandez-Misner formalism, which we introduce in Section V.
D. Outer Boundary Conditions
Let us now consider a situation where we wish to investigate gravitational collapse near the origin, and desire to smoothly connect to an FRW evolution at some radius. Suppose that our region of interest is A < A 0 on the initial time slice. By investigation of the Misner-Sharp equations, we see that it is insufficient for the local quantities (R, U , ρ and φ) to be equal to their FRW values to ensure FRW evolution for A ≥ A 0 , as an incorrect mass inside the radius A 0 will then cause the evolution to differ from FRW. Thus, in order to ensure FRW evolution for A ≥ A 0 , we must also require m(A 0 ) = m b (A 0 ). This matching condition implies that any overdensity must be surrounded by a corresponding underdensity in order to smoothly connect to FRW. It is important to note that this condition is not guaranteed to be preserved under time evolution, as we discuss below.
In terms of the tilde variables, the matching condition is thatm,Ũ andR become unity at the boundary, and remain unity beyond it. If m(
Lettingρ = 1 + δ ρ , this is equivalent to
Letm = 1 + δ m . Then from Eq. (50), we have
Inserting this into Eq. (59) along with R = aĀH RR yields
If instead of matching to FRW at A 0 , we wish to match to FRW asymptotically, then our condition becomes
This extends the linearized argument given by Polnarev and Musco [46] . For the purposes of matching to FRW numerically, it is helpful to have the initial data approach the background values at the boundary of the computational domain. However, as the evolution equations depend on derivatives of the local variables, data that matches to FRW at the boundary at one time is not guaranteed to match at a later time. In particular, a central perturbed region tends to gradually expand out, particularly when it doesn't form a black hole.
This means that there is no physical boundary condition at the outer boundary of the computational domain. However, in order to solve the equations, an outer boundary needs to be specified, as there are two characteristics to the equations of motion, one traveling inwards and one traveling outwards. Without a boundary condition, no control over the ingoing characteristic is exercised, and the evolution rapidly becomes unstable. Just like a onedimensional wave equation on a finite domain, a single boundary condition is required at the outer boundary.
A number of works in the literature have employed the Dirichlet boundary condition ρ(A 0 ) = ρ b . This boundary condition does an excellent job of maintaining stability at the outer boundary, but is unphysical in that it asserts that what is outside the boundary remains FRW for all time, contrary to the argument given above. As such, it creates a reflecting boundary condition where outgoing waves reflect negatively off the outer boundary. We experimented with a Neumann boundary conditionρ = 0 at the boundary, and as expected, found that waves were reflected positively.
One way in which to ameliorate this issue is to begin the evolution with a sufficiently large domain such that traveling waves do not reach the boundary before it can be determined whether a black hole has formed/will not form. However, this is computationally expensive. One solution to this, advocated by Nakama et al. [49] , is to begin with a reasonably small domain that matches to FRW on the boundary, and watch for the boundary to deviate from FRW by a small quantity. Then, expand the domain by appending FRW values to the edge of the domain, and watch the new boundary for deviations. This would seem to work well, except for the fact that they required pinning ρ at the boundary to its FRW value, and watching U deviate, whereas in principle, both should be allowed to vary. In a similar vein, Hawke and Stewart [42] suggested adding extra gridpointss at the boundary of the domain as the evolution proceeds.
We therefore desire a boundary condition on the outer boundary that allows waves to travel past the outer boundary with minimal reflection. To do so, we turn to the method of characteristics, the detailed application of which can be found in Appendix B. We extract inward (u 2 ) and outward (u 3 ) moving characteristics from solutions to the linearized equations (70). The equations of motion (B9) that u 2 and u 3 satisfy are inhomogeneous, with the inward and outward moving characteristics sourcing each other. This complicates the problem of constructing a nonreflecting boundary condition. In particular, we cannot simply set the amplitude of inward waves to be zero at the boundary because they are sourced by outward waves that have passed the boundary. Thus, the condition on u 2 for a nonreflecting boundary depends on the entire history at the boundary.
For reasons of practicality, we pursue a local condition which gives very small reflections. Following a suggestion by Kidder et al. [54] , we try a Robin boundary condition, Ā n u 2 = 0. This condition is an assumption that u 2 behaves like ∼Ā −n outside the computational domain. Combining this with Eq. (B9b) to compute a condition we are able to impose, we find
where c s = e ξ/2 / √ 12 is the linearized wave speed, and we have specialized to w = 1/3 3 . Converting this back from the characteristic variables, we obtain
and so the following boundary condition for ∂ ξ δ U .
From experimentation, we find that this condition works well for n = 3. From further experimentation, we also found that n = 1 for the ∂ ξ δ m term and n = 3 for the c s δ m term worked even better. We thus suggest using
as the outer boundary condition. In our experimentation, we found that the linear approximation is typically a good approximation at the outer boundary. However, as we know the nonlinear speed of wave propagation for a perfect fluid (as is needed when computing the CFL condition for numerical evolution, see Section VII), we tried substituting this into our boundary condition instead of the linearized speed of sound. We found that this didn't noticeably decrease the reflected portion of the wave.
Having a minimally reflecting boundary helps with the numerical evolution in a number of ways. log(ρ) A Figure 1 . Demonstration of our boundary condition. This plots density as a function of comoving radius at various times. The top curve is the earliest curve in this set, and the bottom curve is the latest. The curve in purple has an outer boundary atĀ = 20, while the curve in teal has an outer boundary atĀ = 40. The y axis is logarithmic, but the overall scaling is unimportant; it was chosen this way simply to show data at different timesteps clearly. This run did not form a black hole, but instead sent a wave of material propagating outwards. We see that our boundary condition allows the purple curve to track the teal curve remarkably well, despite terminating halfway along the domain. The largest deviations occur in the bottom two curves, which show that there was a small reflected component at the boundary. As the characteristics evolve as ∼ 1/Ā, even a very small reflected component grows as it moves towards the origin.
waves to escape the computational domain, which in turn allows us to reduce our domain size without affecting the evolution. This significantly increases the computational speed of our evolutions.
There are two caveats to this boundary condition. The first is that it was found by using linear perturbation theory. As such, if a wave with nonlinear amplitude hits the boundary, the condition doesn't work nearly so well (although it works better than the reflecting boundary conditions). The second is that it is physically possible (though unlikely, for appropriate initial conditions) for a wave to exit the boundary and then fall back in again. Our boundary condition does not allow for this occurrence. Regardless, the boundary condition works remarkably well, as we show in Figure 1 .
IV. INITIAL CONDITIONS
The formalism presented above has evolution equations form,R andŨ , and constraint equations for calculating ρ,Γ and φ. As such, initial data for m, R, and U should be specified on a surface of constant t (althoughm may be substituted forρ or φ if desired). We note that the initial data forR is simply a gauge choice; the physical initial data ism(R) andŨ (R), describing the fluid energy density and velocity.
It is intended that the initial conditions are initially generated from inflationary perturbations. Small perturbations outside the horizon grow, enter the horizon and become nonlinear before undergoing gravitational collapse. While these perturbations are small, they are well described in the linear regime. Linear fluid perturbations in cosmology are known to have two modes: a growing mode, and a decaying mode. In the time between the end of inflation and the beginning of our numerical evolution, the decaying mode should have had sufficient time to vanish almost completely. As such, the initial data should represent this, and be comprised of the growing mode only 4 . Disregard for this issue affected early work on this subject [35] , as pointed out in Ref. [38] .
More recently, [46] developed a formulation that selects initial data comprising only a growing mode in the linear regime. This formalism was expanded in [47] , and utilized in [49] . In this section, we clarify and further develop this formalism.
A. Linearized Equations of Motion
We begin by computing the linearized equations of motion. The quantities that we need to linearize arẽ R,m, andŨ , which are all unity at zeroth order (for simplicity, we take the artificial viscosityQ = 0 at linear order; see below). For efficiency, we also linearizeρ and φ. We do not need to linearizeΓ, asΓ 2 only appears in the equations of motion as a coefficient ofρ , which is itself first order.
We linearize these quantities as follows.
Here, we use as an order counting parameter. It is straightforward to linearize Eqs. (50) from these definitions.
Note that δ R only appears in the evolution equation for δ R , and is otherwise absent from this system of equations. This justifies the particular choice of variables in Eqs. 4 It is not critical that the initial data consist of only a growing mode if sufficient time is allowed for the decaying mode to decay before any measurements are taken from the simulation. However, it is convenient to remove the decaying mode in order to begin simulations closer to black hole formation, and also to better simulate initial conditions from inflation.
(41). We can thus ignore δ R entirely for the moment, and focus on δ m and δ U . Eliminating δ φ and δ ρ , we obtain the following evolution equations.
The first of these can be solved for δ U , which can then used to eliminate δ U in the second equation. This leaves us with a single second-order PDE.
It turns out that this equation is separable, and can be solved using a mode expansion. Unfortunately, all of the spatial modes diverge asĀ → 0, indicating that the linear approximation breaks down for small A. We thus look towards other methods. We begin by neglecting the RHS, which reduces the equation to a straightforward ODE. The solution will be of the form δ m = C exp(βξ), which yields the characteristic equation
This has solutions
For −1 < w < 1, the first solution is a decaying mode, while for w > −1/3, the second solution is a growing mode. For our purposes, we will assume w > −1/3, and take only the second solution.
Here, we let δ m0 = δ m (Ā, ξ = 0) = δ m (Ā, t = t 0 ). Using this in Eq. (69a), we can compute the solution for δ U .
To compute δ R , we take Eq. (68b) and substitute in the expressions for δ φ , δ ρ , δ U and δ m .
The solution to this is
where we have discarded the constant homogeneous solution which is a part of the background evolution.
These expressions for δ m , δ U and δ R provide us with exactly what we were looking for: a relationship between the dynamical variables that picks out the growing mode in initial data. Note that the time dependence of all three quantities is the same. These results are equivalent to Eqs. (4.24), (4.25) and (4.28) in Ref. [47] .
B. A Derivative Expansion
We now come back to the terms we discarded on the RHS of Eq. (70). The solution we found for δ m in Eq. (73) is the zeroth order solution δ 0 m in a derivative expansion solution to Eq. (70). Here, we flesh out the details of the derivative expansion.
We would like terms with derivatives acting on them to be suppressed compared to terms without derivatives. In order to accomplish this, we formally letĀ →Ā/ √ ε, where ε is an order counting parameter for our derivative expansion (as distinct from , which is the order counting parameter for the perturbative expansion). Equation (70) becomes the following under this transformation.
We see that this demotes the terms on the RHS to contribute at first order in the derivative expansion (our solution (73) is first order in perturbations, but zeroth order in the derivative expansion). Let us write our solution to Eq. (78) as
where our order counting parameter keeps track of the order of each solution. Our desire is that terms of successively higher order become less and less important. We can substitute this solution into Eq. (78), and demand that the equation of motion be satisfied order by order. At O(ε n ) (n > 0), the equation of motion becomes
The LHS here is identical to the LHS of Eq. (70), and so has a homogeneous solution identical to Eq. (73), which can be absorbed into δ 0 m . Only the particular solution is then of relevance. The RHS of this equation consists only of known functions from the previous order. As such, this is an ODE rather than a PDE: the spatial dependence is completely described by the spatial dependence of the previous order.
Let us then look at the time dependence of this equation of motion. At zeroth order, the solution has time dependence given by exp[2(1 − α)ξ]. The first order equation of motion then becomes
The time dependence of the particular solution must then be given by exp[4(1 − α)ξ]. The full solution is
Assume that at n th order, the time dependence of the solution is given by exp[2(n+1)(1−α)ξ]. Then at (n+1) th order, the equation of motion is
where in the second line, we substituted the time dependence from the n th order solution. The particular solution to this ODE will be proportional to exp[2(n + 2)(1 − α)ξ], and hence by induction, the time dependence at n th order will be exp[2(n + 1)(1 − α)ξ]. All spatial dependence at a given order is determined by the spatial dependence at the previous order alone. Thus, a recursion relation can be constructed relating the solution at n th order to the solution at (n − 1) th order.
We thus (in principle) have the full solution to Eq. (70) as an infinite sum in a derivative expansion.
C. Beyond Linear Order
Having solved the equations of motion at first order in perturbations through the use of a derivative expansion, we now look to higher order in perturbation theory. For the moment, let us neglect all spatial derivatives in the equations of motion, and consider the effect of expanding the equations of motion to higher order in perturbations. Let us use the expansion
where X representsm,Ũ ,R,ρ and e φ . At O( n ), the equations of motion will have homogeneous terms that depend on the functions X n , and source terms that depend on X m with m < n. The homogeneous terms will have equations of motion identical to the first order equations (68), and thus, identical solutions, which can be absorbed into the first order solutions. We thus look at particular solutions only. It is curious that the time-dependence of both the derivative expansion and the perturbative expansion increase with powers of exp[2(1 − α)ξ]. This motivates combining the two expansions into a single expansion wherein each higher order has time dependence given by an increasing power of exp[2(1 − α)ξ]. Indeed, this is achieved by the expansion
where X representsm,Ũ ,R,ρ and e φ , and we have let ε = . The zeroth order terms are unity, while the first order terms are first order in perturbations and zeroth order in the derivative expansion (there are no terms that are zeroth order in perturbations and first order in the derivative expansion, as unperturbed terms have no spatial dependence). Second order terms are the sum of second order terms in perturbations and terms that are first order in both perturbations and the derivative expansion.
The equations of motion in this expansion are as in Eqs. (50) except for the ∂ ξŨ equation, which upon substitutinḡ A →Ā/ √ and ∂Ā → √ ∂Ā multiplies ρ by . As previously, is only an order counting parameter.
D. Second Order Solutions
The expansion (85) is essentially the same as was used in Ref. [47] , where they constructed recursion relations in order to obtain higher order solutions from lower order ones. We do not aim to rederive their recursion relations. Instead, we provide expressions to assist in the construction of initial data, where we specialize to w = 1/3.
We provide expressions form,Ũ ,R,ρ and e φ to second order in perturbations, based off the function δ m0 . We expand these quantities as follows.
The first order solutions are
where δ m0 (Ā) is a free function. These expressions are equivalent to Eqs. (73), (74), (77), (68a) and (68c). The second order solutions are as follows.
The contributions at second order in perturbations (terms containing δ 2 ) and first order in derivative expansions (terms containing δ ) are clearly evident in δ 2 m and δ 2 U . These expressions allow for the construction of initial data to second order that consist solely of growing modes, based on the choice of a single function δ m0 (Ā).
E. Constraints on Initial Data
There are a number of constraints on initial data, arising from both physical and desirable considerations. Here, we construct the various constraints, and then apply them to the solutions found above. We assume that initial data is specified in terms ofm,R andŨ .
Physical Constraints
The most basic physical constraint is thatm andR are positive, as neither m nor R can become negative. As U can be negative, so mayŨ . By spherical symmetry, we also demand thatm,R andŨ are even functions, which specifies that they have zero derivative at the origin. Note that this precludes the possibility of a sharp cusp in the energy density.
Next, we require both R and m to be monotonically increasing withĀ. These yield the constraints
respectively. The second of these is equivalent to ρ ≥ 0. From Eq. (50e), we havẽ
by requiringΓ 2 > 0 on the initial slice. This is equivalent to requiring that the metric component g AA is positive, so that we have the correct metric signature.
A similar requirement arises from demanding that the initial data does not already describe a black hole. From Eq. (57), this requiresR
wheneverŨ is negative.
Desirable Constraints
In addition to the physical constraints described above, there are a few desirable constraints also. The first is a numerical issue: it is recommended that initial data connect smoothly to FRW at the boundary of the computational domain. This improves the accuracy of the evolution by reducing unphysical reflections from the boundary.
The second desirable constraint, as discussed previously, is that the initial data should consist of a growing mode only. This motivates us to use the solutions found in the previous subsection, which have been crafted to consist purely of the growing mode to second order in perturbations. This initial data is written in terms of a single function only, δ m0 .
The expansion (85) has two conditions on its applicability: both the perturbative expansion and the derivative expansion must be valid. The expansion is constructed so as to carry equal weight to increasing the order of perturbations or the order of the derivative expansion. As such, this requires |δ m0 | 1 and also |4δ m0 /Ā + δ m0 | |δ m0 | (roughly speaking; of course, when δ m0 = 0, this condition is difficult to satisfy, but violating it doesn't necessarily mean that the derivative expansion fails to converge). As the solution (85) suppresses higher order terms more strongly as ξ → −∞, it is sufficient to ensure that these conditions are satisfied for the initial data at ξ = 0.
If the expansion fails to satisfy either of these criteria, this does not mean that the initial data is invalid; it may still satisfy the physical constraints above. All that this means is that the initial data no longer necessarily consists solely of the growing mode. It is not imperative that the decaying mode is nonexistent in the initial data; so long as the evolution starts with the perturbation sufficiently far outside the cosmological horizon, the decaying mode will have time to decay before the perturbation enters the horizon, which is when the typical black hole formation threshold is calculated.
Linear Constraints
We now write the above constraints in terms of the function δ m0 , specialized to w = 1/3. For analytic purposes, we work to linear order only; it should be borne in mind that these constraints may be too strict when considering the effect of second order terms. Keep in mind that we are mostly interested in positive δ m0 , as this corresponds to an overdensity that can undergo gravitational collapse.
Positivity ofR requires
while positivity ofm requires δ m0 > −1.
To ensure that the various functions are even functions with zero derivative at the origin, we require δ m0 to also be an even function. Requiring R to be monotonically increasing yields the constraint
For m to be monotonically increasing (ρ ≥ 0), we have
The requirement thatΓ 2 > 0 gives us the strongest constraint on the amplitude of δ m0 .
Evidently, we cannot be even modestly nonlinear in δ m0 far enough outside the horizon of the initial data. In particular, forÃ > 2.5 (two and a half horizon scales from the origin in the initial data),m is constrained to be less than 1.1, and so we are well within the linear regime using these variables. The only permitted nonlinear evolution that the initial data cannot capture is thus within the first couple of horizon spans. So long as the evolution begins with features of order the horizon scale or larger, this perturbative approach to initial data should be completely sufficient.
For a black hole to be present in the initial data requires U to be negative, corresponding to 4 < δ m0 . As this is well outside the linear regime, we do not expect any black holes to exist in the initial data constructed above.
To match smoothly to FRW at largeĀ simply requires δ m0 → 0 asĀ approaches the boundary of the computational domain. Whenever the perturbative expansion (85) is valid at the level at which is it truncated, the initial data consists of the growing mode only, by construction.
The perturbative expansion requires |δ m0 | 1. It is harder to accurately state what the derivative expansion requires; a sufficient condition is |4δ m0 /Ā + δ m0 | |δ m0 |. One can also look to the derivative expansion terms in δ 2 m and require them to be less than δ 1 m , which yields the constraint
To be entirely satisfied that the derivative expansion can be truncated with minimal error requires us to compare the next order term in the derivative expansion. Thankfully, the derivative expansion terms are not difficult to compute. At first order in perturbations and up to second order in the derivative expansion, we have the following terms.
Assuming one can accurately calculate fourth order derivatives, it should be safe to truncate the expansion at second order in perturbation theory when the third order term here is small compared to the others.
F. Relation to the Literature
We now relate our results to other works in the literature.
Density and Mass Relationships
We begin by writing the relationship betweenρ andm in various ways. The exact relationship is given by Eq. (50c), and can also be written as
Using the result (62), this can be integrated to givẽ
where δ ρ =ρ − 1 is just the usual cosmological density contrast. The linearized version of these two relationships are
with δ m =m − 1.
Fractional Mass Excess
A number of papers compute the fractional mass excess inside the cosmological horizon, given the (muchoverworked) symbol δ. This quantity has been computed in different ways, with variations based on gauge and a choice on how the background mass is quantified. Carr's original formulation [14, 15] used a uniform Hubble constant gauge with two shells of unequal density. A more recent approach by Harada et al. [56] revisited Carr's approach. Furthermore, they conveniently represented their result in the gauge we have employed.
The fractional mass excess associated with a perturbation is computed when the perturbation enters the horizon. In our language, the horizon is located atĀ H = e ξ under background evolution; this is the comoving radius at which the comparison is performed 5 . The perturbation is said to enter the horizon when the density at the horizon is equal to the FRW density, followed by a sub-FRW underdensity to compensate for the overdensity inside the horizon. The time of horizon crossing is a gauge-dependent quantity, but within a given gauge, it is well-defined.
The fractional mass excess δ is then defined by
at this time, where m b (Ā H ) is given by
In our language, the fractional mass excess is simply given by
evaluated at the time of horizon crossing. Given an initial δ m0 , we can compute the expected fractional mass excess under the linear evolution described above. LetĀ pert be the comoving radius at which δ ρ (Ā pert ) = 0 in the initial data. The horizon will grow to this scale at time ξ = ln(Ā pert ). Taking into account the growth ofm during this time, the fractional mass excess will be approximated by
although non-linearities typically become important before the perturbation is completely inside the horizon. This result mirrors the result derived by Polnarev and Musco [46] , who defined
in our language, such that under linear evolution,δ is constant. When evaluated atĀ pert ,δ = δ, the fractional mass excess.
Harada et al. [56] calculated that black holes are likely to form for δ > δ c with
This result is given in the gauge we employ here. For w = 1/3, this yields δ c ≈ 0.4135. In order to extract the fractional mass excess from a numerical run, one should monitor the densityρ at the horizon. When it drops beneath one, read off δ =m − 1 at that point in space and time.
Using the fractional mass excess as an indicator of whether or not a black hole will form has some obvious deficiencies: if the density profile is such that the density contrast becomes negative briefly before becoming positive again, this method will not capture the appropriate overdensity. Similarly, a long tail of a positive density contrast can also lead to erroneous results. In general, the dependence of black hole formation on the details of the density profile are not particularly well captured by the estimate in Eq. (108), although it works reasonably well as a rule of thumb. This is to be expected, as Harada et al. were more interested in correctly estimating the dependence of δ c on the equation of state than the initial profile. In order to overcome some of these deficiencies, Nakama et al. [49] have begun exploring more appropriate quantities for identifying black hole formation based on the density profile.
Curvature Perturbation
An approach to generating appropriate initial conditions based on curvature perturbations has been championed by Polnarev [46, 47, 49] . This approach is based around the fact that
for a curved FRW universe. Accordingly, Polnarev and Musco [46] suggested letting
and describing the dynamics of the curvature perturbation K(A, t). It was claimed that this picks out the growing mode; indeed, the growing mode is the particular solution of an ODE driven by the existence of the curvature perturbation. The decaying mode exists as the homogeneous solution of the equation, which was neglected entirely. The method utilizes a time-dependent small parameter 2 where = 1 a 2 r 2 0 (111) for some arbitrary, initially super-horizon comoving scale r 0 . It is useful to note that
Eventually, the various quantities δ 1 X are related to K(A, t 0 ) at first order in perturbations. The relationship between K and our variables comes from matching Eqs. (42e) and (110).
Substitutingm,Ũ andR to linear order, we obtain
There are two ways to use K. The first is just to use it as a method to construct initial data. However, because of various approximations, when the actual curvature perturbation is computed from initial data constructed using K, it doesn't return exactly K. The second approach is to use K as an evolution variable to replace U . The issue with this approach is that K is related to U 2 instead of U , and as such is ambiguous whenever U may be negative.
Despite these deficiencies, many aspects of this method were used as inspiration for our derivations, and we mostly arrive at the same results. Two major points that we changed were to construct completely dimensionless equations, and to completely ignore the auxiliary variable K. Working directly with U , m and R (or their tilded proxies) yields a more precise and clearer description of the system. In particular, our equations of motion are completely absent of any scale (especially the scale r 0 which depends on the initial data), some auxiliary equations of motion have been eliminated completely, the growing and decaying modes have been distinctly identified, and all initial data is constructed based around the linear mass perturbation δ m0 . If desired, the curvature perturbation can always be computed.
Bardeen Gauge Invariant Variables
In order to connect to cosmological perturbation theory, it is useful to find the relation between our variables and the Bardeen gauge invariant variables [55] . As the Bardeen variables are gauge invariant at linear order, here we work to linear order with our variables also. The relationships are derived in Appendix C, and reproduced here for convenience 6 .
As δ m grows as exp(2(1 − α)ξ) in the linear regime, we see that Φ and Ψ are constant in this description, as we expect. We also find that the Bardeen variables are equal, as expected for a perfect fluid with no anisotropic shear stress. Heuristically, we can see that for superhorizon scales, even very linear contributions to δ m can cause nonlinear contributions to Φ and Ψ. This suggests that perturbation theory in δ m and δ U has a broader regime of validity than standard cosmological perturbation theory. We now show this more rigorously. 6 The quantities Φ and Ψ correspond to the Newtonian gauge metric
By using δ ρ = δ m +Āδ m /3 and integration by parts, we can write
where the limitĀ 2 δ m → 0 asĀ → ∞ by Eq. (62) and the squeeze theorem. Using this, we have
Generally speaking, when δ m is large and positive, the second term will be subdominant. To see this, consider someĀ beyond which δ ρ ≤ 0. Then
where the equality comes from integrating Eq. (101). Thus, we can write
where we use the linear initial conditions. Requiring both Φ > −1/2 and Ψ < 1/2 to ensure a non-singular metric, we have
as conditions on the initial data (at linear order). These are very similar to the condition (96). In particular, this shows that the constraint (96) on δ m0 is not constraining the standard cosmological perturbation theory variables to be incredibly small at large radii.
Connection to Inflation
We now address the question of how to relate our evolution variables to a given profile generated by inflation. Our goal is to obtain an expression for δ m0 based on these initial conditions. The first step is to identify the initial time for our evolution. Consider that at the end of inflation, we know the Hubble scale H i and the characteristic proper length scale of the perturbation, R * . The ratio of the proper length scale of the perturbation to the horizon ratio, as a function of ξ, is then
where ξ i is the value of ξ at the end of inflation. We would like to start our evolution (ξ = 0) when the perturbation is still well outside the horizon, κ ∼ 5 − 10. This then sets ξ i to be
For typical large scale perturbations, ξ i will be somewhat large and negative. From Eq. (85), we see that both the perturbative and derivative expansion approximations become increasingly better for more negative ξ i . As such, it should be sufficient to describe perturbations in this regime by using just the linear expansion. The goal of obtaining initial conditions is then successful once we obtain δ m0 . Let us assume that at the end of inflation, we have the gauge invariant metric perturbation Φ or Ψ, and the gauge invariant velocity perturbation, V (see Appendix C). From these, we can obtain δ m and δ U as
where primes again refer to derivatives with respect toĀ 7 . Knowing ∆ provides no further information, as ∆ = δ ρ , and δ m can be converted from one to the other. Note also that we cannot recover any information about δ R , which is gauge-dependent. This is unimportant; δ R has no effect on linear evolution, and rapidly converges to a solution that tracks δ m and δ U appropriately. We should also point out that these formulas require Φ , V → 0 sufficiently rapidly asĀ → 0 (this is a requirement of spherical symmetry).
Now that we know δ m and δ U at the end of inflation, we need to write these in combinations that consist of the growing and decaying modes appropriately. From Eq. (72), we have
(128)
where we make use of Eq. (69a). We are only interested in G, which we obtain through
This provides a simple formulation to convert from Bardeen gauge invariant variables at the end of inflation to initial data for numerical evolution.
V. HERNANDEZ-MISNER FORMALISM
Though the Misner-Sharp formalism is very practical for the numerical study of spherically symmetric spacetimes, it breaks down if a singularity is formed. When simulating the formation of a primordial black hole, this makes it difficult to calculate its final mass. In order to deal with the formation of a singularity, Hernandez and Misner developed a formalism that uses radially outward traveling light rays to define a time coordinate [37] . The idea is to define a time coordinate based on the time at which an outgoing radial light ray starting from a given event reaches a distant observer. As time runs slower in a deep gravitational well, in this coordinate system, it takes infinite coordinate time for an event horizon to form, and so a singularity never forms. This formalism, which has typically been built on the work of Baumgarte et al. [36] , has been applied to primordial black hole formation in Refs. [35, 42, 43, 45, 49] . Our presentation of the formalism is somewhat simplified compared to previous implementations, as we eliminate the need for various thermodynamic quantities.
Hernandez and Misner define a new coordinate u by the following differential relation.
Here, e ψ is an integrating factor used to make du a perfect differential. Note that if du = 0 then e φ dt = e λ/2 dA, so along a path such that dθ = dφ = 0 we have by Eq. (3) that ds 2 = 0. Furthermore du = 0 implies that
Together, these relations show that u is an outgoing null coordinate. This coordinate system is known as "observer time coordinates", as each u corresponds to what an observer at infinity sees looking towards the origin. Substituting Eq. (132) into the metric (3), we find that the metric in this coordinate system is
Given this metric, the equations of motion could be derived from Einstein's equations. However, this is an incredibly tedious computation, and the same results can be arrived at by appropriately transforming quantities from the Misner-Sharp formalism. In order to carry this derivation out, we first define the following invariant operators.
Here, u µ = (e −φ , 0, 0, 0) is the comoving fluid four-velocity and v µ = (0, e −λ/2 , 0, 0) in the Misner-Sharp coordinate system. By using the metric (3) and the form of these operators in the Misner-Sharp coordinate system, we see that D t is the derivative with respect to proper time at a fixed spatial coordinate, and D r is the derivative with respect to proper distance at a fixed time and angle.
We can write the Misner-Sharp equations in terms of these operators as follows.
Here we have used Γ = e −λ/2 R = D r R. We have omitted the equation for φ since this quantity does not appear in the Hernandez-Misner coordinate system.
We now look at how various quantities transform when changing to the null coordinate. By looking at the transformation properties of the metric, we see that the circumferential radius R is invariant under the coordinate transformation. Both P and ρ are scalar quantities that do not transform. The operators D t and D r are invariant by construction. Thus U is also invariant by Eq. (135a). Equation (135d) can be understood as a definitional equation for m; it too is invariant under the coordinate transformation. When combined with the boundary condition m(A = 0) = 0, this defines m consistently across reference frames.
Thus, to arrive at dynamical equations specific to the Hernandez-Misner coordinate system we can simply substitute the appropriate expressions for D t and D r in Eqs. (135). Through careful use of the chain rule, the derivatives become
Substituting these into the invariant form of the MisnerSharp equations (135) and simplifying, we arrive at the Hernandez-Misner evolution equations.
Here, overdots denote derivative with respect to u and primes denote derivatives with respect to A. In the density equation, we wrote P = ρ(w +Q), where we anticipate thatQ will not depend on density; doing the same in the U equation of motion leads to difficulties (see Section VII). Something to be cautious of in this coordinate system is that
where the last term did not appear in the Misner-Sharp coordinates. Deriving the equation forU is a little tricky; one must be careful with D r ρ. This is most easily calculated by looping through the Misner-Sharp coordinates. Let
and then use
Using the result (20) followed by U /R = D r U/Γ to convert back to the null coordinate system yields the equation of motion for ∂ u U .
The system of equations (137) is incomplete, as we require an equation for calculating ψ. As du is a perfect differential, we may write
and use the derivatives from Eq. (131) to obtain
Next, note that we can rewrite Eq. 7b as
and Eq. (11b) as
The quantity D k ≡ D t + D r = e −λ/2 ∂ A is a derivative along an outgoing null ray (as the derivative is taken with constant u). Combining all these results, we can write Eq. (142) as
where we employ Eq. (135c). It turns out that this is not necessarily the best equation to evolve, however. Instead, apply D k to (137e) we obtain
and substitute D k m from (137d), m/R 2 from (145), and D k R = U + Γ. After the dust settles, we obtain
or alternatively,
When combined with an appropriate boundary condition, this closes the Hernandez-Misner system of equations. A number of boundary conditions from the MisnerSharp formalism are invariant under the coordinate transformation. In particular, at the origin, R(0) = 0, m(0) = 0 and U (0) = 0. As previously, Γ(0) = 1. The conditions to match smoothly to FRW also remain the same as previously: all local quantities must be equivalent to their FRW values, and the same mass matching condition must also be met. We discuss the outer boundary condition in the cosmological context below.
Beware that R is not an odd function of A any more, as continuing the function to negative values of A continues to go back further in time. If instead the time coordinate increases again as A becomes negative, then R becomes even, but with a cusp at the origin. The implication of this is that quantities such as ρ which were even functions in the Misner-Sharp formalism are no longer even functions with zero derivative at the origin.
The Hernandez-Misner formalism was originally formulated to describe a collapsing object surrounded by vacuum in an asymptotically flat spacetime. The time coordinate was taken to be the clock time of a static observer at future null infinity. As we do not have an asymptotically flat spacetime, such an observer doesn't exist. Instead, we place an observer at the boundary of the computational domain. At this boundary, we know the quantities m, R, U , Γ, ρ and λ, as well as the coordinates u and A. Let us also assume that we know the cosmic time coordinate that corresponds to this u and A (this can be found when initial data is constructed, see below). Then by the differential relation (131) with dA = 0, we have
It is a convenient gauge choice to have u for this observer correspond to the observer's cosmic time coordinate t also, which sets du/dt = 1 and thus ψ = φ. Given the Misner-Sharp time, we can compute e ψ at the boundary through
with The way in which null slices avoid the formation of a black hole is evident, and corresponds to an essentially vanishing lapse. Plot data comes from the black hole evolution described in Section VIII.
where we have used Eqs. (21), (35), (38) and (39) . When the density matches the appropriate FRW energy density, e ψ = 1.
Let us now show that a horizon never forms in this coordinate system. The condition under which a trapped surface forms is
This relationship indicates that despite being evaluated along an outward-traveling null ray, the areal radius R of the ray is decreasing. From Eq. (147) we see that
Thus, e −ψ D k R decreases monotonically with increasing comoving radius. As e −ψ D k R is positive for our observer at the boundary, it must then be positive everywhere. Thus, the condition for a trapped surface to form never eventuates, and a horizon never forms. We see how the null slicing condition avoids a black hole in Figure 2 , where we plot an example of null slices in Misner-Sharp coordinates.
Musco et al. [45] point out that as D k R and e ψ can only reach zero together as u → ∞, care must be taken in the numerical evolution equations to ensure that this synchronization occurs, else negative values of D k R may result. The evolution equation (148) ensures the desired behavior regardless of numerical imprecision, while Eq. (145) does not.
The denominator Γ − w(1 +Q)U in Eq. (137d) is of concern. This combination arises from
where it is not guaranteed that Γ − (w +Q)U is positive; at sufficiently large radii, the derivative of m along the outgoing null ray can become negative. However, as ρ is always positive, D k m and Γ − (w +Q)U must vanish at the same event in spacetime. While a gridpoint is unlikely to exactly land on this point, numerical imprecision is likely to reduce accuracy in ρ in the vicinity of this region. For the background FRW evolution, the location of this crossover is R = 1/wH, at a radius a few times the horizon size (depending on w). So long as this radius is greater than the computational domain on the initial data for the Hernandez-Misner evolution, any issues related to this turnaround should be absent. For initial data generated as described below, we can compare the crossover radius to the size of the computational domain for the FRW background. For the FRW background, the null ray's position is given bȳ
When the null ray hits the boundaryĀ * , we have
The crossover radius for the FRW background is
which at ξ * becomes
DemandingĀ c Ā * yields the condition
Thus, for all reasonable w, the crossover radius will be well outside the computational domain when the initial data is constructed, and this issue should not arise. We expect this result to still hold when using perturbed initial data, as the crossover radius is so much larger than the outer boundary, which we take to match to FRW (even if only asymptotically).
A. Initial Data
The biggest issue with this formalism is that it is uncommon to posit initial data along a null slice. As such, it is typical to use the Misner-Sharp formalism to generate initial data, before converting to the Hernandez-Misner formalism.
We suggest generating initial data for the Misner-Sharp formalism, and evolving this data forwards in time. In addition to evolving the physical variables, compute the trajectory of a null ray starting at the origin, and store the values of U , m and R along the trajectory. If no black hole holes, then the Hernandez-Misner formalism is not required. If a black hole does form, then the domain can be truncated, excising the black hole, and evolution continued until the null ray reaches the outer boundary of the computational domain.
As no inner boundary condition can be known for the truncated domain, we suggest repeatedly truncating the domain to remove unphysical artifacts. From experimentation, we found that setting a Dirichlet boundary condition of constantρ at the inner boundary worked well to stabilize the boundary. Note that what occurs at the inner boundary cannot causally affect the evolution at the photon's location, as the speed of sound is less than the speed of the photon.
Once the null ray reaches the outer boundary, the data along this ray can be used as the initial conditions for the Hernandez-Misner formalism. This allows the evolution to be continued, and thus for the final black hole mass to be determined.
In order to record the initial conditions for HernandezMisner evolution, a radial null geodesic needs to be tracked. This is described by du = 0, which is equivalent to
Writing this in terms of ξ and tilded variables, this is
The initial condition is that the geodesic begins at the origin,Ā(ξ = 0) = 0.
VI. COSMOLOGICAL APPLICATION OF THE HERNANDEZ-MISNER FORMALISM
In the Misner-Sharp formalism, we had much success in factoring the background cosmological evolution out of the evolution variables. This had the benefit of evolving dimensionless quantities that were all typically of O(1), completely stable background evolution, and a simple manner in which to perform linear perturbation theory, which in turn led to an appropriate outer boundary condition. In the Hernandez-Misner formalism, it becomes more challenging to factor out the background evolution, as different values of A are located at different cosmic times t. In this section, we develop an approach that accomplishes the appropriate factorization. A similar approach was suggested by Nakama et al. [49] , although the details of their implementation are somewhat opaque.
We wish to evolve the variables U , m and R. After each timestep, the auxiliary variables Γ, ρ, P , e λ/2 and e ψ must also be computed. A further quantity describing the cosmic time t(u, A) can also be evolved. This quantity obeys two relationships, based on Eq. (131). At fixed value of A,
while at fixed u,
As we did for the Misner-Sharp formalism, let us decompose R, ρ, m and U as follows.
All of the quantities appearing here are functions of u and A, where quantities that are known only explicitly as functions of t and A (R b , ρ b and H) are written as functions of t(u, A) and A. In practice, we use the previously defined ξ instead of t. We avoid ambiguous overdots from here on, instead expressing time derivatives explicitly. Let us assume that for a given u, we knowR,Ũ ,m and ξ as functions of A. As previously, we use A = R HĀ , and primes refer to derivatives with respect toĀ. We also define our time coordinate as u = R Hū in order to make it dimensionless.
The equations of motion in these variables can be computed directly from the Hernandez-Misner equations. This is somewhat cumbersome, and so we relegate details to Appendix D. At each timestep, a number of auxiliary variables need to be computed. The equations for these are as follows.
The last of these equations needs to be integrated in order to obtain e ψ , using the boundary condition e ψ = e φ at the outer boundary.
Once the auxiliary variables are known, the evolution equations can be computed. Methods to evolve theŨ equation are discussed in Section VII below.
In the Misner-Sharp formalism, we had the boundary condition ∂ĀX = 0 at the origin for all tilded variables. This translates to the coordinate invariant condition D rX = 0 at the origin, and is simply a result of the imposition of spherical symmetry. In the HernandezMisner formalism, this condition yields
at the origin.
The outer boundary is a little more complicated. Because nonlinearities become important in the black hole formation process, our analysis for the outer boundary conditions in the Misner-Sharp coordinates is typically no longer valid. In particular, in practice, we found that both characteristics were directed inwards, and so no wave-like boundary condition is possible. The most stable outer boundary condition we found was to impose the Dirichlet boundary conditionρ = const, where the constant was determined by the initial conditions. While this tended to inject some energy into the system, there is no effect on the black hole mass, so long as the outer boundary is causally disconnected from the collapsing region.
In order to match results from Misner-Sharp and Hernandez-Misner codes however (on a profile that doesn't lead to black hole formation), it is useful to have the same boundary condition in place. In order to accomplish this, we can simply transform the boundary condition (66) we found in the Misner-Sharp formalism. In particular, derivatives can be transformed using Eq. (D17) and
where we make use of Eq. (136). The outer boundary condition then becomes
where primes refer to derivatives in the Hernandez-Misner coordinate system. This can be rearranged to obtain ∂ūδ U as follows.
This can be simplified by using Eq. (D11) to obtain
Note that the (linearized) speed of sound is still c s = e ξ/2 / √ 12, where ξ is evaluated at the outer boundary. This boundary condition works just as well as it does in the Misner-Sharp formalism.
Obtaining initial data in this formalism is very straightforward. Starting with the Misner-Sharp evolution, trace an outgoing photon geodesic as before, and save the values form,Ũ ,R and ξ. Once the null ray hits the outer boundary, the data can be interpolated to the appropriate gridpoints, the initial value ofū can be set usinḡ u = αe ξ(Āmax) , and the evolution can continue in the new coordinate system.
A. Mass Extraction
The black hole formation condition in the HernandezMisner formalism is the same as in the Misner-Sharp formalism:
Of course, this condition is never met; when it comes close to being met, the evolution is suppressed by the vanishing of the lapse. We thus need a method by which to extract the black hole mass. The method we describe here is based on that suggested by Baumgarte et al. [36] , and demonstrated on an evolution that started with a Gaussian initial profile (see Section VIII for full details).
In Figure 3 , we plot the quantity 2m/R as a function of areal radius. We see that as the black hole gets closer Figure 4 . The lapse e ψ as a function of areal radius. As with the previous figure, lines in teal are early, while lines in purple are later. The inset contains the same plot, but on a log scale. We see that as the black hole forms, the lapse plummets, essentially freezing evolution. A horizontal dashed black line is drawn at the 10 −6 level, and the corresponding radius R0 for mass extraction is read off from the vertical dashed black line.
to forming, the curve approaches but never reaches the formation condition. As evolution continues, the line continues to approach 2m/R = 1, but never quite gets there. In our simulations, we found that 2m/R often grew to larger than 0.995 before we terminated the evolution. Figure 4 shows a plot of the lapse as a function of areal radius. We see that as the black hole forms, the lapse essentially vanishes at a reasonably well-defined radius. The inset shows that the lapse rapidly approaches zero in a logarithmic sense. Figure 5 . Mass enclosed in areal radius R as a function of R (made dimensionless by RH ). As with the previous plots, earlier timesteps are in teal, while later timesteps are in purple. We see that when the black hole forms, it sucks in all the nearby matter, and m becomes constant. If you extract the black hole mass at R = 6RH or R = 10RH , you will find essentially the same mass. Off the right of the plot, m starts increasing again. A vertical dashed black line is drawn at 1.1R0 (extracted from the previous figure) , and the mass contained in the black hole is read off from the corresponding horizontal dashed black line.
In order to extract the black hole mass, we first find the radius at which the lapse starts to vanish. Programmatically, we chose to wait until the lapse at the origin satisfies e ψ ≤ 10 −10 . When this occurs, we find the areal radius R 0 at which the lapse e ψ = 10 −6 . As the lapse is basically falling vertically at this point, it doesn't particularly matter if you choose 10 −6 , or a couple of orders of magnitude on either side.
This radius R 0 is the radius at which we wish to extract the black hole mass. In Figure 5 , we plot the function m(R) as a function of R. At R = R 0 , we can read off the mass at which the lapse starts to vanish. However, note that the black hole has basically consumed all of the nearby matter. If we increase the radius slightly, we won't change the mass of the black hole at all, but we will make sure to include everything in the elbow in the mass function. For this reason, we suggest reading off the mass at R = 1.1 R 0 .
Once the black hole has formed, it very slowly accretes mass, as evidenced by the slowly rising flat line of the black hole mass in Figure 5 . As this process is somewhat slow, it can basically be ignored for the purposes of estimating the final black hole mass. So long as one is consistent in the mass extraction procedure, the amount of accretion after initial formation should just be a small systematic error.
In terms of our variables, mass is written as
So, once the radius you wish to read off from is known, that will need to be translated into a value forĀ, from which ξ,m andR will need to be extracted. Note that the mass is written in terms of the initial horizon radius scale. In order to compare this to more useful mass scales, we consider the mass within the horizon in an FRW universe (taking R = R H (t) = R H e ξ ).
It is typical to compare the mass of the black hole with the mass contained in the horizon at the time ξ 0 when the perturbation enters the horizon. This time will need to be extracted from the Misner-Sharp evolution. Taking this ratio then eliminates R H . For the example presented here, we find R 0 = 5.79R H . This radius corresponds to a mass of 2.89R H , while 1. 
Taking the black hole mass ten timesteps later in the evolution increased the mass we measured from 2.95R H to 2.96R H , or approximately 0.3%. The fractional mass excess from this evolution was approximately 0.43, just a little above the critical level of 0.4135 estimated by Harada et al. [56] . If you do not wish to go to the effort of getting the Hernandez-Misner formalism to run, you can always simply estimate the mass of the black hole from the MisnerSharp formalism: just leave the evolution to run until it dies from an inability to evolve further (due to the formation of a singularity). Then, find the outermost trapped surface, and read off the mass from there.
This method tends to underestimate the black hole mass somewhat, as a fair amount of matter will fall through the horizon soon after its formation. For the example we have provided here, the mass we extracted before the simulation died was m = 2.25R H , substantially less than the mass in the Hernandez-Misner formalism. We expect that the deficit is strongly dependent upon the initial density profile.
In Figure 6 , we plot time slices in Misner-Sharp coordinates as well as time slices in Hernandez-Misner coordinates. This figure shows where the Misner-Sharp mass estimate is extracted from, as well as the HernandezMisner mass estimate. This figure also shows that the Hernandez-Misner coordinates do an impressive job of hugging the event horizon, and that the Misner-Sharp coordinates can be used to probe a little bit inside the horizon. 
B. FRW Evolution
For code debugging purposes, it is useful to know analytic forms for all the variables in the case of pure FRW evolution. In particular,R =m =ρ =Ũ = e φ = 1 in FRW. It is straightforward to check that this is preserved under the evolution equations (166). Furthermore, in FRW, e λ/2 = a (the scale factor), andΓ = e (1−α)ξ . All that remains to be obtained then is ξ(Ā,ū) and e ψ(Ā,ū) .
We begin with ξ. From Eq. (D11), we have
This integrates straightforwardly to
for some constant C. Our coordinate system is constructed in such a way that on the outer boundary, t(Ā max , u) = u. This implies that
Therefore, we have
By evaluating this atĀ = 0 andĀ =Ā max and taking the difference of the two results, we obtain
In particular, if we look at the original null slice (atū =ū 0 such that ξ(0,ū 0 ) = 0 and Eq. (178) holds), this yields
Looking towards ψ, from Eq. (145), we obtain
where we make use of the Friedmann equation and writing aH in terms of ξ. Using our knowledge of ξ from above, this becomes simply
Writing this in terms of ξ, we obtain
where the prime denotes a derivative with respect toĀ as usual. We can use Eq. (179) to integrate this, yielding
for some constant C. We know at the outer boundary, e ψ = e φ = 1, which sets the constant. We then obtain
For the initial null ray, we know from Eq. (178) that u 0 = αe ξ0 , which yields
Specializing to w = 1/3, these results become simply
and
C. Domain Size and Computational Time
In the Misner-Sharp formalism, doubling the size of the domain (i.e., doublingĀ max ) while maintaining the same resolution roughly doubles the computational time. In the Hernandez-Misner formalism, this is not the case, as we shall now show.
Consider initial data in the Hernandez-Misner formalism where we specialize to w = 1/3, α = 1/2 for simplicity.
From Eq. (180), we can relate the value ofū (which corresponds to the value of ξ at the outer boundary) to the value of ξ at the origin, which we denote ξ(0).
Let us consider the change inū as the value of ξ at the origin progresses from ξ(0) = 0 to ξ(0) = ξ.
We see that the change inū increases linearly withĀ max . This implies that ifĀ max is doubled, then the computational time to make a timestep equivalent to a timestep in the original domain also doubles, roughly speaking. This is independent of any increase in computational time from increasing the number of gridpoints in the domain. This problem is magnified when a black hole is forming, as the lapse near the origin becomes increasingly small. We thus see that taking a very large domain is computationally expensive in the Hernandez-Misner formalism, much more so than the Misner-Sharp formalism. This is why we suggest using an appropriate boundary condition instead of steadily increasing the size of the domain in the Misner-Sharp formalism.
VII. CODING ISSUES
In this section, we detail various issues pertaining to coding the formalism presented here.
A. Evolution Scheme
For a numerical evolution scheme, we suggest a finite difference method. The reason for this is that a lot of the interesting action tends to occur within a reasonably small radius, where a lot of gridpoints will be necessary, especially for profiles that are close to the threshold of black hole formation.
The Misner-Sharp formalism is reasonably well-behaved. However, in the Hernandez-Misner formalism, we found that strong shocks tended to form inm (see Figure 7) . These shocks were present in coordinate space, but were much less pronounced in physical space. If computing in the Hernandez-Misner formalism, we strongly suggest implementing an adaptive mesh refinement (AMR) scheme in order to evolve the system. An AMR scheme is required to resolve the details of the system appropriately when such shocks occur, as gridpoints in comoving radius become very squashed and then rarified in the vicinity of a black hole (see Figure 8) .
In both formalisms, we performed time-stepping using an off-the-shelf adaptive time stepping Runge-Kutta (4, 5) Figure 7 .m as a function of comoving radiusĀ (above) and areal radius R/RH (below) in the Hernandez-Misner formalism. Data is taken from towards the end of the black hole evolution described in Section VIII. These plots show the type of behavior one can except to see arising in black hole evolutions in Hernandez-Misner coordinates, demonstrating why finite difference methods with adaptive mesh refinement are necessary. A comparison of the plots shows that the spike in coordinate radius is not a physical shock: at aroundĀ ∼ 2.8, the areal radius R(Ā) suddenly gets very large very quickly (see Figure 8) . Thus, moving fromĀ of ∼ 2.8 to ∼ 3 actually covers a large physical distance, which smooths out this feature somewhat in physical space.
method. Starting from an initial profile, we could typically extract a black hole mass in ∼ 15-20 seconds on a consumer laptop. For gridpoints, a logarithmic grid spacing structure has been suggested in the literature (e.g., [44] and citations therein). Putting a lot of gridpoints near the origin and fewer at the outer boundary tends to put gridpoints where they are necessary to capture the dynamics of black hole formation.
In terms of the outer boundary, we suggested above that havingĀ max be too large would lead to a very slow evolution. On the other hand, havingĀ max be too small may lead to the outer boundary being in causal contact with Figure 8 . Plot of areal radius R as a function of comoving radiusĀ in a black hole evolution (Hernandez-Misner formalism). The smoother lines come from earlier in the evolution, and the elbow develops around the same time that the black hole forms. The relationship between the comoving radius and the areal radius becomes progressively more squished when a black hole forms. This means that without an adaptive mesh refinement scheme, there will be very few gridpoints in A for a large change in R, which leads to poor sampling and inaccurate derivatives in this region.
the collapsing region, in which case an imperfect boundary condition (particularly in Hernandez-Misner evolution) can lead to erroneous results. While the optimal size of A max depends on the width of the initial perturbation, we found that a reasonable rule of thumb was to letĀ max be 20× larger than the initial perturbation.
In the Hernandez-Misner formalism, we found that we had positive feedback for high-frequency noise inρ. In particular, when a black hole came close to forming,ρ developed a sawtooth instability, zig-zagging at the Nyquist frequency. We determined that this was due to our sampling scheme, and the instability was being amplified due to the presence ofρ in the evolution equations. In order to compensate for this, when we calculatedρ in the Hernandez-Misner formalism, we applied a haystack smoothing filter over five gridpoints toρ, which resolved the issue. This stabilization mechanism is a form of artificial viscosity, separate from the viscosity we included in the equations of motion.
B. Timestep Limits
The Courant-Friedrichs-Lewy (CFL) condition [60] provides a limit to the size of a timestep that can be taken in a numerical evolution. Here, we provide the limit in both the Misner-Sharp and Hernandez-Misner formalisms [36] .
In Misner-Sharp coordinates, the CFL condition re-
where c s is the speed of sound, ∆A is the grid spacing, and ∆t is the amount of time being stepped forwards, and we have used the speed of sound of a perfect fluid. This reduces to the condition
Writing this in terms of ξ, we have
In the Hernandez-Misner formalism, we can use the discrete form of Eq. (131) to obtain e φ ∆t = e ψ ∆u + e λ/2 ∆A .
Eliminating ∆t and solving for ∆u, we then obtain
The CFL condition is a necessary but insufficient condition on stability. Further conditions on timestepping in the Misner-Sharp and Hernandez-Misner formalisms have been used in the literature [22, 36] , including limiting density changes to ∆ρ/ρ < 0.02, radius changes to ∆R/R < 0.005, and changes in the quantity 1 − 2m(R)/R to less than 0.1. Sometimes, these conditions can be much more stringent than the CFL condition. For our purposes, the adaptive time-stepper in our integration library proved sufficient, and we only demanded the CFL condition be met.
C. Artificial Viscosity
In our equations of motion, we included artificial viscosity from the very beginning, although we never gave it a form. We finally come to address this issue.
Artificial viscosity is an additional pressure that is added into the system in order to mitigate the formation of shocks. The original implementations of the MisnerSharp and Hernandez-Misner formalism included artificial viscosity in their equations of motion, and subsequent investigations of supernovae collapse also utilized it. Papers in the literature using these formalisms for primordial collapse have sometimes implemented it, but documentation has been somewhat scarce.
When discussing shocks, there are two distinct effects. Generally speaking, a shock is a discontinuity in a curve, but can also simply describe very steep-sloping data. The second effect is a shockwave, which describes a moving shockfront or discontinuity. When shockwaves form, the characteristics tend to get distorted in such a manner as to guarantee that an actual discontinuity forms, which then propagates. This leads to all manner of difficulties when evaluating spatial derivatives.
From our investigations, artificial viscosity, as it applies to the system that we have been investigating, is useful for smoothing out shockwaves, but much less effective at smoothing static "shocks", which can simply be addressed through increased local resolution. We found that outgoing shockwaves tended to form in the Misner-Sharp formalism when an overdensity failed to collapse into a black hole, and artificial viscosity was useful for smoothing these over. However, we never saw the formation of a shockwave in the Hernandez-Misner formalism; as a black hole forms, the vanishing lapse tends to ensure that everything freezes. We did see shocks forming, but artificial viscosity did nothing to assist with these.
When shocks form in the Hernandez-Misner formalism, they tend to be a coordinate effect (see Figure 7 , for example). In our experience, these shocks can and should be suitably described through the implementation of an AMR scheme.
Thus, our recommendation is to implement artificial viscosity in the Misner-Sharp formalism if you desire to describe outgoing shockwaves. We recommend ignoring artificial viscosity in the Hernandez-Misner formalism, noting that a few other authors have done likewise [44, 49] .
Misner-Sharp Formalism
The origin of the form of dissipation that we describe goes back to Neumann and Richtmyer [52] , which has been used in many evolutions of this kind [22, 36, 45, [57] [58] [59] , although documentation is somewhat sparse. The basic idea is to identify where sharp discontinuities may occur, and artificially increase the pressure there in order to smear out the discontinuity over a few gridpoints.
We investigated two triggers for identifying when to turn on artificial viscosity. The first condition, used by May and White [58] , is to trigger on ∂ t ρ > 0. The second condition, used by Baumgarte et al. [36] (BST), instead triggers on ∂ A U < 0. Both of these triggers seem reasonable: in the first instance, if the density is increasing, then something is collapsing. In the second instance, the idea is to identify shockwaves (moving in either direction) as requiring a negative velocity gradient.
The suggested form of the viscosity term is
where κ is a dimensionless constant that controls the strength of the viscosity, ∆A is the grid spacing, and we log(ρ) A Figure 9 . Density profiles from two Misner-Sharp evolutions from the same initial data. These evolutions did not form a black hole, but sent out a spherical wave of matter, which will tend to form a shockwave. In the purple evolution, artificial viscosity was turned on with κ = 2, while in the yellow evolution, artificial viscosity was turned off. The manner in which artificial viscosity has smoothed the shock is evident.
take derivatives at constant t.
In our description, we can constructQ as
The two triggering conditions become (ĀR) Ũ < −ĀRŨ 3 (May and White) (199a)
where we use Eq. (20) for the first condition, and note that (ĀR) > 0 by Eq. (89). Despite rather different origins, these conditions are very similar. Indeed, the two conditions are equivalent to taking the divergence of U in spherical polar coordinates (∂Ā(R 2 U ) < 0) or in a linear sense (∂ĀU < 0). When the velocities are converging instead of diverging, the viscosity triggers.
We found that the BST trigger tended to work better than the May and White trigger, and we used it to smooth outgoing shockwaves in our Misner-Sharp evolutions. In particular, the smoothing provided by the artificial viscosity greatly increased the performance of our boundary condition. The effects of the artificial viscosity are evident in Figure 9 , where we show data from evolutions with the same initial data, but with κ = 2 and κ = 0. In general, we found that κ 2 is a reasonable value of the coefficient.
Hernandez-Misner Formalism
In the Hernandez-Misner formalism, we found that artificial viscosity did not help much at all. The times Figure 10 . This plot shows three curves from late in the evolution of a black hole formation in the Hernandez-Misner formalism, plotted as a function of comoving radius.. The purple curve is U , which can be seen to have a negative derivative everywhere to the left of the dashed vertical line (U having a negative gradient is the trigger for artificial viscosity). The teal curve ism, which is the most shock-prone variable we evolve. We see that the shock is occurring outside the region in which artificial viscosity kicks in (to the left of the dashed vertical line), and so it does little to help smooth the shock. Furthermore, the lapse has essentially vanished to the left of the dashed curve, and so very little evolution is occurring anyway. The yellow curve representsR, which increases sharply around the point of the shock, causing a small distance in coordinate radius to correspond to a large distance in areal radius, which is the real cause of the shock. This leads to a dilution of gridpoints in physical space in this region, which can be addressed through the use of AMR. These curves have all been rescaled, so the vertical axis is unimportant. The horizontal black line shows zero on all three curves.
when we thought that artificial viscosity may be helpful were when stationary shocks formed in the evolution variables. However, we discovered that artificial viscosity wasn't triggering in the vicinity of these shocks. An example demonstrating this issue is described in Figure  10 . As the shocks that we saw forming were best addressed through the use of adaptive mesh refinement, we decided against the use of artificial viscosity in this formalism (settingQ = 0). However, for completeness' sake, we now describe the implementation of artificial viscosity in this formalism. It turns out that transforming the artificial viscosity of the Misner-Sharp formalism into the null slices makes for a circular headache, due toQ depending on spatial derivatives in Misner-Sharp that correspond to both spatial and temporal derivatives in Hernandez-Misner. Instead, it is much easier to construct new conditions in the HernandezMisner coordinates. In particular, Baumgarte et al. [36] suggest triggering on
in Hernandez-Misner coordinates, which for us is equivalent to ∂Ā e (α−1)ξĀRŨ < 0 .
Baumgarte et al.'s suggested form of the artificial viscosity is the same as in the Misner-Sharp formalism, but taking the derivative of U in the Hernandez-Misner coordinates. In our variables, this becomes
This can be computed at every timestep. We again suggest κ 2 as a coefficient. Artificial viscosity appears in Eqs. (165b), (165e), (166c) and (166d) in the Hernandez-Misner formalism. Two derivatives of artificial viscosity are required: ∂ĀQ, and ∂ūQ. The first of these is straightforward to evaluate. However,Q tends to trigger at a single gridpoint initially, which leads to somewhat unpleasant spatial derivatives. We suggest smoothingQ over a few gridpoints in order to assist with this derivative.
The temporal derivative is somewhat harder. Baumgarte et al. suggest taking a one-sided first-order difference (Q n −Q n−1 )/∆ū to estimate this quantity. In most instances, this will be zero. The code will only be reduced to first order accuracy when shocks form and the triggering condition is met.
VIII. IMPLEMENTATION EXAMPLES
In this section, we discuss animations from simulations of the formalism that we have described in this paper 8 . We have included still frames from the animations in this paper, but we believe that the animations provide a much better picture of the evolution than these frames can describe. For the benefit of those only interested in understanding the animations, we include a brief summary of the formalisms.
A. Density Animations
We start our animations with a 2D density map that evolves in time to form a black hole ("Black Hole Formation"). This animation requires no understanding of our formalism to interpret, and gives a good idea of how a black hole can form in the early universe. The expansion of the universe and the corresponding dilution of energy 8 These animations may be found in a playlist on youtube at http://www.youtube.com/playlist?list= PLqRPTTDr7yKTD9HExr7Fgk_RVrg5RwTau. is evident as the map evolves, before the density collapses to form a black hole. The animation runs through twice; the first cycle shows the density using a linear scale, while the second cycle uses a logarithmic scale. A still frame from the end of the logarithmic version is shown in Figure  11 .
B. Misner-Sharp Formalism
The rest of our animations are animated plots of our evolution variables. In order to understand them, it helps to know a little about the formalism we have used.
We simulate the early universe using a constant equation of state perfect fluid. For the purpose of these simulations, we take w = 1/3, corresponding to a radiation fluid. We use A as a comoving radius, and define a dimensionless comoving radiusĀ = A/R H , where R H is the horizon radius at the time of the initial data. The Misner-Sharp formalism uses a cosmic time variable defined by appropriate gauge conditions, and we evolve forwards using dimensionless time ξ defined by t = t 0 e ξ .
The Misner-Sharp formalism evolves three quantities forwards in time: the areal radius R(A, t), which is a gauge variable, the fluid coordinate velocity U (A, t), and the mass
which can be thought of as the mass enclosed in the comoving radius A. The density ρ can be computed from m and R. For a number of reasons, it makes more sense to evolve quantities normalized by the values of the background cosmology, and so we define dimensionless tilded quantitiesR,Ũ ,m andρ as
where ρ b is the background (asymptotic) energy density. When evolving FRW, all tilded quantities are unity. It turns out that the initial background density ρ 0 scales out of all the equations, and that all that is needed to specify initial data that consists only of a growing mode is an initial function form =m 0 , from which initial data forR 0 andŨ 0 can be computed. For the next six animations, we demonstrate the evolution of two Gaussian initial profiles form 0 , taken a little over and under the threshold for black hole formation. In particular, we takem
with σ = 2R H and κ 1 = 0.173, κ 2 = 0.175 9 . We take our domain to be A max = 20R H . In the animations, the teal curve represents κ 1 , which doesn't form a black hole, and the purple curve represents κ 2 , which does.
After a black hole has formed, the singularity at its center rapidly forms, we can no longer evolve the simulation, and the purple curve in the animations vanishes. All of the plots displayed here are still frames from the animations, taken shortly after black hole formation.
The animation "Density Profile" plots the density ρ/ρ 0 as a function of comoving radiusĀ. The initial part of the animation looks incredibly flat, and shows the dilution of energy density due to the expansion of the universe. After some time, mass begins to accumulate near the origin and the black hole formation process begins. The density near the forming black hole remains many times higher than the background density, which continues to decay. As the purple curve forms a black hole, the density at the origin grows without bound. Our numerical simulation breaks down just before the singularity forms, and the purple curve vanishes at this point. When the teal curve fails to form a black hole, the extra energy is blasted out in a spherical wave. Note that the asymptotic (background) energy density drops at a constant rate, which occurs because we use a logarithmic time coordinate. The density profiles just after black hole formation are shown in Figure  12 .
The next animation "Density Perturbation (Comoving Radius)" shows the density profile relative to the background density, which scales out the dilution due to the expansion of the universe. We see that the purple curve continues to increase in relative density until the black hole actually forms, while the teal curve reaches a peak of around a thousand times the background density before coming crashing down and releasing an outwards-moving density wave. The pressure when the teal curve peaks pushes the material out so rapidly that there is a strong rarefaction at the origin. The outgoing wave eventually forms a shockwave, which travels much faster than the speed of sound in the fluid. A still frame is shown in Figure 13 .
The fourth animation "Density Perturbation (Physical Radius)" again shows the density profile relative to the background density, but this time plots it as a function of physical radius normalized by the horizon radius at the time (computed based on the background cosmology). Thus, R/R H = 1 shows what is happening at the horizon scale at that time. Since the horizon grows with time, the horizontal scale corresponds to larger and larger physical distances as time progresses. We can clearly see when the perturbation has entered the horizon (whenρ drops below unity at R/R H = 1). Note that at the very end, the horizon scale grows larger than our domain of evolution, and so the outermost point we have data for recedes towards the left. It is interesting to compare the two plots in Figure 13 ; by looking at features in these plots, we can see the difference between comoving radius and physical radius. In particular, the inner radius has been squashed somewhat, while the region where the teal curve lies above the purple curve has been extended.
The fifth video "Velocity Perturbation" shows the normalized velocity perturbation as a function of comoving radius. Normalized velocities less than one are expanding slower than the Hubble rate, while negative velocities are moving in the opposite direction of the Hubble flow, attracted into the growing overdensity. Initially, the velocity is essentially unity everywhere, indicating that matter is moving with the Hubble flow. We can Figure 13 . Density profileρ as a function of comoving radius (above) and areal radius (below) just after black hole formation. The below curve has its x-axis scaled such that the horizon scale is at 1. clearly see when matter begins to fall towards the central overdensity. Eventually, the pressure of the overdensity dominates over the gravitational pull for the teal curve, and the velocity rises very sharply, explosively sending out a wave of matter (or photons, as the case may be). For the purple curve, the velocity continues to grow negative as matter continues to fall into the overdensity, until a black hole is formed. It is interesting to note a small apparent outflow (Ũ > 1) from the black hole-forming region. This turns out to be a coordinate velocity effect; as the relationship between physical velocity and coordinate velocity has become rather stretched in this vicinity, matter is still actually flowing inwards. The normalized velocity for the teal curve returns very rapidly to unity, despite being largely uninfluenced by the background cosmology. We believe that this is at least partly due to our gauge condition. A still frame can be seen in Figure 14 .
Animations 6 and 7 ("Black Hole Detection (Comoving Radius)" and "Black Hole Detection (Physical Radius)") demonstrate the evolution of the quantity 2m/R as a function of radius. The black hole formation condition is 2m/R = 1 (with G = c = 1; Eq. (57)), which signifies the formation of an apparent horizon (which must be contained within an event horizon). We see that after the purple curve crosses the yellow line, a singularity rapidly forms, and we cannot evolve it any further (the purple curve vanishes). There is a second condition for a black hole to form, namely thatŨ must be negative at that point, which is why the curves can cross the yellow line at large radii without issue (the velocity there is roughly the Hubble flow, orŨ ∼ 1). Still frames are shown in Figure  15 . Again, the difference between comoving coordinates and physical radius can be seen in the comparison between these two plots.
C. Hernandez-Misner Formalism
The Misner-Sharp formalism cannot evolve much past the formation of a black hole, due to the formation of a singularity. The Hernandez-Misner formalism aims to overcome this shortcoming by using a null time coordinate u. Data on a slice of constant u represents what an observer at the outer boundary of the computational domain sees at that instant, retarded by the distance that the light needs to travel to get to them. As no null rays ever leave an event horizon, a black hole never forms from the perspective of this observer. In particular, the lapse near the formation of a black hole approaches zero, which indicates that evolution is essentially frozen. Even though a black hole never forms, one can extract information about the black hole by looking at where the lapse becomes nonzero again.
The Hernandez-Misner formalism evolves the same variables as the Misner-Sharp formalism, just using a different coordinate system. The initial data for these variables has to come from a Misner-Sharp evolution, as constructing initial data on a null slice is somewhat unusual. A strong Figure 14) . test of one's code is to check to see that the evolution of a system is the same in the two different coordinate systems. This comparison is demonstrated in the eighth animation, "Two Coordinate Systems".
In this animation, we show a three-dimensional plot with comoving radiusĀ on the x-axis, logarithmic time ξ on the y-axis, and density perturbationρ on the z-axis for an evolution that did not form a black hole. The red lines show timesteps from the Misner-Sharp evolution, where each time step is at constant ξ. The blue lines show timesteps from the Hernandez-Misner evolution, where each timestep is a null ray in the spacetime. The excellent agreement of the two surfaces shows that the evolution is in agreement between the two coordinate systems, including at the boundaries. A still frame from this animation is shown in Figure 16 .
The rest of our animations are of the same purple blackhole-forming data that we showed in the Misner-Sharp animations above.
Our next animation, "Density Profile (Null Slicing)", is of the density profile in the Hernandez-Misner coordinates, plotting the physical density ρ as a function of areal radius. We see that the density profile forms a large bump near the origin, as shown in Figure 17 . However, this bump is very much frozen in time by the vanishing lapse. In the Misner-Sharp coordinates, the density grows without bound at the origin; here, because we do not pierce the event horizon, it merely reaches a large density and stays fixed. As the evolution progresses, we see the energy density outside the black hole continues to fall off with cosmic expansion, though some matter accretes onto the black hole and freezes. Note that due to the null slicing, points on the curve at larger radius correspond to later times, and thus more expansion has occurred, decreasing the energy density. Figure 18 . This plot shows a frame from an animation ofŨ as a function of areal radius, late in the formation of the black hole. AsŨ is always negative, matter is sharply falling into the black hole.
The animation "Velocity Perturbation (Null Slicing)" of the normalized velocity perturbationŨ as a function of areal radius shows the formation of a huge negative spike when the black hole forms. Figure 18 shows a frame from late in the animation. We see that all matter is falling sharply inwards (recall thatŨ = 1 is the Hubble flow). The animation also exhibits the freezing of the lapse. Starting from the origin, a trail of "frozen" velocity profile creeps outwards.
Our final animation, "Lapse in the Null Slicing", is that of the lapse as a function of areal radius. We do not include a still frame plot here, as the animation is simply an animated version of Figure 4 . The animation clearly shows the lapse rapidly vanishing, which freezes the evolution of all variables.
IX. CONCLUSIONS
We have presented a comprehensive formalism for investigating primordial black hole formation in full general relativity. The basic idea is to construct an initial density profile and evolve it forwards in time using a standard time-slicing until either a black hole forms or the overdensity disperses. If a black hole forms, a second formalism that avoids the formation of a singularity is used to continue the evolution and compute the mass of the resulting black hole.
The foundation of the approach is the Misner-Sharp formalism, which we have adapted to cosmological applications. We paid special attention to the outer boundary, where we constructed a non-reflecting boundary condition. For extracting information about black holes that form, we turned to the Hernandez-Misner formalism. Here, we adapted the system of equations to use variables more suited to cosmological and numerical evolution.
The issue of initial conditions was explored in detail, where we identified an expansion in two small parameters, and explicitly constructed initial conditions consisting only of the linear cosmological growing mode to second order, based on a single function δ m0 . The regime of validity of the expansion was investigated, including both perturbative convergence and physical constraints. We related these initial conditions to a variety of approaches in the literature, including Carr's fractional mass excess, Polnarev's initial curvature perturbation, Bardeen gauge invariant variables, and physical perturbation profiles at the end of inflation.
The approach that has been developed here builds upon numerous other approaches in the literature. Most importantly, various ideas from the literature have been combined to form a clear and comprehensive picture. Numerically, there are numerous benefits to the enhancements we have incorporated, including completely stable cosmological background evolution, increased computational efficiency, and increased numerical accuracy. Theoretically, we have investigated initial conditions in unprecedented detail, constructed a rigorous connection to inflation, introduced appropriate cosmological boundary conditions, and clarified the role of the initial curvature perturbation within this formalism.
In addition to describing the formalism, we have constructed a number of animations to describe what happens in primordial black hole formation and near misses. We hope that these animations will help spur interest in the subject, and provide a visual interpretation of what actually happens in primordial black hole formation.
We plan to use the formalism developed here to investigate properties of initial profiles that give rise to black holes and to quantify the resulting black hole masses that are produced. In the long term, we hope to run Monte Carlo simulations from inflationary initial profiles to identify the number density and mass spectrum of primordial black holes formed from different models of inflation.
as expected, where we have integrated over the delta function in momentum space. A number density per volume in space can be obtained by simply not integrating over the spatial hypersurface. We can take different moments of the number density N by multiplying it by p α and integrating over momentum space. In particular, we can define the stress-energy tensor by the integral
Ignoring normalization, this is the only rank two tensor which we can construct from the invariants N , p µ , and dµ(p ν ) that is linear in N . One can be readily check that this object agrees with the usual stress-energy tensor by transforming to a local Lorentz frame.
Let us now construct the stress-energy tensor in spherical coordinates. In order to compute the stress-energy tensor, we need to integrate over all possible momenta at a given position in space x i = (r, θ, φ). To facilitate this, we construct an orthonormal Cartesian basis at x i , oriented such that the x direction aligns withr, the y direction aligns withθ, and the z direction aligns witĥ φ. We can then describe momenta at that point in space through the components (p x , p y , p z ) in the orthonormal basis. For the metric described in Eq. (3), these components are related to the momenta
We now write the components of the momentum in the orthonormal basis in spherical polar coordinates defined by
Here, Θ denotes the angle away from the radial (x) axis, while Φ is the azimuthal angle about the radial direction, and
We can now construct p r , p θ and p φ in terms of p, Θ and Φ. Begin by noting that p x = p x , thanks to the orthonormal basis. We can then construct the following relationships.
The volume element d 4 p/ √ −g on momentum space then becomes the following.
= 1 e φ e λ/2 R 2 sin θ dp 0 dp r dp θ dp φ = e −φ dp 0 dp x dp y dp z = e −φ dp 0 p 2 sin Θ dp dΘ dΦ (A11)
The range of p is from 0 to ∞, while 0 ≤ Θ ≤ π and 0 ≤ Φ < 2π. The complete integration measure on momentum space then becomes
e 2φ + p 2 Θ(p 0 ) dp 0 e φ p 2 sin Θ dp dΘ dΦ
where we take m = 0. We now calculate the stress-energy tensor. Inserting the integration measure (A12) into Eq. (A7) and integrating over the delta function, we arrive at
where we have defined
In order for the distribution to be spherically symmetric, we require it to be a function of
only, where cos Θ is related to the rotationally invariant dot product x i p i . Note that p = g ij p i p j is also rotationally invariant.
Evaluating the integrals in Eq. (A13) over Θ and Φ component by component, we find
f dζ (A16a)
with all other components vanishing, where we use ζ = cos Θ and define f (t, r, ζ) = p 3 N dp .
Each of these integrals involves different moments of the function f with respect to the variable ζ.
If we assume that the particles in the spacetime in question are in thermal equilibrium, then at a given point in space, particles have equal probability to be going in any direction, and so f cannot depend on ζ. Under this assumption, the off-diagonal component vanishes, and if we set
then we can write T αβ as
which is a perfect fluid in comoving coordinates, and the desired result. Note that this also yields that the equation of state of radiation is w = 1/3. One might ask how non-interacting radiation (photons and neutrinos) can yield a fluid description. The key assumption that facilitated this was that of thermal equilibrium. So long as there are other species present in the universe to scatter radiation efficiently enough to maintain thermal equilibrium, then the radiation bath behaves like a fluid. When neutrinos decouple from the bath and begin to freely stream, then the thermal equilibrium assumption will no longer hold, and the stress-energy tensor will develop an off-diagonal T tr component. At this stage, the photon bath may still be described by a perfect fluid, but the evolution of the neutrino species will have to be described by the full Boltzmann equation. Such a description is beyond the scope of the formalism described in this paper.
Appendix B: Method of Characteristics
Here we use the method of characteristics on the linearized Misner-Sharp equations to find inward and outward moving components of the solutions. We want to find the inward moving component so that we can create a nonreflecting boundary at the outer edge of our computational domain. We find the characteristic curves along which the solutions propagate, but the equations do not appear to permit a direct solution. For this appendix, we restrict our analysis to the case where w = 1/3. We also define c 2 s ≡ e ξ /12. Using these, we write the linear evolution equation, Eq. (70) as
To use the method of characteristics, we need a first order linear equation, so we create a vector with the derivatives of δ m and write the matrix equation:
where
To study the solutions of this equation, it is helpful for us to find the eigenvalues and eigenvectors of M . In this basis, we will still have a coupled system, but this will allow us to write down three equations where each has derivatives of only one the scalar functions appearing. The eigenvalues and eigenvectors are
We introduce u i such that f = u 1 v 1 + u 2 v 2 + u 3 v 3 , from which we can identify
Substituting f into the equation of motion, we find
Note that because c s depends on ξ, ∂ ξ f has terms coming from the time dependence of the eigenvectors. Extracting the coefficient of each eigenvector from this equation, we obtain
With the equations in this form, we may apply the method of characteristics. This method takes a first order PDE and computes curves called characteristics along which the equation becomes an ODE. We introduce λ to parameterize these curves.
Here,Ā i , ξ i and u i are only functions of the parameter λ. We can straightforwardly integrate the equations for ξ i andĀ i , eliminating λ.
A 3 (ξ 3 ) =Ā 3 (0) + 2c s (B11c)
A i (0) are arbitrary constants giving the value ofĀ on the slice ξ = 0. Thus we can see that the second family of solutions correspond to inward traveling waves, so if we wish to set a nonreflecting boundary, it is u 2 for which we need a boundary condition. Unfortunately, the equations cannot be solved explicitly. The condition we wish to satisfy is u i = 0 forĀ >Ā max on the initial slice, ξ = 0 (assuming FRW initial conditions outsideĀ max ). As time passes and u 3 tracks outwards, u i = 0 does not remain true beyond the boundary because u 3 sources the evolution of the other variables in Eqs. (B10). Since beyond the boundary the values of u 1 and u 2 are initially zero and sourced only by u 3 , all of the information about their evolution should be encoded in the history of u 3 at the boundaryĀ =Ā max . However, we could not find a way to use this knowledge to our advantage. Instead, we take the characteristic equations (B9) and pursue a local boundary condition, to reasonable success.
Appendix C: Connection to Cosmological Perturbation Theory
In this appendix, we connect the formalism developed in this paper to standard cosmological perturbation theory.
Standard Cosmological Perturbation Theory
We consider the perturbed FRW metric
whereg ij is the background flat, time-independent threedimensional metric on space, and∇ i are covariant derivatives associated with this metric (we raise and lower indices on∇ i withg ij ). We include only scalar perturbations, as that is sufficient for our purposes. Consider the transformation
with
Under this transformation,
whereḡ µν is the background metric, and the Lie derivative is given by
Evaluating the Lie derivative yields the following, where dots represent time derivatives.
The metric scalars in Eq. (C1) then transform in the following manner.
The Bardeen gauge invariant potentials [55] are the following combinations of these potentials.
We should also consider how the stress-energy tensor transforms under a gauge transformation. Let us split the stress-energy tensor into a background and perturbed component as 
where we again work only with scalar perturbations. We decompose u µ as 
The components of the stress-energy tensor are then
Under a gauge transformation, the stress-energy tensor transforms as 
Evaluating the Lie derivatives for ξ µ defined above yields the following. 
The scalars in the stress-energy tensor then transform in the following manner.
A variety of gauge invariant quantities can be constructed for the matter perturbations. We focus on two of them. The first is the comoving density contrast ∆, defined by
The second, which we shall refer to as the gauge invariant velocity perturbation (as we are unaware of any standard name), is given by
Connection to Misner-Sharp Formalism
We now cast the Misner-Sharp metric (3) into the above language. Writing R = aAR = aA(1 + δ R ) (C38) 
and expanding the metric to first order in δ R , δ Γ and φ, we obtain the following.
This metric contains three scalar perturbations, as expected in a comoving gauge. No vector or tensor components are present. Looking back at the metric in Eq. (C1), let us take the metricg ij to be the metric in spherical polar coordinates with radius A. We evaluate the quantitỹ
Letting φ, C and E become functions of A and t alone, we can identify the coefficients in Eqs. (C1) and (C41) to obtain
The quantity φ is the same in both descriptions, and we have B = 0. We now relate our quantities to the Bardeen potentials (C13). In order to do so, we need to computeĖ, which in turn requiresĊ. We thus start with C.
The limits of integration are set by the requirement that all perturbations vanish at infinity. In order to computė C, we first compute
In this appendix, we include some derivations relating to the Hernandez-Misner results.
Hernandez-Misner
In the Hernandez-Misner formalism, the equation of motion for U needs to be taken carefully. We begin with Eq. (135c). Substituting for the derivatives in Eq. (136), we obtain
We can write
Inserting this back into the equation of motion, we obtain the following.
We then insert D t ρ = e −φ ∂ t ρ using Eq. (20) , being careful with the Misner-Sharp spatial derivatives of U and R. e −ψ ∂ u U = − Γ ρ + P e −λ/2 P − m + 4πR 3 P R 2 + ΓρD tQ ρ + P − (w +Q) 2 U Γ R + e −λ/2 U − e −ψ ∂ u U
Primes here refer to derivatives with respect to A in Hernandez-Misner coordinates. This can be solved for ∂ u U as follows.
∂ u U = − e ψ 1 − w −Q Γe −λ/2 P ρ + P + m + 4πR 3 P R 2 − Γρ ρ + P e −ψ ∂ uQ + (w +Q) 2 U Γ R + e −λ/2 U (D5)
Cosmological Hernandez-Misner
We now derive the cosmological equations of motion for the Hernandez-Misner formalism. In particular, we use the definitions (164) in the equations of motion (137) and (148). We assume that at any given time u = R Hū , we knowŨ ,m,R and ξ as functions ofĀ.
The first step is to compute Γ. As previously, it is useful to work withΓ = Γ/HaR H . 
Knowingρ, we can computeP =ρ(w +Q) (given a form forQ). We now turn our attention to e λ/2 . From Eq. (163), we find e λ/2 = αe φ+ξ ξ .
From Eq. (137f), we have e −λ/2 = e −ξΓ +ĀR(Ũ − e −φ ) (ĀR) .
As we do not yet know e φ , we can use these equations to eliminate the unknown e λ/2 and solve for e φ , and then compute e −λ/2 using Eq. (D11).
The final auxiliary variable we need to compute is e ψ . From (148), we have 
subject to the boundary condition that e ψ = e φ at the outer boundary. To integrate this equation, let χ = e −ψ (Γ +ĀRŨ ), and rewrite it as ∂Ā(ln χ) = −ξ e φĀRρ Γ +ĀRŨ 1 + w +Q 1 + w + α − 1 (D15) which can be integrated straightforwardly. The next step is to compute the evolution equations for R,Ũ ,m and ξ. For ξ,m andR, the results can be found by changing coordinates in the Misner-Sharp evolution equations in these coordinates, Eqs. (50) . In particular,
Writing this in terms of derivatives with respect toū and χ, we have
Applying this to ξ,R andm, we obtain the following. (1 + w) −Ũ (P +m)
Note that when the lapse e ψ → 0 near horizon formation, all quantities are essentially frozen; we find the same behavior in theŨ evolution equation too.
To obtain the equation of motion forŨ requires a bit more work. Start with Eq.(50f), transform the ∂ ξ derivative as above, and write the spatial derivatives in terms of the invariant derivative operators. 
= HΓ
where we make use of the result for ∂ūR above and Eq. (D12). The other derivative we need to evaluate is
The first term here can be written
To evaluate the final term here, we turn to Eq. (20) in the form , it is straightforward to show that the limit vanishes. We thankfully do not need to evaluate ∂ūŨ at the origin, as there is a boundary condition there, but it is good to know that the equation of motion is not divergent as one approaches the origin.
