This paper proves that, for a normal membership conditional term rewriting system (MCTRS), (1) a reducible term has a needed redex if the MCTRS is nonoverlapping, and (2) whether a redex is nv-needed is decidable.
Introduction
A membership conditional term rewriting systems (MCTRS) is a term rewriting system (TRS) in which substitutions are taken from some specific sets, typically, the set of normal forms. A normal MCTRS, which requires substitutions to be in normal form for each non-left-linear variable, is a useful example; this system can specify the positive part of the equality class of functional programming (e.g., Haskell, ML) without type information. (The negative part of the equality class cannot be deduced without algebraic information about the construction of the type.)
Nonoverlapping normal MCTRSs are the natural extension of orthogonal TRSs to nonlinearity, and they retain many nice properties, such as Parallel Move Lemma and confluence [14] . In addition to these properties, this paper investigates call-by-need reduction for normal MCTRSs. In general, a nonleft-linear TRS does not have needed redexes even if it is nonoverlapping; for instance, {d(x, x) → a, f (y, z) → b, c → d} is a nonoverlapping (and also strongly normalizing, right-ground) non-leftlinear TRS and d(f (c, z), f(d, z)) does not have needed redexes. Thus, the membership restriction is essential; there seems to be no other choice when one explores the existence of needed redexes in non-left-linear TRSs. In fact, the membership condition precisely corresponds to the proof techniques in [10] .
The main results are:
(i) A reducible term has a needed redex for a nonoverlapping normal MC-TRS.
(ii) Reachability and normalizability for a right-ground normal MCTRS are decidable.
(iii) Whether a redex is nv-needed is decidable for a normal MCTRS, where nv-neededness approximates neededness by relaxing the rewrite relation such that variables in the right-hand-side of a rule may be instantiated by any terms.
It is worth remarking that, unlike left-linear TRSs, modern tree automata techniques [2, 5, 11] fail to produce decidability results of normal MCTRSs. This is because the set of normal forms need not be regular; i.e., the set of normal forms of a normal MCTRS is the same as that of the underlying TRS, and the set of normal forms of a non-left-linear TRS is known to be not regular [8] .
Section 2 presents basic notations and Section 3 introduces previous results on confluence of a normal MCTRS. Section 4 shows that a reducible term has a needed redex and Section 5 shows that needed reduction is normalizing, provided a normal MCTRS is nonoverlapping. Section 6 shows that the reachability and normalizability of right-ground normal MCTRSs are decidable, and Section 7 shows that whether a redex is nv-needed is decidable for normal MCTRSs. Section 8 concludes the paper and discusses topics for future research.
Preliminaries
We assume that readers are familiar with rewriting terminology; for details, we refer to [7] . This section explains our notations. Throughout the paper, we will consider only finite term rewriting systems (TRSs).
We will denote the set of function symbols by F , the set of n-ary function symbols by F n , the set of variables by V, and the set of terms over F and V by T (F , V). A term without variables is a ground term, and the set of ground terms is denoted by T (F ). A term t is linear if each variable x appears in t at most once, and a variable x in a term t is linear if x appears once in t. The set of variables that appear in a term t is denoted by Var(t), and the set of nonlinear variables that appear in a term t is denoted by Var nl (t). For a (possible nonlinear) term t,t is a linearization of t, i.e.,t is obtained by replacing all occurrences of nonlinear variables in t by distinct fresh variables (thus,t is linear).
We denote the set of all positions in a term t by Pos(t), the subterm occurring at p in t by t| p , and the root symbol of t by root(t)(∈ F ∪ V). A parallel rewrite step s → R || t contracts a set of pairwise disjoint redexes. A term without redexes (of → R ) is a normal form (more specifically, Rnormal form), and the set of R-normal forms is denoted by NF R . We will often omit the index R in NF R , → R , and → R || if they are apparent from the context.
Confluence of membership conditional TRS
A pair of rules (l → r, l → r ) is overlapping if there exists a position p such that
• there exist substitutions σ, σ such that l| p σ = l σ , and
• either p = , or l → r and l → r are different rules.
A TRS is nonoverlapping if no pairs of rules in R are overlapping.
Theorem 3.1 ([6]) Every left-linear nonoverlapping TRS is confluent.
Without left-linearity, confluence may fail even for nonoverlapping TRSs. For instance, R 1 below is nonoverlapping, but not confluent.
When a TRS is non-left-linear, some restriction is required to recover confluence. A membership conditional TRS is such an example [14] . 
Remark 3.3
Since the membership condition is non-monotonic w.r.t. the inclusion of rewrite relations, it looks contradictory. But, this is not true; by induction on the size of a term, the rewrite relation is well-defined (we refer to Lemma 4.1 in [14] ).
Definition 3.4 Let
A : s → t be a reduction contracting the redex at position p ∈ Pos(s) using the rewrite rule l → r ⇐ C. For q ∈ Pos(s), the set of descendants of q is:
We naturally extend the notion q\A and Q\A for a rewrite sequence A.
Remark 3.5
For a normal MCTRS, each rewrite step does not destroy a redex of a non-left-linear rewrite rule. Therefore, descendants of a redex are again redexes.
Definition 3.6
For parallel rewrite steps A and B starting from the same term t, we denote the projection of A over B by A\B; i.e., A\B is a parallel rewrite step that contracts all redexes at position P \B, where P is the set of positions of redexes in t that are contracted in A.
Lemma 3.7 (Parallel Move Lemma) Let R be a nonoverlapping normal MCTRS. If A and B are parallel rewrite steps starting from the same term t, then
• A; (B\A) and B; (A\B) have the same reduct, and
Theorem 3.8 [14] Every nonoverlapping normal MCTRS is confluent.
Example 3.9 The normal MCTRS, R 1 plus additional membership conditions,
Needed redex of nonoverlapping normal MCTRS
A term may have several redexes. A reduction strategy is the choice of a redex to rewrite in a given term (i.e., a function from terms to redexes). Two especially important issues are, the normalizing strategy, which guarantees reaching a normal form (if one exists), and the optimal strategy, which selects a needed redex. A redex is needed if either itself or its descendant is contracted in every rewrite sequence to a normal form.
In general, needed redexes may not exist. However, a left-linear nonoverlapping TRS has a needed redex in a term that is not in normal form (although it may be not computable). The idea in [10] is; instead of a needed redex, a root-needed redex is considered. A redex is root-needed if either itself or some of its descendants are contracted in every rewrite sequence to a root-stable form (i.e., a term that cannot be reduced to a redex). Since a normal form is root-stable, a root-needed redex is a needed redex. In this section, similar to [10] , we show that a reducible term has a needed redex if a normal MCTRS is nonoverlapping.
For a rewrite sequence A : A nonoverlapping normal MCTRS also satisfies these requirements, and the same proofs in [10] give the following Lemmas 4.4 and 4.5. 
Lemma 4.4 For a nonoverlapping normal MCTRS R, if a term
. Let P be the set of positions of proper non-root-stable subterms in t. There are two cases; (1) P ∩ Pos F (l) = φ, and (2) P ∩ Pos F (l) = φ. For (1) 3 , let p be a minimal position in P ∩ Pos F (l). Since t| p ⊂ t, from the induction hypothesis, there exists a root-needed redex ∆ in t| p . We claim that ∆ is contracted in the subsequence B : t
From minimality of p, t| p must be rewritten to ∆ A | p , which is root-stable (because R is nonoverlapping). Thus, ∆ is root-needed in t.
For (2), if each p ∈ P is p ∈ Pos(l, x) for some x ∈ Var(l) \ V , t is a redex; thus, root-needed because R is nonoverlapping. Assume there exists p ∈ Pos(l, x) for x ∈ V . Let B be a subsequence of A such that B : 
Normalization of nonoverlapping normal MCTRS
We expect the repeated evaluation of needed redexes (optimal reduction strategy) is also a normalizing strategy. The scenario given in [10] is:
• The repeated reduction of root-needed redexes is a (hyper) root-normalizing reduction strategy for orthogonal TRSs (refer to Corollary 5.7 in [10] ).
• A context-free root-normalizing reduction strategy is a normalizing reduction strategy for a confluent TRS (refer to Theorem 6.5 in [10] ), where a reduction strategy is context-free if the choice of a redex in a root-stable term is reduced to the choice of a redex in each direct subterm.
Since a nonoverlapping normal MCTRS satisfies the Parallel Move Lemma (Lemma 3.7), the same scenario in [10] works. However, later we will discuss on nv-needed reduction, which needs not be root-normalizing; thus, this scenario fails for normalization of nv-needed reduction. Instead, we directly show that the repeated reduction of needed redexes is a normalizing strategy for nonoverlapping normal MCTRS. The idea obeys to Section 5 in [10] ; we just confirm that the same proof is also valid for nonoverlapping normal MCTRSs. Throughout this section, we only consider nonoverlapping normal MCTRSs. Note that > is well-founded.
Definition 5.2 (Definition 5.3 in [10])
Let A be a parallel rewrite sequence and B be a parallel rewrite step starting from the same term t. We say B interferes A if a descendant of a redex contracted in B is contracted in A. The proof of the lemma depends on Parallel Move Lemma (Lemma 3.7); thus, the same proof works also for nonoverlapping normal MCTRSs. 
Lemma 5.3 (Lemma 5.5 in [10]) Let

Corollary 5.4 Needed reduction is normalizing for nonoverlapping normal MCTRSs.
Proof. Let
Since > is well-founded, this is contradiction.2
Decidable results for right-ground normal MCTRS
In [12] , Oyamaguchi proved that reachability and joinability are decidable for a (possibly non-left-linear) right-ground TRS. Similarly, in this section, we show that reachability and normal joinability are decidable for a rightground normal MCTRS. The main difference is that we use normal joinability {t 1 , · · · , t n } N instead of joinability {t 1 , · · · , t n } J , as used in [12] . Otherwise, the translation of the proof in [12] is quite straightforward. t. For a right-ground normal MCTRS R = {l i → r i ⇐ C i }, we denote the set {l i } (resp.{r i }) of the left-hand-sides (resp. right-hand-sides) of rules in R by R l (resp. R r ). Throughout this section, R is a right-ground normal MCTRS.
Remark 6.2 δ R (t) is always a finite set.
Example 6.3
Let R be the same as in Example 3.9. δ R (d(2, 2)) = {f (2), 2, 1, 0}.
The intuition for a δ R (t)-substitution is the possible substitution for variables in a redex that is reachable from t.
We start with an explicit construction of the search space, i.e., possible reduction of (s, t) R and {t 1 , · · · , t n } N to "smaller" problems. During the construction, the following lemma is the key.
Lemma 6.4 If a rewrite sequence
A : s → * t is not top-invariant, there exist l → r ⇐ C ∈ R, a substitution σ, and a δ R (s)-substitution θ such that B : s > → * l θ ≥Pos V (l) → * lσ → r → * t
with the same rewrite steps. (Recall thatl is a linearization of l.)
Proof. Since A is not top-invariant, there exists a rewrite at the root . Let lσ → r be the first such rewrite. Let A be the prefix sequence of A from s to lσ, and let A be the suffix sequence of from lσ to t. Then, A : s
and let A i be the maximum suffix sequence in A such that all rewrites are below or equal to p i . Then, by interchanging the order of parallel rewrites, we can decompose A as C; A 1 ; · · · ; A n . By construction of A 1 , · · · , A n , there exists a substitution θ such that C : s → * l θ and, for each p i , (i) either all rewrite steps in C are parallel to p i , or
(ii) the last rewrite step in C that is not parallel to p i occurs above p i .
Let x i ∈ Var(l) with {p i } = Pos(l, x i ). For (i), x i θ = s| p i , and for (ii), x i θ is a subterm of r for some r ∈ R r (recall that R is right-ground). Thus, θ is a δ R (s)-substitution. 2
Definition 6.5 Let s, t, t 1 , · · · , t n be terms and let
We assume that redundancy in Φ R and Φ N is removed as
• to eliminate (s, s) R , and
Example 6.6 Let R be the same as in Example 3.9. Let either ρ = (s, t) R or ρ = {t 1 , · · · , t n } N . Next, we define the search path Ψ α (ρ) for a sequence α of pairs of integers. The interpretation is as follows: If Ψ α (ρ) is empty or only consists of the form {t} N with t ∈ NF R , then the witness is found at α. If Ψ α (ρ) contains either (s, t) R with s ∈ NF R and s = t, or {t} N with t ∈ NF R , then the witness does not exist at α (and later).
and let α be a sequence of pairs of integers. Then, a search path Ψ α (ρ) is inductively defined as:
We will show that to decide ρ, it is enough to check finitely many Ψ α (ρ) whether they have witness.
Definition 6.8 Let s, t, t 1 , · · · , t n be terms. Assume that (s, t) R and {t 1 , · · · , t n } N have a witness. We denote the minimal (sum of) rewrite steps of the witness of (s, t) R and {t 1 , · · · , t n } N by step((s, t) R ) and step({t 1 * t occurs at a position largerthan-or-equal-to p.
Since u| p is a redex of R 
