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Abstract
The ability of forecasting the meteorological variable
characteristics have been a goal in several studies for a long time. Many
methods were and have been used in the elaboration of climate forecasting,
and they have been made by dynamic and statistic models. At this research
the characteristics of temperature and precipitation series will be analyzed
in the central region of Rio Grande do Sul and, a statistical model will be
proposed by the use of using the Box & Jenkins methodology. For the
precipitation series the used data were the ones accumulated in the month
and, for the temperature series the used data were the month average, from
January 1970 to December 2006. The models suggested were SARIMA
(0,0,0)(0,1,1)12 to represent the precipitation and SARIMA (1,0,0)(0,1,1)12
to the temperature. The models proposed were able to show the temperature
and precipitation behaviors and will be useful for future decisions.
Keywords: Precipitation, Temperature, Central Region, Monthly
Forecasting, Box-Jenkins Methodology, Climate.
Resumo
A habilidade de prever as características futuras das variÆveis
meteorológicas tem sido a meta de muitos estudos ao longo do tempo e
vÆrios mØtodos foram e tŒm sido utilizados na elaboraçªo de previsıes cli-
mÆticas, as quais sªo realizadas com modelos dinâmicos e estatísticos. Nes-
ta pesquisa serÆ realizada uma anÆlise das características das sØries de preci-
pitaçªo e temperatura da regiªo central do Rio Grande do Sul e serÆ pro-
posto um modelo de previsªo estatística, utilizando a metodologia Box &
Jenkins. Para as sØries de precipitaçªo utilizou-se o acumulado do mŒs e a
mØdia mensal para temperatura, do período de janeiro de 1970 a dezembro
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de 2006. Os modelos encontrados foram um SARIMA (0,0,0)(0,1,1)12 para
a sØrie precipitaçªo e um SARIMA (1,0,0)(0,1,1)12 para a sØrie Temperatura.
Os modelos propostos foram capazes de refletir a realidade e serªo œteis
para futuras tomadas de decisıes.
Palavras chave: Precipitaçªo, Temperatura, Regiªo central, Previsªo men-
sal, Metodologia Box  Jenkins, Clima
1. Introduçªo
Um dos fatores causadores das variaçıes na temperatura sªo os
fenômenos climÆticos. Villarroel et al. (2006) observou que sobre a costa
oeste da AmØrica do Sul extratropical houve uma mudança no regime da
temperatura após a metade dos anos 70, associada como a troca de fase
negativo-positiva da Oscilaçªo Decadal do Pacífico.
O El Niæo Ø outro indicador da tendŒncia da temperatura causan-
do efeito tanto regional como global (Halpert e Ropelewski, 1992).
Pequenas mudanças nas condiçıes mØdias da atmosfera podem
levar a grande mudança na freqüŒncia de eventos extremos. Estudos da
temperatura mÆxima e mínima da Argentina mostram a ocorrŒncia de uma
importante diminuiçªo da amplitude tØrmica anual e tambØm uma tendŒn-
cia positiva nos valores da temperatura mínima e na quantidade de dias
frios (Rusticucci e Barrucand, 2004; Long e Muller, 2006) (Silveira e Gan,
2006 apud).
A habilidade de prever as características futuras das variÆveis
meteorológicas tem sido a meta de muitos estudos ao longo do tempo e
vÆrios mØtodos foram e tŒm sido utilizados na elaboraçªo de previsıes cli-
mÆticas. Feitas com um adequado grau de precisªo, estas previsıes propor-
cionariam aos tomadores de decisªo e governos a possibilidade de anteci-
par e planejar futuras açıes dirigidas a setores de atividades socioeconômicas
e à sociedade como um todo (Marques et al, 2006).
Previsıes climÆticas tŒm sido realizadas com modelos dinâmicos
e estatísticos. Feitas com um adequado grau de precisªo, estas previsıes
proporcionariam aos tomadores de decisªo e governos a possibilidade de
antecipar e planejar futuras açıes dirigidas a setores de atividades
socioeconômicas e à sociedade como um todo (Marques et al, 2006).
Os modelos dinâmicos sªo representaçıes matemÆticas dos pro-
cessos físicos que visam simular as distribuiçıes de umidade e energia so-
bre todo o globo, esses modelos sªo denominados Modelos de Circulaçªo
Geral da Atmosfera os quais, tŒm sido desenvolvidos desde a dØcada de
1950, passando a ser explorados como ferramentas para previsªo do clima
na dØcada de 1980 (Guetter, 1998).
Os modelos estatísticos de previsªo climatológica estabelecem rela-
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çıes estatisticamente significativas entre variÆveis meteorológicas locais em
Æreas continentais, com preditores locais e remotos. (Marques et al, 2006).
O Rio Grande do Sul Ø uma regiªo preponderantemente
agropecuÆria e situa-se numa regiªo de clima subtropical, com grandes va-
riaçıes de temperatura e precipitaçªo anuais. Deste modo, Ø importante
entender como se comporta tanto a precipitaçªo quanto a temperatura nesta
regiªo, de maneira a conhecŒ-la e prevŒ-la mais adequadamente.
Nesta pesquisa serÆ realizada uma anÆlise descritiva das caracte-
rísticas das sØries de precipitaçªo e temperatura da regiªo central do Rio
Grande do Sul. AlØm disso, serÆ proposto um modelo de previsªo estatísti-
ca para estes dois parâmetros, utilizando a metodologia Box & Jenkins.
2. Dados e metodologia
2.1 Dados
A sØrie de dados utilizada neste estudo Ø oriunda da rodada climÆ-
tica de controle de um modelo global acoplado de previsªo gentilmente
cedido pelo Britsh Atmospheric Data Centre  BADC, conforme mos-
tra a Figura 1. Maiores informaçıes a respeito do modelo podem ser en-
contradas em http://badc.nerc.ac.uk/data/hadcm3-control/.
Para as sØries de dados utilizou-se o acumulado do mŒs para preci-
pitaçªo e a mØdia mensal para temperatura, do período de janeiro de 1970 a
dezembro de 2006.
A Ærea central estÆ localizada geograficamente em uma regiªo de
depressªo central. É constituído de uma zona agrícola de uso intensivo no
verªo e florestas remanescentes com formaçıes arbóreas densa. Os princi-
pais municípios que compıem esta regiªo sªo: Porto Alegre, Novo Hambur-
go, Caxias do Sul, Santa Maria, Santa Cruz do Sul, Bento Gonçalves e Tapes.
Sua principal atividade produtora Ø o plantio de arroz, fumo, frutas e a pesca.
2.2 Metodologia
Para descrever as variÆveis precipitaçªo e temperatura da re-
giªo central do Rio Grande do Sul foi utilizada, neste trabalho, a modela-
gem por meio de sØries temporais, utilizando-se a metodologia desenvolvi-
da por Box & Jenkins. Inicialmente, realizou-se uma estatística descritiva e
a seguir calculou-se a funçªo densidade espectral, para ambas as variÆveis.
A estatística descritiva tem por objetivo descrever e organizar as informa-
çıes de um conjunto de dados. Neste trabalho calculou-se a mØdia, a moda,
o desvio padrªo e o coeficiente de variaçªo.
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Figura 1.  A Ærea hachurada corresponde a regiªo Central do Rio Grande do Sul.
A funçªo densidade espectral de potŒncias foi calculada e Ø œtil
para detectar periodicidades numa sØrie temporal, ou seja, a presença de
ciclos ou oscilaçıes e suas freqüŒncias. Uma das maneiras de se calcular a
densidade espectral de potŒncias consiste em usar o Teorema de Wiener
Khinchin, (Jenkins e Watts, 1968).
Após a descriçªo inicial dos dados o passo seguinte Ø a modela-
gem por meio da metodologia Box & Jenkins. Esta tem por objetivo anali-
sar o mecanismo gerador da sØrie temporal, descobrir periodicidades rele-
vantes nos dados, descrever o seu comportamento e fazer previsıes de va-
lores futuros da sØrie, em curto prazo ou em longo prazo, neste caso irÆ se
usar a metodologia Box e Jenkins (Box et al, 1976, 1994).
Uma sØrie temporal possui trŒs componentes: tendŒncia,
sazonalidade e ruído branco ou erro aleatório.
Para tal, serªo utilizados os seguintes testes: teste de seqüŒncias,
teste do sinal, teste baseado no coeficiente de correlaçªo e o teste de Mann
 Kendall (para tendŒncia; Sneyers,1975, Goossens e Berger, 1986). Teste
de Kruskal-Wallis, de Friedman e o teste F (para sazonalidade) (Morettin e
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Toloi (1987, 2004).
O ruído branco ou erro aleatório compreende a variabilidade in-
trínseca aos dados e nªo pode ser modelado, isto Ø, Ø tudo aquilo que nªo Ø
explicado pelas outras componentes da sØrie. Um erro Ø chamado de ruído
branco quando possuí distribuiçªo normal, sendo a mØdia de seus compo-
nentes zero e a variância constante, os quais sªo nªo-correlacionados, indi-
cando assim, que o modelo elaborado conseguiu explicar o mÆximo da sØ-
rie de dados (Souza, 2006).
A metodologia Box e Jenkins se baseia na construçªo de um ciclo
iterativo. Os estÆgios do ciclo sªo: especificaçªo, identificaçªo, estimaçªo,
verificaçªo e previsªo.
Esta anÆlise Ø composta de modelos ARIMA, que sªo modelos
estatísticos lineares para anÆlise de sØries temporais. Esses modelos sªo mais
sofisticados por usarem a correlaçªo entre as observaçıes. A notaçªo utili-
zada para designar o modelo ARIMA Ø ARIMA(p, d, q), em que p Ø o
nœmero de termos auto-regressivos, d Ø o nœmero de diferenciaçıes para
que a sØrie torne-se estacionÆria e q, Ø o nœmero de termos de mØdias mó-
veis. Os termos p, d e q sªo todos nœmeros inteiros maiores ou iguais a zero.
Um modelo auto-regressivo de ordem p, AR(p) Ø escrito em fun-
çªo de seus valores passados e do ruído branco.
A identificaçªo do modelo serÆ feita atravØs da anÆlise grÆfica da
Funçªo de Autocorrelaçªo (FAC) e da Funçªo Autocorrelaçªo Parcial
(FACP), sendo que Ø atravØs desta œltima que podemos identificar a ordem
do modelo, conforme a Figura 2.
A FAC decai exponencialmente, alternando ou nªo de sinal, e a
FACP apresenta um corte rÆpido no 1ag significativo, indicando a ordem p
do modelo.
Figura 2. Comportamento da FAC e FACP de um modelo AR(1).
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O modelo de mØdias móveis Ø definido como a combinaçªo do
ruído branco te , no período presente e no período passado. Indica-se o
modelo de mØdias móveis por MA(q), em que q indica a ordem do modelo.
Pela anÆlise grÆfica da FAC e da FACP Ø feita a identificaçªo do modelo e Ø
a FAC que fornece a ordem do modelo, conforme a Figura 3.
A FAC apresenta um corte rÆpido no 1ag significativo, indicando
a ordem q do modelo e a funçªo de autocorrelaçªo parcial decai
exponencialmente, se todos os parâmetros forem positivos.
Figura 3. Comportamento da FAC e FACP de um modelo MA(1).
Os modelos sazonais sªo uma combinaçªo dos modelos ARIMA
mais a sazonalidade, representado, por SARIMA (auto-regressivo integra-
do sazonal de mØdias móveis). Esses modelos apresentam uma parte nªo-
sazonal com parâmetros p, d, q, e uma parte sazonal com parâmetros P, D, Q.
Os estÆgios do ciclo iterativo do mØtodo Box e Jenkins sªo:
- Identificaçªo do modelo: nesta fase Ø pesquisada qual a classe
de modelos Ø adequada ao estudo. As ferramentas mais utilizadas para iden-
tificar os parâmetros sªo a FAC e a FACP.
- Estimaçªo dos parâmetros: os mØtodos utilizados sªo: por mÆ-
xima verossimilhança e por mínimos quadrados.
- Verificaçªo: existe a possibilidade de encontrarmos vÆrios mo-
delos concorrentes à sØrie temporal, em que somente um deve ser o escolhido.
Por isso Ø necessÆrio estabelecer critØrios de decisªo, os mais utilizados sªo:
Akaike Information Criterion  AIC, e Schwartz Bayesian Criterion  SBC.
O critØrio AIC (Akaike, 1974), estabelece que o modelo ótimo
para uma sØrie temporal Ø aquele que minimiza o AIC. JÆ o critØrio SBC
(Schwartz, 1978), vem a ser um refinamento do critØrio AIC, desenvolvi-
do justamente para resolver o problema encontrado nele.
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- Previsªo: obtido o modelo ajustado e, conseqüentemente as esti-
mativas dos parâmetros, parte-se para a utilizaçªo do modelo em previsªo.
3. Resultados e discussıes
A dispersªo de um conjunto de dados indica o quanto a sØrie varia
em torno de seu valor mØdio, para tal utilizou-se o coeficiente de variaçªo
de Pearson. Quando o valor do coeficiente de variabilidade for menor que
50%, a dispersªo dos dados em torno da mØdia aritmØtica serÆ significativa,
ou seja, mais representativa serÆ a mØdia aritmØtica.
Na regiªo central, o coeficiente de variaçªo (dispersªo) de Pearson
para a temperatura Ø significativo, revelando, assim, que para esta variÆvel a
mØdia Ø significativa. Para a precipitaçªo o mesmo nªo acontece, o coefici-
ente de variaçªo Ø nªo-significativo. Esse resultado era esperado, pois sØri-
es mØdias de temperatura tŒm muito menor variabilidade do que sØries de
precipitaçªo, o que Ø indicado pelo desvio padrªo. Conforme mostra o
Coeficiente de Variaçªo de Pearson (CVP), a mØdia da sØrie precipitaçªo Ø
pouco representativa, em contrapartida a mØdia da sØria temperatura a mØ-
dia Ø representativa, refletindo bem as estaçıes que ocorrem na regiªo, con-
forme mostrado na Tabela 1.
Tabela 1. Medidas descritivas
Como visto anteriormente a anÆlise espectral tem por objetivo
mostrar freqüŒncias significativas na sØrie em estudo.
Algumas freqüŒncias sªo normalmente encontradas quando sªo
analisados dados meteorológicos, sªo elas: pico anual (freqüŒncia de 1 ano)
ou semi-anual (pico de 6 meses). Outras comumente encontradas sªo aque-
las em escala bem rÆpida (2 a 10 dias) relacionadas a eventos como ondas de
leste ou frente frias, sendo este œltimo muito importante na regiªo de estudo.
FreqüŒncias mais lentas tambØm muitas vezes aparecem em dados
meteorológicos, por exemplo, aquelas relacionadas com fenômenos El Niæo
cujo período de atuaçªo pode variar de 2 a 7 anos. O estado do Rio Grande
do Sul tem a sua precipitaçªo e temperatura fortemente alterada por even-
tos como este, entªo se espera que os resultados mostrem o sinal do El
Niæo em seu espectro.
sacitsítatsE )mm(oªçatipicerP )C°(arutarepmeT
aidØM 92,28 93,71
adoM 06,86 02,21
56                                                                               CiŒncia e Natura, UFSM, 31(1): 49  - 64, 2009
AlØm destas podem aparecer freqüŒncias relacionadas a outros
fenômenos, como oscilaçıes na escala intra-sazonal (20 a 90 dias) ou esca-
las temporais muito lentas (10 a 30 anos) (Ferraz, 2000).
Nas anÆlises aqui realizadas foram consideradas duas janelas tem-
porais: 24 meses (para maximizar as freqüŒncias existentes entre 1 mŒs e 2
anos) e 10 anos. Sendo esta œltima aplicada a dados filtrados com um filtro
passa banda de 15 meses. Isto Ø, serªo retidas apenas freqüŒncias entre 15
meses e 10 anos.
Com um lag temporal de 24 meses, o cÆlculo foi feito apenas
com os dados mensais, ou seja, 12 valores por ano.
Pela Figura 4, observa-se que os principais ciclos encontrados para a
precipitaçªo sªo de 12 meses (ciclo anual) e 5 a 3 meses (relacionado a variabi-
lidade intrasazonal). Para a temperatura o pico mais significativo Ø o ciclo anual.
Figura 4. Densidade espectral para precipitaçªo ()e temperatura () com lag de 24 meses.
A precipitaçªo do Rio Grande do Sul Ø fortemente afetada pelo El
Niæo (Grimm et al, 1998). Sem os ciclos menores que um ano sobressai
essa variabilidade, visto que o ciclo relacionado a este evento Ø o mais in-
tenso (Figura 5) seguido do ciclo de dois anos (quasi bienal). Para a tempe-
ratura, os picos significativos sªo de 6,7 anos (possivelmente relacionado
ao El Niæo) e 1,5 anos (quase bienal).
Objetivando verificar a existŒncia de tendŒncia na sØrie foi aplica-
do o Teste do Sinal (Cox-Stuart). Considerando um nível de significância
%5=α , encontra-se 000,0=p . Como αp , rejeita-se a hipótese nula,
logo a tendŒncia Ø significativa na sØrie.
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O teste nªo-paramØtrico de Kruskal-Wallis, tambØm foi realizado
para examinar se existe sazonalidade na sØrie. Para %5=α , temos
2124,0=p , αp , se aceita a hipótese nula, logo a sazonalidade anual
nªo Ø significativa na sØrie.
Figura 5. Densidade espectral para precipitaçªo () e temperatura ()
com lag de 120 meses
O teste de Mann Kendall foi utilizado para verificar o sinal da
tendŒncia (S), para S>0 tendŒncia positiva e para S<tendŒncia negativa.
Na Tabela 2 observa-se que no verªo a tendŒncia da precipitaçªo Ø
positiva, mas no resto do ano Ø negativa.
Tabela 2. Teste de Mann Kendall para a precipitaçªo.
Desse modo os modelos encontrados para a precipitaçªo estªo
descritos na Tabela 3, sendo: 
nφ : a estimativa dos parâmetros e E: erro
oªçatsE )oªçatipicerp(S
oªreV 02
onotuO 89-
onrevnI 041-
arevamirP 551-
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padrªo, vale lembrar que para todos os modelos os parâmetros foram signi-
ficativos com p = 0,0000.
Tabela 3. Modelos SARIMA significativos para a precipitaçªo.
O modelo mais adequado Ø um SARIMA(0,0,0)(0,1,1)12, identifi-
cado assim pelo menor AIC e SBC.
Escrevendo o modelo encontrado, temos que a precipitaçªo pode
ser representada por:
tt eBZB )8534,01()1( 12−=−
Identificando o melhor modelo, pode se realizar as previsıes da
sØrie. Na Tabela 4 Ø apresentada a previsªo para o ano de 2007. As duas
œltimas colunas correspondem ao limite inferior e superior a um nível de
95% (respectivamente), estimados pelo modelo.
Na Figura 6 pode-se observar graficamente o valor da previsªo
comparado ao valor real para os meses de janeiro a dezembro de 2007. O
soledoM sortemâraP E CIA CBS
)1,1,0()1,0,1( 21
1 9647,0+= 7461,0
88,2122 90,52221 3307,0+= 4371,1
1 9058,0+= 7420,0
)1,1,0()0,0,0( 21 1 3458,0+= 1420,0 37,0122 97,4122
)1,1,0()1,1,0( 21
1 7888,0+= 3320,0
48,7322 89,5422
1 8438,0+= 5620,0
)1,1,0()2,1,1( 21
1 6379,0-= 8710,0
62,2395 35,8495
1 1711,0-= 5420,0
2 5768,0+= 7320,0
1 9228,0+= 6720,0
)1,1,0()2,0,2( 21
1 5563,1+= 6091,0
49,0122 82,9222
2 6276,0-= 6151,0
1 6383,1+= 5561,0
2 4157,0-= 3521,0
1 3258,0+= 2520,0
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modelo captou somente a componente sazonal de mØdias móveis, ou seja,
estimou o parâmetro apenas pelo erro, o que pode ser observado no detri-
mento das previsıes.  O mŒs de julho apresentou valor real fora do limite
inferior de confiabilidade calculado pelo modelo.
Tabela 4. Previsªo da Precipitaçªo para o ano de 2007
Por conseguinte analisa-se a variÆvel temperatura. Com o cÆlculo
teste do Sinal (Cox-Stuart), considerando um nível de significância
%5=α , encontra-se 000,0=p . Como αp , rejeita-se a hipótese nula,
logo a tendŒncia Ø significativa na sØrie.
Pelo teste nªo-paramØtrico de Kruskal-Wallis, para %5=α , tem-
se 000,1=p , αp , aceita-se a hipótese nula, logo a sazonalidade anual
nªo Ø significativa na sØrie.
Na variÆvel  temperatura observa-se comportamento contrÆrio, no
verªo tem-se tendŒncia negativa e no outono, no inverno e na primavera a
tendŒncia Ø positiva, segundo o teste de Mann Kendall apresentado na Tabela 5.
seseM oªsiverP laeRrolaV roirefnI roirepuS
70/naJ 11,68 45,801 24,52 67,192
70/veF 51,19 91,93 09,62 48,803
70/raM 23,76 33,831 78,91 01,822
70/rbA 39,75 82,23 01,71 72,691
70/iaM 94,25 26,95 94,51 68,771
70/nuJ 07,04 46,41 10,21 19,731
70/luJ 59,33 05,9 20,01 40,511
70/ogA 55,05 01,58 29,41 82,171
70/teS 63,26 71,131 14,81 92,112
70/tuO 56,08 55,421 08,32 72,372
70/voN 17,78 32,15 98,52 81,792
70/zeD 10,101 07,341 18,92 42,243
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Figura 6. Previsªo da precipitaçªo para o ano de 2007.
Tabela 5 .Teste de Mann Kendall para a temperatura.
Na Tabela 6, observa-se os modelos encontrados para a tempera-
tura, em que o modelo mais adequado Ø um SARIMA (1,0,0) (0,1,1)12, iden-
tificado assim pelo menor AIC e SBC.
A expressªo do modelo encontrado, para a temperatura Ø repre-
sentado por:
tt eBZBB )8492,01()1984,01)(1( 12−=−−
Baseado neste modelo foi feita a previsªo para o ano de 2007, con-
forme mostra a Tabela 7.
oªçatsE )oªçatipicerp(S
oªreV 64-
onotuO 7
onrevnI 891
arevamirP 211
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Tabela 6 . Modelos SARIMA significativos para a temperatura.
Tabela 7. Previsªo da Temperatura para o ano de 2007
soledoM sortemâraP E CIA CBS
)1,1,0()1,1,1( 21
1 4581,0+= 7840,0
26,647 18,8571 1579,0+= 3900,0
1 2758,0+= 4420,0
)1,1,0()1,0,0( 21
1 1291,0-= 8640,0
68,147 00,057
1 5748,0+= 9320,0
)1,1,0()0,0,1( 21
1 4891,0+= 6740,0
41,147 72,947
1 2948,0+= 8320,0
)1,1,0()2,1,0( 21
1 2297,0= 2740,0
69,647 61,9572 8671,0+= 9640,0
1 4758,0+= 5420,0
)1,1,0()1,1,0( 21
1 0669,0+= 9310,0
89,857 11,767
1 5758,0+= 4420,0
φ 
φ
 
θ 
θ 
θ 
θ 
Θ 
Θ 
Θ 
Θ 
Θ 
θ 
seseM oªsiverP laeRrolaV roirefnI roirepuS
70/naJ 30,42 47,42 32,91 10,03
70/veF 69,32 59,52 01,91 60,03
70/raM 19,12 05,22 64,71 05,72
70/rbA 31,81 76,71 54,41 57,22
70/iaM 42,31 78,71 55,01 16,61
70/nuJ 47,01 51,31 65,8 84,31
70/luJ 28,9 84,7 38,7 23,21
70/ogA 07,21 61,11 21,01 39,51
70/teS 89,41 32,41 39,11 97,81
70/tuO 13,71 92,61 97,31 27,12
70/voN 86,02 49,71 84,61 59,52
70/zeD 17,22 44,12 01,81 05,82
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Na Figura 7, observa-se o grÆfico das previsıes da temperatura
para os meses de janeiro a dezembro de 2007.
No caso da temperatura o modelo captou a parte autoregressiva
da sØrie o que resultou numa previsªo melhor do que no caso da precipitaçªo.
Esta regiªo situa-se no centro do Estado do Rio Grande do Sul,
com diversos tipos de culturas, portanto as previsıes encontradas poderªo
ser favorÆveis para os agricultores, pois as estimativas foram executadas
por meio de uma ferramenta muito criteriosa.
Figura 7. Previsªo da precipitaçªo para o ano de 2007.
4. Conclusªo
A anÆlise descritiva mostrou que a mØdia Ø representativa para os
dados de temperatura, pois esses dados apresentam pouca variabilidade,
logo hÆ homogeneidade nos dados. O contrÆrio acontece para os dados da
precipitaçªo. Isto sugere que um modelo levando em conta a mØdia apre-
sentarÆ melhores resultados para a temperatura do que para a precipitaçªo.
O teste de Mann Kendall mostrou que no verªo a tendŒncia Ø po-
sitiva para a precipitaçªo e negativa para a temperatura. No outono, no
inverno e na primavera a tendŒncia Ø negativa para a precipitaçªo e Ø positi-
va para a temperatura, nestas mesmas estaçıes do ano.
Nesta pesquisa serÆ realizada uma anÆlise das características das
sØries de precipitaçªo e temperatura da regiªo central do Rio Grande do Sul
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e serÆ proposto um modelo de previsªo estatística, utilizando a metodologia
Box & Jenkins.
Sugerindo que o melhor modelo encontrado para a precipitaçªo
foi ineficiente na detecçªo da maior parte da variabilidade. Uma possível
soluçªo seria utilizar modelos com memória longa, chamados ARFIMA.
Estes sªo modelos em que às funçıes de autocorrelaçıes da sØrie original
indicam nªo estacionariedade, com decaimento lento, cuja anÆlise necessita
de uma diferença fracionÆria. Em exemplo de uso deste tipo de modelo na
anÆlise da aparente tendŒncia crescente em temperaturas globais devido ao
efeito estufa (Seater, 1993).
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