Abstract-An alternative parametric description for discrete random variables, called muculants, is proposed. Contrary to cumulants, muculants are based on the Fourier series expansion rather than on the Taylor series expansion of the logarithm of the characteristic function. Utilizing results from cepstral theory, elementary properties of muculants are derived. A connection between muculants and cumulants is developed, and the muculants of selected discrete random variables are presented. Specifically, it is shown that the Poisson distribution is the only discrete distribution where only the first two muculants are non-zero, thus being the muculant-counterpart of the simple cumulant structure of Gaussian distributions.
I. INTRODUCTION
Cumulants are parametric descriptors of random variables (RVs) -no matter whether continuous or discrete -and are commonly used to analyze non-Gaussian processes or the effects of nonlinear systems [1] . Unlike moments, cumulants are orthogonal descriptors and satisfy a homomorphism property [2] , [3] : The cumulants of a sum of two independent RVs are the sums of the respective cumulants of the individual RVs.
As attractive this additivity of cumulants is, there are several drawbacks in approximating an RV just in terms of these descriptors: First of all, since the cumulants are the Taylor series coefficients of the logarithm of the distribution's characteristic function [3] , they constitute a complete description of the distribution only if the characteristic function is infinitely differentiable. Secondly, even if all cumulants exist, there are no general results regarding the behavior of the sequence of cumulants; in fact, the sequence may even diverge: For example, the cumulants of the continuous uniform distribution are the Bernoulli numbers, a sequence which is known to diverge. In such a case, also approximating the distribution or characteristic function of an RV based on finitely many cumulants is problematic, since the divergence of the cumulant series prevents bounding the approximation error. Additionally, according to the Marcinkiewicz theorem, the Gaussian distribution is the only distribution which can be characterized with finitely many (two) cumulants: Every approximation of a non-Gaussian distribution with other than two cumulants will fail to correspond to a distribution at all. It also follows that cumulants are not well suited for hypothesis testing, except in the important case of testing the Gaussianity of a distribution.
In this paper, we address these problems by replacing the Taylor series expansion of the logarithm of the characteristic function by a Fourier transform. This approach guarantees that, provided the Fourier transform exists, the approximation error for a truncated integration range can be bounded, and that this bound converges to zero for increasing integration ranges. This benefit is bought at the cost of a functional (i.e., uncountable) description rather than a parametric (i.e., finite or countable) one.
The situation greatly simplifies when we place the focus on discrete distributions supported on the set of integers. For these, the characteristic function is periodic, and the Fourier transform can be replaced by a Fourier series expansion. This approach is not only the most natural one (periodic functions lend themselves better to Fourier analysis than to a Taylor series expansion), but the Fourier series coefficients -henceforth called muculants -also provide a parametric description of the distribution of the RV. Hence, in this work, we take a first step toward an alternative description for RVs by focusing on discrete distributions only. Specifically, we show that the Poisson distribution is the only distribution for which only the first two muculants are not zero. In this sense, the Poisson distribution is the Fourier-analysis counterpart of the Gaussian distribution, which is characterized by having only two non-zero Taylor series coefficients. This result opens a new way to test whether a distribution is Poisson, just as cumulants are analyzed to test Gaussianity.
The sequence of operations: Fourier transform -(complex) logarithm -inverse Fourier transform, that needs to be taken to obtain the characteristic function from a distribution, and to obtain the Fourier series coefficients from the logarithm of the characteristic function, is also essential in cepstral analysis [4] , [5] . In this sense, our work follows the spirit of Widrow, who also applied methods from signal processing to the analysis of RVs [6] , [7] . Specifically, he argued that the nonlinear quantization operation is a linear sampling operation of the probability density function of the quantizer input signal. This allowed him to propose a quantization theorem reminiscent of Shannon's sampling theorem, stating conditions under which the distribution of the quantizer output can be used to reconstruct the distribution of its input. We show that taking this signal processing-inspired approach one step further can provide new insights into the theory of discrete distributions. Whether cepstral analysis can also be applied to analyze operations on RVs (such as quantization), is within the scope of future investigation.
A few words regarding the naming are now in order: The name cepstrum is derived from a reversal of the first syllable of the word spectrum: While the cepstrum -being the inverse Fourier transform of a nonlinear operation of a Fourier transform -is actually situated in the original (e.g., time) domain, Bogart et al. introduced new terminology to emphasize that this sequence of operations can provide fundamentally different insights than would be possible by thinking in the original domain only. For example, they got frequency variables in the first, and quefrency (rather than time) variables in the second Fourier transform, and called a convolution (filtering in time domain) liftering in cepstral domain. Following this approach, we decided to call our new parametric descriptors muculants, a reversal of the first syllable of the word cumulants.
A. Related Work
Theory regarding the characteristic function, its behavior and some of its applications, can be found in the work of Eugene Lukacs [8] , [9] , [10] . For elementary results on cumulants the reader is referred to [11] and [12] .
To reconstruct a distribution function in terms of its cumulants, the Edgeworth-expansion is well known [13] , [14] . Besides that, there exist expansions applying orthogonal polynomials, see [15] and the references therein. Nevertheless, such approximations based on cumulants or moments need not converge for arbitrary distributions, neither need a truncated approximation correspond to a valid distribution. Hence, if we want to describe non-Gaussian distributions, it might be promising to look for new descriptors. A distribution can be fully characterized in terms of its moments if all moments exist, respectively if the cumulant series does not diverge. Damping the exponential function to guarantee this convergence led to the definition of q-moments and q-cumulants in [16] , [17] .
The Marcinkiewicz theorem [8] states that any function, which is the exponential of a polynomial and is positive definite on R, has a polynomial which is of at most degree two. Since the cumulants are obtained from the derivatives of the logarithm of the characteristic function, this means that any RV either has infinitely many cumulants or has cumulants up to second order only. Clearly, every approximation which is based on cumulants can only take finitely many coefficients into account. Hence, the reconstruction is either Gaussian or does not correspond to a RV at all.
The cepstrum was introduced and first published in [4] . The main motivation was to investigate the influence of an echo in a signal and how the echo delay can be determined by looking at the cepstrum. Around the same time, Oppenheim introduced similar ideas in his dissertation [18] under the more general motivation of representing nonlinear systems in a way to ensure the principle of superposition. Today the cepstrum is widely used in speech processing [5] . The whole terminology of cepstral analysis is closely related to these applications, therefore we shall only refer to the term cepstrum if absolutely necessary to avoid unnecessary confusion.
B. Organization of the Paper
Based on the definition of the cepstrum and the properties of the characteristic function, we present two definitions for muculants in Section II-A and discuss their properties in Section II-C. Utilizing results from signal processing, the existence of muculants is related to the Paley-Wiener theorem in Section II-B, while the connection between the two competing definitions is shown to be connected to minimum-phase systems in Section II-D. The connection between muculants and cumulants is discussed in Section III. Finally, Section IV is devoted to deriving the muculants for selected distributions, such as Poisson, Bernoulli, geometric and binomial.
II. DEFINITIONS AND PROPERTIES
Let X be a real-valued RV, and let Φ x (µ) denote its characteristic function
The characteristic function always exists since it is an expectation of a bounded function. There is a direct correspondence between Φ x (µ) and the distribution of X: Two RVs are identically distributed if and only if their characteristic functions are equal. In addition to that, a characteristic function has the following properties relevant for our work [19, p. 13 
is Hermitian. Finally, let X and Y be two independent RVs and let Z = X + Y be their sum. Then, the characteristic function of Z is given as
Letting X be a discrete RV taking values from the set of integers Z, it can be described by its probability mass function
In this special case, the characteristic function is the inverse Fourier transform of the PMF and periodic, as becomes apparent from
Moreover, letting X and Y be two independent, discrete RVs with PMFs f x and f y , respectively, the PMF of their sum, Z = X + Y, equals the discrete convolution of the respective PMFs, i.e.,
We call a PMF causal if f x [ξ] = 0 for ξ < 0. We call a PMF minimum-phase if it is causal and its z-transform
has all its zeros inside the unit circle (possible poles are inside the unit circle by construction, since every PMF is absolutely summable). Note that the characteristic function is related to this z-transform via
A. Types of Muculants
We define two types of muculants, analyze their properties, and develop how they are connected. The definitions mainly follow the definitions of the cepstrum given in [20, Ch. 13] , with the main difference that the roles of Fourier transform and inverse Fourier transform are reversed (the characteristic function is the inverse Fourier transform of the PMF, rather than the Fourier transform). While some properties of the muculants are directly transferred from cepstral analysis, several of the presented results are based on the fact that we operate on a probability space.
Definition II.1 (Complex Muculants). The complex muculants {ĉ x [n]} n∈Z are the coefficients of the Fourier series expansion of log Φ x (µ) (if it exists), i.e.,
where log denotes the complex logarithm.
Note that the phase of the complex logarithm -defined as the inverse operation of the complex exponential -is not uniquely defined since an integer multiple of 2π can be added to the phase term without changing the evaluation. Hence, the computation of the complex muculants requires a continuous phase [20, p. 1009] . Assuming that log Φ x (µ) has no zeros on the unit circle 1 , we can assign such a continuous phase and unambiguously define the complex logarithm as [21] 
where ln is the natural logarithm and where arg * (z) = Arg(z) + 2kπ for z ∈ C and k ∈ Z such that phase jumps by 2π are resolved. One can formally replace the z-plane with a carefully defined Riemann surface, and thus represent log(z) as a single-valued analytic function [22] . Since the computation of such an "unwrapped" (i.e., continuous) phase function is essential for the proper estimation of the complex cepstrum, a vast body of literature can be found to deal with this problem in practical cases [20] , [21] , [23] , [24] .
Letting log(z) be unambiguously defined in the above sense, we can estimate the complex muculants througĥ
whenever the integral exists (cf. Section II-B).
In case we are only interested in the magnitude of the characteristic function, we may resort to the power muculants: Since the natural logarithm is unambiguous by definition, the power muculants can be computed by
whenever the integral exists. By construction, the power muculants cannot be used to compute the characteristic function of a RV in general, since the magnitude function is not invertible. Nevertheless, under specific conditions the phase information of the characteristic function can be retrieved from its (squared) magnitude. We will elaborate on this in Section II-D.
It is worth mentioning that the Mercator series for complex z,
where |z| ≤ 1, z = −1, can be used to derive a recursive relation among the complex muculants, at least under special conditions. Such a relation, obviating the need for integration, has also been described in [20, p. 1022] and might be of interest for numerically computing the muculants for PMFs not given in explicit form.
In what follows, we will present properties for complex muculants only. By using their relation to power muculants introduced in Section II-D below, most of these properties can be carried over to them as well.
B. Existence of the Muculants
In this section, we present a sufficient condition for the existence of muculants; the discussion of whether the muculants can be used to describe the characteristic function is deferred to Proposition II.2 in Section II-C.
The Fourier series expansion of a function exists if the function is absolutely integrable [25, p. 402] ; hence, the complex muculants (see Definition II.1) exist if
Using (9) and applying the triangle inequality, we get
The phase of the Φ x (µ) is a continuous function (cf. properties of the characteristic function) with compact support [−π, π], thus its integral is finite. Absolute integrability is consequently guaranteed if and only if
It is apparent that this condition for existence of the complex muculants also applies to the power muculants. Since |Φ x (µ)| ≤ 1 and, thus, log |Φ x (µ)| ≤ 0, we can rewrite (15) as 1 2π
Note that these condition rules out the existence of muculants for characteristic functions that vanish on an interval.
The condition in (16) reminds of the Paley-Wiener condition [26, p. 423] . The Paley-Wiener condition, loosely speaking and translated to the language of probabilities, states that to the given magnitude a unique phase can be associated which guarantees that the corresponding PMF is minimum-phase. Hence, if we know a priori that the PMF is minimum-phase, then the characteristic function can be described completely via the power muculants (see Section II-D below). Interestingly, causality alone is not enough: Not every causal PMF is minimum-phase, and hence, not for every causal PMF the power cumulants are a complete description [27, p. 215] .
C. Properties of the Muculants
This section will list some properties of the muculants resulting from the fact that we investigate PMFs. Throughout this section we assume that the muculants exists.
Proposition II.1 (Properties of the Muculants). The complex muculants satisfy the following conditions: 
Proof: The first property follows from the fact that the characteristic function Φ x (µ) is Hermitian, and from the fact that the Fourier transform of a Hermitian function is realvalued [20, p. 83] . Specifically, if the PMF is an even function, then the characteristic function is real and the muculants have even symmetry.
For the second property, note that
where (a) follows from (9) and the fact that the phase of the characteristic function has odd symmetry;
The third property is a direct consequence of the LebesgueRiemann theorem and the fact that log Φ x (µ) is absolutely integrable [28, p. 94] .
Finally, if X and Y are independent RVs, then Φ x+y (µ) = Φ x (µ) · Φ y (µ). The complex logarithm with its unambiguous phase defined in (9) satisfies 3 log(wz) = log(w) + log(z) (21) = ln |w| + ln |z| + j · arg * (w + z)
for w, z ∈ C. The desired result follows. That muculants are additive descriptors, i.e., that the muculants of a sum of independent RVs are the sum of the respective muculants, was one of the main motivations for introducing homomorphic transformations in first hand: The benefits of cumulants are retained while eliminating some of their drawbacks particularly problematic with discrete RVs.
Note that, for the power muculants, |Φ x (µ)| 2 is the characteristic function of the difference between two independent, identically distributed (i.i.d.) RVs with characteristic functions Φ x (µ). It follows that the PMF corresponding to |Φ x (µ)| Since the autocorrelation function of a real-valued function has even symmetry, from the first property of Proposition II.1 follows that the power muculants are always even symmetric.
It remains to show in which case the complex muculants are sufficient to describe the characteristic function of a RV.
Proposition II.2 (Convergence of the Muculants). Let the RV X have finite expectation. Then, the Fourier series expansion of log Φ x (µ) -if it exists -converges pointwise, i.e.,
Proof: The Fourier transform for the 2π-periodic function log Φ x (µ) converges pointwise if log Φ x (µ) is piecewise continuous and piecewise differentiable [28, p. 105] . Piecewise continuity of log Φ x (µ) is guaranteed by uniform continuity of Φ x (µ) and piecewise continuity of log. For differentiability, note that
where Φ x (µ) can vanish on an at most countable set of points (otherwise the muculants would not exist, cf. Section II-B 
Proof: The conditions for pointwise convergence imply bounded variation [29, p.70] ; the result about the order of convergence follows from [30] .
Proposition II.4 (Sum of the Coefficients). If the RV X has finite expectation, then
provided the muculants exists.
Proof: Finite expectation of X guarantees that (27) pointwise. Evaluating the left-hand side at µ = 0 yields zero, since Φ x (µ)| µ=0 = 1. For µ = 0 the right-hand side equals the sum of the muculants, which completes the proof. The fact that muculants must sum to zero makes truncating the Fourier series to approximate a distribution as problematic as truncating the cumulant expansion: The truncated series need not correspond to a valid PMF. The fundamental difference, however, is that by Parseval's theorem and Proposition II.3, the squared error between the true and the approximated characteristic function does not diverge but stays bounded. Hence, muculants may be superior to cumulants when used in functionals of distributions, such as entropy or informational divergence. It would be interesting to investigate, e.g., if an approximation of negentropy based on muculants is possible and has better convergence properties than one based on cumulants [31] .
D. Connection Between the Complex Muculants and the Power Muculants
The connection between the different types of muculants is based on (9); this equality guarantees that log z * = (log z) * and that with log |z| 2 = log z + log z * one has
according to the Fourier transform properties [20, p. 83] . We can therefore directly obtain the power muculants by adding pairs of complex muculants. Such a correspondence is obviously not reversible in general. However, considering the concept of minimum-phase sequences [20, p. 1013], we obtain conditions under which it is possible to derive complex muculants from power muculants. A key result in this regard is that the complex cepstrum of a minimum-phase sequence is causal [20, p. 1013 ]. As such, if f x is minimum-phase, then c x [n] = 0 for n < 0, making (28) reversible: The complex muculants can be computed from the power muculants bŷ
Hence, the minimum-phase property implies a relationship between phase and magnitude of the Fourier transform, known as the Hilbert transform. Having such a relationship, it is sufficient to evaluate the power muculants.
The question arises if we can decompose every given PMF f x into two parts, one of which has the minimum-phase property:
Such a decomposition is always possible, as long as the complex muculants exists (see Chapter 5.6.1 on minimum-phase and allpass decomposition in [20] ), but it is not immediately clear whether both f x,min and f y are valid PMFs. Since the magnitudes of Φ x (µ) and Φ x,min (µ) are equal, the minimumphase assumption implies that the complex muculants of the minimum-phase component are given by the power muculants of the original distribution via (29), i.e.,
Since the convolution in equation (30) resolves to an addition of the muculants, the allpass contribution is given bŷ
The corresponding PMF can be obtained by applying the exponential function to (8) and evaluating the Fourier transform subsequently. Such a decomposition clearly works for PMFs of RVs which are bounded from below, i.e., if X ≥ M . In this case the allpass component is a degenerate distribution
The minimum-phase component is thus an RV which is non-negative, and which has its first mass point in the origin. That such a decomposition can also fail to deliver two valid PMFs is shown in the following example:
Example II.1. Let f x be the PMF of a left-hand sided geometric distribution with p = 0.2, such that:
Applying above decomposition, it can be shown that f x,min is a right-hand sided geometric distribution, i.e.,
This is indeed a valid PMF. However, it can be seen that f y violates the constraint for a PMF to be non-negative. Actually the allpass component, given by
is negative for ξ = 1. Interestingly, however, ξ f y [ξ] = 1 is fulfilled; this is true in all cases in which the minimum-phase component is a valid PMF, since by (30)
Whether or not the minimum-phase component is always a valid PMF is subject of future investigation.
III. LINKING CUMULANTS AND MUCULANTS
Using the z-transform instead of the Fourier transform, a close connection between the cepstrum and the cumulants is pointed out in [32] . In [33] , the moments of the cepstrum are calculated and it is shown how they correspond to the moments of the original sequence, in order to circumvent the explicit calculation of the cepstrum.
Motivated by the works mentioned above, we will use basic Fourier transform properties to derive an explicit connection between the muculants and the cumulants. We start with the inverse Fourier transform as relation between the characteristic function and the muculants
Assume that log Φ x (µ) is periodic and continuous (not only piecewise continuous), that its first (k − 1) derivatives are continuous, and that its k-th and (k + 1)-th derivatives are piecewise continuous. Then, [28, Theorem 3.22] ensures that one can represent the k-th derivative of log Φ x (µ) by the following Fourier series:
Evaluating the left-hand side at µ = 0 yields j k κ k , where κ k is the k-th cumulant; evaluating also the right-hand side at zero one thus obtains
The sum on right-hand side of (40) resembles the k-th moment of a discrete distribution. Abusing terminology by ignoring the fact that the muculants need not be non-negative, we claim that the k-th cumulant (if it exists), equals the k-th non-central moment of the complex muculants. Note further that every single cumulant contains information of all muculants. It shall be noted that there is a similar expression called Good's formula [34] , which expresses the cumulants in terms of the moments of a random vector. Moreover, there is some interest in estimating the cumulants as combination of moments [12] . The question arises if the relation between cumulants and muculants provides insight into this problem.
IV. MUCULANTS OF SELECTED RVS
In this section we will present the complex muculants for a selection of discrete distributions. While the majority of these results has been obtained by applying the Mercator series to log Φ x (µ) and by equating the coefficients subsequently, the Poisson distribution allows a simpler treatment, as outlined below. The complex muculants for all considered distributions are summarized in Table I .
A. Poisson Distribution
Letting λ ∈ R + , the characteristic function of the Poisson distribution is given as
All its cumulants exist and equal λ. A fortiori, X has finite expectation and we can write with Proposition II.2, log(e
By equating the coefficients we obtain
Hence, all but two coefficients are equal to zero. These two coefficients directly correspond to the parameter of the Poisson distribution. Considering the fact that the sum over all cepstral coefficients is always zero and thatĉ x [0] is always non-positive (cf. Proposition II.1), we can state that the Poisson distribution is the only distribution with only the two first muculants nonvanishing. The Poisson distribution is thus the counterpart of the Gaussian distribution, which is unique by being the only distribution with just the first two cumulants non-vanishing. However, while there are no distributions with finitely many (but more than two) non-vanishing cumulants, distributions with, e.g., three non-vanishing complex muculants exist.
B. Degenerate Distribution
The degenerate distribution is used to characterize constant RVs, i.e., those for which X = M holds almost surely. The PMF for such a distribution is given by the Kronecker delta, i.e., f
The characteristic function is given by Φ x (µ) = e jµM ; consequently, for the power muculants we have c x [n] ≡ 0. Whileĉ x [0] = 0, for n = 0 the complex muculants are given aŝ
Note that since in this case log Φ x (µ) = jµM is not periodic and continuous (but only piecewise continuous), one cannot expect (40) to hold: And indeed, while κ 3 = 0, the third noncentral moment of the complex muculants diverges.
one can split the logarithm and integrate over the numerator and denominator separately. For n = 0, the denominator integrates to zero and, consequently,ĉ x [0] = log p remains. For n = 0, the numerator vanishes and, with z = 1 − (1 − p)e −jµ , we can expand log 1 − (1 − p) · e jµ with the help of the Mercator series given in (12) as 
dκn dp
r times the cumulant of the geometric distribution
The muculants for n > 0 are then obtained via equating the coefficients asĉ
Interestingly, if the characteristic function (except for a constant) can be expanded with the help of the Mercator series, it turns out thatĉ x [n] = 0 for n < 0. This corresponds to a PMF with minimum phase (cf. Section II-D).
That this is no coincidence is outlined in the following argument. If the PMF is minimum-phase, all poles p k and zeros o k of the associated z-transform
lie inside the unit circle, i.e., both |o k | < 1 and |p k | < 1 for all k. Exploiting Φ x (µ) = Ψ x (e µ ) and the logarithmic identities
one can consequently use the Mercator series to derive the muculants.
V. DISCUSSION AND FUTURE WORK
While muculants behave better than cumulants when truncating their series in the sense that the resulting error is bounded and decreases with increasing number of summands, the question under which circumstances a truncated series represents a valid PMF remains open. Although distributions with finitely many (but more than two) non-zero muculants may exist, the relation between these distributions corresponding (possibly) to a truncated series and the distribution corresponding to the complete series deserves closer investigation.
That the Poisson distribution has only two non-vanishing muculants makes the presented theory attractive for hypothesis testing. Future work shall develop a test whether a distribution is Poisson or not, which requires numerical methods to estimate muculants from data. The recursive relation presented in [20, p. 1022 ] is of interest in this regard and might facilitate the derivation of estimator variances, confidence bounds, and optimality statements.
Closely related is the quest for possible applications of muculants. We believe that due to their desirable properties, they might yield, e.g., expressions for (neg-)entropy or informational divergence that converge faster than those based on cumulants [31] .
We presented a condition for existence of muculants in Section II-B; however, it is not clear whether there exist distributions violating this condition. The search for a concrete example, or, preferably, for a more general statement about existence is within the scope of future work. Similar investigations shall be devoted to the convergence of the muculant series (cf. Proposition II.2), which for the moment is guaranteed only for distributions with finite first moments.
Finally, the theory of muculants shall be extended to continuous RVs, even though this might require a muculant function rather than a muculant sequence. In this context, the connection between the muculant function and/or cumulants of a continuous RV and the muculants of a discrete RV obtained by uniformly quantizing the former might be of great interest. A fundamental step towards these results lies in the fact that quantization periodically repeats the characteristic function [7] .
