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Abstract
We prove the limiting absorption principle for the standard model of the
non-relativistic quantum electrodynamics (QED) and for the Nelson model
describing interactions of electrons with phonons. To this end we use the
spectral renormalization group technique on the continuous spectrum in con-
junction with the Mourre theory.
I Introduction
The mathematical framework of the theory of non-relativistic matter interacting
with the quantized electro-magnetic field (non-relativistic quantum electrodynam-
ics) is well established. It is given in terms of the standard quantum Hamiltonian
HSMg =
n∑
j=1
1
2mj
(i∇xj + gA(xj))2 + V (x) +Hf (I.1)
acting on the Hilbert space H = Hp ⊗Hf , the tensor product of the state spaces
of the particle system and the quantized electromagnetic field. Here SM stands
for ’standard model’. The notation above and units we use are explained below.
This model describes, in particular, the phenomena of emission and absorption
of radiation by systems of matter, such as atoms and molecules, as well as other
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processes of interaction of quantum radiation with matter. It has been extensively
studied in the last decade, see the books [50, 26] and reviews [2, 31, 32, 37, 39]
and references therein for a partial list of contributions.
For reasonable potentials V (x) the operator HSMg is self-adjoint and its spec-
tral and resonance structure - and therefore dynamics for long but finite time-
intervals - is well understood (see e.g. [1, 16, 25, 27, 28, 29, 30, 48] and refer-
ences therein for recent results). However, we still know little about its asymptotic
dynamics. In particular, the full scattering theory for this operator does not, at
present, exist (see, however, [17, 18, 19, 13, 14]).
A key notion connected to the asymptotic dynamics is that of the local decay.
This notion also lies at the foundation of the construction of the modern quantum
scattering theory. It states that the system under consideration is either in a bound
state, or, as time goes to infinity, it breaks apart, i.e. the probability to occupy any
bounded region of the physical space tends to zero and, consequently, average
distance between the particles goes to infinity. In our case, this means that the
photons leave the part of the space occupied by the particle system.
Until recently the local decay for the Hamiltonian HSMg is proven only for
the energies away from O(g2)-neighborhoods of the ground state energy, eg, and
the ionization energy. However, starting from any energy, the system eventually
winds up in a neighborhood of the ground state energy. Indeed, while the total
energy is conserved, the photons carry away the energy from regions of the space
where matter is concentrated. Hence understanding the dynamics in this energy
interval is an important matter. Recently, the local decay was proven for states
in the spectral interval (ǫg, ǫg + ǫ(p)gap/12) for the Hamiltonian HSMg [20]. Here
ǫ
(p)
gap := ǫ
(p)
1 − ǫ(p)0 , where ǫ(p)0 and ǫ(p)1 are the ground state and the first excited
state energies of the particle system. In this paper we give another prove of this
fact.
However, the main goal of this paper is to develop a new approach to time-
dependent problems in the non-relativistic QED which combines the spectral renor-
malization group (RG), developed in [8, 9, 5] (see also [21]), with more traditional
spectral techniques such as Mourre estimate. The key here is the result that the
stronger property of the limiting absorption principle (LAP) propagates along the
RG flow.
Now, we explain the units and notation employed in (I.1). We use the units
in which the Planck constant divided by 2π, speed of light and the electron mass
are equal to 1( ~ = 1, c = 1 and m = 1). In these units the electron charge
is equal to −√α (e = −√α), where α = e2
4π~c
≈ 1
137
is the fine-structure
constant, the distance, time and energy are measured in the units of ~/mc =
3.86 · 10−11cm, ~/mc2 = 1.29 · 10−21sec and mc2 = 0.511MeV , respectively
(natural units). We show below that one can set g := α3/2.
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Our particle system consists of n particles of masses mj (the ratio of the mass
of the j-th particle to the mass of an electron) and positions xj , where j = 1, ..., n.
We write x = (x1, . . . , xn). The total potential of the particle system is denoted
by V (x). The Hamiltonian operator of the particle system alone is given by
Hp := −
n∑
j=1
1
2mj
∆xj + V (x), (I.2)
where ∆xj is the Laplacian in the variable xj . This operator acts on a Hilbert space
of the particle system, denoted by Hp, which is either L2(R3n) or a subspace of
this space determined by a symmetry group of the particle system.
The quantized electromagnetic field is described by the quantized (in the Coulomb
gauge) vector potential
A(y) =
∫
(eikya(k) + e−ikya∗(k))
χ(k)d3k
(2π)3
√
2|k| , (I.3)
where χ is an ultraviolet cut-off: χ(k) = 1 in a neighborhood of k = 0 and it
vanishes sufficiently fast at infinity, and its dynamics, by the quantum Hamiltonian
Hf =
∫
d3k a∗(k) ω(k) a(k) , (I.4)
both acting on the Fock space Hf ≡ F . Above, ω(k) = |k| is the dispersion law
connecting the energy, ω(k), of the field quantum with wave vector k, a∗(k) and
a(k) denote the creation and annihilation operators on F and the right side can be
understood as a weak integral. The families a∗(k) and a(k) are operator valued
generalized, transverse vector fields:
a#(k) :=
∑
λ∈{0,1}
eλ(k)a
#
λ (k),
where eλ(k) are polarization vectors, i.e. orthonormal vectors in R3 satisfying
k · eλ(k) = 0, and a#λ (k) are scalar creation and annihilation operators satisfying
standard commutation relations. See Supplement for a brief review of the defini-
tions of the Fock space, the creation and annihilation operators acting on it and
the definition of the operator Hf .
In the natural units the Hamiltonian operator is of the form (I.1) but with g =
e and with V (x) being the total Coulomb potential of the particle system. To
obtain expression (I.1) we rescale this original Hamiltonian appropriately (see
[10]). Then we relax the restriction on V (x) and consider standard generalized
n-body potentials (see e.g. [44]), V (x) =∑iWi(πix), where πi are a linear maps
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from R3n to Rmi , mi ≤ 3n and Wi are Kato-Rellich potentials (i.e. Wi(πix) ∈
Lpi(Rmi)+(L∞(R3n))ε with pi = 2 formi ≤ 3, pi > 2 formi = 4 and pi ≥ mi/2
for mi > 4, see [47, 41]). In order not to deal with the problem of center-of-mass
motion, which is not essential in the present context, we assume that either some
of the particles (nuclei) are infinitely heavy or the system is placed in an external
potential field.
One verifies that Hf defines a positive, self-adjoint operator on F with purely
absolutely continuous spectrum, except for a simple eigenvalue 0 corresponding
to the eigenvector Ω (the vacuum vector, see Supplement). Thus for g = 0 the low
energy spectrum of the operator HSM0 consists of the branches [ǫ
(p)
i ,∞), where
ǫ
(p)
i are the isolated eigenvalues of Hp, and of the eigenvalues ǫ
(p)
i sitting at the top
of the branch points (’thresholds’) of the continuous spectrum. The absence of
gaps between the eigenvalues and thresholds is a consequence of the fact that the
photons (and the phonons) are massless. This leads to hard and subtle problems
in the perturbation theory, known collectively as the infrared problem.
As was mentioned above, in this paper we prove the local decay property for
the Hamiltonian HSMg . In fact, we prove a slightly stronger property - the limiting
absorption principle - which states that the resolvent sandwiched by appropriate
weights has Ho¨lder continuous limit on the spectrum. To be specific, let B denote
the self-adjoint generator of dilatations on the Fock space F . It can be expressed
in terms of creation- and annihilation operators as
B =
i
2
∫
d3k a∗(k)
{
k · ∇k +∇k · k
}
a(k) . (I.5)
We further extend it to the Hilbert space H = Hp ⊗ F . Let 〈B〉 := (1 + B2)1/2.
Our goal is to prove the following
Theorem I.1. Let g ≪ ǫ(p)gap and let ∆ ⊂ (ǫg, ǫg + 112 ǫ(p)gap), where ǫg is the ground
state energy of H . Then
〈B〉−θ(HSMg − λ± i0)−1〈B〉−θ ∈ Cν(∆). (I.6)
for θ > 1/2 and 0 < ν < θ − 1
2
.
The above theorem has the following consequence. (In what follows functions
of self-adjoint operators are defined by functional calculus.)
Corollary I.2. For ∆ as above and for any function f(λ) with suppf ⊆ ∆ and
for ν < θ − 1
2
, we have
‖〈B〉−θe−iHtf(H)〈B〉−θ‖ ≤ Ct−ν . (I.7)
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The statement follows from (I.6) and the formula
〈B〉−θe−iHtf(H)〈B〉−θ =
∫ ∞
−∞
dλf(λ)e−iλtIm〈B〉−θ(H − λ− i0)−1〈B〉−θ
(see e.g. [47] and a detailed discussion in [20]).
Remark I.3. Let Σp := inf σ(Hp). We expect that the method of this paper can be
extended to the energy interval σ(H) \ σpp(H) for the Nelson model and
(
σ(H) \
σpp(H)
)⋂
(−∞,Σp − ε] for some ε > 0, for QED.
Previously the limiting absorption principle and local decay estimates were
proven in [9, 11] for the standard model of non-relativistic QED and for the Nel-
son model away from neighborhoods of the ground state energy and ionization
threshold. In [22, 23] they were proven for the Nelson model near the ground
state energy and for all values of the coupling constant, but under rather stringent
assumptions, including that on the infra-red behavior of the coupling functions
(see also [8, 10, 43, 49] for earlier works). Finally, as was mentioned above, it
was proven in a neighbourhood of the ground state energy in [20].
Our approach consists of three steps. First, following [48], we use a gener-
alized Pauli-Fierz transform to map the QED Hamiltonian Eq. (I.1) into a new
Hamiltonian HPFg whose interaction has a better, in some sense, infra-red be-
haviour. To this new Hamiltonian we apply sufficiently many iterations of the
renormalization map obtaining at the end a rather simple Hamiltonian which we
investigate further with the help of the Mourre estimate. This proves LAP for the
latter Hamiltonian. Since, as we prove in this paper, the renormalization map pre-
serves the LAP property we conclude from this that the Hamiltonian HPFg enjoys
the LAP property as well. The size of the interval and the number of iterations of
the RG map depends on the distance of a spectral point of interest to the ground
state energy.
In this paper we consider also the Nelson model. In that model the total system
consisting of the particle system coupled to the quantized field is described by the
Hamiltonian
HNg = H
N
0 + I
N
g , (I.8)
acting on the state space, H = Hp ⊗ F , where now F is the Fock space for
phonons, i. e. spinless, massless Bosons. Here g is a positive parameter - a cou-
pling constant - which we assume to be small, and
HN0 = H
N
p + Hf , (I.9)
where HNp = Hp and Hf are given in (I.2) and (I.4), respectively, but, in the
last case, with the scalar creation and annihilation operators, a and a∗, and the
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interaction operator is
Ig = g
∫
d3k κ(k)
|k|1/2
{
e−ikx a∗(k) + eikx a(k)
} (I.10)
(we can also treat terms quadratic in a and a∗ but for the sake of exposition we
leave such terms out). Here, κ = κ(k) is a real function with the property that
‖κ‖µ :=
( ∫ d3k
|k|3+2µ |κ(k)|
2
)1/2
< ∞ , (I.11)
for some (arbitrarily small, but) strictly positive µ > 0. In the following, we fix κ
with ‖κ‖µ = 1 and vary g. It is easy to see that the operator Ig is symmetric and
bounded relative to HN0 , in the sense of Kato [47, 41], with an arbitrarily small
constant. Thus HNg is self-adjoint on the domain of HN0 for arbitrary g.
Of course, for the Nelson model we can take an arbitrary dimension d ≥ 1
rather than the dimension 3. Our approach can handle the interactions quadratic
in creation and annihilation operators, a and a∗, as it is the case for the operator
HSMg . All the results mentioned above for the standard model Hamiltonian HSMg
holds also for the Nelson model one, HNg with µ > 0.
In order not complicate matters unnecessary we will think about the creation
and annihilation operators used below as scalar operators rather than operator-
valued transverse vector functions. We explain at the end of Appendix how to
reinterpret the corresponding expression for the vector - photon - case.
II Generalized Pauli-Fierz Transform
We describe the generalized Pauli-Fierz transform mentioned in the introduction
(see [48]). We define the following Hamiltonian
HPFg := e
−igF (x)HSMg e
igF (x), (II.1)
which we call the generalized Pauli-Fierz Hamiltonian. In order to keep notation
simple, we present this transformation in the one-particle, n = 1, case:
F (x) =
∑
λ
∫
(f¯x,λ(k)aλ(k) + fx,λ(k)a
∗
λ(k))
d3k√
|k| , (II.2)
with the coupling function fx,λ(k) chosen as
fx,λ(k) :=
e−ikxχ(k)
(2π)3
√
2|k|ϕ(|k|
1
2ελ(k) · x).
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The function ϕ is assumed to be C2, bounded, having a bounded second derivative
and satisfying ϕ′(0) = 1. We compute
HPFg =
1
2
(p− gA1(x))2 + Vg(x) +Hf + gG(x) (II.3)
where A1(x) = A(x)−∇F (x), Vg(x) := V (x) + 2g2
∑
λ
∫
ω|fx,λ(k)|2d3k and
G(x) := −i
∑
λ
∫
ω(f¯x,λ(k)aλ(k)− fx,λ(k)a∗λ(k))
d3k√|k| . (II.4)
(The terms gG and Vg−V come from the commutator expansion e−igF (x)HfeigF (x)
= −ig[F,Hf ]− g2[F, [F,Hf ]].) Observe that the operator family A1(x) is of the
form
A1(x) =
∑
λ
∫
(eikxaλ(k) + e
−ikxa∗λ(k))
χλ,x(k)d
3k
(2π)3
√
2|k| , (II.5)
where the coupling function χλ,x(k) is defined as follows
χλ,x(k) := eλ(k)e
−ikxχ(k)−∇xfx,λ(k).
It satisfies the estimates
|χλ,x(k)| ≤ constmin(1,
√
|k|〈x〉), (II.6)
with 〈x〉 := (1 + |x|2)1/2, and∫
d3k
|k| |χλ,x(k)|
2 < ∞. (II.7)
Using the fact that the operators A1 and G have much better infra-red behavior
than the original vector potentialAwe can use our approach and prove the limiting
absorption principle for HPFg and B:
〈B〉−θ(HPFg − z)−1〈B〉−θ Ho¨lder continuous in z. (II.8)
Now we show that estimate (II.8) and the additional restriction on the spectral
interval imply the limiting absorption principle forHSMg . LetB1 := e−igF (x)BeigF (x).
We compute
B1 = B + gC (II.9)
where C := −i[F (x), B]. Note that the operator C contains a term proportional
to x. Now, let a function f be supported in (−∞,Σp). Then, using that (HSMg −
z)−1 = eigF (x)(HPFg − z)−1e−igF (x), we obtain
FGS-3, April 6, 2009 8
〈B〉−θf(HSMg )2(HSMg − z)−1〈B〉−θ (II.10)
= DE(z)D∗,
where D := 〈B〉−θf(HSMg )〈B1〉θeigF (x) and E(z) := 〈B〉−θ(HPFg − z)−1〈B〉−θ.
The operator D is bounded by standard operator calculus estimates and the fact
that eδ〈x〉f(HSMg ) is bounded for δ > 0 sufficiently small. Furthermore, the
operator-family E(z) is Ho¨lder continuous by the assumed result. Now, for z ∈
(−∞,Σp−ε] for some ε > 0 the previous conclusion remains true even if remove
the cut-off function f(HSMg ).
We mention for further references that the operator (I.13) can be written as
HPFg = H
PF
0 + I
PF
g , (II.11)
where H0g = H0 + 2g2
∑
λ
∫
ω|fx,λ(k)|2d3k + g2
∑
λ
∫ |χλ(k)|2
(2π)62ω
d3k, with H0 de-
fined in (I.9), and IPFg is defined by this relation. Note that the operator IPFg con-
tains linear and quadratic terms in the creation and annihilation operators, with the
coupling functions (form-factors) in the linear terms satisfying estimate (II.6) and
with the coupling functions in the quadratic terms satisfying a similar estimate.
Moreover, the operator HPF0 is of the form HPF0 = HPFp +Hf where
HPFp := Hp + 2g
2
∑
λ
∫
|k||fx,λ(k)|2d3k + g2
∑
λ
∫ |χλ(k)|2
|k| d
3k (II.12)
where Hp is given in (I.2).
III The Smooth Feshbach-Shur Map
In this section, we review and extend ,in a simple but important way, the method of
isospectral decimations or Feshbach-Schur maps introduced in [8, 9] and refined
in [5]1. For further extensions see [24]. At the root of this method is the isospectral
smooth Feshbach-Schur map acting on a set of closed operators and mapping a
given operator to one acting on much smaller space which is easier to handle.
Let χ, χ be a partition of unity on a separable Hilbert space H, i.e. χ and χ
are positive operators on H whose norms are bounded by one, 0 ≤ χ, χ ≤ 1, and
1In [8, 9, 5] this map is called the Feshbach map. As was pointed out to us by F. Klopp and
B. Simon, the invertibility procedure at the heart of this map was introduced by I. Schur in 1917;
it appeared implicitly in an independent work of H. Feshbach on the theory of nuclear reactions
in 1958, where the problem of perturbation of operator eigenvalues was considered. See [24] for
further discussion and historical remarks.
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χ2 + χ2 = 1. We assume that χ and χ are nonzero. Let τ be a (linear) projection
acting on closed operators on H s.t. operators from its image commute with χ
and χ. We also assume that τ(1) = 1. Assume that τ and χ (and therefore also χ)
leave dom(H) invariant dom(τ(H)) = dom(H) and χdom(H) ⊂ dom(H). Let
τ := 1− τ and define
Hτ,χ# := τ(H) + χ
#τ (H)χ# . (III.1)
where χ# stands for either χ or χ.
Given χ and τ as above, we denote by Dτ,χ the space of closed operators, H ,
on H which belong to the domain of τ and satisfy the following conditions:
Hτ,χ is (bounded) invertible on Ranχ, (III.2)
τ (H)χ and χτ(H) extend to bounded operators on H.
(For more general conditions see [5, 24].)
Denote H0 := τ(H) and W := τ (H). Then H0 and W are two closed op-
erators on H with coinciding domains, dom(H0) = dom(W ) = dom(H), and
H = H0 +W . We remark that the domains of χWχ, χWχ, Hτ,χ, and Hτ,χ all
contain dom(H).
The smooth Feshbach-Schur map (SFM) maps operators onH to operators on
H by H 7→ Fτ,χ(H), where
Fτ,χ(H) := H0 + χWχ − χWχH−1τ,χχWχ . (III.3)
Clearly, it is defined on the domain Dτ,χ.
Remarks
• The definition of the smooth Feshbach-Schur map given above is the same
as in [21] and differs from the one given in [5]. In [5] the map Fτ,χ(H) is
denoted by Fχ(H, τ(H)) and the pair of operators (H, T ) are referred to as
a Feshbach pair.
• The Feshbach-Schur map is obtained from the smooth Feshbach-Schur map
by specifying χ = projection and, usually, τ = 0.
We furthermore define the maps entering some identities involving the Feshbach-
Schur map:
Qτ,χ(H) := χ − χH−1τ,χχWχ , (III.4)
Q#τ,χ(H) := χ − χWχH−1τ,χχ . (III.5)
Note that Qτ,χ(H) ∈ B(Ranχ,H) and Q#τ,χ(H) ∈ B(H,Ranχ).
The smooth Feshbach map of H is isospectral to H in the sense of the follow-
ing theorem.
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Theorem III.1. Let χ and τ be as above. Then we have the following results.
(i) 0 ∈ ρ(H)↔ 0 ∈ ρ(Fτ,χ(H)), i.e. H is bounded invertible onH if and only
if Fτ,χ(H) is bounded invertible on Ranχ.
(ii) If ψ ∈ H \ {0} solves Hψ = 0 then ϕ := χψ ∈ Ranχ \ {0} solves
Fτ,χ(H)ϕ = 0.
(iii) If ϕ ∈ Ranχ \ {0} solves Fτ,χ(H)ϕ = 0 then ψ := Qτ,χ(H)ϕ ∈ H \ {0}
solves Hψ = 0.
(iv) The multiplicity of the spectral value {0} is conserved in the sense that
dimKerH = dimKerFτ,χ(H).
(v) If one of the inverses, H−1 or Fτ,χ(H)−1, exists then so is the other and they
are related as
H−1 = Qτ,χ(H) Fτ,χ(H)−1 Qτ,χ(H)# + χH−1τ,χχ , (III.6)
and
Fτ,χ(H)
−1 = χH−1 χ + χT−1χ .
This theorem is proven in [5] (see [24] for a more general result). Now we
establish a key result relating smoothness of the resolvent of an operator on its
continuous spectrum with smoothness of the resolvent of its image under a smooth
Feshbach-Schur map. Let Bθ := 〈B〉−θ. In what follows ∆ stands for an open
interval in R.
Theorem III.2. Assume a self-adjoint operatorB and a C∞ familyH(λ), λ ∈ ∆,
of closed operators satisfy the following conditions: ∀λ ∈ ∆, Hτ,χ(λ) ∈ Dτ,χ and
adjB(A) is bounded ∀j ≤ 1, (III.7)
whereA stands for one of the operatorsA = χ, χ, χW, Wχ, ∂kλ(χHτ,χ(λ)−1χ) ∀k.
If H(λ) ∈ dom(Fτ,χ), then for any ν ≥ 0 and 0 < θ ≤ 1,
Bθ(Fτ,χ(H(λ))− i0)−1Bθ ∈ Cν(∆)⇒ Bθ(H(λ)− i0)−1Bθ ∈ Cν(∆). (III.8)
Proof. We use identity (III.6) with H replaced by H(λ)− iε. Since τ(1) = 1 we
have that (H(λ)−iǫ)τ,χ# = H(λ)τ,χ#−iǫ, where χ# is either χ or χ. Furthermore,
on Ranχ, the operator family [(H(λ)−iε)τ,χ]−1 is differentiable in λ and analytic
in ε and can be expanded as
[(H(λ)− iε)τ,χ]−1 = [H(λ)τ,χ]−1 + iε[H(λ)τ,χ]−1χ2[H(λ)τ,χ]−1 +O(ε2).
FGS-3, April 6, 2009 11
This implies the relation
lim
ε→i0
Bθ[Fτ,χ(H(λ)− iε)]−1Bθ = Bθ[Fτ,χ(H(λ))− i0]−1Bθ. (III.9)
Conditions (III.7) and the formula Bθ = Cθ
∫∞
0
dω
ωθ/2
(ω+1+B2)−1, where Cθ :=[ ∫∞
0
dω
ωθ/2
(ω + 1)−1
]−1
, imply that the operators
BθχB
−1
θ , BθχB
−1
θ , Bθ[H(λ)τ,χ]
−1B−1θ (III.10)
and the transposed operators (i.e., B−1θ χBθ, etc.) are bounded and C∞(∆) in
λ. This property shows that B−1θ QBθ and B−1θ Q#Bθ are bounded and smooth
in λ ∈ ∆. This together with (III.9), H(λ) ∈ dom(Fτχ) and (III.6) implies the
theorem.
IV A Banach Space of Hamiltonians
We construct a Banach space of Hamiltonians on which the renormalization trans-
formation is defined. Let χ1(r) ≡ χr≤1 be a smooth cut-off function s.t. χ1 = 1
for r ≤ 1, = 0 for r ≥ 11/10 and 0 ≤ χ1(r) ≤ 1 and sup |∂nr χ1(r)| ≤ 30 ∀r and
for n = 1, 2. We denote χρ(r) ≡ χr≤ρ := χ1(r/ρ) ≡ χr/ρ≤1 and χρ ≡ χHf≤ρ.
Let Bd1 denotes the unit ball in R3d, I := [0, 1] and m,n ≥ 0. Given functions
w0,0 : [0,∞) → C and wm,n : I × Bm+n1 → C, m + n > 0, we consider
monomials, Wm,n ≡Wm,n[wm,n], in the creation and annihilation operators of the
form W0,0 := w0,0[Hf ] (defined by the operator calculus), for m = n = 0, and
Wm,n[wm,n] := (IV.1)∫
Bm+n1
dk(m,n)
|k(m,n)|1/2 a
∗(k(m))wm,n
[
Hf ; k(m,n)
]
a(k˜(n)) ,
for m+ n > 0. Here we used the notation
k(m) := (k1, . . . , km) ∈ Rdm , a∗(k(m)) :=
∏m
i=1 a
∗(ki), (IV.2)
k(m,n) := (k(m), k˜(n)) , dk(m,n) :=
∏m
i=1 d
dki
∏n
i=1 d
dk˜i , (IV.3)
|k(m,n)| := |k(m)| · |k˜(n)| , |k(m)| := |k1| · · · |km| . (IV.4)
We assume that for everym and nwithm+n > 0 the functionwm,n[r, , k(m,n)]
is s times continuously differentiable in r ∈ I , for almost every k(m,n) ∈ Bm+n1 ,
and weakly differentiable in k(m,n) ∈ Bm+n1 , for almost every r in I . As a function
of k(m,n), it is totally symmetric w. r. t. the variables k(m) = (k1, . . . , km) and
k˜(n) = (k˜1, . . . , k˜n) and obeys the norm bound
‖wm,n‖µ,s :=
∑
‖∂nr (k∂k)qwm,n‖µ < ∞ , (IV.5)
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where q := (q1, . . . , qm+n), (k∂k)q :=
∏m+n
1 (kj · ∇kj )qj , with km+j := k˜j , and
where the sum is taken over the indices n and q satisfying 0 ≤ n + |q| ≤ s and
where µ ≥ 0 and
‖wm,n‖µ := max
j
sup
r∈I,k(m,n)∈Bm+n1
∣∣|kj|−µwm,n[r; k(m,n)]∣∣. (IV.6)
Here and in what follows kj is the j−th 3−dimensional components of the k−vector
k(m,n) over we take the supremum. For m+ n = 0 the variable r ranges in [0,∞)
and we assume that the following norm is finite:
‖w0,0‖µ,s := |w0,0(0)|+
∑
1≤n≤s
sup
r∈I
|∂nrw0,0(r)| (IV.7)
(for s = 0 we drop the sum on the r.h.s. ). (This norm is independent of µ but we
keep this index for notational convinience.) The Banach space of these functions
is denoted by Wµ,sm,n. Moreover, Wm,n[wm,n] stresses the dependence of Wm,n on
wm,n. In particular, W0,0[w0,0] := w0,0[Hf ].
We fix three numbers µ, 0 < ξ < 1 and s ≥ 0 and define Banach space
Wµ,s ≡ Wµ,sξ :=
⊕
m+n≥0
Wµ,sm,n , (IV.8)
with the norm ∥∥w∥∥
µ,s,ξ
:=
∑
m+n≥0
ξ−(m+n) ‖wm,n‖µ,s < ∞ . (IV.9)
Clearly, Wµ,s′ξ′,µ′ ⊂ Wµ,sξ,µ if µ′ ≤ µ, s′ ≥ s and ξ′ ≤ ξ.
Remark IV.1. Though we use the same notation, the Banach spaces, Wµ,sξ,µ , etc,
introduced above differ from the ones used in [48, ?]. The latter are obtained
from the former by setting q = 0 in (IV.5). To extend estimates of [48, ?] to the
present setting one has to estimate the effect of the derivatives (k∂k)q which is
straightforward.
The following basic bound, proven in [2], links the norm defined in (IV.6) to
the operator norm on B[F ].
Theorem IV.2. Fix m,n ∈ N0 such that m+ n ≥ 1. Suppose that wm,n ∈ Wµ,0m,n,
and let Wm,n ≡Wm,n[wm,n] be as defined in (IV.1). Then ∀ρ > 0∥∥(Hf + ρ)−m/2Wm,n (Hf + ρ)−n/2∥∥ ≤ ‖wm,n‖0 , (IV.10)
and therefore ∥∥χρWm,n χρ∥∥ ≤ ρ(m+n)(1+µ)√
m!n!
‖wm,n‖µ , (IV.11)
where ‖ · ‖ denotes the operator norm on B[F ].
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Theorem IV.2 says that the finiteness of ‖wm,n‖µ insures that Wm,n defines a
bounded operator on B[F ].
Now with a sequence w := (wm,n)m+n≥0 in Wµ,s we associate an operator by
setting
H(w) := W0,0[w] +
∑
m+n≥1
χ1Wm,n[w]χ1, (IV.12)
where we write Wm,n[w] := Wm,n[wm,n]. This form of operators on the Fock
space will be called the generalized normal (or Wick) form. Theorem IV.2 shows
that the series in (IV.12) converges in the operator norm and obeys the estimate∥∥H(w)−W0,0(w) ∥∥ ≤ ξ∥∥w1 ∥∥µ,0,ξ , (IV.13)
for any w = (wm,n)m+n≥0 ∈ Wµ,0. Here w1 = (wm,n)m+n≥1. Hence we have the
linear map
H : w → H(w) (IV.14)
from Wµ,0 into the set of closed operators on the Fock space F . Furthermore the
following result was proven in [2].
Theorem IV.3. For any µ ≥ 0 and 0 < ξ < 1, the map H : w → H(w), given in
(IV.12), is one-to-one.
Define the spaces Wµ,sop := H(Wµ,s) and Wµ,smn,op := H(Wµ,smn). Sometimes
we display the parameter ξ as in Wµ,sop,ξ := H(Wµ,sξ ). Theorem IV.3 implies that
H(Wµ,s) is a Banach space under the norm ∥∥H(w)∥∥
µ,s,ξ
:=
∥∥w ∥∥
µ,s,ξ
. Similarly,
the other spaces defined above are Banach spaces in the corresponding norms.
Recall that B denotes the dilation generator on the Fock space F (see (I.5)).
Let
χρ ≡ χHf≤ρ and χρ ≡ χHf≥ρ (IV.15)
be a smooth partition of unity, χ2ρ + χ2ρ = 1. Let Fρ := Fτχρ . We have
Lemma IV.4. Let χ#ρ be either χρ or χρ. If H ∈ Wµ,1op , then the operators
adjB(χ
#
ρ ), H
−1
f ad
j
B(W00) and ad
j
B(H −W00) are bounded (IV.16)
for j ≤ 1. In particular, condition (III.7) with τ(H) := W00, and therefore
property (III.8), with χ = χρ, hold for H(λ) ∈ C∞(∆,Wµ,1op ) ∩ dom(Fρ).
Proof. The result follows from the following relations
[
B, a#(k)
]
= ±i(k · ∇k + d
2
)a#(k), (IV.17)
i [B, Hf ] = Hf , i [B, f(Hf)] = Hff
′(Hf). (IV.18)
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Using these relations we show, in particular, that if H ∈ Wµ,1op,ξ, then for any
j ≤ 1, adjB(W ) ∈ Wµ,1−jop,ξ′ ∀ξ′ < ξ and
‖adB(Hmn)‖Wµ,0mn,op ≤ c(m+ n+ 1)‖Hmn‖Wµ,1mn,op. (IV.19)
Eqn (III.25) implies that adjB(χ#ρ ) and H−1f adjB(T ) are bounded and Eqn (IV.19)
implies that adjB(W ) are bounded, for j ≤ 1.
V The Renormalization TransformationRρ
In this section we present an operator-theoretic renormalization transformation
based on the smooth Feshbach-Schur map related closely to the one defined in [5]
and [8, 9]. We fix the index µ in our Banach spaces at some positive value µ > 0.
The renormalization transformation is homothetic to an isospectral map de-
fined on a subset of a suitable Banach space of Hamiltonians. It has a certain con-
traction property which insures that (upon an appropriate tuning of the spectral
parameter) its iteration converges to a fixed-point (limiting) Hamiltonian, whose
spectral analysis is particularly simple. Thanks to the isospectrality of the renor-
malization map, certain properties of the spectrum of the initial Hamiltonian can
be studied by analyzing the limiting Hamiltonian.
The renormalization map is defined below as a composition of a decimation
map, Fρ, and two rescaling maps, Sρ and Aρ. Here ρ is a positive parameter - the
photon energy scale - which will be chosen later.
The decimation of degrees of freedom is done by the smooth Feshbach map,
Fτ,χ. Except for the first step, the decimation map will act on the Banach space
Wsop. The operators τ and χ will be chosen as
τ(H) = W00 := w00(Hf) and χ = χρ ≡ χρ−1Hf≤1, (V.1)
where H = H(w) is given in Eqn (IV.12). With τ and χ identified in this way we
will use the notation
Fρ ≡ Fτ,χρ . (V.2)
The following lemma shows that the domain of this map contains the following
polydisc in Wµ,sop :
Dµ,s(α, β, γ) :=
{
H(w) ∈ Wµ,sop
∣∣∣ |w0,0[0]| ≤ α , (V.3)
sup
r∈[0,∞)
|w′0,0[r]− 1| ≤ β , ‖w1‖µ,s,ξ ≤ γ
}
,
for appropriate α, β, γ > 0. Here w1 := (wm,n)m+n≥1.
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Lemma V.1. Fix 0 < ρ < 1, µ > 0, and 0 < ξ < 1. Then it follows that the
polidisc Dµ,1(ρ/8, 1/8, ρ/8) is in the domain of the Feshbach map Fρ.
Proof. Let H(w) ∈ Dµ,1(ρ/8, 1/8, ρ/8). We remark that W := H [w] −W0,0[w]
defines a bounded operator on F , and we only need to check the invertibility of
H(w)τχρ on Ranχρ. Now the operator T + E = W0,0[w] is invertible on Ranχρ
since for all r ∈ [3ρ/4,∞)
Rew0,0[r] ≥ r − |w0,0[r]− r|
≥ r(1 − sup
r
|w′0,0[r]− 1|
) − |w0,0[0]|
≥ 3 ρ
4
(1− 1/8) − ρ
8
≥ ρ
2
. (V.4)
On the other hand, by (IV.11),
∥∥W‖ ≤ ξρ/8 ≤ ρ/8. Hence Re(W0,0[w]+W ) ≥ ρ3
on Ranχρ, i.e. H(w)τ,χρ is invertible on Ranχρ. 
We introduce the scaling transformation Sρ : B[F ]→ B[F ], by
Sρ(1) := 1 , Sρ(a
#(k)) := ρ−d/2 a#(ρ−1k) , (V.5)
where a#(k) is either a(k) or a∗(k), and k ∈ Rd. On the domain of the decimation
map Fρ we define the renormalization map Rρ as
Rρ := ρ−1Sρ ◦ Fρ. (V.6)
Remark V.2. The renormalization map above is different from the one defined
in [5]. The map in [5] contains an additional change of the spectral parameter
λ := −〈H〉Ω.
We mention here some properties of the scaling transformation. It is easy to
check that Sρ(Hf) = ρHf , and hence
Sρ(χρ) = χ1 and ρ−1Sρ
(
Hf
)
= Hf , (V.7)
which means that the operator Hf is a fixed point of ρ−1Sρ. Further note that E ·1
is expanded under the scaling map, ρ−1Sρ(E · 1) = ρ−1E · 1, at a rate ρ−1. (To
control this expansion it is necessary to suitably restrict the spectral parameter.)
Now we show that the interaction W contracts under the scaling transforma-
tion. To this end we remark that the scaling map Sρ restricted to Wµ,sop induces a
scaling map sρ on Wµ,s by
ρ−1Sρ
(
H(w)
)
=: H
(
sρ(w)
)
, (V.8)
where sρ(w) := (sρ(wm,n))m+n≥0, and it is easy to verify that, for all (m,n) ∈ N20,
sρ(wm,n)
[
r, k(m,n)
]
= ρm+n−1 wm,n
[
ρ r , ρ k(m,n)
]
. (V.9)
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We note that by Theorem IV.2, the operator norm of Wm,n
[
sρ(wm,n)
]
is controlled
by the norm
‖sρ(wm,n)‖µ =
maxj sup
r∈I,k∈Bm+n1
ρm+n−1
∣∣wm,n[ρ r , ρ k(m,n)]∣∣
|kj|µ
≤ ρm+n+µ−1 ‖wm,n‖µ.
Hence, for m+ n ≥ 1, we have
‖sρ(wm,n)‖µ ≤ ρµ ‖wm,n‖µ (V.10)
Since µ > 0, this estimate shows that Sρ contracts ‖wm,n‖µ by at least a factor
of ρµ < 1. The next result shows that this contraction is actually a dominating
property of the renormalization map Rρ along the ’stable’ directions. Below, re-
call, χ1 is the cut-off function introduced at the beginning of Section III. Define
the constant
Cχ :=
4
3
( 2∑
n=0
sup |∂nr χ1|+ sup |∂rχ1|2
) ≤ 200. (V.11)
Theorem V.3. Let ǫ0 : H → 〈H〉Ω and µ > 0 (see (V.4)). Then for the absolute
constant Cχ given in (V.11) and for any s ≥ 1, 0 < ρ < 1/2, α, β ≤ ρ8 and
γ ≤ ρ
8Cχ
we have
Rρ − ρ−1ǫ0 : Dµ,s(α, β, γ)→ Dµ,s(α′, β ′, γ′), (V.12)
continuously, with ξ :=
√
ρ
4Cχ
(in the definition of the corresponding norms) and
α′ = 3Cχ
(
γ2/2ρ
)
, β ′ = β + 3Cχ
(
γ2/2ρ
)
, γ′ = 128C2χρ
µγ (V.13)
With some modifications, this theorem follows from [5], Theorem 3.8 and its
proof, especially Equations (3.104), (3.107) and (3.109). For the norms (IV.5)
with q = 0 it is presented in [48], Appendix I. A generalization to the q > 0 case
is straightforward.
Remark V.4. Subtracting the term ρ−1ǫ0 from Rρ allows us to control the ex-
panding direction during the iteration of the map Rρ. In [5] such a control was
achieved by using the change of the spectral parameter λ which controls 〈H〉Ω
(see remark in Appendix I).
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Proposition V.5. Let ∆ be an open interval in R, µ > 0 and let ρ and ξ be as in
Theorem V.3. Then for H(λ) ∈ C∞(∆,Dµ,1(α, β, γ)), with α, γ < ρ
8
, β ≤ 1
8
, the
following is true for 1 ≥ θ > 0 and ν ≥ 0
Bθ(Rρ(H(λ))− i0)−1Bθ ∈ Cν(∆)⇒ Bθ(H(λ)− i0)−1Bθ ∈ Cν(∆). (V.14)
Proof. By Theorem V.3, ∀λ ∈ ∆, H(λ) ∈ dom(Rρ). Then Lemma IV.4 and
invariance of the operator Bθ under the rescaling Sρ imply the result.
VI Renormalization Group
In this section we describe some dynamical properties of the renormalization
group Rnρ ∀n ≥ 1 generated by the renormalization map Rρ. A closely related
iteration scheme is used in [5]. First, we observe that ∀w ∈ C,Rρ(wHf) = wHf
and Rρ(w1) = 1ρw1. Hence we define Mfp := CHf and Mu := C1 as can-
didates for a manifold of the fixed points of Rρ and an unstable manifold for
Mfp := CHf . The next theorem identifies the stable manifold of Mfp which
turns out to be of the (complex) codimension 1 and is foliated by the (complex)
co-dimension 2 stable manifolds for each fixed point inMfp. This implies in par-
ticular that in a vicinity of Mfp there are no other fixed points and that Mu is the
entire unstable manifold of Mfp.
We introduce some definitions. As an initial set of operators we take D :=
Dµ,2(α0, β0, γ0) with α0, β0, γ0 ≪ 1. (The choice s = 2 of the smoothness index
in the definition of the polidiscs is dictated by the needs of the Mourre theory
applied in the next section.) We also let Ds := Dµ,2(0, β0, γ0) (the subindex s
stands for ’stable’, not to be confused with the smoothness index s which in this
section is taken to be 2). We fix the scale ρ so that
α0, β0, γ0 ≪ ρ ≤ min(1
2
, C2χ) (VI.1)
where, recall, the constant Cχ is appears in Theorem V.3 and is defined in (V.11).
Below we will use the n−th iteration of the numbers α0, β0 and γ0 under the map
(V.13):
αn := c
(
ρ−1(cρµ)n−1γ0
)2
,
βn = β0 +
n−1∑
j=1
c
(
ρ−1(cρµ)jγ0ρ
)2
,
γn = (cρ
µ)nγ0.
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For H ∈ D we denote Hu := 〈H〉Ω and Hs := H − 〈H〉Ω 1 (the unstable- and
stable-central-space components of H , respectively). Note that Hs ∈ Ds.
Recall that a complex function f on an open set D in a complex Banach space
W is said to be analytic if ∀ξ ∈ W, f(H+τξ) is analytic in the complex variable
τ for |τ | sufficiently small (see [12]). Our analysis uses the following result from
[21]:
Theorem VI.1. Let δn := νnρn with 4αn ≤ νn ≤ 118 . There is an analytic map
e : Ds → C s.t. e(H) ∈ R for H = H∗ and
Uδn ⊂ dom(Rnρ) and Rnρ (Uδn) ⊂ Dµ,2(ρ/8, βn, γn) (VI.2)
where Uδ := {H ∈ D| |e(Hs) + Hu| ≤ δ }. Moreover, ∀H ∈ Uδn and ∀n ≥ 1,
there are En ∈ C and wn(r) ∈ C s.t. |En| ≤ 2νn, |wn(r)− 1| ≤ βn, wn is C2,
Rnρ(H) = En + wn(Hf)Hf +OWsop(γn), (VI.3)
En and wn(r) are real if H is self-adjoint and, as n→∞.
Moreover, one can show that wn(r) converge in L∞ to some number (constant
function) w ∈ C ([21]).
This theorem implies that Mfp := CHf is (locally) a manifold of the fixed
points of Rρ and Mu := C1 is an unstable manifold and the set
Ms :=
⋂
n
Uδn = {H ∈ D| e(Hs) = −Hu} (VI.4)
is a local stable manifold for the fixed point manifoldMfp in the sense that ∀H ∈
Ms ∃w ∈ C s.t.
Rnρ (H)→ wHf in the sense of Wsop (VI.5)
as n→∞. Moreover, Ms is an invariant manifold for Rρ: Ms ⊂ dom(Rρ) and
Rρ(Ms) ⊂ Ms, though we do not need this property here and therefore we do
not show it. The next result reveals the spectral significance of the map e:
Theorem VI.2. Let H ∈ D. Then the number E := e(Hs) +Hu is an eigenvalue
of the operatorH . Moreover, if H is self-adjoint, then it is the ground state energy
of H .
Theorems V.2 and V.3 were proven in [48] for somewhat simper Banach spaces
which do not contain the derivatives (k∂k)q). However, an extension to the Banach
spaces which are used in this paper is straightforward and is omitted here.
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VII Mourre Estimate
In this section we prove the Mourre estimate for the operator-family H(n)(λ) :=
Rnρ (H) with λ := −Hu. This gives the limiting absorption principle for H(n)(λ).
The latter is then transferred with the help of Theorem III.2 to the limiting absorp-
tion principle for the operator H . In Section ?? this limiting absorption principle
will be connected to the limiting absorption principle for the family Hg−λ, where
Hg is either HPFg or HNg .
Theorem VII.1. Let H(λ) = H(λ)∗ ∈ C∞(∆,Dµ,2(α, β, γ)), where ∆ is an
open interval in R, and ∆δ := [δ,∞). If δ ≫ γ and β ≤ 1
3
, then
Bθ(H(λ)− i0)−1Bθ ∈ Cν(∆ ∩ E−1(∆δ)), (VII.1)
where E : λ → E(λ) with E(λ) := 〈H(λ)〉Ω, for any and 1/2 < θ ≤ 1 and
ν < θ − 1
2
.
Proof. In what follows we omit the argument λ. LetE := w0,0[0], T := w0,0[Hf ]−
w0,0[0] and W :=
∑
m+n≥1 χ1Wm,n[w]χ1, so that H = E1+ T +W . Let H1 :=
H−E = T+W . We write i [H1, B] = T˜+W˜ , where T˜ := i [T, B] = T ′(Hf)Hf
and W˜ := i [W, B]. By relation (III.28) we have for s = 2
‖W˜‖Wµ,s−1op ≤ cγ,
where the ξ-parameter in the norm on the l.h.s. should be taken slightly smaller
than the ξ-parameter in the Banach spaceWµ,sop forW . The shift in the smoothness
index from s to s− 1 is due to the fact that the coupling functions for the operator
i [W, B] are (k · ∇k + 3(m+n)2 )wm,n(r, k), where k := k(m,n), and therefore loose
one derivative compared to the coupling functions, wm,n(r, k), of W .
We write
i [H1, B] =
1
2
H1 + T˜ − 1
2
T + W˜ − 1
2
W.
Remembering that the operator norm is dominated by the Wµ,0op − norm we see
that the last two terms are bounded as
‖W˜ − 1
2
W‖ ≤ Cγ. (VII.2)
Furthermore using the estimate |T ′(r)− 1| < β and the definition of T˜ we find
T˜ (r)− 1
2
T (r) ≥ (1− β)r − 1
2
(1 + β)r =
1
2
(1− 3β)r
and therefore
T˜ − 1
2
T ≥ inf
0≤r≤∞
(
T˜ (r)− 1
2
T (r)
)
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≥ inf
0≤r≤∞
1
2
(1− 3β)r = 0.
This gives [H1, B] ≥ 12H1 − cγ and therefore for ∆′ :=
(
1
2
δ,∞), δ ≫ γ,
E∆′(H1)i [H1, B]E∆′(H1) ≥ 1
4
δE∆′(H1)
2. (VII.3)
This proves the Mourre estimate for the operator H1 ≡ H1(λ).
Moreover, sinceH(λ) ∈ C∞(∆,Dµ,2(α, β, γ)), we have that the commutators
[H1, B] and [[H1, B], B] are bouded relative to the operator H1 (this is guaranteed
by taking the index s = 2 for the polidisc Dµ,s(α, β, γ)). Hence the standard
Mourre theory is applicable and gives Ho¨lder continuity in the spectral parameter
σ as well as in the ”operator H1(λ)”, i.e. in λ (see [44]):
BθR1(λ, σ)E∆′(H1(λ))Bθ ∈ Cν(∆× R), (VII.4)
where ν < θ − 1/2, where we restored the argument λ in our notation and where
R1(λ, σ) := (H1(λ)− σ)−1. Since
BθR1(λ, σ)Bθ = BθR1(λ, σ)E∆′(H1(λ))Bθ
+BθR1(λ, σ)(1− E∆′(H1(λ)))Bθ (VII.5)
and since the last term on the right hand side is Cν(∆) in λ and C∞(∆δ) in σ we
conclude from (VII.4) that
BθR1(λ, σ)Bθ ∈ Cν(∆×∆δ). (VII.6)
Now take σ = E(λ) + i0. Since by the condition of the theorem E(λ) :=
〈H(λ)〉Ω ∈ C∞(∆) we conclude that (VII.1) holds.
In the previous section the parameter δn was allowed to change in a certain
range (see Theorem V.2). In this section we make a particular choice of δn, namely
δn :=
1
18
ρn. Recall the definition of the set Uδ in Theorem VI.1.
Theorem VII.2. Assume (VI.1). Let n ≥ 1, δn := 118ρn and let H = H∗ ∈ Uδn
and ∆δn := [e(Hs) + ρ2δn, e(Hs) + δn]. Then
Bθ(Hs − λ− i0)−1Bθ ∈ Cν(∆δn) (VII.7)
for any and 1/2 < θ ≤ 1 and ν < θ − 1
2
.
Proof. Let Dn be the disc of the radius δn centered at e(Hs). Since, by (VI.2),
Uδn ⊂ D(Rnρ), the operator H(n)(λ) := Rnρ(H), with λ := −Hu, is well de-
fined. By (VI.2), Dn ∋ λ → H(n)(λ) ∈ Dµ,2(18ρ, βn−1, γn−1) is C∞. Moreover,
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H(n)(λ) = H(n)(λ)∗, ∀λ ∈ Dn∩R. Hence, since ρ≫ γn−1, βn−1 ≤ 13 , by (VI.1),
and ∆δn ⊂ Dn, we have by Theorem VII.1 that
Bθ(H
(n)(λ)− i0)−1Bθ ∈ Cν(Dn ∩ E−1n (∆
1
50
ρ)),
where 0 ≤ ν < θ − 1/2 and, as before, En(λ) ≡ En(λ,Hs) :=
(
H(n)(λ)
)
u
,
which, by the above conclusion, is C∞. We need the following proposition to
describe the set E−1n (∆
1
50
ρ).
Proposition VII.3. Let n ≥ 0, δn := 118ρn andAδn := {ρ2δn ≤ |λ−e(Hs)| ≤ δn}.
For H ∈ Uδn we denote En(λ,Hs) :=
(Rnρ (H))u ≡ 〈Rnρ(H)〉Ω, λ = −Hu. Then
|En(λ,Hs)| ≥ 1
50
ρ for λ ∈ Aδn . (VII.8)
Proof. In this proof we do not display the argument Hs. Let λ ∈ Aδn with δn
given in the proposition. Define E0i(λ) by the equation
En(λ) = ρ
−n(E0n(λ)− λ). (VII.9)
The following estimate is shown in [48] (see Eqn (V.27) of the latter paper):
|E0n(λ)− e| ≤ 1
5
|λ− e|+ (1− ρ)−1ρn+1αn+1. (VII.10)
This inequality and the definition of αn imply
|E0n(λ)− λ| ≥ |λ− e| − |E0n(λ)− e|
≥ 4
5
|λ− e| − 2γ20c(c2ρ2µ+1)nρ−1. (VII.11)
Due to 2γ20cρ−1(c2ρ2µ+1)n ≪ ρn, (VII.11) gives
|E0n(λ)− λ| ≥ 1
50
ρn+1. (VII.12)
Due to (VII.9) this implies the statement of the proposition.
Proposition VII.3 says that
En : ∆δn ∋ λ→ En(λ) ∈ ∆
1
50
ρ. (VII.13)
Hence E−1n (∆
1
50
ρ) ⊃ ∆δn . Since ∆δn ⊂ Dn, we have that
Bθ(H
(n)(λ)− i0)−1Bθ ∈ Cα(∆δn) (VII.14)
which, due to Proposition V.5, gives (VII.7).
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VIII Initial Conditions for the Renormalization Group
Now we turn to the operator families Hg − λ, we are interested in. Here the op-
erator Hg = H0 + gI is given either by (I.8) or by ( II.11). These operators do
not belong to the Banach spaces defined above. We define an additional renormal-
ization transformation which acts on such operators and maps them into the disc
Dµ,s(α0, β0, γ0) for some appropriate α0, β0, γ0.
Let Hpg denote either HPFp or HNp and let e
(p)
0 < e
(p)
1 < ... be the eigenval-
ues of Hpg, so that e(p)0 is its the ground state energy. Let Pp be the orthogonal
projection onto the eigenspace corresponding to e(p)0 . On Hamiltonians acting on
Hp ⊗Hf which were described above, we define the map
R(0)ρ0 = ρ−10 Sρ0 ◦ Fτ0π0 , (VIII.1)
where ρ0 ∈ (0, ǫ(p)gap] is an initial photon energy scale (recall that ǫ(p)gap := ǫ(p)1 − ǫ(p)0
and ǫ(p)j are the eigenvalues of Hp) and where
τ0(Hg − λ) = H0g − λ and π0 ≡ π0[Hf ] := Pp ⊗ χHf≤ρ0 . (VIII.2)
for any λ ∈ C. Recall the convention π¯0 := 1− π0. Define the set
I0 := {z ∈ C|Rez ≤ e(p)0 +
1
2
ρ0}. (VIII.3)
We assume ρ0 ≫ g2. To simplify the notation we assume that the ground state
energy, ǫ(p)0 , of the operator Hp is simple (otherwise we would have to deal with
matrix-valued operators on Hf ). We have
Theorem VIII.1. Let Hg be the Hamiltonian given either by (II.11) or by (I.8)
and let ρ0 ≫ g2, µ > −1/2 and λ ∈ I0. Then
Hg − λ ∈ dom(R(0)ρ0 ). (VIII.4)
Furthermore, define the family of operators H(0)λ := R(0)ρ0 (Hg − λ) | RanPp ⊗ 1.
Then H(0)λ = H
(0)∗
λ , for λ ∈ I0
⋂
R, and
H
(0)
λ − ρ−10 (e(p)0 − λ) ∈ Dµ,2(α0, β0, γ0), (VIII.5)
where, with µ as in Eqn (I.11), α0 = O(g2ρ−10 ), β0 = O(g2), and γ0 = O(gρµ0),
for λ ∈ I0. Moreover, R(0)ρ0 (H − λ) is analytic in λ ∈ I0. In particular, these
results apply to the Pauli-Fierz and Nelson Hamiltonians by taking µ = 1/2 and
µ > 0, respectively.
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Note that ifψ(p) is a ground state ofHpg with the energy e(p)0 and ψ0 = ψ(p)⊗Ω,
then we have
e
(p)
0 − λ = 〈H − λ〉ψ0. (VIII.6)
Theorem VIII.1 is proven in [48], Appendix II, for somewhat simper Banach
spaces which do not contain the derivatives (k∂k)q. However, an extension to the
Banach spaces which are used in this paper is straightforward and is omitted here.
Note that K := R(0)ρ0 (Hg − λ) |Ran(P¯pj⊗ 1)= (H0g − λ) |Ran(P¯pj⊗ 1) and there-
fore ∀λ ∈ I0 ∩ R, σ(K) = σ(Hpg)/{λj}+ [0,∞)− λ. Hence
∀λ ∈ I0 ∩ R, K ≥ e(p)1 − e(p)0 −
1
8
ρ0 ≥ 7
8
(e
(p)
1 − e(p)0 ).
Therefore 0 /∈ σ(K). This, the relation σ(R(0)ρ0 (Hg − λ)) = σ(H(0)λ ) ∪ σ(K) and
Theorem III.1 imply that H(0)λ is isospectral to Hg − λ in the sense of Theorem
III.1. Moreover, similarly to Proposition IV.3, and using the relation
R(0)ρ0 (Hg − λ)−1 = H(0)−1λ (Ppj ⊗ 1) + (H0g − λ)−1(P¯pj ⊗ 1). (VIII.7)
one shows the following result
Proposition VIII.2. Let µ > 0, ρ0 ≫ g2 and ∆0 ⊆ I0
⋂
R. If Hg is given in
either (II.11) or (I.8), then
Bs(H
(0)
λ − i0)−1Bs ∈ Cν(∆0)⇒ Bs(Hg − λ− i0)−1Bs ∈ Cν(∆0). (VIII.8)
IX Proof of Theorem I.1
Let Hg be a Hamiltonian given in either (II.11) or (I.8). Recall the definition
H(0)µ := R(0)ρ0 (Hg − µ) |RanPp⊗ 1, µ ∈ I0. (IX.1)
The r.h.s. is well defined according to Theorem VIII.1. By Equation (VIII.5), if
µ ∈ I0, then
H(0)µ − ρ−10 (e(p)0 − µ) ∈ Dµ,2(α0, β0, γ0), (IX.2)
where α0, β0 and γ0 are given in Theorem VIII.1. The condition (VI.1) is satisfied
if
g2ρ−10 , gρ
µ
0 ≪ ρ ≤
1
2
, (IX.3)
which can be arranged since by our assumption g ≪ 1 and ρ0 can be fixed any-
where in the interval (0, ǫ(p)gap].
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Let Hµs := (H
(0)
µ )s = H
(0)
µ − 〈H(0)µ 〉Ω 1 and Hµu := (H(0)µ )u = 〈H(0)µ 〉Ω,
the stable-central and unstable components of the operator H(0)µ , respectively (see
Section VI), and let e : Ds → C be the map introduced in Theorem VI.1. We
introduce the subsets:
Dδ := {µ ∈ I0||e(Hµs) +Hµu| ≤ δ} (IX.4)
and
Eµδ := {λ ∈ R |
ρ
8
δ ≤ |λ− e(Hµs)| ≤ δ}. (IX.5)
Recall, δn = 118ρ
n for n ≥ 0. Let θ > 1
2
and 0 < ν < θ− 1
2
. Then Theorem VII.2,
with Hs = Hµs, implies that
Bθ(Hµs − λ− i0)−1Bθ ∈ Cν({(µ, λ) ∈ (I0 ∩ R)× Eµδn}).
Since Dδn \D ρ8 δn ∋ µ→ −Hµu ∈ E
µ
δn
, the latter equation yields, in turn, that
Bθ(H
(0)
µ − i0)Bθ ∈ Cν(Dδn \D ρ2 δn),
which, due to Proposition VII.4, yields
Bθ(Hg − µ− i0)−1Bθ ∈ Cν(Dδn \D ρ2 δn). (IX.6)
Let ǫg be the solution to the equation e(Hµs) = −Hµu for µ. By Theorem V.3,
0 = e(Hǫgs) +Hǫgu is the ground state energy of the operator H
(0)
ǫg and therefore,
by Theorem II.1, ǫg is the ground state energy of the operator Hg. In the lemma
below we show that for g sufficiently small
Dδn \D ρ8 δn , ∀n ≥ 0, cover (ǫg, ǫg +
1
18
ρ0), (IX.7)
This together with (IX.6) implies the statement of Theorem I.1.
Lemma IX.1. For g sufficiently small, (IX.7) holds.
Proof. We claim that for g sufficiently small and for n ≥ 0
D(ǫg,
ρ0
4
δn) ⊂ Dδn . (IX.8)
We prove this claim by induction in n. We assume it is true for n ≤ j − 1 and
prove it for n = j. For j = 0, the induction assumption is absent and so our proof
of the induction step yields also the first step.
We introduce the notation e(µ) := e(Hµs). First we use the relation e(ǫg) =
−Hǫgu to obtain
|e(µ) +Hµu| ≤ |e(µ)− e(ǫg)|+ |Hǫgu −Hµu|. (IX.9)
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Next, let ∆0E(µ) be defined by the relation Hµu =: ρ−10 (µ− e0)−∆0E(µ). Then
by (IX.2) and analyticity of ∆0E(µ) in I0, |∂µ∆0E(µ)| ≤ α0/ρ0. The last two
relations imply
|Hǫgu −Hµu| = |ρ−10 (ǫg − µ) + ∆0E(ǫg)
−∆0E(µ)| ≤ ρ−10 (1 + α0)|ǫg − µ|. (IX.10)
Recall the definition En(λ,Hµs) :=
(Rnρ(Hµ))u ≡ 〈Rnρ(Hµ)〉Ω, λ = −Hµu.
Now we estimate the first term on the r. h. s. of (IX.9). Define
∆nE(λ,Hµs) := En(λ,Hµs)− ρ−1En−1(λ,Hµs). (IX.11)
It is shown in [48], Eqns (V.24)-(V.25) that e(Hs) satisfies the equation
e(Hs) =
∞∑
i=1
ρi∆iE(e(Hs), Hs), (IX.12)
where the series on the right hand side converges absolutely by the estimate
|∂mλ ∆nE(λ)| ≤ αn(
1
12
ρn+1)−m for n ≤ j and m = 0, 1, (IX.13)
shown in [21]. The relation (IX.12) together with the definitions e(µ) := e(Hµs)
and e(ǫg) := e(Hǫgs) = −Hǫgu implies
e(µ) =
∞∑
i=1
ρi∆iE(e(µ), Hµs) (IX.14)
and
e(ǫg) =
∞∑
i=1
ρi∆iE(e(ǫg), Hǫgs). (IX.15)
We estimate the difference between these series. It follows from the analyticity
of En(λ,Hs) in Hs, see [21], Proposition V.3, that ∆iE(λ,Hµs) are analytic in
µ ∈ Dδi , i ≤ j − 1. Now, by the induction assumption Dδi ⊃ D(ǫg, ρ04 δi) for
i ≤ j − 1. Hence using the Cauchy formula we conclude from (IX.13) that for
i ≤ j − 1
|∂µ∆iE(λ,Hµs)| ≤ 4αi
(1− ρ)ρ0δi on D(ǫg,
ρ0
4
δi).
The latter estimate together with (IX.13) gives
∞∑
i=1
ρi|∆iE(e(µ), Hµs)−∆iE(e(ǫg), Hǫgs)|
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≤
j−1∑
i=1
ρi(
αi
δi
|e(µ)− e(ǫg)|+ 4αi
(1− ρ)ρ0δi |µ− ǫg|) + 2
∞∑
i=j
ρiαi
≤ 20α1|e(µ)− e(ǫg)|+ 80α1
(1− ρ)ρ0 |µ− ǫg|+ 4αjρ
j
on D(ǫg,
ρ0
4
δj), where we used that δj = 118ρ
j
. This estimate together with the
relations (IX.14) and (IX.15) gives
|e(µ)− e(ǫg)| ≤ 40α1
1− ρδj + 160αjδj (IX.16)
in D(ǫg, ρ04 δj), provided α1 ≤ 140 . This estimate together with (IX.9) and (IX.10)
and the definition of Dδn implies (IX.8) with n = j, provided
1 + α0
4
+
40α1
1− ρ + 160α0 ≤ 1. (IX.17)
Remembering the definition of αj , we see that the latter conditions can be easily
arranged by taking g sufficiently small. This proves (IX.8).
Next we show that for g sufficiently small
Dτδn ⊂ D(ǫg, 1.5ρ0τδn), where τ = O(1). (IX.18)
The proof of this embedding proceeds by induction in n along the same lines as
the proof of (IX.8) given above. We have
|e(µ) +Hµu| ≥ |Hǫgu −Hµu| − |e(µ)− e(ǫg)|.
Again using the equality in (IX.10) and the estimates |∂µ∆0E(µ)| ≤ ρ−10 α0 and
(IX.16), we find
|e(µ) +Hµu| ≥ ρ−10 (1− α0 −
160α1
ρ(1 − ρ))|µ− ǫg| − 80ρ
−1αjδj
in Dδj , provided α1 ≤ 140 . Let µ ∈ Dτδj . Then |e(µ) + Hµu| ≤ τδj , which
together with the previous estimate gives
|µ− ǫg| ≤ ρ0(1− α0 − 160δ1
ρ(1− ρ))
−1(τ +
80αj
ρ
)δj .
This yields (IX.18), provided g is sufficiently small.
Embeddings (IX.8) and (IX.18) with τ = ρ
8
imply that
Dδn \D ρδn
8
⊃ D(ǫg, ρ0
4
δn) \D(ǫg, 3ρ0ρ
16
δn).
Since ∀n, ρ0
4
δn >
3ρ0ρ
16
δn−1, the sets on the r. h. s. cover the interval (ǫg, ǫg+ 118ρ0)
and therefore so do the sets on the l.h.s. . Hence the lemma follows.
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X Supplement: Background on the Fock space, etc
Let h be either L2(R3,C, d3k) or L2(R3,C2, d3k). In the first case we consider h
as the Hilbert space of one-particle states of a scalar Boson or a phonon, and in the
second case, of a photon. The variable k ∈ R3 is the wave vector or momentum
of the particle. (Recall that throughout this paper, the velocity of light, c, and
Planck’s constant, ~, are set equal to 1.) The Bosonic Fock space, F , over h is
defined by
F :=
∞⊕
n=0
Sn h⊗n , (X.1)
where Sn is the orthogonal projection onto the subspace of totally symmetric
n-particle wave functions contained in the n-fold tensor product h⊗n of h; and
S0h⊗0 := C. The vector Ω := 1
⊕∞
n=1 0 is called the vacuum vector inF . Vectors
Ψ ∈ F can be identified with sequences (ψn)∞n=0 of n-particle wave functions,
which are totally symmetric in their n arguments, and ψ0 ∈ C. In the first case
these functions are of the form, ψn(k1, . . . , kn), while in the second case, of the
form ψn(k1, λ1, . . . , kn, λn), where λj ∈ {−1, 1} are the polarization variables.
In what follows we present some key definitions in the first case only limiting
ourselves to remarks at the end of this appendix on how these definitions have to
be modified for the second case. The scalar product of two vectors Ψ and Φ is
given by
〈Ψ , Φ〉 :=
∞∑
n=0
∫ n∏
j=1
d3kj ψn(k1, . . . , kn) ϕn(k1, . . . , kn) . (X.2)
Given a one particle dispersion relation ω(k), the energy of a configuration of
n non-interacting field particles with wave vectors k1, . . . , kn is given by
∑n
j=1 ω(kj).
We define the free-field Hamiltonian, Hf , giving the field dynamics, by
(HfΨ)n(k1, . . . , kn) =
( n∑
j=1
ω(kj)
)
ψn(k1, . . . , kn), (X.3)
for n ≥ 1 and (HfΨ)n = 0 for n = 0. Here Ψ = (ψn)∞n=0 (to be sure that the r.h.s.
makes sense we can assume that ψn = 0, except for finitely many n, for which
ψn(k1, . . . , kn) decrease rapidly at infinity). Clearly that the operator Hf has the
single eigenvalue 0 with the eigenvector Ω and the rest of the spectrum absolutely
continuous.
With each function ϕ ∈ h one associates an annihilation operator a(ϕ) de-
fined as follows. For Ψ = (ψn)∞n=0 ∈ F with the property that ψn = 0, for all but
finitely many n, the vector a(ϕ)Ψ is defined by
(a(ϕ)Ψ)n(k1, . . . , kn) :=
√
n+ 1
∫
d3k ϕ(k) ψn+1(k, k1, . . . , kn). (X.4)
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These equations define a closable operator a(ϕ) whose closure is also denoted by
a(ϕ). Eqn (X.4) implies the relation
a(ϕ)Ω = 0 . (X.5)
The creation operator a∗(ϕ) is defined to be the adjoint of a(ϕ) with respect to the
scalar product defined in Eq. (X.2). Since a(ϕ) is anti-linear, and a∗(ϕ) is linear
in ϕ, we write formally
a(ϕ) =
∫
d3k ϕ(k) a(k) , a∗(ϕ) =
∫
d3k ϕ(k) a∗(k) , (X.6)
where a(k) and a∗(k) are unbounded, operator-valued distributions. The latter are
well-known to obey the canonical commutation relations (CCR):[
a#(k) , a#(k′)
]
= 0 ,
[
a(k) , a∗(k′)
]
= δ3(k − k′) , (X.7)
where a# = a or a∗.
Now, using this one can rewrite the quantum Hamiltonian Hf in terms of the
creation and annihilation operators, a and a∗, as
Hf =
∫
d3k a∗(k) ω(k) a(k) , (X.8)
acting on the Fock space F .
More generally, for any operator, t, on the one-particle space h we define
the operator T on the Fock space F by the following formal expression T :=∫
a∗(k)ta(k)dk, where the operator t acts on the k−variable (T is the second
quantization of t). The precise meaning of the latter expression can obtained by
using a basis {φj} in the space h to rewrite it as T :=
∑
j
∫
a∗(φj)a(t∗φj)dk.
To modify the above definitions to the case of photons, one replaces the vari-
able k by the pair (k, λ) and adds to the integrals in k also the sums over λ.
In particular, the creation and annihilation operators have now two variables:
a#λ (k) ≡ a#(k, λ); they satisfy the commutation relations[
a#λ (k) , a
#
λ′(k
′)
]
= 0 ,
[
aλ(k) , a
∗
λ′(k
′)
]
= δλ,λ′δ
3(k − k′). (X.9)
One can also introduce the operator-valued transverse vector fields by
a#(k) :=
∑
λ∈{−1,1}
eλ(k)a
#
λ (k),
where eλ(k) ≡ e(k, λ) are polarization vectors, i.e. orthonormal vectors in R3
satisfying k · eλ(k) = 0. Then in order to reinterpret the expressions in this paper
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for the vector (photon) - case one either adds the variable λ as was mentioned
above or replaces, in appropriate places, the usual product of scalar functions or
scalar functions and scalar operators by the dot product of vector-functions or
vector-functions and operator valued vector-functions.
Acknowledgements:
A part of this work was done while the third author was visiting ETH Zu¨rich,
ESI Vienna and IAS Princeton. He is grateful to these institutions for hospitality.
References
[1] Walid Abou Salem, J. Foupin, J. Fro¨hlich, I.M.Sigal. On theory of reso-
nances in non-relativisitc QED, Preprint, 2007.
[2] Asao Arai. Mathematical analysis of a model in relativistic quantum electro-
dynamics. Applications of renormalization group methods in mathematical
sciences (in Japanese) (Kyoto, 1999)
[3] Asao Arai. Mathematical theory of quantum particles interacting with a
quantum field. Non-commutativity, infinite-dimensionality and probability
at the crossroads, 1–50,
[4] Asao Arai, , Masao Hirokawa. Ground states of a general class of quantum
field Hamiltonians. Rev. Math. Phys. 12 (2000), no. 8, 1085–1135.
[5] V. Bach, Th. Chen, J. Fro¨hlich, and I. M. Sigal. Smooth Feshbach map
and operator-theoretic renormalization group methods Journal of Functional
Analysis, 203, 44-92, 2003.
[6] V. Bach, Th. Chen, J. Fro¨hlich, and I. M. Sigal. The renormalized electron
mass in non-relativistic quantum electrodynamics. Journal of Functional
Analysis, 243, no. 2, 426–535, 2007.
[7] V. Bach, J. Fro¨hlich, and A. Pizzo. Infrared-Finite Algorithms in QED:
The Groundstate of an Atom Interacting with the Quantized Radiation Field.
Communications in Mathematical Physics 264, Issue: 1, 145 - 165, 2006.
[8] V. Bach, J. Fro¨hlich, and I. M. Sigal. Quantum electrodynamics of confined
non-relativistic particles. Adv. in Math. , 137:299–395, 1998.
[9] V. Bach, J. Fro¨hlich, and I. M. Sigal. Renormalization group analysis of
spectral problems in quantum field theory. Adv. in Math. , 137:205–298,
1998.
FGS-3, April 6, 2009 30
[10] V. Bach, J. Fro¨hlich, and I. M. Sigal. Spectral analysis for systems
of atoms and molecules coupled to the quantized radiation field. Com-
mun. Math. Phys., 207(2):249–290, 1999.
[11] V. Bach, J. Fro¨hlich, I. M. Sigal, and A. Soffer. Positive commutators
and spectrum of Pauli-Fierz Hamiltonian of atoms and molecules. Com-
mun. Math. Phys., 207(3):557–587, 1999.
[12] M. Berger. Nonlinearity and functional analysis. Lectures on nonlinear
problems in mathematical analysis. Pure and Applied Mathematics. Aca-
demic Press, New York-London, 1977.
[13] Thomas Chen, Juerg Fro¨hlich, Alessandro Pizzo. Infraparticle Scattering
States in Non-Relativistic QED: I. The Bloch-Nordsieck Paradigm Authors.
arXiv:0709.2493
[14] Thomas Chen, Juerg Fro¨hlich, Alessandro Pizzo. Infraparticle Scattering
States in Non-Relativistic QED: II. Mass Shell Properties. arXiv:0709.2812
[15] C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg. Photons and Atoms
– Introduction to Quantum Electrodynamics. John Wiley, New York, 1991.
[16] J. Faupin. Resonances of the confined hydrogenoid ion and the Dicke effect
in non-relativisitc quantum electrodynamics. Ann. Henri Poincare´ 9, no. 4,
743–773, 2008. ArXiv 2007.
[17] J. Fro¨hlich, M. Griesemer and B. Schlein. Asymptotic Electromagnetic
Fields in Models of Quantum-Mechanical Matter Interacting with the Quan-
tized Radiation Field. Advances in Mathematics 164, Issue: 2, 349-398,
2001.
[18] J. Fro¨hlich, M. Griesemer and B. Schlein. Asymptotic completeness for
Rayleigh scattering. Ann. Henri Poincare´ 3, no. 1, 107–170, 2002.
[19] J. Fro¨hlich, M. Griesemer and B. Schlein. Asymptotic completeness for
Compton scattering. Comm. Math. Phys. 252, no. 1-3, 415–476, 2004.
[20] J. Fro¨hlich, M. Griesemer and I.M. Sigal. Spectral theory for the standard
model of non-relativisitc QED. Comm. Math. Phys. 283, no. 3, 613–646,
2008. ArXiv
[21] J. Fro¨hlich, M. Griesemer and I.M. Sigal. Spectral renormalization group
analysis. ArXiv
FGS-3, April 6, 2009 31
[22] V. Gergescu, C. Ge´rard, and J.S. Møller. Commutators, C0-semigroups and
resolvent estimates. J.Funct. Anal., 216:303–361, 2004.
[23] V. Gergescu, C. Ge´rard, and J.S. Møller. Spectral Theory of massless Pauli-
Fierz models. Commun. Math. Phys., 249:29–78, 2004.
[24] M. Griesemer and D. Hasler. On the smooth Feshbach-Schur map. J. Funct.
Anal., 254(9):2329–2335, 2008. arXiv.
[25] M. Griesemer, E.H. Lieb and M. Loss. Ground states in non-relativistic
quantum electrodynamics. Invent. Math. 145, no. 3, 557–595, 2001.
[26] S. Gustafson and I.M. Sigal. Mathematical Concepts of Quantum Mechan-
ics. 2nd edition. Springer 2006.
[27] Ch. Hainzl, M. Hirokawa, H. Spohn. Binding energy for hydrogen-like
atoms in the Nelson model without cutoffs. J. Funct. Anal. 220, no. 2, 424–
459, 2005.
[28] D. Hasler and I. Herbst Absence of ground states for a class of translation
invariant models of non-relativistic QED. Comm. Math. Phys. 279, no. 3,
769–787, 2008. ArXiv
[29] D. Hasler, I. Herbst and M.Huber On the lifetime of quasi-stationary states
in non-relativisitc QED. Ann. Henri Poincare´ 9, no. 5, 1005–1028, 2008.
arXiv:0709.3856.
[30] Masao Hirokawa, Fumio Hiroshima, Spohn, Herbert. Ground state for point
particles interacting through a massless scalar Bose field. Adv. Math. 191
(2005), no. 2, 339–392.
[31] Masao Hirokawa. Boson-fermion system. Applications of renormalization
group methods in mathematical sciences (Japanese) (Kyoto, 1999).
[32] Masao Hirokawa. Recent developments in mathematical methods for models
in non-relativistic quantum electrodynamics. A garden of quanta, 209–242,
World Sci. Publishing, River Edge, NJ, 2003.
[33] Fumio Hiroshima. Ground states of a model in nonrelativistic quantum elec-
trodynamics. I. J. Math. Phys. 40 (1999), no. 12, 6209–6222.
[34] Fumio Hiroshima. Ground states of a model in nonrelativistic quantum elec-
trodynamics. II. J. Math. Phys. 41 (2000), no. 2, 661–674.
FGS-3, April 6, 2009 32
[35] Fumio Hiroshima. Ground states and spectrum of quantum electrodynamics
of nonrelativistic particles. Trans. Amer. Math. Soc. 353 (2001), no. 11,
4497–4528 (electronic).
[36] Fumio Hiroshima. Self-adjointness of the Pauli-Fierz Hamiltonian for ar-
bitrary values of coupling constants. Ann. Henri Poincare´ 3 (2002), no. 1,
171–201.
[37] F. Hiroshima. Nonrelativistic QED at large momentum of photons.A garden
of quanta, 167–196, World Sci. Publishing, River Edge, NJ, 2003.
[38] Fumio Hiroshima. Localization of the number of photons of ground states
in nonrelativistic QED. Rev. Math. Phys. 15 (2003), no. 3, 271–312.
[39] Fumio Hiroshima. Analysis of ground states of atoms interacting with a
quantized radiation field. Topics in the theory of Schro¨dinger operators,
World Sci. Publishing, River Edge, NJ, 2004, 145–272.
[40] Fumio Hiroshima, H. Spohn. Ground state degeneracy of the Pauli-Fierz
Hamiltonian with spin. Adv. Theor. Math. Phys. 5 (2001), no. 6, 1091–1104.
[41] P. Hislop and I.M. Sigal. Introduction to spectral theory. With applications
to Schro¨dinger operators. Applied Mathematical Sciences, 113. Springer-
Verlag, New York, 1996.
[42] M. Hu¨bner and H. Spohn. Radiative decay: nonperturbative approaches.
Rev. Math. Phys. 7, no. 3, 363–387, 1995.
[43] M. Hu¨bner and H. Spohn. Spectral properties of the spin-boson Hamiltonian.
Ann. Inst. Henri Poincare´, 3:269–295, 2002.
[44] W. Hunziker and I.M. Sigal. The quantum N-body problem. J. Math. Phys.
41, no. 6, 3448–3510, 2000.
[45] A. Pizzo. One-particle (improper) States in Nelson’s Massless Model. An-
nales Henri Poincar 4, Issue: 3, 439 - 486, June, 2003.
[46] A. Pizzo. Scattering of an Infraparticle: The One Particle Sector in Nelson’s
Massless Model. Annales Henri Poincare´ 6, Issue: 3, 553 - 606 , 2005.
[47] M. Reed and B. Simon, Methods of Modern Mathematical Physics, IV,
Ananlysis of Operators. Academic Press, 1978
[48] I.M. Sigal. Ground state and resonances in the standard model of the non-
relativistic QED. Preprint 2007.
FGS-3, April 6, 2009 33
[49] E. Skibsted. Spectral analysis of N-body systems coupled to a bosonic field.
Rev. Math. Phys., 10:989–1026, 1998.
[50] Herbert Spohn. Dynamics of charged particles and their radiation field,
Cambridge University Press, Cambridge, 2004.
