Abstract-In this paper, a novel scheduling strategy based on particle swarm optimization (PSO) algorithm is proposed for the downlink of multiuser MIMO systems. By means of PSO searching mechanism, this scheduling algorithm mainly seeks the optimal "particle", i.e. the best scheduled user group, to maximize the system capacity. Besides, a new approach to associate the possible scheduled candidates by "particles" in PSO is also presented. Simulation results reveal that the proposed PSO strategy achieves nearly the same performance to the exhaustive search (ES) algorithm in terms of capacity performance, but with lower complexity. The convergence analysis is also presented to give a guideline in determining the parameters to keep the PSO convergent.
INTRODUCTION
Nowadays enormous interests have been attached on the downlink of multiuser MIMO wireless communication systems because of the potential for increasing capacity. In the multiuser transmission systems, the base station (BS) communicates with several mobile stations (MSs) in the same frequency band simultaneously, therefore, considerable capacity gain can be achieved compared with the point to point single user MIMO systems. However, the achievable capacity largely depends on the channel link of each MS. Unfortunately, in actual downlink scenario, some of the MSs may be in deep fading. With increasing number of MSs, the probability that at least some of them are experiencing deep fading increases. Thus, an effective and practical approach is that BS will choose the best MSs group to communicate with, which can not only reduce the processing overhead but also improve the capacity. Since achieving the optimum capacity performance requires an exhaustive search (ES) over all possible candidates, which is computationally prohibitive, the suboptimum scheduling algorithms [1] [2] [3] [4] have been extensively investigated recently. The First Fit (FF) and Best Fit (BF) strategies are of interests to build a TDMA frame in [1] . In [2] , a tree structure is used to avoid an ES for the best MSs group, but the average group SNR or capacity between any candidate MS and the scheduled MS should be carried out before each scheduling. Besides, this paper adopts iterative projections method to get the precoding matrix close to the one obtained by block diagonal (BD), Still a large processing overhead. [3] searches for the MSs group that minimizes the sum of the spatial compatibility check (SCC) metric for all pairs of MSs in the group, the performance of which is largely dependent on the correlation of the MSs'. And this method can also be applied to case where each MSs has single antenna. In [4] , block diagonal (BD) with coordinated transmit-receive processing is exploited in the strategy to schedule the MSs with highest eigenvalues for transmission, however, SVD operation has to be performed for each of the K MSs.
Particle swarm optimization (PSO) algorithm has been proved its great ability in solving many optimization problems. In this paper, PSO is introduced to search the best MSs group to maximize the system capacity. First an objective function to measure the amount of system capacity is established under the condition of zero forcing (ZF) precoding. Then, a new way to associate the possible scheduled candidates by "particles" in PSO is put forward. After that, the optimization process is performed to search the best MSs group according to the established objective function. Simulations support the proposed PSO strategy as it shows near-optimal performance as the ES algorithm, and outperforms both the SCC method in [3] and the randomly scheduling method. What's more, the convergence analysis may help us to determine the restricted region for those parameters to guarantee the convergence of PSO.
The remaining of this paper is organized as follows: channel model and problem formulation is described in Section II. Section III gives a brief introduction to the PSO algorithm. In Section IV, novel multiuser scheduling strategy based on PSO algorithm is carried out. Then the simulation results are compared and analyzed in section V. The convergence analysis is presented in section VI to derive the convergent condition of PSO. Finally in Section VII, the conclusion is drawn based on the comparison analysis.
II. SYSTEM MODEL
Consider the downlink scenario of a multiuser system with one Base Station (BS) and M active MSs, where BS has a uniform linear array (ULA) of N antennas and each MS is equipped with one antenna for simplicity. The diagram of downlink systems is shown in Figure 1 . A single frequency channel is simultaneously shared by all the MSs. Thereby, the associated channel link between MS k and the BS can be denoted as The total channel matrix H assembled by the channel vectors of all MSs can be written as follows:
Assumed that L MSs are scheduled in each realization of the channel, now the scheduling problem can be simplified to choose ( N) L L ≤ best channels. Namely, L rows k h of H will be selected for transmission based on some specified criteria, and the assembled channel vectors can be denoted as
. Denote the data vectors transmitted from the BS to the scheduled MSs as
will be imposed upon these vectors before they are transmitted. The received data vector can be mathematically written in the following expression: The channel response is considered to be flat and perfect CSI is known to the BS. Under such assumptions, the system capacity of downlink multiuser system is given by 2 2 log det(
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H
• and L Ι are the vector or matrix conjugate transposition and an L L × identity matrix respectively. Assumed that simple ZF precoding matrix is adopted in this work, which forces the signal of each MS to lie on the null space of all other MSs' channels. Precoding matrix F satisfies the condition log det( ) log (1 ) log (1 (
log (1 ( )
III. THE PARTICLE SWARM OPTIMIZATION ALGORITHM PSO, which was first developed by Kennedy and Eberhart [5] in 1995, is a kind of evolutionary computational technology based on the intelligent behavior of organisms, and its basic idea is from artificial life and evolutionary computation originally. It learns from the behaviors of bird flock finding food. When searching for food, perhaps all the birds may not know where the exact position of the food is, but they can recognize how far it is away from their current location. What they need to do is to follow the bird which is nearest to the food. Motivated by that, in PSO, a group of random particles(solutions) imitating bird flock are initialized in the searching space, all of particles have fitness values which are evaluated by the objective function to be optimized, and they have velocities which direct their "flying" direction. The particles are "flown" through the problem space by following the current optimum particles. PSO algorithm searches for optimal fitness value and the corresponding particle by updating generations of the particle ( ) x τ and its velocity ( ) v τ according to the following two formulas : 
limited to its bounds. w is the inertia weight factor. This iterative process is stopped until the maximal iteration number or the termination condition is met. Generally, PSO is a powerful and promising optimization method and characterized as a simple and computationally efficient concept, both in formulation and computer implementation. Unlike the other evolutional optimization algorithms [6] , PSO has the advantages of quickly converging to the approximate region of the global minimum. Therefore, the method has been widely used in many fields [7] , such as artificial neural network training, function optimization, synthesis of antenna arrays and so on. At present, as a global optimal method, PSO is utilized already in communication field [8] , for example in the precoding matrix design.
IV. MULTIUSER SCHEDULING BASED ON PSO
Recall that the capacity expression deduced in equation (4) . Therefore, the objective function evaluated in the PSO algorithm can be defined as follows:
Before the PSO algorithm is introduced to solve the multiuser scheduling problem, first we have to address the problem how to associate every possible scheduled candidate by one particle. The primal idea may be using the binary variable to represent whether the MS would be selected or not [9] . Then the members of particles can be defined such that 1, MSs scheduled , 1 0,
i.e. ]
can be interpreted as a specified particle, which can also be regarded as one possible scheduled candidate. However, such definition in equation (8) 
x ∈ , and in each particle the L larger values will be picked out, which represent the L MSs with higher probabilities will be selected for the BS to communicate with. In virtue of this approach, the detailed flow of multiuser scheduling based on PSO algorithm can be divided into the following 4 steps: 1) Initialization. A total number of K particles
are randomly generated, and the corresponding initial velocities ,
of all the particles are also produced randomly. 2) On the basis of particle ( ) 
The relationship between (6) for the next iteration. 4) Repeat the above steps 2) to 3) until the iteration number reaching the maximal iteration number T, then the PSO algorithm stops and the optimal scheduled candidate can be obtained.
V. SIMULATION RESULTS
Consider multiuser downlink scenario of a total number 16 M = active MSs and a single BS with 4 N = antennas, where 4 L = MSs are added to the scheduled group. To demonstrate the performance of the proposed PSO method, simulation results of the exhaustive search (ES) method, spatial compatibility check (SCC) method in [3] and the randomly scheduling method are also provided in this section. In addition, the particle number K is 20 and the maximal iteration number T is 10. Inertia weight factor 0.9 w = and acceleration constant 1 2 2.0 c c = = . Figure 2 shows the system capacity cumulative distribution function (CDF) of the four different schemes at SNR=15dB. It could be seen that the PSO algorithm can achieve a gain of at least 3 bit/s/Hz over the SCC method in [3] , nearly 8 bit/s/Hz over randomly scheduling method, and a gap of less than1 bit/s/Hz compared with the ES method in terms of the 10% outage capacity. The effect of iteration number on Capacity iteration=10 iteration=5 iteration=2 iteration=1 Figure 4 The effect of iteration numbers on 10% outage capacity Figure 3 depicts the 10% outage capacity performance of four different schemes. As it can be observed, the exhaustive search (ES) method over all possible combinations shows the best achievable capacity. The capacity of the proposed PSO algorithm achieves nearly the same performance as the ES method and the gap between them can be neglected. The SCC method in [3] performs worse than PSO algorithm because it only focus on minimizing the correlation between any pair of the MSs in the scheduled group, whereas does not heighten the channel gain of the MSs. But it can effectively increase the system capacity compared with the randomly scheduling method, which is the worst among all these four algorithms. Figure 4 displays the effect of iteration numbers on 10% outage capacity. As it can be expected, as the iteration numbers increase, substantial improvement in capacity can be achieved. This is because the PSO scheme takes into account more possible scheduled candidates after sufficient iterations. However, no obvious capacity improvement can be achieved after several iterations. For example, the two curves in Figure  4 , corresponding to iteration number 5 and 10 respectively, nearly overlap. That is to say, the capacity obtained by the proposed PSO scheme under 5 iterations is also a very close approximation to that by ES method. This implies that we may seek a proper maximal iteration number to get a trade-off between capacity and complexity, depending on practical requirements.
As for the computational complexity, we mainly focus on the number of floating-point calculations (FLOPS) required by each algorithm. It is assumed that matrix multiplication AB may need 4MNP FLOPS where 
FLOPS. Since the PSO scheduling algorithm has the same treatment process as the ES when evaluating the fitness function in the iterative course, therefore, the total complexity of PSO scheduling algorithm equals to
FLOPS are required to construct the correlation matrix SCC. The randomly scheduling method has lowest complexity than the other algorithms, however; it suffers a substantial performance loss in terms of outage capacity. Consider multiuser downlink scenario mentioned above with specified parameters, on the basis of the complexity analysis, the ES, PSO, SCC roughly require1055600,116000, 12160FLOPS,respectively. In such scenario, the ES consumes the longest time, followed by the PSO spending much fewer time. Actually, for generic optimization problems such as maximizing the capacity mentioned above, a small number of the particles and several iterations basically result in a relative better performance, which also doesn't lead to large amount of computations. Therefore, PSO scheduling algorithm strikes a better tradeoff between capacity and computational complexity compared with ES in many applications.
VI. CONVERGENCE ANALYSIS
For the convergence of PSO, Luo in [13] has done a lot of work and tried to demonstrate it from the mean and variance of the particles point. However, this paper did not present sufficient proof to show that personal best value approaches global best value as iteration goes on, which directly lead to the convergence of PSO. On the basis of Luo's work, this paper attempts to address this problem from the searching mechanism point, the details of which is shown below and perhaps needs further investigation. Actually, the evolutionary process of the PSO can be generalized as a stochastic process with variable ( ) x τ , while the global best value can be regarded as the desirable solution to the specified problem. Now assume that P is the solution to some specified problem, then the convergence of the PSO algorithm can be defined as follows:
We say that ( ) Without loosing generality, this paper first analyses the convergence for one dimension PSO, from which the convergent condition can be obtained. And this condition can be easily extended to high dimensions because each dimension of particles in PSO is evolved totally independent with each other. From equation (5) and (6), the position self updating expression can be expressed as follows: 
The generic solutions to equation (13) .In fact, three cases corresponding to 0, 0, 0 Δ > Δ = Δ < need to be discussed to determine the restricted region of the parameters in PSO. The details of this procedure are not presented here for limited space, which can also be seen in [13] . This paper only presents the final results of the restriction on these parameters to guarantee the convergence of 
