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I. INTRODUCTION 
Sound dispersion, the dependence of sound velocity on 
frequency, was first discovered by Pierce (21) in 1925. He 
used an acoustic interferometer with a piezoelectric oscilla­
tor as the sound source to measure the velocity of sound in 
carbon dioxide. In the region of 100 kilocycles per second 
he found that the velocity increased with increasing fre­
quency . These results were in disagreement with the classi­
cal equations of sound propagation which are not frequency 
dependent. 
The explanation of this phenomenon can be found by con­
sidering the internal degrees of freedom of the gas molecules. 
At ordinary frequencies these internal degrees of freedom 
follow the acoustic cycle ; i.e., the local, periodic thermal 
disturbances caused by the sound waves. However, at suffi­
ciently high frequencies they fail to follow the acoustic 
cycle, and an increise in the velocity is the result. When 
the frequency is further Increased the velocity levels off 
and again becomes independent of frequency. 
It is assumed that the internal degrees of freedom ex­
change energy with translation by collisions. The collision 
rates in gases are on the order of 10^ per second while the 
sound dispersion occurs at considerably lower frequencies 
indicating that the probability of energy exchange in one 
collision is quite small. In fact it is found that for many 
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gases thousands of collisions occur before an energy exchange 
takes place• The dispersion observed is almost always due to 
vibrational degrees of freedom. Rotational quanta relaxations 
are observed at much higher frequencies than those of vibra­
tional quanta, which indicates that molecular rotations achieve 
equilibrium after only a few collisions. 
In the years following Pierce1s discovery the phenomenon 
of sound dispersion was studied quite extensively in light 
diatomic and triatomic gases. In more recent years heavy 
polyatomic gases have been of great interest (3, 9, 27, 31). 
The complexity of the problem is also increased when one 
attempts to understand sound dispersion in gas mixtures. 
Here one is concerned with the expression relating the ob­
served relaxation time with the individual relaxation times 
of the mixture components as s. function of concentration. 
These relaxation times are important since they can be used 
as a tool to study intermolecular potentials. 
A classical theory for predicting the probability of a 
change in the vibrational energy of a molecule during a col­
lision was developed by Landau and Teller (16) in 1936. 
Quantum mechanical treatments have also appeared in recent 
years (14, c3, 37, 38). In general, the results have not 
been too satisfactory although better agreement between theory 
and experiment is now evident. Part of the difficulty arises 
from the uncertainty of the intermolecular potential. 
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The purpose of the work reported here is to examine mix­
tures of complex dispersive gases with non-dispersive gases 
to determine the dependence of the observed relaxation times 
on the mixture concentration. Also, mean vibrational colli­
sion lifetimes (the reciprocal of the probability of deactiva­
tion for a given collision) of a complex molecule in an other­
wise pure inert gas are calculated from the data and compared 
with theoretical predictions. 
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II. THEORY 
A. Sound Propagation in Gases 
1. Classical theory 
The equation developed by Richards (24) from first prin­
ciples for the velocity of sound in any homogeneous, isotropic 
medium is 
where V is the velocity of sound, P the pressure, T the Kelvin 
temperature, jû the density, >i the molecular weight, and C0 
the specific heat at constant volume. (All specific heats 
will be given at constant volume unless otherwise stated.) 
Plane waves are used ajid he assumes that the sound is trans­
mitted adiabatically. This equation has been shown to be 
experimentally correct within 0.001% for acoustic waves of 
intensity less then 130 decibels so it would appear that the 
assumptions are valid. The word "classical11 implies the 
exclusion of molecular effects. 
For the ideal equation of state Eq. 1 becomes 
where R is the universal gas constant in appropriate units, 
and VQ refers to the ideal velocity at frequencies below the 
dispersive region. One could use Eq. 2 to determine C0 from 
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experimental values of the sound velocity. 
£. Sound dispersion theory 
The phenomenon of sound dispersion first observed by 
Pierce (21) could be explained if the specific heat were a 
function of frequency• Then Eq. 2 would be written as 
where denotes the angular frequency. 
If one neglects electronic excitation the specific heat 
of a gas consists of contributions from translational, rota­
tional, and all vibrational degrees of freedom ; i.e., 
When energy is supplied to a gas it is distributed through 
collisions among the degrees of freedom according to Eq. 4. 
If equllicrium is disturbed each mode tends to return to its 
equilibrium value. The time required for equilibrium to be 
reestablished depends upon the number of collisions occurring 
and the probability of energy transfer during a collision. 
The relaxation time, 9, is defined as the time required for 
a particular mode to return to l/e of its equilibrium value 
after a disturbance. 
Dwyer (6) studied Ig .and verified an earlier belief that 
the vibrational degrees of freedom have a slower rate of 
energy exchange than the rotational degrees of freedom. In 
fact the relaxation tiù,e for the vibrational energy Is usually 
(3) 
^o '"'trans + ^rot + ^vib ' (4) 
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about 100 times larger than that for rotational energy• 
Vibrational relaxation times for most gases are on the order 
of 10""* to 10~® seconds. 
As the frequency approaches 1/9 of a mode the specific 
heat contributed by that mode decreases and goes to zero as 
the frequency is increased. The remaining specific heat that 
contributes is called C# , and for this work where vibrational 
relaxation is of interest 
^oo = ^vib = ^trans + ^rot ' ^ 
At frequencies above the vibrational dispersive region the 
velocity is given by 
v£ =F (1 + cr)- (6) 
One now needs an equation for the velocity in the dis­
persive region. Richards (24) considers the harmonic charac­
ter of the sound wave and obtains s complex expression for 
the specific heat: 
c 
C w =  Go o  +  i  +  ic j ©  •  ( ? )  
When this is put into-Eq. 3 one obtains 
VM - r l 1 *  gsVi^cI ] • (8) 
Tne real part gives 
v2 RT v(u) 3 ST ( 9 ,  
In the limit of low and high frequencies Eq. 9 reduces to 
p 
Eqs. 2 and 6 as required. It is easily shown that has 
an inflection point at 
,,2 Vo * 
V(") ' 2 
at which the inflection frequency is given by 
60, = 2 7Tf1 = J|o_ . (10) 
x x W^oo 
Hence the relaxation time can be calculated from the experi­
mental inflection frequency. 
Polyatomic gas molecules have 3N-6 vibrational modes, 
and one would expect each mode to have its own relaxation 
time. Schafer (28) gives the dispersion equations to be used 
in this case. The complex specific heat is given by 
C6> = Coo + ^ 1 + iwQj • (H) 
However, in almost all cases only one relaxation time is 
observed experimentally. Two exceptions are CHgClg (31) and 
C^Hg (35) which both show double dispersion. Single disper­
sion can be explained if one assumes a strong intermodal 
coupling between the vibrational degrees of freedom. The 
vibrational mode which is most easily excited serves as en 
exchange mode for all of the vibrational modes, and the energy 
is coupled almost instantaneously to the remaining vibrational 
modes. The relaxation time of the exchange mode is then given 
by 
8 
e »  =  4 9 '  ( 1 2 )  
where Cm is the part of Cvdue to the exchange mode. The 
subscript m is used since the exchange mode is always the 
mode of lowest frequency; i.e., minimum. This is called 
excitation in series. 
Double or multiple dispersion will appear when the inter-
modal coupling breaks down. In the examples cited above there 
is a large gap in the vibrational frequency distribution and 
it is believed this is the reason double dispersion is ob­
served . Each mode or each exchange mode as the case may be 
then exchanges energy separately with translation. This is 
denoted as parallel excitation. 
3. Sound propagation in mixtures 
Let us consider a mixture of a non-dispersive gas with 
a gas which shows single dispersion. The procedure is analo­
gous to that used in the preceding section. However, an 
effective molecular weight and an effective specific heat 
replaces h and in Eq. 3. 
Let x be the mole fraction of the non-dispersive gas 
which will be denoted as gas B. Then 1-x will be the mole 
fraction of the dispersive gas A. In general one has 
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keff = kA(l"x) + MBX 
( Gqo ) gf f = ( 1—X ) + Cqoq X 
^vibWf = G^(l-x) + cbx 
^o^eff = ^°° ^ eff + ^vib^eff ' (13) 
and Cg designate vibrational specific heats. Since gas B 
has no vibrational specific heat and no dispersion one has 
(cw)eff = (G* )gff + ± * l6)G- , (14) 
and in analogy with the preceding section 
1 + R ^Co^eff * W^(C*, )eff 
+w2g2(C*, )g (6) ) >leff 
eff Ax 00 ' eff 
The relaxation time is 
(15) 
®A = 2^fl (Ooo°)eff ' (16) 
When one has a mixture of two dispersive gases the 
equations for the velocity and relaxation are more compli­
cated. This will be discussed later. 
4. Ideal corrections 
All of the velocity equations developed here are for an 
ideal gas. Since the dispersive gases used in this work are 
not ideal the experimental velocities must be corrected in 
order to fit the theoretical curves. 
In most cases a first order real gas correction is suf-
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flcient, and then the observed velocity may be Idealized by 
the method of Sette ejt al. (31). They write 
vreal = % _ <*p , (17) 
ideal 
where 
In this expression P is the pressure, B is the second viral 
p 
coefficient, and CQ is the specific heat at constant pressure, 
B is obtained from the Berthelot relation: 
= 
(18> 
The subscript c indicates critical values. 
The standard procedure for finding reel gas corrections 
in a mixture is to calculate effective critical constants for 
the mixture and proceed as above. However, where one compo­
nent is highly ideal this method proves to be unsatisfactory. 
Instead, a procedure similar to that of klyahara. and Richard­
son (20) is followed here. The correction term en is calcu­
lated for the dispersive gas and then weighted by the mole 
fraction of dispersive gas. Hence, instead of Eq. 17 we have 
real 
^ideal 
= 1 - oc(l-x)P . (20) 
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B. Specific Heats 
According to the classical equipartition theorem the mean 
energy associated with each variable which contributes a 
quadratic term to the energy has the value (l/2)kT in thermal 
equilibrium. In other words each degree of freedom has energy 
il/'c) kT associated with it. Hence, the specific heat per 
mole is (3/2)R for translation and (3/2)R for rotation for 
a non-linear molecule, symmetric or non-symmetric• The molecu­
lar viorations are considered to be harmonic oscillators and 
the classical energy then consists of (1/2)kT for kinetic 
energy and (1/2)kT for potential energy. However, this re­
sult is good quantum mechanically only when hi)/kT approaches 
zero. At room temperatures the vibrational energy is less 
than kT and Cv^ must be calculated by the Planck-Einstein 
relation: 
of modes. Even though the oscillators ere not really harmonic 
the error involved is usually less than a fraction of a per 
cent. The specific heat is then given by 
The vibrational spectra for the polyatomic molecules are given 
in Table 1. 
(21) 
denotes the degeneracy of the jth mode, and n is the number 
Cq = 3R + cvib ' (22) 
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Table 1. Fundamental molecular vibrational spectra in cm -1 
OH?.] CClgFg 
437(2)9 
630(3) 
904 
459(2) 
667 
831 
260 
320 
433 
455 
664 
877 
919 
1082 
1147 
1265(3) 1109(2) 
1380(2) 
303 5 
a( ) denotes degeneracy of mode• 
For the monatomlc gases the specific heat is simply given 
by (3/OR as can be deduced from the early part of this sec­
tion. 
1. General discussion 
The primary equations which govern the transition of 
molecules from one energy state to another are reaction rate 
equations. In general there will be such a rate equation for 
each state. There are two known cases in which these can be 
combined to give a single equation for the internal energy as 
a whole; the two-state system, and the harmonic oscillator. 
In the two-state system two quantum states are assumed, 
the ground state with weight gQ arid an excited state with 
C. Relaxation Theory 
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weight g]_ and energy £ greater than the ground state (the 
subscripts o and 1 denote ground and excited states respec­
tively) . If n is the total number of particles, then 
n = nQ + n^ • (23) 
Let k^ be the average number of i —transitions per mole­
cule per second. Then the transition rate from the ground 
state to the excited state (excitation rate) is kolnQ and 
the de-excitation rate is k^Qn^. Note that the k^ are pro­
portional to the total number of molecules per mole when 
the transitions =re due to collisions. The rate equation is 
dn-, 
ar = koino - kioni • <24> 
and its solution with the help of Eq. 23 is 
n1 = A + B exp[-(klo + kQl)tJ , (25) 
•where A arid B are constants. By definition the relaxation 
time is 
5 = (klo + kol> • (s6> 
In equilibrium dn^/dt = o so 
^1 ^01 
no " klo ' 
(27) 
and from the condition of statistical equilibrium 
^ ~ exp(- 6/kT) 
o =o 
so 
kol = *i0 ~ 6J(p( — 6/kT) . (28) 
ë0 
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Thus, 
à = ^of1 + F exp(- (/kT)] . (29) 
y 1 So 
The harmonic oscillator case is somewhat more compli­
cated . Herzfeld and Litovitz (11), following Landau and 
Teller, assume an infinite number of states j with transitions 
occurring only for a j = ±,1 • If nj is the occupation number 
of state j the rate equation is 
dn. 
dt - kj-l,jnj-l ~ j-lnJ ~ (kj,j+lnj " kj+l,jnJ+l) ' 
(30) 
For this harmonic oscillator all weight factors are unity and 
€ = h') . Herzf eld and Litovitz obtain 
|= klo ~ kol ' (31) 
and 
g = klo[l - exp(-h»v>/kT) ] . (32) 
Note the sign change from the two-state case. In the case of 
very low temperatures one could treat the harmonic oscillator 
as a two-state system (neglect all but the two lowest states) 
and use Eq. 29. Then for both cases 1/9 24 k-^ . However, at 
higher temperatures this is an invalid approximation, and one 
must use Eq. 3£. 
Let-P^q be the average probability per collision that de-
excitation will occur and R the collision rate per molecule. 
Then k^0 = RP^o and k^ = R?0j_. The numbers usually con-
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sidered are the mean collision lifetimes, 
Zlo = Vplo = - exp(-hV/kT) ] . ( 33) 
The collision rate R is found from the relation 
Ry = 12.69(10)? F (34) 
as derived by Amme (l). For gases where the viscosity, y , 
is not known it can be calculated from critical data to within 
a few per cent by a method due to Licht and Stechert (17): 
,3/2 
1 
= 6.30(10) -6 fK3Ptl1/6 
L T„ . 
(T/Tg) 
.(T/Tc) + 0.8J (35) 
c. Relaxation times for mixtures 
Consider a mixture of two gases at a total pressure of 
one atmosphere. Each gas shows single dispersion. Denote the 
gases by A and B and let x be the mole fraction of gas B 
present in the mixture. The net number of deactivations per 
second of an A molecule due to A - A collisions in the mixture 
is then 
£ - £ - V • 
A - B collisions can also result in deactivations and this 
number is given by 
£ - *£ • ^  • AB 
The total net number of deactivations per second of molecule 
A in the mixture is then given by 
16 
( 3 6 >  
where is the relaxation time of pure gas A, is the 
relaxation time of an A molecule in otherwise pure gas B, and 
6^ is the relaxation tin.e of an A molecule in the mixture. 
Similarly, the relaxation time of a 3 molecule in the mixture 
is 
®B = ®BB ' (37) 
For the case where gas B is non-dispersive only the A mole­
cules relax and Eq. 36 is the equation to use along with Eq. 
10 where tne replaces ©. This allows one to calculate 
which is the quantity of interest for this type of mixture. 
In some previous work (.36) it was suggested that the 
equation relating the relaxation times for a mixture of two 
dispersive gases is quadratic in form; i.e., 
1 = (I-*)2 + + (l-x)x + (38) 
0 °AA eAB ®3A @BB 
where 6 is proportional to the observed relaxation time. For 
the case where gas B is non-dispersive the last two terms 
drop out and one is left with 
1 = (1-x)2 + x(1-x) (3g) 
G OAA OAS ^ ' 
in contradiction with Eq. -36. It was this discrepancy which 
suggested that mixtures of this type should be examined in 
order to determine which ecuation is correct. 
17 
Eq. 38 can slso be obtained by s. different method which 
places some restrictions on its applicability. The mixture 
can be treated in exactly the same manner es one gas with two 
degrees of freedom excited in parallel is treated in Herzfeld 
and Litovitz (11). Proceeding in this manner end using the 
same notation as before one obtains 
yC = I1 + R[(c°° )eff+ rrr +^ ôrrrtôêj] j • 
(40) 
The square bracket must now be brought on a common denomin­
ator and one finds 
H( 1+ iwQ^ ) ( 1+ ioQg ) i 
(iw)Gj^0g(Coo ) eff+ (i^) [Goo ( 0^+0g) + Cj^(l-x)Og+CgX0j^ + (Co) eff > 
(41) 
where 
(^o ^eff = "(Goo )eff + G^(l-x) + Cgx • (42) 
(In the rest of this section C0 and C^ will be effective 
specific heats and the effective notation will be dropped.) 
The denominator is now set equal to zero and treated as a 
quadratic equation in (ito); the negative of the roots will be 
1/61 , 1/9" where 0', 0" are the experimental relaxation times. 
Herzfeld and Litovitz prove this for their derivation of the 
multiple relaxation times in a single gas. The two roots are 
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i- , k. = Ifi_ + i_ + îà- D=ïl + °§_ x_ 7 
o' ' 6" i:[eA eB c„ eA c„ eB J 
+ ijTl- + 1_ + °A_ 1 » 2g_ x_f _ 4 ^5 l1/2 
2 (l®A Gg Coo @A Goo ©B J Goo ®A®B J 
(43) 
Note that for the case where gas B Is non-dispersive; i.e., 
Gg = oo , Gg = U, Eq. 43 reduces to 
èr - b - h k ' 0 -  U4) 
which is the linear equation. 
Now consider the c?se where Ca - Cg. Then Eq. 43 becomes 
1 _ lfCo (1-X + X ) , (x 1—X \1 
' ô¥ ~ êic^r [-Ql Qi; \ël "ëi JJ 
flrx + 2L_) + /*_ + 1%%]] _ n 4Co Ï 
2 cLGoo X eA eB/ \eA eB/J coo eAeB j 
,1/2 
(45) 
Define 
1461 
and consequently, 
h- • è* * gfîsr è+ y - o» 9A0B] 
= l[cS~ 9 + - g[[cS" I - y8 
+ 4C0x(l-x) n „ ± _ f f z  . (47) 
Coo [©A Gg J J 
For the case where ©^ ^  0g the last term In the square root 
is small and we have 
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F" ' i*= 5T i ' fc ; (48) 
i • G« j 
1 
Q1 = * 55) - è* = + ^ • (49) 
When the expressions for 9^ and 9g are Inserted one can see 
that one of the observed relaxation times will be the quad­
ratic equation obtained earlier. The specific heat associated 
with 0 is the full value for the mixture while that associated 
with 00 is almost zero. Hence, under these conditions one 
would expect to observe single dispersion for the mixture and 
the observed relaxation time would be 1/9'. Single dispersion 
has been observed experimentally by Amme and Legvold (2) and 
the quadratic equation is valid. 
D. Prediction of Collision Lifetimes 
1. Introduction 
An energy transfer between vibration and translation can 
only occur when the two molecules are close together; i.e., 
in a collision. Binary collisions predominate since the rate 
of energy exchange is proportional to the pressure for a given 
temperature. 
In early theoretical quantum treatments of the excitation 
process by Kallmann and London (14) and 0. K. Rice (23) It was 
shown that the transition probability depends on the inter­
action potential between the molecules and on their relative 
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velocity. Zener (-37, 38), looking et the problem both class­
ically and quantum mechanically, showed that collisions should 
be very effective in rotational energy transfer but rather 
ineffective in vibrational energy transfer. Landau and Teller 
(16) treated the problem classically and deduced the correct 
temperature dependence of the transition probability. More 
recent quantum mechanical treatments for simple molecules in­
volve the use of a Lennard-Jones interaction. Schwartz et al. 
( 30) formulate the theory for the one-dimensional case ; 
Schwartz and Herzfeld (29) extend it to three dimensions. 
Tanczos (34) has even applied this method to some halomethanes 
through a normal coordinate treatment. Considering the 
approximations made the results have been quite successful• 
2• Landau-Teller result 
A great stride forward was made by Landau and Teller ( 16) 
in their classical treatment. They applied Ehrenfest1 s 
adiabatic principle to the process and showed that the prob­
ability of energy transfer depends on the ratio of the period 
of vibration to the period of interaction. This important 
ratio is "Os/v where *) is the vibration frequency, v is the 
relative velocity, and s is the range of interaction. When 
^s/v » 1 excitation will be weak because of the adiabatic 
nature of the interaction. From this it is concluded that 
only the short range repulsive forces are effective in 
21 
producing transitions end the long range attractive forces can 
be neglected. (It turns out that this is not quite true since 
the attractive forces tend to increase the relative velocities 
before impact.) They also assumed a much better interaction 
potential (an exponential form of the above ratio) and took 
a iùaxwellian distribution of velocities to obtain an average 
probability. Their result for a head-on collision of a 
diatomic molecule and an atom as given in Herzfeld and 
Litovitz is 
Plo = _I_ = (fjj) exp[-1 ( w )  j  >  ( 5 0 )  
where k is Boltzmann1s constant, ZQ is a pure number of order 
p 
unity, and £' = yu( 277-^ s) .yU is the reduced mass, t) the vibra­
tional frequency, and s the repulsive range. This equation 
does give the correct temperature dependence; i.e., 
-1/3 
log Plo oc T . However, they could not calculate relaxa­
tion times since values of the constants in the interaction 
potential were not known. 
3. A discussion of the Schwartz, 
Slawsky, and Herzfeld (SSH) theory 
A good review of this theory is presented in Herzfeld and 
Litovitz so only the high points and some special applications 
will be presented here. The SSH theory was first formulated 
for the case where s diatomic molecule B-G is hit by a mole­
cule A. In this quantum treatment the "hitting" molecules A 
22 
are considered to be a parallel stream of particles falling on 
one molecule B-C which sets as a scatterer. A plane wave is 
then associated with this stream of particles. Elastic scat­
tering occurs when there is no energy transfer to the vibra­
tional modes of B-C and inelastic scattering occurs when there 
is an energy transfer• Thus one has a scattering problem 
which has to be solved by perturbation methods. If the 
kinetic energy of the incoming particles is PQ/2/u then the 
number of collisions needed for de-excitation is equal to the 
number of A molecules scattered elastically by the excited 
B-C molecule per second divided by the number scattered per 
second with kinetic energy p2/2yx + . 
An interaction potential producing short range repulsive 
forces is required as shown by Landau and Teller. An expo­
nential potential satisfies this requirement and in addition 
is very convenient for mathematical treatment. It may even 
be correct for the repulsion. However, no provision is made 
for an attractive term which is known to exist. The Lennard-
Jones 6:12 potential, 
is in widespread use today and gives fairly good results when 
it is used to calculate transport properties and virial 
coefficients of many gases. In Eq. 51 the negative term 
represents the attraction and is theoretically understood 
12 6 
(51) 
while the r ^  term is mathematically convenient and gives a 
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steep repulsion. €. is the well depth and r0 is the range 
where V = 0. 
SSH selected an exponential repulsive potential of the 
type 
V = V0 exp [ - ot(r-rc)] - £ , (52) 
where € is the Lennard-Jones parameter, oc = l/s and rc is 
the classical turning point, or the range where V(r) = 
l/id yU VQ • v0 is the relative velocity at r = oo . This func­
tion is then equated to the Lennard-Jones function at r = rQ. 
The derivatives are also equated at this point. The constants 
V0 and ol can then be determined since r0 and €. sre known from 
viscosity data or second virisl coefficients. Their result 
is ocrQ — 17.5. 
In the three-dimensional case the scatterer is considered 
to be spherically symmetric so that the vibration corresponds 
to s breathing sphere. Also, no interaction with rotation is 
assumed. A decisive approximation first proposed by 
Takayanagi (33) which allows the integration to be performed 
is to replace the centrifugal term in the quasipotentisl by a 
constant. This is a long range force like the attractive 
force and it acts in the same manner ; i.e., it increases the 
relative velocity before collision. The equation for the mean 
vibrational collision lifetime of a diatomic molecule B-C 
in a stream of A molecules is 
24 
Z,l0 = 1.017^J Z0ZvlbZtrY(2,E)exp(-É/kT)[l - exp(-0/T)]-1 , 
(53) 
wnere 
Z .. _ ^BIV|c ^ lviA+kB"t"IUic ^ l o1 • 
(M§+N%)%A ^ 
Ztr = TT2(§r) ( h )  expfl(H " 2T J ' 
e = h^lm/K , 
9' = 0.815 Q£ytxs2 , 
and 
Y ( z , z )  =: 0.76(1 + 1.1 6 / k T )  .  
k Is the molecular or atomic weight, ju. = M^(Mg+Kc)/(MA+I%+I/iC), 
s is in angstroms, and Z0 is a steric factor which expresses 
the probability that molecule B-C is properly oriented, upon 
collision. For more complex molecules g normal coordinate 
treatment described by Tanczos (34) must be used. This leads 
to additional coefficients. 
— 12 
For many polyatomic molecules the r repulsion in the 
Lennard-Jones 6:1£ potential is not steep enough. Hamann and 
Lambert (10) have proposed a 7:28 Lennard-Jones potential 
which seems to work very well for some molecules. Amme and 
Legvold (4) have used the SSH method in order to determine the 
repulsive range s from the 7:28 potential: 
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v = 46 [(r)28 -GH7]- (54) 
They find s - r0/54 which compares favorably with experimental 
values of s obtained from temperature dependence studies of 
the halomethanes conducted by Amme and Legvold (3) and 
kcCoubrey et al. (19). One can thus conclude that the 7:28 
potential gives a fairly good description of the interaction 
between halome thane molecules. 
If both components of a mixture are known to separately 
obey the 6:12 potential; 
12 
*. - ••»[(¥) - M l • 
12 /T, x6 
v B  =  - ( ¥ ) ] '  ( 5 5 )  
then the potential function between the unlike molecules may 
be approximated by (12) 
VAB •  « « [ m "  -  m i  •  
where 
rAB = 2 (roA+roB^ > (57) 
^AB = • (58) 
The combining rules are semiempirical but give satisfactory 
"results in predicting the transport properties of some mix­
tures. Eq. 58 is an approximation to more elaborate expres­
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sions which have been suggested (13, 22, 32); but as Meson and 
honchick (18) note, they do not always lead to consistently 
better agreement with experiment, and it is better to use the 
simpler expressions for the present. 
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III. EXPERIMENT 
A. Apparatus 
1• The Interferometer 
The variable-path interferometer has proven to be one of 
the most accurate and reliable instruments for the determina­
tion of ultrasonic velocities. Essentially, one he g a column 
of gas with the two ends consisting of a source end a movable 
reflector. When they are separated by an integral number of 
half wavelengths standing waves obtain and the wavelength, À , 
is then given by 
n A  = 2d , (59) 
where n is the number of nodes and d is the distance between 
source and reflector. In practice the absolute distance is 
not measured. Instead, a node is found and the reflector is 
then moved through a number of nodes to another node some 
distance d away. Then Eq. 52 is applied. 
The source for interferometers of this type usually con­
sists of an X-cut piezoelectric crystal which is excited at 
its fundamental frequency with an electronic oscillator. Both 
surfaces of the circular crystal are optically flat end coated 
with a thin layer of evaporated gold. Electrical contact is 
made to the surfaces via silver paint from two of the three 
crystal mountings. Quartz, makes a good piezoelectric source 
because its piezoectivity is nearly constant from 20°C to 
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3G0°C, and the amplitudes of vibration are proportional to the 
applied voltage up to 300 volts. 
In interferometer theory one assumes that the source 
emits plane waves. In order that this is realized experi­
mentally two conditions must be fulfilled: (a) the ratio of 
the source diameter to sound wavelength is large, and (b) the 
ratio of the chamber diameter to sound wavelength is^greater 
than 100. Condition (a) avoids the possibility of diffraction 
effects. The 400 kilocycle per second crystal used throughout 
this experiment has e. 5 cm. diameter and a typical wavelength 
is 0.5 mm. with a maximum of 1 mm. so this ratio is greater 
than 100 for most cases and greater than 50 for all cases. 
Condition (b) is required in order to eliminate the effects of 
possible "Rayleigh modes". In quartz various transverse modes 
are coupled to the thickness vibration and a crystal surface 
several transverse wavelengths in diameter will contain sev­
eral areas which differ in amplitude and phase of vibration. 
When these transverse modes match the radially resonant condi­
tion of the gas in the chamber they will be propagated as 
"Rayleigh waves". The phase velocity and attenuation of these 
waves are different than those of the plane wave. This effect 
is overcome when the chamber diameter to wavelength ratio is 
greater than 100, and the 10 cm. chamber used here is suffi­
cient. Any standard text such as Bergmann (5) gives a more 
extensive discussion of ultrasonic radiation from quartz. 
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A cross-section of the interferometer chamber is pre­
sented in Figure 1. The reflector drive rod A which extends 
upward to the micrometer is made of machined Invar steel. 
Parallelism with the crystal G is maintained with the help of 
a precision bushing K. The crystal leads B enter through a 
vacuum seal as do the thermocouple leads L. All of the solid 
black dots are neoprene o-rings. The chamber E is of non­
magnetic stainless steel, and it is sealed to the system with 
a copper o-ring D. The chamber is bolted on and can be easily 
removed for servicing. The reflector F consists of a glass 
disc connected to a stainless steel piste. The bottom surface 
of the reflector is optically flat and gold-plated. It is 
connected to the top surface of the crystal to eliminate any 
capacitance between the crystal and reflector which would vary 
with reflector position. Two of the three crystal mountings 
J are shown in the figure. They are spring loaded end fit 
into little dimples on the crystal spaced 120° apart. Connec­
tions to the crystal surface are also made through these 
mountings by the use of silver paint. Parallelism is obtained 
by use of the double threaded adjustment screws N. If the 
reflector and crystal are not parallel satellites may appear 
on the nodes and the response is much lower. The entire 
chamber is enclosed by a thermal jacket H to keep temperature 
fluctuations at a minimum. This jacket is also wired with a 
heating coil for work above room temperature. When the heat-
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Ing coils are on, water is circulated through the top plate C 
to keep the apparatus mounted on top of the plate from unnec­
essary heating. 
When one studies the halomethanes it is necessary to use 
materials in the system which do not corrode easily. The 
leads sre made of either platinum or gold and stainless steel 
is used for all of the mountings. The leads enter into the 
system through glass tubes which are vacuum sealed at the top. 
The gas inlet, which is not shown, is located in the top of 
the chamber. 
2. Associated apparatus 
The reflector shaft is connected to a micrometer slide 
which was manufactured by Gaertner and Company. Its traveling 
length is 100 mm. with s least count of 0.001 mm. The micro­
meter is solidly mounted on a brass plate and it is driven at 
a constant speed by a synchronous motor. The reflector is 
balanced by counterweights so there is only a very slight 
drag for the micrometer screw to overcome. 
The oscillator which drives the crystal at its naturally 
resonant frequency is basically the one described by Rossing 
(26). Slight changes have been made for reduced noise and in­
creased sensitivity. Figure £ shows the circuit diagram. The 
oscillator plays a dual role; i.e., it also is used to detect 
trie resonance positions of the reflector. This is possible 
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because the crystal Impedance changes.es the reflector 
approaches a resonance position, end e sharp change in the 
oscillator plate current accompanies the impedance change. 
The oscilletor output is fed into a Brown potentiometer 
recorder and appears on the chart as e series of peeks, one 
for each node. Figure 3 shows a typical chart. This is 
essentially a graph of the plete current es e function of re­
flector position. When relaxation absorption is present the 
peaks become broader and attenuated. With proper analysis 
the absorption coefficient cen be determined from this infor­
mation. 
A 250 ma. electronically reguleted power supply which is 
fed with 115 volts from a 2.5 K.V.A. Stebiline voltage regu­
lator supplies the power for the oscillator. The frequency 
is measured with a BC-221 frequency meter. Vacuum equipment 
consists of a forepump end a McLeod vacuum gauge. Temperature 
is measured with the aid of an iron-constentan thermocouple, 
a Rubicon Co. potentiometer, and a Leeds end Northrup galvano­
meter. A mercury manometer is used to measure the gas pres­
sure • 
B. Methods 
The velocity of sound in a gas can be quite sensitive to 
any impurity present, especially if the impurity has a sig­
nificantly different molecular weight. Hence, before a run 
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was made the system was evacuated and outgasscd thoroughly so 
that the gases used previously could not contaminate the mix­
ture. The static vacuum was checked by valving the forepump 
out of the system and then observing any rise in pressure with 
KcLeod gauge. After pumping for a day or two the system was 
sufficiently outgassed. 
The dispersive gas was fed into the system to the desired 
pressure as the first step in preparing a mixture. After a 
wait of several minutes the pressure was recorded. The non-
dispersive gas was then fed into the system until the desired 
total pressure was obtained. Then the percentage of each gas 
in the mixture was calculated according to the law of partial 
pressures. The pressure of the second g?s Introduced was 
maintained considerably higher than that of the gas already in 
the system, and it was introduced fairly rapidly in order to 
minimize any diffusion of the first gas out of the chamber. 
Total pressure of the mixture was usually about 85 cm. of mer­
cury. To ensure thorough mixing the mixture was allowed to 
stand at least twelve hours before velocity measurements were 
attempted. 
As discussed previously the velocity is a function of 
f/p. Hence, the gas pressure was lowered in steps with the 
forepump, and the velocity was measured at each step. After 
a short wait for equilibrium to obtain, the reflector, which 
was driven by a synchronous motor, was moved sway from the 
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crystal. The nodes were then recorded with the Brown re­
corder. The gear ratio was such that a one millimeter dis­
placement of the reflector corresponded to eight inches of 
chart paper. The wavelengths were determined by measuring 
the distance between node peaks on the chart. To minimize any 
error in measurement nodes several wavelengths apart were 
measured. Also, many consecutive measurements were made to 
obtain an average. The frequency, temperature, and pressure 
were recorded at each point. During the course of a run 
temperature variations were never more than s few tenths of a 
degree, and standard corrections were applied to the measured 
velocity. 
At the lower pressures abosrption often becomes a problem 
end it is Impossible to obtain more than a few nodes. This 
decreases the precision of the readings considerably. The 
greatest difficulty occurs in He mixtures where the wavelength 
is longer because of the low molecular weight. 
Some of the gases used were stored under pressure in the 
liquid phase. Any impurities which may be present are often 
non-condensible gsses so the liquid was drawn from inverted 
cylinders to minimize contamination from these components. 
The purity of the gases as furnished by the suppliers is given 
in Taole 'c. 
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Table 2. Purity, molecular weight, ar.d specific heats at 
300°K 
7° 
G-as purity M 
CF4 8b-. 3 88.01 
CHF3 99.9 70.02 
CC1£F2 97.0 120.92 
A 99.99 39.944 
Ke 99.98 20.183 
He 99.99 4.003 
'-'vib 
(cal/ (cal/ 
mole-deg) mole-deg) Cm/CVib 
2.80 6.73 0.416 
2.48 4.78 0.519 
1.72 8.57 0.201 
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IV. RESULTS AND DISCUSSION 
A. Experiment 
The velocity dispersion data obtained for mixtures of CF4 
with A, Ne, end He; CClgFr. with A, Ne, and He; end CHF g with 
A and He are presented in Figures 4 through 25. The dots 
represent the ideally corrected experimental values, end the 
solid curves represent the ideel velocities calculated with 
Eq. 15. The values of C0 for the pure dispersive gases were 
calculated from their vibrational spectra according to the 
P l a n e K - E i n s t e i n  r e l a t i o n ,  E q .  2 1 .  ( C 0 ) e f f  a n d  ( C ^  ) a r e  
given in Table 3. 
For the most part the data fit the theoretical disper­
sion curves very well. However, the velocities of some of the 
He mixtures tend to be too large at the higher frequencies. 
This results from the long wavelengths and broad nodes encoun­
tered in these mixtures. Fewer nodes are available for meas­
urement, and it is harder to determine their peeks. At the 
higher f/p values where absorption becomes a problem this 
effect is enhanced, and the velocity measurements are not as 
precise. The scatter in a 25$ CClgFg - 75/% He mixture was so 
bad that no inflection frequency could be determined. Data 
for a 23.5% CHF3 - 76.5;= A mixture is shown, but it is not 
included in further calculations because of the lack of data 
in the dispersive region. The inflection frequencies and 
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Table 3. Specific heats, inflection frequencies, and 
relaxation times 
G-as 
^ 0 c diaper- °o uoo „ /n\ — 5 ? 
Give (cal/ (cal/ iU ' 0(10)7 
gas mole-deg) mole-deg) (sec-1) (sec) 
CF4 0 12.60 5.96 4.00+0.10 8.41+0.12 
CF4-A 25.4 10. £0 5.20 3 .35+0.06 9-30+0.07 
II 50.7 7.71 4.49 2.51+0.09 11.0+0.4 
II 75.£ 5.37 3.7c 1.77+0.07 13 .0+0•5 
C F4-K6 £5.4 10.20 5.20 5.05+0.10 6.18+0.11 
11 50.5 7.73 4.45 5.33+0.13 5.21+0.24 
11 75.0 5.40 3.7% 5.15+0.10 4.48+0.09 
CF4-He £5.9 10.14 5.19 18.1+0.6 1.72+0.06 
n 50.8 7.73 4.45 27.5+1.0 1.01+0.04 
11 75..3 5.36 3.72 31.0+1.0 0.740+0.025 
GHF3 0 10.60 5.96 5.10+0.05 5 • 56+0.06 
CHFG-A £4.6 8.76 5. i.3 3.50+0.10 7.61+0.22 
11 51.5 6.70 4.43 £.62+0.10 9.20+0.47 
11 76.5 4.73 3.68 1.30+0.10 16.5+1.4 
CHF3-He £6.4 8.63 5.17 16 . 5+0. 5 1.61+0.05 
11 50.9 8.7£ 4.44 23.3+0.8 1.01+0.04 
H 75.6 4 .85 3.71 £6.0+1.0 0.801+0.032 
CC12F2 0 14 .50 5.96 49 . 5+£ . 5 0.781+0.042 
CClfcF2-A 25.3 11.60 5.21 33.0+1.£ 0.933+0.031 
II 50.4 3.71 4.46 27.0+1.0 1.15+0.05 
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Table 3. (Continued) 
Gas 
% non-
disper- ^o 
sive (cal/ 
gas mole-deg) 
(cal/ 
mole-deg) (sec-1) 
8(10)7 
(sec) 
CC12F2-A 75.3 5.83 3 .72 19.0+0.7 1.31+0.05 
CCljpFip—Ne %5.4 11.60 5.20 42.8+^.5 0.828+0.052 
H 50.5 8.69 4.46 35.2+1.5 0.882+0.039 
II 75.4 5.81 3.71 26.0+1.0 0.9 58+0.038 
CCLGFJY—He <C4.2 11.67 5. C.4 56+3 0.634+0.036 
» 49.9 8.73 4.47 68+2 0.457+0.015 
Table 4. Average values of 
lifetimes 
relaxation times end collision 
Gas 9,9AB(10)7 ®IIII ( ) AB ()7 Z10 > (Z10  ^AB 
CF4 8.41+0.12 3.50+0.05 2220+40 
GF4-A 15.0+1.1 6.24+0.05 3720+90 
CF^-Ne 3.72+0.13 1.55+0.06 859+34 
CF4-He 0 . 547+0.08 2 0.226+0.034 223+30 
CHFg 5. 56+0.06 2.89+0.04 2180+40 
CHFg-A 23.3+4.0 12.1+2-0 7430+600 
CHFg-He 0. 578+0.050 0.300+0.026 298+26 
CC12F2 0.780+0.042 0.157+0.009 109+6 
CCLGF2~A 2.03+0.20 0.408+0-021 238+16 
CCl^-Fg—N e 1.0b+0.06 0. 205+0.013 112+8 
GClj/F ^-He 0.362+0.040 0.0728+0.0080 72+8 
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relaxation times are also presented In Table -3. 
It 1s evident that the inflection frequency and, conse­
quently, the relaxation times do not change a great deal with 
the addition of either argon or neon. However, the addition 
of helium to CHFg and CF^ decreases 0 by a factor of 4 to 7. 
CClgF^-He mixtures also show a decreased 0 but the effect is 
not nearly as great. A higher 0 always results with the addi­
tion of argon while the mixtures of neon with CClgFg and CF4 
result in a lower and a higher 0 respectively. 
Plots of reciprocal relaxation times as a function of 
the inert gas concentration are shown in Figures 27, 28, and 
29. The straight lines are obtained with the help of Eq. .36. 
Is calculated for each mixture and then for each type of 
mixture these values are averaged since Q&q should be constant. 
This average value is taken as the right-hand ordinate for the 
curves. Of course, this is not really correct since there 
must be at least one molecule of the dispersive gas present 
in order to have a vibrational relaxation time end Q&q is de­
fined as that relaxation time. The left-hand ordinate is the 
value for the pure dispersive gas. 
One can see that the experimental values follow the 
linear plot very well. The biggest discrepancy occurs in 
the helium mixtures where there is more scatter in the data. 
Further credence is given to the linear relation when one 
examines the limit of the quadratic form, Eq. 39. This 
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Figure 23. Velocity dispersion In 49.5% CCIgF, - 50.5% Ne at 300.0'K 
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Figure 24. Velocity dispersion in 24.6% CCItFe -75.4% Ne ot 298.5e K 
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Figure 25. Velocity dispersion in 75.8% CCItFt-24.2% He at 297.0'K 
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Figure 27. Reciprocal relaxation times vs. concentration in Cl^ • Inert gas mixtures 
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Figure 28. Reciprocal relaxation times vs. concentration in CHF$-inerl gas mixtures 
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Figure 29. Reciprocal relaxation times vs.concentration in CCl8Fe-inert gas mixtures 
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implies that as x —*-1, 0"^—• 0, so all quadratic curves would 
have to pass through zero at the right-hand ordinate. This 
condition would seem to be difficult to fulfill for the helium 
fixtures where 9~^ increases es x increases. 
One can now use O^g to calculate (Zl0)AB, the mean colli­
sion lifetime of a dispersive molecule A in otherwise pure 
non-dispersive gas B, according to Eq. 3 5: 
^ÎO^AB = ^AB^m^AB^1 " exp(-h^m/kT)] . (60) 
The subscript m has the same meaning as in Eq. 1 2 ,  and (6m) 
is calculated from G^g the same way. Values of Cm/Cv^ are 
given in Table £ and the G^g are listed in Table 4. 
R&g, the collision rste of a single A molecule in gas B, 
is given by (?) 
^AB - nB^ (rAfi) ^ VA + Vg) ^  (l + S^g/T) . (61) 
This is similar to the gas collision rate per molecule for 
the Sutherland molecular model: 
a = nTTr^vd + S/T) , (62) 
wnere n is the numuer of molecules per cubic centimeter, v 
is the mean thermal speed, rQ is the Sutherland collision 
diameter, 3 is the Sutherland constant, and T is the absolute 
temperature. In Eq. 61 S^g and r^g are approximated by the 
empirical relations 
Sab - (sAsBi1/2 (65) 
and 
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fAB - §(roA + fos) ' (64) 
r0_^ end rQg ere calculated from viscosity apt a with the help 
01' Sqs. 6'c and -54. The viscosities and Sutherland constants 
ere given in Table 5 along with the calculated collision 
diameters and collision rates. The Sutherland constants for 
Table 5. Viscosities, Sutherland constants, and collision 
rates 
Gas 
y(10)^  
xcp) 
s
. > sab 
(deg) r° a)ab 
<V . V q 
R , RAB(IO) " 
(sec)~l 
a %.213(l&)^  141(15) 3.00 5.73 
Ne 3.09k(lk) 56(15, k.38 4.10 
He 1.96l(c5) 38(15) "cOo 5.47 
cf4 1.754(1) lbi 3.9% 7.l4 
chf3 1.534(1) 5^6 3.69 8.%7 
cc1%f% 1.308(1) 308 4.38 9.70 
cf4-a 160 3.46 6.78 
CF^'-ix e — — 101 3.15 6.34 
0
 
1 cd 83 %.9s 11.3 
CHt'g-A IsO 3.35 7.0% 
CHF3-He 69 l.87 10.9 
CClfcF2-A -%08 3.69 8.15 
CCl^Fjp—l\e 131 3.38 7.64 
cc1%f%-he 108 3 -'cc 13.9 
a( ) denotes reference. 
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the dispersive gases were estimated to be 0.8 times their 
critical temperatures (17). 
From ïacle 1 one can see that the \)m for CF4, CHFg, end 
CCl^F^ are 4-37, 4 59, end 260 cm-1 respectively. 
The experimental Z^Q end (z]_Q)^g are presented in Tecle 
4. Values of 0 obtained for CF4 and CHF3 compare favorably 
with those reported by Rossing (27) while Rossing's value was 
used for CCl^Fr,. However, the Zjq 1 s for these gases in Table 
4 are considerably smaller than Rossing1s since he used the 
incorrect two-state case (see Eq. 29) instead of the harmonic 
oscillator case in his calculations. Upon comparison of the 
mean collision lifetimes one can see that for argon mixtures 
X-Y collisions are roughly half as effective es X-X colli­
sions (X and Y represent dispersive and non-dispersive gases 
respectively). It is also evident that helium collisions 
are very effective in producing transitions, especially in 
CF4 end CHF3. Keon is more effective then argon, cut when 
it is mixed with CCl^Fg there is little difference between 
X-rY and X-X collisions. 
The largest error which occurs in the computation of 
collision lifetimes arises from uncertainties in Q. These 
uncertainties result from an inability to locate the inflec­
tion frequency exactly and are obtained in the following 
manner. An ideal dispersion curve is calculated using an 
arbitrary 0 end plotted on one graph, and the data are plotted 
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on s separate graph. Then the inflection frequency is deter­
mined by shifting the graphs along the abscissa until the best 
fit is obtained. Reasons le bounds are set by shifting the 
curve to the left and right. One can do this because in a 
p 
plot of V versus lo^ f/p a chenge in the relaxation time 
only shifts the curve along the abscissa without altering the 
shape. The known values of C0 and Coo set the ordinate 
values. 
The uncertainties in were estimated from the linear 
plots of versus x. Straight lines which could reasonably 
be expected to ce drawn through the points were utilized, and 
these intercepts were used in the assignments. 
Possible errors might also exist in the collision rates, 
cut they are very difficult to estimate. However, these are 
expected to be on the order of a few per cent and generally 
smaller than the uncertainties in Qjyg. All other errors which 
might arise have been incorporated in those assigned to ©ab* 
It should be noted that Hiyahara end Richardson (20) 
examined CCl^F^-A and CClgFg-He mixtures. Their data has a 
lot of scatter cut if one determines an average Q^g for each 
type of mixture the results are 0.47(10)sec. for CClgFg-A 
and 1.19(10)"' sec. for CClgF^-He which are factors of four 
smaller and three larger respectively than the found in 
this work. 
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B. Theoretical Implications 
Theoretical values of (z]_q)ab have been calculated with 
the aid of the SSH theory in order to make a comparison between 
theory and experiment. If one writes Eq. 53 for the two cases 
where the incident particles are either the inert atoms or 
the dispersive molecules one has equations for (Z]_o)AB 8n<^ 
z^Q'respectively. Assuming the same steric factor for both 
types of collisions and 
/ïof = ; 
\ rc/AB Uc/ 
fry x „ ZKA+hB) f 6' )7//6 [%(%,%)]AB 
(Zl0)AB = ZlO (-%%-/ Y(%,2) 
x exp|.3/a[(^) - ff1) 7 ] + ^-T5)J 
( 65 )  
is the expression octained for ( zj_q)AB in terms of 1-^q. The 
ran ce for unliKe molecular collisions which occurs in is 
approximated by 
SAB = ^s^+Sg) - |( sA+roB/17. c) . (56) 
The number 17.5 is the value quoted for the 6:12 potential 
by SSH. Lenr.ard-Jones 6:12 parameters and the calculated 
repulsion ranges for the inert gases =re given in Tacle 6. 
The values used for s^ which compare favorably with ranges 
one would expect from a 7:28 potential are those that Amme 
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Tacle 6. Lennard-Jones parameters and repulsive ranges 
£o s (il) s (A) 
G-as r0 (A) (6:12 pot.) (7:28 pot.) €/k ( K) 
A 3.42 0.19 5 0.105 124 
Ke 2-79 0.159 0.0821 35.7 
He &.60 0.149 0.0764 10.22 
sThese values are ta ken from HCB (12). 
and Legvold (3) Detained in their temperature dependence 
studies. (Due to the omission of a factor V2, tne ranges in 
Tacle III of reference (3) should be increased to values 
stated here.) are ta^en from Hirschfelder et. £l. (12) 
and e.£ are obtained froii, the relation : 1.28 e/l£-Tc, the 
critical temperature. The calculated values of Y(2,2) are 
accurate to within 2/é et these temperatures. 
The resulting (z]_q) ere presented in Table 7. Agree­
ment is very good for the CF^ mixtures. This is to be ex­
pected since CF^ comes closer to fitting the conditions of 
the 33H theory than the other heavy molecules used here. 
The theoretical values for CHFg mixtures are too large by 
almost a factor of This is still fair agreement consider­
ing the approximations made in the calculations• The ratio 
of the steric factors, (Z0)Ag/Z0, may be considerably less 
than one in this case so (z]_q)ab should be smaller. Collision 
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Table 7. Calculated ( ZIO) AB USINL^ estimated repulsive 
ranges end potential constants 
Gas 
/" 
S 0 v 
s(A) 
CX2 
CO <
 
C/k(°K) (Z10^AB 
(zIO)AB 
(exp.) 
CF4 44.01 0.13 0.748 178 
0
 
1 'cl .47 0.163 -.732 149 3370 3720 
CF^-lv e 15.4c 0.145 0.344 79.7 656 859 
CF4~He 3.829 0.140 0.075 42.7 230 223 
CHF3 •55.01 0.11 0.420 <c52 
CHF3-A 25.43 0.153 0.595 177 10,600 7430 
CHF3-He 3.787 0.130 0.064 50.7 520 298 
CClgfz 60.46 0.10 0.60s 301 
CCl^Fa-A 30.03 0.148 0.657 193 296 238 
CClgFg—Ne 17.30 0.130 0.292 107 153 112 
CCl^Fg—He 3.875 0.125 0.U605 55.5 228 72 
lifetimes calculated for CCl^Fg-A and -Ne mixtures agree very 
well with experiment, but the theoretical value for CCl^Fg-He 
seems to be too large. If one looks closely at the calcula­
tions it appears as if the exponential factor is too large 
because of a combination of a smaller and a shorter repul­
sive ran^e. One should also remember that this is a perturba­
tion theory, and it is only applicable when Z10 is large. 
Amine and Le gvold (4) suggested that one could determine 
the gross effect on z-^Q by considering the product jus^. If 
/vs^ for the mixture is greater than or less than for the 
pure dispersive gas then ( z]_q ) AB would be greater than or less 
than z-J_Q respectively. This is not quite correct since this 
product for CF4-A is less then that for CF4 while (zio^AB 
greater than z^Q. It appears that one can still get an indi­
cation of the effect on z^q from this product. However, one 
should probably say that as long as this quantity for the 
mixture is not too much lower than that for the pure gas one 
can expect an increase in ( z]_q ) ^3 • 
It has been suggested (6) that the 6:12 potential is 
inadequate to describe argon. With tnis in mind (z-^Q)^ has 
been calculated using the 7:28 potential for both components 
of these mixtures. The 6:12 values of rQ and £ were used for 
the inert gases even though they ere not correct for the 7:28 
potential. The r^'s should not be significantly different 
cut the £'s may be. However, the calculation should give an 
indication as to how well the 7:28 potential might work. 
This potential reduces the repulsive ran.es of A, Ke, and 
He to 0.105, O.OQ'cl, and 0.0765 A respectively as shown in 
Tacle 6. Consequently, as is evident in Table 8 the (z]_q)ab 
are also considerably lower. They do not follow the experi­
mental trend at all, and some of the values are about a factor 
of 7 lower then the experimental values. Hence, it seems that 
even though the 6:12 potential may not be correct it is much 
better than the 7:28 for the inert gases. 
63 
Table 8. Calculated (z^ Q)^B using 7:28 potential for both 
mixture components 
GAS 0 s( A) (ZLO^AB 
^ 
Z10 ^ AB 
(exp. ) 
0
 
1 > 0.118 0.382 470 3720 
0
 
1 5-1 CD 0.106 0.184 430 859 
CF4-He 0.10 5 ,.0406 145 223 
CHFG-A 0.108 • 0.%98 1260 7430 
CHFj-He 0.093% 0.0329 530 298 
CCl^F^-A 0.105 0.318 90 238 
CCl^Fg-Ke ,.0911 0.144 75 112 
CCl^r g-He 0.0882 0.0301 210 72 
The results quoted here also give further credence for 
using the 7:28 potential for the halomethanes, at least in 
predicting collision lifetimes. 
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V. CONCLUSIONS 
On the basis of this worn one may conclude the following: 
1. The reciprocal relaxation times are linearly depend­
ent on tne concentration for dispersive gas-inert gas mixtures. 
One could determine the relaxation time of s pure 
dispersive gas wnen this dispersive region cannot be reached 
experimentally by examining severe! mixture per cents of this 
gss with the proper inert gas and extrapolating the results. 
•3. In general, argon-X collisions are less effective, 
helium-X collisions are more effective, and neon-X collisions 
may ce either more or less effective in energy exchange than 
X-X collisions. 
4. Further support is ;• iven to the 7:23 function as a 
satisfactory description of the interaction between halo-
methane molecules. 
5. The product jus^ can be used to predict the eifect of 
an inert gas on the collision liietimes. If this product for 
the mixture is larger or not too much smaller than that for 
the dispersive gas one can expect en increase in but 
if it is considerably smaller one can expect a sharp decrease 
in U10)ÂB. 
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