Abstract
Introduction
In recent years, cloud computing has gradually become a popular research subject [1, 2] . With the interest in cloud computing continuously growing, the number and types of cloud services experience an explosive increase. As cloud services must be done via the Internet, the traditional Internet with limited resources is challenged unprecedentedly. Meanwhile, users demand higher Quality of Service (QoS), which makes the traditional "best effort" service offered by the network unfeasible anymore. Call Admission Control (CAC), as a means of preventive traffic control, is one of the most effective methods that can be used to avoid network congestions and to guarantee the QoS for cloud services [3] . In order to provide a guaranteed QoS for cloud services, admission control algorithm needs the bound functions in the worst-case scenario to make acceptance decisions. At present time, one of the most effective ways to calculate the bound functions for worst cases is the network calculus.
The rest of this paper is organized as follows. Section 2 overviews the related work in admission control for cloud computing in the literature. Section 3 elaborates the foundations of network calculus. Section 4 outlines our admission control model in cloud computing. Section 5 proposes the effective bandwidth model for aggregate flow and defines the decision-making strategy. Section 6 presents the performance analysis of admission control models with different delay constraints. Section 7, finally, concludes the paper.
Related Work
The theory of Network Calculus (NC) was first developed by Chang [4] and Cruz [5, 6] and then extended by others (e.g., see [7] [8] [9] [10] ). NC is a novel and effective tool of quantitative mathematics for network performance analysis, and computes deterministic bounds on delays,
70
Copyright ⓒ 2014 SERSC backlogs and other QoS parameters using arrival curves and service curves [11, 12] . The most notable advantage of NC, when compared with other traditional statistical theory, is that it provides deterministic boundary analyses [13] . NC aims at analyzing critical behaviors and usually focuses on worst-case performances so that it can provide strict QoS guarantees for services [14, 15] . Evidently, NC has been widely used as a tool to analyze network performance, thereby obtaining tight bound functions to facilitate the admission control of flows [16, 17] .
At present, most of the studies (e.g., see [3, 18] ) in admission controls deal only with per flow. As the cloud computing develops rapidly, there are thousands of users simultaneously requesting cloud service every day, thus per-flow-based admission control approach fundamentally restricts the network's ability to handle concurrent requests. In [19] , Le Boudec et al. defined the notion of Effective Bandwidth (EB) of flow which is based on delay constraint, and proposed that the notion can be used to implement the admission control. However, it is not clear that how EB can be used in the context of admission control for aggregate flow in cloud computing [20] .
In this paper, we present a network model and a system model in terms of the admission control in cloud computing, and propose to improve the network's ability of handling the concurrent cloud service requests by devising admission control methods that target on aggregate flow and utilize EB in making acceptance decisions. Relevant experiments are conducted to investigate the properties of EB for aggregate flow, and to evaluate the performances of EB-based Admission control (EBAC) with different parameters.
Network Calculus Theory
We now give the definition of some of the notions in NC that will be needed in the rest of the paper to acquire EB for aggregate flow in cloud computing. The detailed descriptions of these concepts can be found in [19] . 
where  is the min-plus convolution and is given as follows: 
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Regarding the effective bandwidths of aggregate flow, we may assume i DD  for any i (where i represents different types of flows), then we have:
If this assumption causes trouble, then we may provide a guaranteed delay for every cloud service flow by letting
The Framework
The framework of admission control in cloud computing is shown in Figure 1 which consists of a network model and a system model.
Network domain
Output flows 
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Copyright ⓒ 2014 SERSC ingress node in Figure 1(a) , so that those flows that are accepted will enter the network domain.
As shown in Figure 1 (b), the heterogeneous flows share a common buffer when they are multiplexed, which indicates that this mechanism requires less bandwidth resources than that where each flow is allocated a fixed size buffer. This is exactly the situation described by the inequalities in (5) . In other words, the admission control with respect to aggregate flow can admit more cloud services than that of per flow when the bandwidth of the ingress node is a constant.
Heterogeneous flows' bursts are smoothed through the regulator before being multiplexed. We consider the case where the output flows of regulators are constrained by the traffic specification T-SPEC ( , , , ) p M r b . T-SPEC ( , , , ) p M r b is the shaping curve of the regulator, and is the arrival curve of the output flows of regulators as well, where parameters p, M, r, b are peak rate, maximum packet size, sustainable rate (average rate), and burst tolerance of a flow, respectively. A flow which has T-SPEC ( , , , ) p M r b as its arrival curve is the so called Variable Bit Rate (VBR) flow. The specific constraint function is as follows:
The Admission Control Method
We now give the admission control details in this section.
Effective Bandwidth for per Flow
Equation ( Table 1 in Section 6. 
Figure 2. EB for VBR Flow
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It can be seen clearly from the figure that EB keep decreasing as the delay increase, until a minimum value is hit. In other words, the cloud service rate at the ingress node may keep dropping but cannot be lower than the average rate of flow.
Effective Bandwidth for Aggregate Flow
We now turn our attention to EB for the aggregate flow. Suppose there are I types of cloud services, and the multiplexing module multiplexes n i flows of type i, where n i is the number of cloud services of type i (i=1,2,…,I ). Every flow has T-SPEC ( , , , )
p M r b as an arrival curve. The multiplexing process is as shown in Figure 1(b) , and a fixed, but arbitrary, delay constraint D is set for each flow. The Effective Bandwidth for aggregate flow is given by the following formula: 
Admission Control Strategy for Aggregate Flow
Given that there are I types of cloud service flows to be multiplexed, and the delay is D for every flow; if the output rate of the ingress node is a constant C, then the acceptance/rejection of the aggregate flow is determined by the following conditions: 
Numerical Results and Analysis
We in this section analyze the characteristics of the EB for aggregate flow, and evaluate the performance of EBAC for cloud services. Specific T-SPEC parameters are shown in Table  1 , and the selection of these parameters can be supported by [19] . Figure 4 shows the characteristics of EB. As shown in Figures 4, the EB for an aggregate flow is always less than or equal to the sum of their respective EBs of each individual flow no matter I=2 or I=3. This also shows the correctness of Inequalities (5). Combined with the EB calculation discussed in the previous section, it can be seen that Figure 5 depicts the acceptance performance for the admission control method EBAC when the output rate of the ingress node is 60000 packets/s.
Properties of EB for Aggregate Flow
( ) ( ) D i i D i i i
Performance Analysis of Admission Control Method
It shows that a longer delay constraint can give rise to larger acceptance ability for flows, the bigger delay constraint, as presented previously, causes a smaller EB. So the node can accept more cloud services when the EB is smaller. By combing the computations in (7) with the admission control criteria in (8), we can derive the fact that the number of accepted flows n i (i=1,2,3) are linearly related under a certain delay. Specifically, (7) show that the values of EB for aggregate flow depend not only on the delay constraints, but on the number of accepted flows n i (i=1,2,3) as well. Changes on values of EB directly affect the truth values of (8), and therefore cause curves or surfaces to bend. Figure 5 (a), since the EB for flows of type 1 is less than or equal to that of type 2, the maximum number of acceptable flows of type 1 when being accepted alone (i.e., n 1 when n 2 =0) is more than that of type 2 (i.e., n 2 when n 1 =0), with respect to the delay constraint D specified in the figure. 
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It may appear that the maximum number n 1 is less than or equal to n 2 for other delay constraint D. Note that these figures only depict experiment result with some particular parameter values; in the actual experiment the selection of parameter values is arbitrary.
Conclusions
As cloud computing becomes increasingly popular, the issue of quality of service for cloud computing also becomes critical. Toward a guarantee for quality of service in cloud computing, a flow admission control model was proposed in this paper. Considering that cloud services are typically concurrent and for the purpose of improving these concurrent requests, we investigated the computations of Effective Bandwidth for aggregate flow by means of Network Calculus, and proposed admission control method EBAC that are based on the computation. Numerical experiments are conducted to investigate properties of effective bandwidth, and to evaluate the performance of the admission control method EBAC under different settings.
