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На сучасному етапi розвитку суспiльства iнформацiйнi телекомунiкацiйнi системи вiдiграють одну з
найважливiших ролей в органiзацiї i забезпеченнi бiльшостi сфер дiяльностi людства. Одним iз способiв
передачi даних на скiльки завгодно великi вiдстанi є застосування хвиль короткохвильового дiапазону
(3-30 МГц), що розповсюджуються навколо земної кулi за рахунок одноразового та багаторазового
вiдбиття вiд iоносфери. Задача кодування повiдомлень при передачi їх по каналу зв’язку з завадами
значно ускладнюється. Тут необхiдно враховувати не тiльки статистику джерела повiдомлень, але
i шкiдливий вплив завад. Якщо в каналах зв’язку без завад надмiрнiсть джерела повiдомлень є
шкiдливою та її прагнуть усунути при ефективному кодуваннi, то в каналах зв’язку з перешкодами
спецiально вводять надмiрнiсть з метою пiдвищення вiрогiдностi передачi. Рiзнi методи завадостiйкого
кодування володiють своїми особливостями та дозволяють отримати надлишковiсть та iмовiрнiсть
помилки, необхiднi для даної системи зв’язку. Для вибору необхiдного коду постає задача оптимiзацiї
систем зв’язку за критерiями ефективностi. Особливiстю органiзацiї СДПI при магiстральному зв’язку
є застосування рiзних шарiв атмосфери. Параметри цих шарiв мiняються у значно великих межах
у залежностi вiд погодних умов, пори року, доби, i т.iн. Це у значному ступенi впливає на якiснi
показники iнформацiї, що приймається. Тому розробка алгоритму, який би надавав можливiсть вибору
необхiдного завадостiйкого коду для забезпечення функцiонування магiстрального короткохвильового
радiозв’язку у залежностi вiд показникiв якостi, що висуваються до нього, з урахуванням параметрiв
iоносфери та погодних умов є задачею актуальною. Проведено порiвняльний аналiз сучасних кодiв у
залежностi вiд їх довжини, iнформацiйного та перевiрочного елементу. Показано, що характеристики
iоносфери у значнiй мiрi впливають на параметри каналу зв’язку. Отримано алгоритм, який надає
змогу вибору необхiдного завадостiйкого коду для забезпечення визначених якiсних показникiв.
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Вступ
Одним iз видiв зв’язку, якi iснують i активно
застосовуються на сьогоднiшнiй день, є системи ма-
гiстрального короткохвильового (КХ) радiозв’язку
(РЗ). Їх застосування обумовлено особливими вла-
стивостями:
- можливiстю глобального охоплення ра-
дiозв’язком територiально рознесених кореспон-
дентiв та важкодоступнi райони (зони пiдвищеного
зараження, тяжко прохiднi воднi та гiрськi райони);
- здiйснювати iнформацiйний обмiн в умовах
дiї природних та штучних факторiв, якi порушу-
ють iнфраструктуру iнших видiв зв’язку, та просте
вiдновлення зв’язку порушене за рахунок впливу
випадкових i навмисних перешкод;
- органiзацiя радiозв’язку з мобiльними
об’єктами лише з використанням iндивiдуальних
радiозасобiв кореспондентiв без допомiжних систем
(порiвняно з супутниковим i провiдним зв’язком);
- висока оперативнiсть розгортання та мобiль-
нiсть засобiв короткохвильового радiозв’язку [5].
Особливiстю функцiонування магiстрального
короткохвильового радiозв’язку на дальнi вiдстанi
є формування радiоканалу iз застосуванням шарiв
iоносфери (шари D, E, F1, F2). Вплив параметрiв
атмосфери у значному ступенi впливає на швид-
кiсть передачi iнформацiї.
Крiм того, на параметри радiоканалу суттєвий
вплив мають: час доби, погоднi умови (спека, дощ,
снiг, мороз i т.iн.), пора року [5].
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Достовiрна передача повiдомлень по каналу
зв’язку з завадами можлива, згiдно теореми Шен-
нона, iз введенням надмiрностi [3, 6]. При цьому,
задача кодування повiдомлень значно ускладнює-
ться [1, 3, 12]. Тут необхiдно враховувати не тiльки
статистику джерела повiдомлень, але i шкiдливий
вплив завад [7, 8], стан каналу зв’язку. Якщо в
каналах зв’язку без завад надмiрнiсть джерела по-
вiдомлень є шкiдливою та її прагнуть усунути при
ефективному кодуваннi, то в каналах зв’язку з за-
вадами спецiально вводять надмiрнiсть з метою
пiдвищення вiрогiдностi передачi.
Рiзнi методи завадостiйкого кодування володi-
ють своїми особливостями та дозволяють отримати
надмiрнiсть та iмовiрнiсть помилки, необхiднi для
даної системи зв’язку. В той же час основною зава-
дою на шляху широкого використання кодiв, якi ви-
правляють помилки великої кратностi, є труднощi
реалiзацiї вiдповiдних декодувальних пристроїв [2].
Iснує велика кiлькiсть завадостiйкiх кодiв, якi
застосовуються, в тому числi, в системах РЗ [2, 6].
Для забезпечення необхiдного режиму функцiону-
вання системи РЗ необхiдне забезпечення виконан-
ня висунутих вимог до неї.
Для забезпечення необхiдної достовiрностi пере-
дачi iнформацiї необхiдно застосовувати завадостiй-
кi коди, якi характеризуються рiзними показниками
довжини коду, надмiрностi, iнформацiйностi i т. iн.
Збiльшення надмiрностi коду покращує показни-
ки достовiрностi, але зменшує швидкiсть передачi
iнформацiї [9,11]. В залежностi вiд задачi, що вирi-
шується, постає питання вирiшення оптимiзацiйної
задачi вибору необхiдного завадостiйкого коду.
Тому розробка алгоритму, який би надавав мо-
жливiсть вибору необхiдного завадостiйкого коду
для забезпечення РЗ в КХ дiапазонi в умовах дiї за-
вад у залежностi вiд задачi, що вирiшується, з ура-
хуванням параметрiв iоносфери та погодних умов є
задачею актуальною.
1 Теоретичний аналiз якiсних
показникiв прийманої iнфор-
мацiї
Для аналiзу можливостей передачi iнформацiї
через певний канал потрiбно знати такi характери-
стики каналу зв’язку, як швидкiсть передачi, пропу-
скна здатнiсть каналу та продуктивнiсть джерела.
Для забезпечення своєчасної передачi потокiв
повiдомлень система РЗ повинна мати певний рi-
вень пропускної здатностi [11].
Пропускна здатнiсть — можливiсть системи РЗ
передавати заданi потоки повiдомлень за одиницi
часу.
При виборi коду для передачi даних керуються
вимогами до достовiрностi iнформацiї, що переда-
ється, та швидкостi передачi даних, якi визначаю-
ться характеристиками кодiв.
𝐾𝐻 =
𝑟
𝑛
=
𝑟
𝑘 + 𝑟
. (1)
𝐾𝐻 – надмiрнiсть кодiв; 𝑘 – кiлькiсть iнформа-
цiйних елементiв; 𝑛 – довжина коду; 𝑟 – кiлькiсть
перевiрочних елементiв
𝐾𝐻 = 1− ((log2𝑁0)/(log2𝑁)), (2)
де потужнiсть коду 𝑁0– кiлькiсть дозволених кодо-
вих комбiнацiй, якi використовуються для передачi
повiдомлень; повна кiлькiсть кодових комбiнацiй
𝑁 — кiлькiсть всiх можливих комбiнацiй для даного
коду.
У випадку застосування завадостiйких кодiв
швидкiсть коду залежить вiд надмiрностi (1-2), ре-
альна швидкiсть передачi iнформацiї по каналу
визначається як
𝐶𝑘𝑟 = 𝐶𝑘𝑉𝑘 = 𝐶𝑘(1−𝐾𝐻), (3)
𝐶𝑘 — пропускна здатнiсть каналу; 𝑉𝑘 — ємнiсть
каналу; 𝐾𝐻 - надмiрнiсть кодiв.
Вона показує верхню межу швидкостi переда-
чi iнформацiї по каналу при застосуваннi завадо-
стiйкого кодування i визначає загальну вимогу до
завадостiйких кодiв: для досягнення максимально
можливої швидкостi передачi iнформацiї, що визна-
чається особливостями каналу, необхiдним i доста-
тнiм є зменшення надмiрностi коду.
У реальних умовах вихiднi повiдомлення каналу
мають надмiрнiсть та передаються на фонi завад, за
рахунок чого сигнали спотворюються i вiдбувається
часткова втрата iнформацiї i пропускна здатнiсть
каналу зв’язку визначається за формулою [4]:
𝐶𝑘 = 𝐹𝑐 log2
(︂
1 +
𝑈2𝑐
𝑃𝑧
)︂
. (4)
Оскiльки
𝑉𝑘 = 1− 𝑟
𝑘 + 𝑟
, (5)
то вираз для визначення швидкостi передачi iнфор-
мацiї по каналу буде мати вигляд:
𝐶𝑘𝑟 = 𝐹𝑐 log2
(︂
1 +
𝑈2𝑐
𝑃𝑧
)︂(︂
1− 𝑟
𝑘 + 𝑟
)︂
, (6)
де 𝑈
2
𝑐
𝑃𝑧
— спiввiдношення сигнал/завада на входi
приймача.
В каналi без завад пiсля приймання символу не-
визначеннiсть про вiдповiдний стан джерела знiма-
ється. В каналi з завадами пiсля прийняття такого
ж символу залишається певне значення невизначен-
ностi про стан джерела.
Для каналiв РЗ при розробцi перспективних за-
собiв необхiдно досягати максимальної пропускної
спроможностi для цiєї апаратури каналу зв’язку.
При цьому виникає потреба у застосуваннi алго-
ритмiв вибору оптимальних методiв кодування, якi
забезпечать необхiднi показники передачi iнформа-
цiї.
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На теперiшнiй час iснує велика кiлькiсть завадо-
стiйких кодiв, основними iз них є: з перевiркою на
парнiсть, з постiйною вагою, з подвоєнням елемен-
тiв, iнверснi коди, коди Хеммiнга, циклiчнi коди, Ко-
ди Боуза-Чоухурi-Хоквiнгема, коди Рiда-Соломона,
коди Файра [2, 6, 10].
При передачi iнформацiї шляхом введення вели-
чезної надмiрностi, збiльшенням довжини кодового
слова або нескiнченним повторенням сигналiв може
бути досягнута як завгодно мала помилка навiть
при наявностi завад. Але швидкiсть передачi iнфор-
мацiї при цьому буде прямувати до нуля.
З iншого боку швидкий розвиток мiкроелектрон-
ної технiки дозволяє створити прийнятi за габарита-
ми та вартiстю кодувальнi та декодувальнi пристрої
для завадостiйких кодiв з вправленням групових
помилок великої тривалостi.
Для оцiнки завадостiйкостi каналу зв’язку вико-
ристовують рiзнi критерiї. Математичним виразом
критерiя частiше всього є умова — iмовiрнiсть до-
стовiрної передачi повiдомлень бiльше або рiвно
допустимої.
Найбiльш поширеним є критерiй, вiдповiдно до
якого завадостiйкiсть оцiнюється забезпеченням не-
обхiдної ймовiрностi правильного прийому сигналу
𝑃𝑝𝑝 та ймовiрностi виявлення помилки 𝑃𝑣𝑝 в ко-
довому сигналi. Цi параметри залежать вiд стану
каналу радiозв’язку, а саме, ймовiрностi викривле-
ння одного символу в двiйковому каналi 𝑃0, мiнi-
мальної довжини Хеммiнга 𝑑𝑚𝑖𝑛, довжини коду 𝑛,
кiлькостi перевiрочних елементiв 𝑟 для застосуван-
ня завадостiйкого коду i можуть бути визначенi за
формулами [4]:
𝑃𝑝𝑝 =
𝑡∑︁
𝑖=0
(𝐶𝑖𝑛𝑝
𝑖
𝑜(1− 𝑝𝑜)𝑛−𝑖), (7)
𝑃𝑣𝑝 =
𝑟∑︁
𝑖=𝑡+1
(𝐶𝑖𝑛𝑝
𝑖
𝑜(1− 𝑝𝑜)𝑛−𝑖). (8)
В даному випадку 𝑡 i 𝑟 кiлькiсно характеризують
коригувальну здатнiсть i здатнiсть щодо виявлен-
ня вихiдного (𝑛, 𝑘) коду i задаються вiдповiдними
вiдносинами
𝑡 =
[︂
𝑑𝑚𝑖𝑛 − 1
2
]︂
, 𝑟 = 𝑑𝑚𝑖𝑛 − 1, (9)
де 𝑑𝑚𝑖𝑛 визначає мiнiмальну вiдстань по Хеммiн-
гу мiж всiма можливими кодовими комбiнацiями
початково-заданого (𝑛, 𝑘) коду; [ ] — оператор, який
видiляє цiлу частину.
Оцiнка для довiльного (𝑛, 𝑘) коду, згiдно [4],
визначається межами Плоткiна i Хеммiнга:⎧⎪⎨⎪⎩
𝑑 ≤ 𝑛2𝑘−1
2𝑘−1
𝑛− 𝑘 ≤ log2
𝑑−1
2∑︀
𝑖=0
𝐶𝑖𝑛
⎫⎪⎬⎪⎭ . (10)
По сутi рiшення (10) зводиться до знаходження
екстремуму цiльової функцiї 𝑓(𝑑) = 𝑑 → 𝑚𝑎𝑥 з
урахуванням обмежень, що визначають зазначенi
ранiше межi:
2
𝑛2𝑘−1
2𝑘−1 −1
2 ≥
𝑑−1
2∑︁
𝑖=0
𝐶𝑖𝑛. (11)
2 Алгоритм вибору завадостiй-
ких кодiв
У якостi критерiя роботи алгоритму вибрано
спiввiдношення середнього значення кiлькостi iн-
формацiї 𝑘/𝑛 на одну кодову комбiнацiю i контроль
цього параметра дозволяє адаптивно змiнювати як
алгоритм кодування, так i довжину кодової комбi-
нацiї.
У свою чергу, збiльшення 𝑑𝑚𝑖𝑛, яке проводиться
за рахунок вибору необхiдного завадостiйкого ко-
ду i, як наслiдок, змiни значень довжини коду 𝑛,
кiлькостi перевiрочних елементiв 𝑟 та кiлькостi iн-
формативних елементiв 𝑘 приводить до зменшення
швидкостi передачi iнформацiї по каналу зв’язку
𝐶𝑘𝑟 (6).
Оскiльки вказаний параметр 𝑘/𝑛 знаходиться у
чiтко визначених межах(︂
𝑘
𝑛
)︂
(.𝑚𝑖𝑛)
<
(︂
𝑘
𝑛
)︂
𝑖
<
(︂
𝑘
𝑛
)︂
(.𝑚𝑎𝑥)
, (12)
то змiну можна здiйснювати в обидва боки за ра-
хунок вибору методу кодування, який вiдповiдає
вибранiй мiнiмальнiй кодовiй вiдстанi 𝑑𝑚𝑖𝑛 i не-
обхiднiй швидкостi передачi iнформацiї по каналу
зв’язку.
Виходячи з вищесказаного, тестування каналу
зв’язку є необхiдним для визначення середньої iмо-
вiрностi спотворення елементарного iнформацiйно-
го сигналу 𝑝0 i для визначення статистичних хара-
ктеристик спiввiдношення сигнал/завада.
Iснує багато методiв тестування радiоканалу,
одним iз найбiльш сучасних є метод прогнозува-
ння короткохвильового радiоканалу з використан-
ням штучних нейронних мереж (ШНМ), якi пе-
редбачають встановлення зв’язку мiж параметрами
радiоканалу i гелiогеофiзичною обстановкою, об-
умовленою станом i параметрами погоди. Метод
представляється ефективним, але вимагає збору i
поточного вiдновлення великого обсягу iнформа-
цiї про параметри сонячного вiтру, мiжпланетного
магнiтного поля i ряду iнших параметрiв, що не
завжди доступнi.
Таким чином, алгоритм вибору завадостiйких
кодiв для роботи систем радiозв’язку в короткохви-
льовому дiапазонi полягає у наступному.
Перший етап. Введення необхiдних значень
ймовiрностi правильного прийому сигналу 𝑃𝑝𝑝 та
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ймовiрностi виявлення помилки 𝑃𝑣𝑝 в кодовому си-
гналi, а також значення швидкостi передачi iнфор-
мацiї по каналу 𝐶𝑘𝑟.
Другий етап. Визначення параметрiв i характе-
ристик каналу зв’язку (в тому числi тестування
параметрiв iоносфери), а саме середньої iмовiрностi
спотворення елементарного iнформацiйного сигна-
лу 0 та визначення статистичних характеристик
спiввiдношення сигнал/завада.
Третiй етап. Визначення мiнiмального значен-
ня (𝑘/𝑛)(.𝑚𝑖𝑛) для визначення мiнiмальної вiдстанi
по Хеммiнгу 𝑑𝑚𝑖𝑛. Дана задача, як правило, вирi-
шується за допомогою чисельних методiв рiшення
рiвнянь (наприклад, iтерацiйним методом).
Четвертий етап. Визначення максимального
значення (𝑘/𝑛)(.𝑚𝑎𝑥) для визначення швидкостi пе-
редачi iнформацiї 𝐶𝑘𝑟 по каналу згiдно виразу (6).
П’ятий етап. Вибiр завадостiйкого коду iз тих,
що ще не перевiрялися для даних початкових умов.
Шостий етап. Перевiрка параметрiв даного ко-
ду щодо вiдповiдностi поставленим вимогам згiдно
виразу (12).
Сьомий етап. Прийняття рiшення щодо застосу-
вання даного завадостiйкого коду (у разi вiдповiд-
ностi вiдношення 𝑘/𝑛 розрахованим вимогам) для
передачi iнформацiї, або переходу до перевiрки iн-
шого завадостiйкого коду.
Висновки
В наведенiй статтi проаналiзовано основнi iсну-
ючi завадостiйкi коди, їх особливостi, розроблено
алгоритм вибору завадостiйких кодiв для роботи
систем радiозв’язку в короткохвильовому дiапазо-
нi, якi забезпечують заданi швидкiсть передачi iн-
формацiї в каналi зв’язку i ймовiрнiсть виявлення
помилки. У якостi критерiю роботи алгоритму ви-
брано спiввiдношення середнього значення кiлько-
стi iнформацiї на одну кодову комбiнацiю i контроль
цього параметра дозволяє адаптивно змiнювати як
алгоритм кодування (вибiр необхiдного коду), так i
довжину кодової комбiнацiї.
Особливiстю використання даного алгоритму є
те, що вiн функцiонує в умовах дiї завад i його
можливо застосовувати в iнших системах передачi
iнформацiї, добавляючи iншi iснуючi чи новi зава-
достiйкi коди. При цьому тестування каналу зв’язку
може проводитися будь-яким iснуючим способом.
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Алгоритм выбора помехоустойчивых
кодов для работы систем радиосвязи
в коротковолновом диапазоне
Дубина А. Ф., Никитчук Т. Н., Коцюба И. Г.
Современные системы передачи информации, как
правило, применяют цифровые методы, что позволяет
значительно увеличить среднюю мощность передатчи-
ков, повысить отношение сигнал-помеха в точке приема
и помехоустойчивость систем коротковолновой радио-
связи. Однако во многих реальных каналах связи про-
стым выбором сигналов не удается обеспечить предель-
ные значения пропускной способности и минимальную
вероятность ошибки, полученные Шенноном и Котель-
никовым. Достигнутая в лучших дискретных системах
связи скорость передачи информации значительно ни-
же теоретического предела. Это несоответствие объя-
сняется, в первую очередь, наличием в каналах связи
помех нефлуктуационного характера, которые не ком-
пенсируются. Повышение достоверности в этих каналах
достигается, в первую очередь, за счет использования
помехоустойчивых кодов. В статье исследовано влия-
ние параметров помех в канале магистральной связи
на качественные показатели полученной информации.
Показано, что, в соответствии с теоремой Шеннона,
для обеспечения необходимых качественных показате-
лей применяется помехоустойчивое кодирование. При
введении избыточности информации может быть до-
стигнута сколь угодно малая ошибка даже при на-
личии помех, но скорость передачи информации при
этом будет стремиться к нулю. Проведен сравнитель-
ный анализ современных кодов в зависимости от их
длины, информационного и проверочного элемента. По-
казано, что характеристики ионосферы в значительной
степени влияют на параметры канала связи. Получен
алгоритм, который дает возможность выбора необходи-
мого помехоустойчивого кода для обеспечения заданных
качественных показателей.
Ключевые слова: помехоустойчивые коды; помехо-
устойчивое кодирование; коротковолновый диапазон;
радиосвязь; расстояние Хемминга; информационный
элемент; длина кода; проверочный элемент
Algorithm for the selection of error-
correcting codes for the operation of
radio communication systems in the
shortwave range
Dubyna O. F., Nikitchuk T. N., Kotsiuba I. H.
Introduction. One of the types of communication that
exists and is actively being used at the present time are
the systems of trunk-wire short-wave radio communication.
To ensure the necessary reliability of the transmission of
information, it is necessary to apply noise-proof codes that
are characterized by different indicators of code length,
redundancy, etc. Increasing the redundancy of the code
improves the reliability, but reduces the speed of the
transfer of information. Depending on the task being solved,
the question arises of solving the optimization problem
of choosing the required jamming code. Therefore, the
development of an algorithm that would provide the possi-
bility of choosing the required noise immunity code to
provide radio communication in the short-wave range under
conditions of interference, depending on the solved problem,
taking into account the parameters of the ionosphere and
weather conditions, is an issue of relevance.
Theoretical analysis. To ensure the timely transmi-
ssion of message flows, the radio communication system
must have a certain level of bandwidth. When choosing a
code for data transmission, the requirements for the reliabi-
lity of the transmitted information and the speed of data
transmission, which depend on the redundancy of the codes,
the number of information elements, the length of the code,
the number of verification elements, are monitored. The
most common criterion for assessing the system’s efficiency
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is to provide the necessary probability of correct signal
reception and the probability of error detection in the code
signal. These parameters depend on the condition of the
radio channel, namely, the probability of distortion of one
character in the binary channel, the minimum length of
Hamming, the parameters of the code.
Algorithm. As a criterion for the algorithm, the ratio
of the average value of the information quantity 𝑘/𝑛 to
one code combination is selected. Control of this parameter
allows adaptively to modify both the coding algorithm and
the length of the code combination. This parameter affects
both the maximum rate of transmission of information,
and the probability of correct reception of the signal and
the probability of error detection in the code signal and is
within clearly defined limits. The principle of the algorithm
is to solve an optimization problem, namely, to locate such
a noise immunity code, whose value 𝑘/𝑛 will be within these
limits.
Conclusions. In the given article the algorithm of choi-
ce of interference-free codes for work of systems of radio
communication in a short-wavelength range is developed,
which provide the greatest bandwidth of a channel at
the given error probability and the minimum speed of
information transmission. This algorithm operates under
conditions of interference and it can be used in other
information transmission systems by adding other existing
or new jamming codes.
Key words: error-correcting codes; error-correcting
coding; short-wavelength range; radio communication;
Hamming distance; information element; code length; test
element
