Abstract: Time series clustering algorithms have been widely used to mine the clustering distribution characteristics of real phenomena. However, these algorithms have several limitations. First, they depend heavily on prior knowledge. Second, the algorithms do not simultaneously consider the similarity of spatial locations, spatial-temporal attribute values, and spatial-temporal attribute trends (trends in terms of the change direction and ranges in addition and deletion over time), which are all important similarity measurements. Finally, the calculation cost based on these methods for clustering analysis is becoming increasingly computationally demanding, because the data volume of the image time series data is increasing. In view of these shortcomings, an improved density-based time series clustering method based on image resampling (DBTSC-IR) has been proposed in this paper. The proposed DBTSC-IR has two major parts. In the first part, an optimal resampling scale of the image time series data is first determined to reduce the data volume by using a new scale optimization function. In the second part, the traditional density-based time series clustering algorithm is improved by introducing a density indicator to control the clustering sequences by considering the spatial locations, spatial-temporal attribute values, and spatial-temporal attribute trends. The final clustering analysis is then performed directly on the resampled image time series data by using the improved algorithm. Finally, the effectiveness of the proposed DBTSC-IR is illustrated by experiments on both the simulated datasets and in real applications. The proposed method can effectively and adaptively recognize the spatial patterns with arbitrary shapes of image time series data with consideration of the effects of noise.
Introduction
Time series data are pervasive in various areas that range from science, business, finance, economics, health care, and engineering; such data include time series deformation images monitored by the Synthetic Aperture Radar Interferometry (INSAR) technique. Image data is the most extensive type of data source in geography. Hence, in this study, image time series data is the analyzed data source. The location of a pixel with its spatial-temporal attributes in the image time series data is defined as a sequence. These sequences are generally characterized by obvious spatial heterogeneity. Thus, mining the spatial clustering characteristics of the image time series data is extremely important in exploring the potential distribution mechanism that underlies the data.
In the past few decades, many time series clustering algorithms have been developed. These algorithms can be roughly grouped into three classes, as follows: partition-based time series clustering algorithms [1] [2] [3] [4] [5] , hierarchical time series clustering algorithms [6] [7] [8] [9] , and density-based time series clustering algorithms [10, 11] . The K-means time series clustering algorithm [4] and fuzzy c-means time series clustering algorithm [5] are the typical partition-based time series clustering algorithms; many other partition-based time series clustering algorithms [1, 3] are derived from these two algorithms to improve efficiency and accuracy. Compared with the partition-based time series clustering algorithms, hierarchical time series clustering algorithms [6] [7] [8] [9] do not need the initial centers of the clusters, which are difficult to set and significantly affect the eventual results. However, both the partition-based time series clustering algorithms and hierarchical time series clustering algorithms do not consider the neighboring relationships, and the clusters obtained by these algorithms disperse in the spatial domain with no clear visualization. To recover these shortcomings, density-based time series clustering algorithms [10, 11] are proposed to consider the neighborhood, which cluster neighboring objects with similar time series attributes. However, several parameters must be set by users in density-based time series clustering algorithms. During the clustering mining procedure, a priori knowledge is always lacking and the proper parameters are difficult to set. Recently, several other studies have been conducted on time series data, such as the temporal self-organizing feature maps time series clustering algorithm [12] , hidden Markov-based time series clustering algorithm [13] , and time series co-clustering algorithms [14, 15] . However, these studies all heavily depend on the parameters of clustering or another subjective influence, in which adaptively obtaining satisfactory results is difficult. In summary, existing time series clustering algorithms still have several common shortcomings when dealing with clustering analysis in complicated real applications. First, these algorithms generally consider either spatial-temporal attribute values [16] or spatial-temporal attribute trends [17] to measure the similarity between sequences. The similarity measurement of spatial-temporal attribute values indicates that for two sequences, a smaller difference between the attributes of two sequences in each image indicate higher similarity of the two sequences. The spatial-temporal attribute trends indicate the overall change direction and ranges in addition and deletion over time. Increased similarity of the change direction and ranges between sequences indicates higher similarity between the two sequences. In real applications, the sequences should be regarded as similar in the non-spatial domain when both the spatial-temporal attribute values and spatial-temporal attribute trends between sequences are similar, because sequences with similar attribute trends and different attribute values or similar attribute values and different attribute trends exist in real applications. For example, areas with monsoon climates of medium latitudes are rainy during summer and dry during winter. The rainfall trends in these areas are similar. However, the rainfall capacity depends on the location. Hence, rainfall trends and rainfall capacity should be considered simultaneously to mine areas with similar rainfall. Second, apart from the spatial-temporal attributes, the spatial locations are also important data attributes. In geography, data generally exhibit significant spatial heterogeneity, which commonly results in non-overlapped clusters. To obtain clusters that are non-overlapping to each other with arbitrary geometrical shapes, spatial locations should be considered to construct the spatial proximity relationships between sequences during the clustering procedure. Third, the results of existing clustering algorithms are largely affected by predefined parameters and depend on prior knowledge, which is generally unavailable in real applications. Finally, image time series data with unequal time intervals are always the true phenomena, which have been ignored by most existing time series clustering algorithms.
To overcome such shortcomings, proposing an adaptive time series clustering method that can consider spatial locations, spatial-temporal attribute values, and spatial-temporal attribute trends simultaneously without the need to set parameters by default or prior knowledge is necessary. Hence, an improved density-based time series clustering method based on image resampling (DBTSC-IR) is proposed in this paper. First, the image resampling method, which may effectively decrease the dataset volume [18] and maintain an acceptable level of information for applications when data is resampled at a representative scale [19] , has been adopted to decrease the spatial dimensionality of data to reduce the time cost of further clustering analysis. In this procedure, the image time series data are resampled to a suitable scale by using a scale optimization function. Then, an improved density-based image time series clustering algorithm (DBTSC), with the help of a density-based spatial clustering algorithm (DBSC) [20] , is proposed to be conducted on the resampled time series data. The DBTSC algorithm attempts to adaptively obtain clusters forming non-overlapping compact regions with similar spatial-temporal attribute values and trends under the interference of noise. In addition, to consider the dataset with unequal time intervals, the similarity measurements for the attributes are redefined by adding the strategy of weightings.
The remainder of the paper is organized as follows. The similarity measurements between the sequences are first described in Section 2. In Section 3, the resampling method of the image time series data is described in detail. In Section 4, the DBTSC algorithm is fully performed. In Section 5, the evaluation methods for the clustering results are adopted to evaluate the accuracy of the clustering algorithms. In Section 6, validation of DBTSC-IR is conducted based on simulated datasets and real applications. Section 7 summarizes the main findings and emphasizes the directions for future work.
Similarity Measurements between Sequences
One key component in image time series clustering is the similarity measurements between sequences. The similarity between sequences involves the similarity of locations, the similarity of spatial-temporal attribute values, and the similarity of spatial-temporal attribute trends. Theoretically, any two sequences are regarded as similar if all of the three measurements between them are similar. According to Liu et al. [21] , the similarity measurements for spatial locations and attributes should be considered interdependently. In the spatial domain, Euclidean distance is generally adopted to measure the similarity degree between sequences. In the non-spatial domain, the similarity of spatial-temporal attribute values is generally defined as the mean value of the difference of the attribute values of every time interval. The similarity of spatial-temporal attribute trends can be measured by correlation coefficients such as the Pearson coefficient and Spearman coefficient [22] . These coefficients are the most popular for correlation analysis. Nonetheless, because the Spearman correlation coefficient can generally describe the correlation relationship between linear and nonlinear variables with higher accuracy, especially for uncertain distributions [23, 24] , it is thus adopted to analyze the similarity of the spatial-temporal attribute trends between the two sequences in this study. However, existing similarity measurements are suitable for spatial-temporal attributes with equal time intervals, but in real applications, an image time series dataset always contains images with unequal time intervals. Hence, the weighted similarity measuring functions are proposed in Equations (1) and (2) . In general, the larger the time interval between neighboring images is, the greater the proportion the interval is considered to occupy. Thus, the weight is set as the length proportion of the time interval.
For sequences l 1 and l 2 , the similarity of the spatial-temporal attribute values between two sequences is defined as follows:
(1) where w(t(i)) = (t(i)−t(i−1)) / (t(T)−t(0)) ; t(0) is the base time of the image time series data; t(i) is the time point of the ith image; T is the count of images in the image time series data; l t(i) 1 is the variation of spatial-temporal attribute values of l 1 from t(i − 1) to t(i).
To combine the characteristics of time series data with unequal time intervals, the Spearman correlation coefficient is modified by adding the strategy of weightings and is denoted as scw.
In order to verify the proposed scw, two sequences with similar attribute trends and un-equal time intervals (in Figure 1 ) are set as an example. The Spearman coefficient and scw are both used to measure the trend similarity between the sequences in Figure 1 . According to Ramirez-Lopez et al. [25] , the attribute trend between sequences is considered a positive correlation when its correlation coefficient is larger than 0.5 with a significant level scw_sig less than 0.1. The results of the two correlation coefficients between sequences in Figure 1 are as follows: the Spearman correlation coefficient is 0.449 with a significance level scw_sig = 0.092 and scw is 0.892 with a scw_sig = 0.001. The results indicate that scw is more consistent with the distribution features and can be used to measure the spatial-temporal attribute trend similarity between sequences. where w ( ) = t( ) − t( − 1) t( ) − t(0) ; t(0) is the base time of the image time series data; t( ) is the time point of the ith image; is the count of images in the image time series data; ( ) is the variation of spatial-temporal attribute values of from t( − 1) to t( ). To combine the characteristics of time series data with unequal time intervals, the Spearman correlation coefficient is modified by adding the strategy of weightings and is denoted as scw.
In order to verify the proposed scw, two sequences with similar attribute trends and un-equal time intervals (in Figure 1 ) are set as an example. The Spearman coefficient and scw are both used to measure the trend similarity between the sequences in Figure 1 . According to Ramirez-Lopez et al. [25] , the attribute trend between sequences is considered a positive correlation when its correlation coefficient is larger than 0.5 with a significant level scw_sig less than 0.1. The results of the two correlation coefficients between sequences in Figure 1 are as follows: the Spearman correlation coefficient is 0.449 with a significance level scw_sig = 0.092 and scw is 0.892 with a scw_sig = 0.001. The results indicate that scw is more consistent with the distribution features and can be used to measure the spatial-temporal attribute trend similarity between sequences. 
Image Resampling
The large data volume of image time series data induces a great computational burden for clustering analysis. To achieve efficient clustering pattern detection, the dataset can be resampled to a representative minor scale (resolution value). A suitable spatial scale can prevent excessive data redundancy and can effectively express the data information. Existing optimal image scale selection methods [18, 19] merely consider the difference between resampled pixels and ignore the difference of values in the resampled pixels. To enhance the veracity of the selection of the optimal resampling scale, a scale optimization function (Equations (3) and (4)) is proposed based on the following principle: an image with a suitable scale has a small standard deviation within resampled intra-pixels and a large coefficient of variation between resampled inter-pixels. To realize the image resampling, an optimizing flow is designed to search the optimal resampling scale by using the proposed scale optimization function (Equations (3) and (4)), as shown in Figure 2 ( is the number of selected scales).
where is the resolution value of the images in the image time series data; is the resolution value of the resampled images;
is the number of pixels in the resampled image; _ ( ) ( ) is the standard deviation of the values of pixels within the resampled th pixel in the resampled th images, which is calculated as: 
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where r is the resolution value of the images in the image time series data; R is the resolution value of the resampled images; N is the number of pixels in the resampled image; std_inner(m) k t(i) is the standard deviation of the values of pixels within the resampled mth pixel in the resampled ith images, which is calculated as:
where
are the values of the pixels in the original ith image, which are contained in the mth pixel in the resampled ith image; k is the number of original pixels (in the original ith image) contained in a resampled pixel (in the resampled ith image); cell t(i) (m) represents the mth pixel in the resampled ith image; std_intra(m) k t(i) is the coefficient of variation between the mth pixel and its neighboring pixels in the resampled ith image, which is calculated as follows:
where mean t(i) (m) is the mean value of the spatial-temporal attribute values of the neighboring pixels of the mth pixel in the resampled ith image. The neighboring pixels are set as the eight-connected pixels. The scale optimization function indicates that if the difference of the non-spatial values between resampled pixels is larger, and the variation of values in the resampled pixels is smaller, the scale is considered better with a smaller value of the scale optimization function. Thus, the output value of the resolution value R is optimal when the value of the scale optimization function is at a minimum. The time cost of the procedure is roughly O(u × 2n), where n is the number of pixels in the original image. 
where ∑ ( ) ( ) are the values of the pixels in the original th image, which are contained in the th pixel in the resampled th image; is the number of original pixels (in the original th image) contained in a resampled pixel (in the resampled th image); ( ) ( ) represents the th pixel in the resampled th image; _ ( ) ( ) is the coefficient of variation between the th pixel and its neighboring pixels in the resampled th image, which is calculated as follows:
where ( ) ( ) is the mean value of the spatial-temporal attribute values of the neighboring pixels of the th pixel in the resampled th image. The neighboring pixels are set as the eightconnected pixels.
The scale optimization function indicates that if the difference of the non-spatial values between resampled pixels is larger, and the variation of values in the resampled pixels is smaller, the scale is considered better with a smaller value of the scale optimization function. Thus, the output value of the resolution value is optimal when the value of the scale optimization function is at a minimum. The time cost of the procedure is roughly O( × 2 ), where is the number of pixels in the original image. 
Image Time Series Clustering
To detect time series clusters with similar spatial locations, spatial-temporal attribute values, and spatial-temporal attribute trends, DBTSC is proposed with the help of the DBSC algorithm [20] . The DBSC algorithm has been proven to be effective at mining clusters with similar attributes when spatial heterogeneity is considered. Two main strategies contribute to the feasibility of the DBSC algorithm, as follows. (1) The attributes are considered in the spatial domain and non-spatial domain separately. Given that the spatial locations and attributes are dependent features of objects, the separate consideration of spatial locations and attributes is necessary; (2) The density indicator helps the algorithm to obtain the unique optimal clusters with similar locations and attributes. Hence, to effectively detect time series clusters, the DBTSC algorithm introduces the abovementioned two strategies and integrates the spatial-temporal attributes. The DBTSC algorithm mainly consists of two parts. In Part 1, in the spatial domain, sequences with proximity relationships are considered similar in the spatial domain. According to Heng et al. [26] , the eight-connected sequences can be considered as proximity sequences for the image time series data. In Part 2, in the non-spatial domain, and based on the proximity relationships, clusters with neighboring objects, similar spatial-temporal attribute 
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Step 2 The similarity degree of the spatial-temporal attribute values and similarity degree of the spatial-temporal trends between neighboring sequences are calculated. In addition, the default value of the spatial-temporal attribute threshold of the density-based clustering method can be determined during the procedure by the rule of three standard deviations [20] .
is used to judge whether the sequences have similar spatial-temporal attribute values, and is used in Step 3.
Step 3 The density indicator is computed. The computation procedure can be divided into two sub-steps as follows:
(1) For every sequence, the spatially directly reachable sequences are calculated, defined as follows. Taking sequences and as an example, is spatially directly reachable from if the following constraints are satisfied:
(2) The density indicator of the sequences is calculated. For sequence , the density indicator is calculated as
where ( ) is the number of sequences that are spatially directly reachable from . _ ( ) is the total number of neighbors of . Step 1 The spatial proximity relationships between sequences are constructed. As is well known, the pixels in the images are regularly distributed in the spatial domain, and the neighboring eight-connected sequences of l 1 are considered the neighbors ND(l 1 ) of l 1 .
Step 2 The similarity degree D of the spatial-temporal attribute values and similarity degree smw of the spatial-temporal trends between neighboring sequences are calculated. In addition, the default value of the spatial-temporal attribute threshold TS of the density-based clustering method can be determined during the procedure by the rule of three standard deviations [20] . TS is used to judge whether the sequences have similar spatial-temporal attribute values, and TS is used in Step 3.
(1) For every sequence, the spatially directly reachable sequences are calculated, defined as follows. Taking sequences l 1 and l 2 as an example, l 2 is spatially directly reachable from l 1 if the following constraints are satisfied:
The density indicator DI of the sequences is calculated. For sequence l 1 , the density indicator is calculated as
where N sdr (l 1 ) is the number of sequences that are spatially directly reachable from l 1 . n_ND(l 1 ) is the total number of neighbors of l 1 .
Step 4 Time series clustering is implemented. This step can be summarized as the following four operations:
(1) An unclassified sequence l i is selected with the highest indicator value (larger than zero); this is defined as a temp cluster CLU. Meanwhile, the selected sequence l i is labeled as a classified sequence. (2) An unclassified sequence l j is added. If the sequence l j meets the following three conditions, it is added to CLU and is labeled a classified sequence.
Condition 1: l j is spatially directly reachable from any sequence in CLU.
Operation (2) is repeated, and the cluster CLU is then obtained and Operation (4) is conducted until no sequence can be added to CLU.
Operation (1) is repeated, and the procedure is stopped when all sequences have been determined. The sequence, which does not belong to any cluster, is recognized as noise.
The time complexity of steps 1, 2, and 3 are O(N), O(2T × N), and O(Nlog(N)), respectively. The time complexity of step 4 is linear in N. Thus, the total time complexity of the DBTSC algorithm is O(Nlog(N)).
Evaluation of the Clustering Results
Measurement indexes including Rand, recall, and precision are generally derived to assess the cluster detection approaches [27, 28] . According to Manning et al [27] and Grubesic et al [28] , the Rand index assesses the ability of a particular cluster detection approach to find the known clusters and noises; the recall index evaluates the ability of the clustering algorithm to identify positive detection success; and the precision index captures the subtleties of the clustering algorithm.
For any two clustering results r1 and r2 of the same dataset, Rand, recall, and precision are denoted as { Rand(r1), recall(r1), precision(r1) } and { Rand(r2), recall(r2), precision(r2)}, respectively. If the indexes meet one of the following criteria, then the clustering result r1 is regarded as the better result.
Criterion 1: recall(r1) > recall(r2) and precision(r1) > precision(r2). Criterion 2: recall(r1) > recall(r2), precision(r1) < precision(r2), and Rand(r1) > Rand(r2).
Results and Discussion
In order to verify the effectiveness and accuracy of DBTSC-IR, four experiments on simulated datasets and real applications are conducted. In the first experiment, a simulated dataset is set to verify the accuracy of the DBTSC algorithm in comparison with typical time series clustering algorithms, as shown in Section 6.1. In the second experiment, to validate the feasibility of the proposed similarity measurements that have been described in Section 2, the clustering results based on the proposed similarity measurements are compared with those obtained based on the typical similarity measurements. The second experiment is demonstrated in detail in Section 6.2. In the third experiment, several simulated datasets are designed to evaluate the performance of DBTSC-IR, described in Section 6.3. Finally, the DBTSC-IR algorithm is used for pattern analysis on surface deformation data. Several interesting patterns that cannot be effectively detected by other classical time series clustering algorithms have been found. The detailed description of the real application is shown in Section 6.4.
Validation of the DBTSC Algorithm
A simulated dataset SD is designed to evaluate the performance of the proposed time series clustering algorithm DBTSC. The characteristics of the simulated dataset are as follows:
(1) The time series dataset with equal time intervals holds eleven images, as shown in Figure 4 . (2) Nine predefined clusters are labeled S 1 to S 9 (in Figure 5a) . In every image, the spatial-temporal attribute values of the same cluster are randomly distributed to one range, and the mean of the spatial-temporal attribute values of each predefined cluster in every image is labeled in Figure 5b . (2) Nine predefined clusters are labeled to (in Figure 5a) . In every image, the spatial-temporal attribute values of the same cluster are randomly distributed to one range, and the mean of the spatial-temporal attribute values of each predefined cluster in every image is labeled in Figure 5b . For comparison, three classical time series clustering algorithms, i.e., the k-means time series clustering algorithm [1] , the fuzzy c-means time series clustering algorithm [3] , and the density-based time series clustering algorithm [11] , are also applied to the dataset . For the k-means time series clustering algorithm and fuzzy c-means time series clustering algorithm, the parameter k (the predefined number of clusters) is set as nine. The density-based time series clustering algorithm requires an input attribute threshold parameter, the most appropriate value for which is obtained by performing a parametric study.
The results of DBTSC and the above-mentioned classical time series clustering algorithms are shown in Figure 6 . The figure indicates that the fuzzy c-means time series clustering and k-means time series clustering algorithms cannot recognize the clusters with arbitrary shapes. The pixels in one cluster may be distributed in a cluttered manner in the spatial domain. By contrast, apart from the DBTSC algorithm, the other algorithms are not robust to noise. For example, the fuzzy c-means and k-means time series clustering algorithms cannot recognize the various types of noise, and the density-based time series clustering algorithm wrongly detects the noise of types 2 and 4. Furthermore, the accuracy values of the results (in Figure 7) show that the DBTSC algorithm can more accurately detect the time series clusters than do the classical time series clustering algorithms. For comparison, three classical time series clustering algorithms, i.e., the k-means time series clustering algorithm [1] , the fuzzy c-means time series clustering algorithm [3] , and the density-based time series clustering algorithm [11] , are also applied to the dataset SD. For the k-means time series clustering algorithm and fuzzy c-means time series clustering algorithm, the parameter k (the predefined number of clusters) is set as nine. The density-based time series clustering algorithm requires an input attribute threshold parameter, the most appropriate value for which is obtained by performing a parametric study.
The results of DBTSC and the above-mentioned classical time series clustering algorithms are shown in Figure 6 . The figure indicates that the fuzzy c-means time series clustering and k-means time series clustering algorithms cannot recognize the clusters with arbitrary shapes. The pixels in one cluster may be distributed in a cluttered manner in the spatial domain. By contrast, apart from the DBTSC algorithm, the other algorithms are not robust to noise. For example, the fuzzy c-means and k-means time series clustering algorithms cannot recognize the various types of noise, and the density-based time series clustering algorithm wrongly detects the noise of types 2 and 4. Furthermore, the accuracy values of the results (in Figure 7) show that the DBTSC algorithm can more accurately detect the time series clusters than do the classical time series clustering algorithms. For comparison, three classical time series clustering algorithms, i.e., the k-means time series clustering algorithm [1] , the fuzzy c-means time series clustering algorithm [3] , and the density-based time series clustering algorithm [11] , are also applied to the dataset . For the k-means time series clustering algorithm and fuzzy c-means time series clustering algorithm, the parameter k (the predefined number of clusters) is set as nine. The density-based time series clustering algorithm requires an input attribute threshold parameter, the most appropriate value for which is obtained by performing a parametric study.
The results of DBTSC and the above-mentioned classical time series clustering algorithms are shown in Figure 6 . The figure indicates that the fuzzy c-means time series clustering and k-means time series clustering algorithms cannot recognize the clusters with arbitrary shapes. The pixels in one cluster may be distributed in a cluttered manner in the spatial domain. By contrast, apart from the DBTSC algorithm, the other algorithms are not robust to noise. For example, the fuzzy c-means and k-means time series clustering algorithms cannot recognize the various types of noise, and the density-based time series clustering algorithm wrongly detects the noise of types 2 and 4. Furthermore, the accuracy values of the results (in Figure 7) show that the DBTSC algorithm can more accurately detect the time series clusters than do the classical time series clustering algorithms. Figure 6 .
The abovementioned experiments demonstrate the advantages of the DBTSC algorithm. The clustering results of the comparative experiments show that the DBTSC algorithm can recognize the predefined clusters and noises with high accuracy. Furthermore, the DBTSC algorithm adapts to datasets with randomly distributed attributes, arbitrary geometrical shapes, and noises.
Comparison of the DBTSC Algorithm with Typical Similarity Measurements and the Proposed Similarity Measurements
In order to verify the effectiveness of the proposed spatial-temporal attribute similarity measurements proposed in Section 2, DBTSC with typical spatial-temporal attribute similarity measurements and the proposed spatial-temporal attribute similarity measurements are both conducted on the simulated dataset (in Figure 4) for comparison. The DBTSC with typical spatialtemporal attribute similarity measurements consists of two situations. One considers the spatialtemporal attribute values, and the mean attribute difference (the mean value of the difference of the spatial-temporal attribute values of every time interval) is applied to measure the similarity degree between sequences. To realize the DBTSC algorithm with the mean attribute difference, the method of calculating the spatial directly reachable sequences (in part 1 of step (3) in Section 4) in DBTSC should be changed as follows: for sequences ( ) and ( ), if ( ( ), ( )) < TS, ( ) is spatially directly reachable from ( ). Another considers the spatial-temporal attribute trends. As a matter of course, the Spearman coefficient is used to measure the similarity degree between sequences without considering the spatial-temporal attribute values, which can be realized by setting the value of (in DBTSC algorithm) to positive infinity. The DBTSC with the proposed similarity measurements, with the Spearman coefficient and with the mean attribute difference for comparison purposes are applied to , and the results are shown in Figures 8 and 9 . The result in Figure 8b shows that the DBTSC with mean attribute difference is unable to identify the noises of type 4, such as noises . The result in Figure 8c shows that when the Spearman coefficient is used to measure the similarity degree between the sequences, the clusters and noises with similar spatial-temporal attribute trends are wrongly detected as the same cluster, although they have significantly different spatial-temporal attribute values. For example, clusters and are falsely detected as the same cluster, and noises are wrongly recognized as a part of the cluster . In summary, the results of the comparison experiments clearly indicate that the DBTSC with the proposed similarity measurements can detect clusters with similar spatial locations, spatialtemporal attribute values, and spatial-temporal attribute trends with the highest accuracy. The abovementioned experiments demonstrate the advantages of the DBTSC algorithm. The clustering results of the comparative experiments show that the DBTSC algorithm can recognize the predefined clusters and noises with high accuracy. Furthermore, the DBTSC algorithm adapts to datasets with randomly distributed attributes, arbitrary geometrical shapes, and noises.
In order to verify the effectiveness of the proposed spatial-temporal attribute similarity measurements proposed in Section 2, DBTSC with typical spatial-temporal attribute similarity measurements and the proposed spatial-temporal attribute similarity measurements are both conducted on the simulated dataset SD (in Figure 4) for comparison. The DBTSC with typical spatial-temporal attribute similarity measurements consists of two situations. One considers the spatial-temporal attribute values, and the mean attribute difference (the mean value of the difference of the spatial-temporal attribute values of every time interval) is applied to measure the similarity degree between sequences. To realize the DBTSC algorithm with the mean attribute difference, the method of calculating the spatial directly reachable sequences (in part 1 of step (3) in Section 4) in DBTSC should be changed as follows: for sequences l(m 1 ) and l(m 2 ), if D(l(m 1 ), l(m 2 )) < TS, l(m 2 ) is spatially directly reachable from l(m 1 ). Another considers the spatial-temporal attribute trends. As a matter of course, the Spearman coefficient is used to measure the similarity degree between sequences without considering the spatial-temporal attribute values, which can be realized by setting the value of TS (in DBTSC algorithm) to positive infinity.
The DBTSC with the proposed similarity measurements, with the Spearman coefficient and with the mean attribute difference for comparison purposes are applied to SD, and the results are shown in Figures 8 and 9 . The result in Figure 8b shows that the DBTSC with mean attribute difference is unable to identify the noises of type 4, such as noises p 2 . The result in Figure 8c shows that when the Spearman coefficient is used to measure the similarity degree between the sequences, the clusters and noises with similar spatial-temporal attribute trends are wrongly detected as the same cluster, although they have significantly different spatial-temporal attribute values. For example, clusters S 1 and S 2 are falsely detected as the same cluster, and noises p 1 are wrongly recognized as a part of the cluster S 3 . In summary, the results of the comparison experiments clearly indicate that the DBTSC with the proposed similarity measurements can detect clusters with similar spatial locations, spatial-temporal attribute values, and spatial-temporal attribute trends with the highest accuracy. 
Validation of the DBTSC-IR Method
Several simulated datasets are designed to evaluate the performance of the DBTSC-IR. The datasets holding eleven images are shown in Figure 9(a1-d1) , and the clustering results by using the DBTSC algorithm are shown in Figure 9(a2_1-d2_1) . The results of DBTSC-IR are shown in Figure  9 (a2_2-d2_2). The accuracy values of the results in Figure 9 (a2_3-d2_3) show that the DBTSC algorithm can accurately recognize the predefined clusters with high accuracy. Furthermore, the accuracy values of the results indicate that the DBTSC-IR can still accurately obtain clusters when the computation cost is significantly reduced. In conclusion, the DBTSC-IR is useful in recognizing clusters with high effectiveness and high accuracy. 
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Several simulated datasets are designed to evaluate the performance of the DBTSC-IR. The datasets holding eleven images are shown in Figure 9 (a1-d1), and the clustering results by using the DBTSC algorithm are shown in Figure 9(a2_1-d2_1) . The results of DBTSC-IR are shown in Figure  9 (a2_2-d2_2). The accuracy values of the results in Figure 9 (a2_3-d2_3) show that the DBTSC algorithm can accurately recognize the predefined clusters with high accuracy. Furthermore, the accuracy values of the results indicate that the DBTSC-IR can still accurately obtain clusters when the computation cost is significantly reduced. In conclusion, the DBTSC-IR is useful in recognizing clusters with high effectiveness and high accuracy. 
Application on Detecting Surface Deformation Patterns
Surface deformation, which is caused by nature and humanity, is an environmental and geological phenomenon worldwide. The uneven deformation over a large area of the earth's surface may potentially damage infrastructure and buildings. Ningbo City is located in the coastal area of East China with a specific geological condition and geographical position. Its surface deformation is ubiquitous and elicits significant attention. Hence, studying the characteristics of the surface deformation in Ningbo City is necessary.
The application aims to analyze the deformation patterns of Ningbo City that may reveal interesting regional deformation characteristics. According to existing deformation research [29] [30] [31] , the overexploitation of groundwater and urban construction are regarded as the most important factors that affect the surface deformation. However, the exploitation of groundwater in Ningbo City in recent years can be ignored because of schemes that have prohibited such activity since 2005 [32] . Thus, urban construction is the key factor affecting surface deformation in Ningbo City. Recently, studies on urban construction mostly focus on analyzing the influence of construction protocols on surface deformation at building zones [29, 33] . Few studies have focused on the pattern recognition of surface deformation over large areas and long periods, which can reveal the deformation characteristics of large regional construction to a certain extent. Furthermore, these deformation characteristics are important for further assessing surface deformation mechanisms, as well as for providing references for supervising and forecasting surface deformation. Hence, the time series clustering methods, which are efficient tools for exploring the distribution features of phenomena, can be utilized to mine the surface deformation patterns. The proposed DBTSC-IR with high efficiency and accuracy is chosen in this section.
Image time series data monitored by the INSAR technique, which have been processed with a high degree of precision following the studies [34, 35] , are provided by the Ningbo Bureau of Surveying and Mapping in China. The dataset includes 27 deformation images obtained from 17 September 2011 to 7 August 2015. To better analyze the characteristics of surface deformation patterns of Ningbo city, the land cover data in 2014 and several years of remote sensing images provided by the Ningbo Bureau of Surveying are also collected. The analyzed area regarding the surface deformation is shown in Figure 10 . Deformation values between two neighboring time points are shown in Figure 11 and the end time point of the time interval is labeled above the image. The resolution of the data is 20 m, and the size of each image is 2800 × 2800. 
Image time series data monitored by the INSAR technique, which have been processed with a high degree of precision following the studies [34, 35] , are provided by the Ningbo Bureau of Surveying and Mapping in China. The dataset includes 27 deformation images obtained from 17 September 2011 to 7 August 2015. To better analyze the characteristics of surface deformation patterns of Ningbo city, the land cover data in 2014 and several years of remote sensing images provided by the Ningbo Bureau of Surveying are also collected. The analyzed area regarding the surface deformation is shown in Figure 10 . Deformation values between two neighboring time points are shown in Figure 11 and the end time point of the time interval is labeled above the image. The resolution of the data is 20 m, and the size of each image is 2800 × 2800. To analyze the surface deformation patterns of Ningbo city, two main steps are taken. In the first step, given that the data volume of the surface deformation dataset is large, the dataset is resampled To analyze the surface deformation patterns of Ningbo city, two main steps are taken. In the first step, given that the data volume of the surface deformation dataset is large, the dataset is resampled to enhance the computation efficiency of the clustering process, following the method in Section 3. The results of resampling will be shown in Section 6.4.1. In step 2, the resampled data is clustered to obtain the deformation patterns, which will be analyzed in Section 6.4.2. to enhance the computation efficiency of the clustering process, following the method in Section 3. The results of resampling will be shown in Section 6.4.1. In step 2, the resampled data is clustered to obtain the deformation patterns, which will be analyzed in Section 6.4.2. Figure 11 . Image time series data of the surface deformation detection in Ningbo City.
Resampling of Surface Deformation Data
To obtain the suitable spatial resampling scale of the image time series data of the surface deformation, the resampling method in Section 3 is used. The analyzed result is shown in Figure 12 . The right vertical axis represents the corresponding scale optimization function (Equation (1)) values of several spatial resolutions (horizontal axis) and the left vertical axis is the time cost of the time series clustering procedure. The decrease of the spatial resolution greatly accelerates the computational efficiency, and the optimal resampling scale is 80 m. Hence, the surface deformation images are resampled to 80 m. 
Implementing Pattern Recognition by the DBTSC Algorithm
In order to effectively obtain the spatial deformation characteristics, the DBTSC algorithm is conducted on the resampled images. The result is shown in Figure 13 . Several interesting patterns can be found in the clustering result. The result is analyzed in the following paragraph combining the statistical values of the accumulative deformation of the clusters in Figure 14 . The accumulative 
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Implementing Pattern Recognition by the DBTSC Algorithm
In order to effectively obtain the spatial deformation characteristics, the DBTSC algorithm is conducted on the resampled images. The result is shown in Figure 13 . Several interesting patterns can be found in the clustering result. The result is analyzed in the following paragraph combining the statistical values of the accumulative deformation of the clusters in Figure 14 . The accumulative deformation of a cluster is the mean value of the deformation of the pixels from 17 September 2011 to the time point in the horizontal axis. Figure 13 shows that several main clusters are discovered by the DBTSC algorithm. Based on the land cover data in Figure 10 , the LANDSAT image of 1995 in Figure 13a , and the accumulative deformation in Figure 14 , the clustering result is analyzed as follows: nine interesting clusters were obtained. Clusters 1 and 5 with a positive value of deformation are located in the areas (areas in the red boundaries in Figure 13a) constructed before 1995, which shows that the old building zones may exist in a slightly uplifted fashion in a certain period after more than two centuries. Other clusters detected possess negative values of deformation, which are almost distributed in the construction area without being constructed projects. The abovementioned phenomena show that the construction areas probably experienced on-going ground settlements in the following 20 years. In addition, large areas are recognized as noise under the interference of human activities. For example, the area in the blue boundary in Figure 13a was a reclamation area that was exploited from 1999 to 2002 and the soft soil results in significantly uneven deformation and is detected as noise. By combining the land cover type in Figure 10 , we found that areas under construction in recent years and the cultivated areas are strongly disturbed by human activities and are recognized as noise, thereby meeting real-world Figure 13 shows that several main clusters are discovered by the DBTSC algorithm. Based on the land cover data in Figure 10 , the LANDSAT image of 1995 in Figure 13a , and the accumulative deformation in Figure 14 , the clustering result is analyzed as follows: nine interesting clusters were obtained. Clusters 1 and 5 with a positive value of deformation are located in the areas (areas in the red boundaries in Figure 13a) constructed before 1995, which shows that the old building zones may exist in a slightly uplifted fashion in a certain period after more than two centuries. Other clusters detected possess negative values of deformation, which are almost distributed in the construction area without being constructed projects. The abovementioned phenomena show that the construction areas probably experienced on-going ground settlements in the following 20 years. In addition, large areas are recognized as noise under the interference of human activities. For example, the area in the blue boundary in Figure 13a was a reclamation area that was exploited from 1999 to 2002 and the soft soil results in significantly uneven deformation and is detected as noise. By combining the land cover type in Figure 10 , we found that areas under construction in recent years and the cultivated areas are strongly disturbed by human activities and are recognized as noise, thereby meeting real-world Figure 13 shows that several main clusters are discovered by the DBTSC algorithm. Based on the land cover data in Figure 10 , the LANDSAT image of 1995 in Figure 13a , and the accumulative deformation in Figure 14 , the clustering result is analyzed as follows: nine interesting clusters were obtained. Clusters 1 and 5 with a positive value of deformation are located in the areas (areas in the red boundaries in Figure 13a) constructed before 1995, which shows that the old building zones may exist in a slightly uplifted fashion in a certain period after more than two centuries. Other clusters detected possess negative values of deformation, which are almost distributed in the construction area without being constructed projects. The abovementioned phenomena show that the construction areas probably experienced on-going ground settlements in the following 20 years. In addition, large areas are recognized as noise under the interference of human activities. For example, the area in the blue boundary in Figure 13a was a reclamation area that was exploited from 1999 to 2002 and the soft soil results in significantly uneven deformation and is detected as noise. By combining the land cover type in Figure 10 , we found that areas under construction in recent years and the cultivated areas are strongly disturbed by human activities and are recognized as noise, thereby meeting real-world conditions. Furthermore, the reason for the occurrence of the different accumulative deformation values of clusters in Figure 14 may be the difference of the years of construction, geological conditions, and the attributes of buildings. Given the lack of the related data, a more detailed analysis will be conducted in the future. In summary, the abovementioned analysis shows that the clustering result of the DBTSC-IR reveals the construction characteristics of the zones, and the result is consistent with the actual situation.
In order to verify the feasibility of the DBTSC-IR, classical time series clustering algorithms such as the k-means time series clustering algorithm, the fuzzy c-means time series clustering algorithm, and the density-based time series clustering algorithm are also performed on the same data for comparison. To enhance the comparison between the classical time series clustering algorithms and the DBTSC-IR, the numbers of clusters are set as nine, i.e., the predefined number of clusters. The results of the classical time series clustering algorithms on the image time series data of the surface deformation are shown in Figure 15 and the variations of clusters in the abovementioned clustering results are shown in Table 1 conditions. Furthermore, the reason for the occurrence of the different accumulative deformation values of clusters in Figure 14 may be the difference of the years of construction, geological conditions, and the attributes of buildings. Given the lack of the related data, a more detailed analysis will be conducted in the future. In summary, the abovementioned analysis shows that the clustering result of the DBTSC-IR reveals the construction characteristics of the zones, and the result is consistent with the actual situation. In order to verify the feasibility of the DBTSC-IR, classical time series clustering algorithms such as the k-means time series clustering algorithm, the fuzzy c-means time series clustering algorithm, and the density-based time series clustering algorithm are also performed on the same data for comparison. To enhance the comparison between the classical time series clustering algorithms and the DBTSC-IR, the numbers of clusters are set as nine, i.e., the predefined number of clusters. The results of the classical time series clustering algorithms on the image time series data of the surface deformation are shown in Figure 15 and the variations of clusters in the abovementioned clustering results are shown in Table 1 According to the analysis above, the following rules can be observed:
(1) The proposed DBTSC-IR algorithm can detect clusters with arbitrary shapes under the interference of uneven deformation areas with higher efficiency and accuracy compared with the classical time series clustering algorithms. According to the analysis above, the following rules can be observed:
(1) The proposed DBTSC-IR algorithm can detect clusters with arbitrary shapes under the interference of uneven deformation areas with higher efficiency and accuracy compared with the classical time series clustering algorithms.
(2) The results of the DBTSC-IR algorithm can provide a reference for analyzing the patterns of city development. For example, it can separate the old urban district, the newly constructed district, and the zones under construction. (3) Most of the constructed areas in 20 years continue to have subsidence. (4) Several districts constructed more than two centuries ago are slightly uplifted due to ground rebound. (5) The surface deformation in the reclamation area in Ningbo city remains unstable.
Conclusions
In this paper, the DBTSC-IR has been proposed to adaptively and effectively detect clusters with similar spatial locations, spatial-temporal attribute values, and spatial-temporal attribute trends. In this method, two major improvements are attained to adaptively detect image time series clusters. First, to reduce the data volume, we propose an adaptive framework in which a new scale optimization function is used to select the most suitable resampling scale, based on which the subsequent analysis efficiency is significantly advanced. Then, the density-based time series clustering algorithm is improved by combining the strategy of the density indicator and the proposed similarity measurements. The improved density-based time series clustering algorithm can adaptively detect non-overlapping clusters with similar spatial locations, spatial-temporal attribute values, and spatial-temporal attribute trends under the interference of noise.
In order to verify the effectiveness and efficiency of the proposed DBTSC-IR algorithm, two comparative experiments on both simulated datasets and practical applications have been conducted, from which the following conclusions can be made. First, the efficient performance of the DBTSC-IR is demonstrated in full by introducing the image resampling method, and the resampling procedure is adaptively conducted by adopting the proposed resampling selection framework with a proposed optimal resampling function; Second, DBTSC-IR can detect non-overlapping clusters with arbitrary shapes, randomly distributed attributes, and noise by combining the strategy of the density indicator and the proposed similarity measurements; Thirdly, the adaptive image time series clustering algorithm DBTSC-IR automatically reveals the distribution characteristics even without sufficient prior knowledge of the dataset. Finally, the DBTSC-IR is theoretically applicable for the time series clustering of geographic data or image datasets. In this paper, the DBTSC-IR was designed for the image dataset. The DBTSC-IR can also be slightly modified for geographic data by constructing a proximity relationship by using Delaunay triangulation or a Voronoi diagram.
Several prospects are available for future studies. For example, the DBTSC-IR is designed only for numerical variables, and it can be further extended to deal with multi-type variables. For another example, the combination of the time series clustering algorithm with association rules to mine the association of clusters and other correlative phenomena should be given more importance in the future.
