Column and row operator spaces -which we denote by COL and ROW, respectively -over arbitrary Banach spaces were introduced by the first-named author; for Hilbert spaces, these definitions coincide with the usual ones. Given a locally compact group G and p, p ′ ∈ (1, ∞) with
Introduction
The Fourier algebra A(G) of a locally compact group G was introduced by P. Eymard in [Eym 1]. If G is abelian with dual group Γ, then the Fourier transform induces an isometric isomorphism of A(G) and L 1 (Γ). Although the Fourier algebra is an invariant for G -like L 1 (G) -, its Banach algebraic amenability does not correspond well to the amenability of G -very much unlike L 1 (G): The group G is amenable if and only if L 1 (G) is amenable as a Banach algebra ([Joh 1]), but there are compact groups, among them SO(3), for which A(G) fails to be even weakly amenable ([Joh 2]). In fact, the only locally compact groups G for which A(G) is an amenable Banach algebra in the sense of [Joh 1] are those with an abelian subgroup of finite index ([Run 3]).
Since A(G) is the predual of the group von Neumann algebra VN(G), it is an operator space in a natural manner. In [Rua 1], Z.-J. Ruan introduced a variant of amenability for "quantized" Banach algebras -called operator amenability -that reflects the operator space structures of those algebras. He showed that a locally compact group G is amenable if and only if A(G) is operator amenable ([Rua 1, Theorem 3.6]). Further results by O. Yu. Aristov ( [Ari] ), P. J. Wood ( [Woo] ), and N. Spronk ( [Spr] ) lend additional support to the belief that homological properties of A(G), such as amenability, biprojectivity or weak amenability, correspond to properties of G much more naturally if the operator space structure is taken into account. Even if one is only interested in A(G) as a Banach algebra, considering the canonical operator space structure can be valuable: Although the main result of [Run 3] is purely classical in its statement, its proof is operator space theoretic. 1. Although we have a contractive inclusion A p (G) ⊂ OA p (G) for all p ∈ (1, ∞), the two algebras A p (G) and OA p (G) can fail to be identical as Banach spaces for p = 2.
2. Even though A(G) = OA 2 (G) as Banach spaces, they need not have the same operator space structure.
The reason why A(G) and OA 2 (G) need not coincide as operator spaces is that the operator space structure of A(G) stems from VN(G) and thus from the column Hilbert space over L 2 (G), whereas OA 2 (G) is defined by means of the operator Hilbert space over L 2 (G). In order to get a satisfactory operator space structure for general Figà-TalamancaHerz algebras, one should therefore strive for an extension of the notion of column space from Hilbert spaces to arbitrary L p -spaces.
In his doctoral dissertation [Lam] , the first-named author introduced such a notion; in fact, he defined column and row spaces over arbitrary Banach spaces. We first outline his construction and then use it to equip general Figà-Talamanca-Herz algebras with a canonical operator space structure, turning them into "quantized" Banach algebras. As an application, we extend [Rua 1, Theorem 3.6] to arbitrary Figà-Talamanca-Herz algebras.
Preliminaries

Figà-Talamanca-Herz algebras
Let G be a locally compact group. For any function f : G → C, we definef : G → C by lettingf (x) := f (x −1 ) for x ∈ G. Let p ∈ (1, ∞), and let p ′ ∈ (1, ∞) be dual to p, i.e.
and
The norm on A p (G) is defined as the infimum over all sums (1) such that (2) holds. It is clear that A p (G) is a Banach space that embeds contractively into C 0 (G). It was shown by C. Herz ([Her 1]) that A p (G) is closed under pointwise multiplication and, in fact, a Banach algebra. The case where p = q = 2 had previously been studied by P. Eymard 
Operator spaces and quantized Banach algebras
There is now a booklength monograph available on the subject of operator spaces ([E-R]), and a second one will soon appear ([Pis 2]); furthermore, a very accessible survey article is available on the internet ([Wit et al.] ). We therefore refrain from repeating here the basic definitions of operator space theory. In our choice of notation, we mostly follow [E-R]. In particular, the projective and injective tensor product of Banach spaces are denoted by ⊗ γ and ⊗ λ , respectively, whereas⊗ and⊗ stand for the projective and injective tensor product of operator spaces. We deviate from [E-R] with our notation in two points:
1. The minimal and maximal operator space over a given Banach space E is denoted by MIN(E) and MAX(E), respectively.
2. The column and row space over a Hilbert space H is denoted by COL(H) and ROW(H), respectively. 4. Let G be a locally compact group. Then the representation
Hence, A(G) with its canonical operator space structure is a completely contractive Banach algebra.
Operator sequence spaces
In [Math] , B. Mathes characterized the column operator space COL(H) over a Hilbert space H through the isometries
for all n ∈ N, i.e. COL(H) is maximal on the columns and minimal on the rows. A similar characterization holds for ROW(H). In order to define column and row operator spaces over arbitrary Banach spaces in the next section, we first introduce and discuss an axiomatic characterization of the columns of operator spaces: the operator sequence spaces. Those spaces were introduced by the first-named author in his doctoral dissertation ([Lam, Definition 1.1.1]). They form a category somewhere in between Banach and operator spaces. A full account of the theory of operator sequence spaces will be published elsewhere.
In this section, we content ourselves with presenting the concepts and results we need for the remainder of the paper: to define column and row operator spaces over arbitrary Banach spaces and to use those operator space structures to turn the Figà-TalamancaHerz algebras into quantized Banach algebras. We are somewhat sketchy with our proofs -especially if they consist mainly of routine calculations or straightforward adaptations of proofs of the corresponding Banach or operator space results.
is the given norm on E and · ⌢ n is, for each n ∈ N, a norm on E n such that
For n ∈ N, we write E ⌢ n to denote E n equipped with · ⌢ n . The space E together with the sequential norm ( · ⌢ n ) ∞ n=1 is called an operator sequence space (over E).
1. Letting C ⌢ n := ℓ 2 n for n ∈ N, we define the (unique) operator sequence space over C.
2. Let E be any Banach space. The minimal operator sequence space min(E) over E is defined by letting min(E) ⌢ n := B(ℓ 2 n , E) for n ∈ N; the adjective minimal will be justified below.
3. Let E be any Banach space. The maximal operator sequence space max(E) over E is defined as follows: For n ∈ N and x ∈ E n , define
As in the case of min(E), the use of the adjective maximal will soon become clear.
4. Let E be an operator sequence space, and let m ∈ N. We define (E
This turns E ⌢ m into an operator sequence space.
5. Let E be an operator space. Define an operator sequence space
It will become apparent in the next section that every operator sequence space occurs in that fashion.
Having introduced the objects of the category of operator sequence spaces, we now turn to defining its morphisms.
Given two operator sequence spaces E and F , a linear map T : E → F , and n ∈ N, let
denote the n-th amplification of T .
Definition 2.2 Let E and F be operator sequence spaces. Then
If T sb ≤ 1, we call T a sequential contraction, and if T ⌢ n is an isometry for each n ∈ N, we call T a sequential isometry. The collection of all sequentially bounded maps from E to F is denoted by SB(E, F ).
Remarks
1. It is straightforward that · sb turns SB(E, F ) into a Banach space.
We write SB(E) instead of SB(E, E).
Examples 1. Let E be an operator sequence space, and let F be a Banach space. Then
holds isometrically. (This justifies the name minimal operator space.)
2. Let E be a Banach space, and let F be an operator sequence space. Then Next, we sketch the duality theory for operator sequence spaces. We first introduce a canonical operator sequence space structure over the Banach space of all sequentially bounded maps between operator sequence spaces: Proposition 2.3 Let E and F be operator sequence spaces. Letting
defines an operator sequence space over SB(E, F ).
We skip the proof which parallels the one of the corresponding result for operator spaces.
We require an analog of Smith's lemma ([E-R, Proposition 2.2.2]) for operator sequence spaces:
Lemma 2.4 (Smith's lemma for operator sequence spaces) Let E and F be operator sequence spaces such that dim
Proof Let T ∈ B(E, F ), and let n ∈ N. Let x = [x j ] j=1,...,n ∈ E ⌢ n , and let y 1 , . . . , y m be a basis for F . Then there are α j,k ∈ C for j = 1, . . . , n and k = 1, . . . , m such that
Let v ∈ M n,m be a partial isometry such that α = v|α|, where |α| := (α * α)
so that in (5) and (6) equality holds. Consequently, we have
Since n ∈ N was arbitrary, this yields T sb ≤ T Corollary 2.5 Let E be an operator sequence space. Then E * = SB(E, C) holds isometrically.
With Corollary 2.5 at hand, we can now equip the (Banach space) dual of an operator sequence space with a canonical operator sequence space structure.
Taking the adjoint of a sequentially bounded operator yields again a sequentially bounded operator. But more is true: Theorem 2.6 Let E and F be operator sequence spaces. Then
holds. Moreover,
is a sequential isometry.
Proof The first part of the theorem is [Lam, Satz 1.3.14] and has a proof similar to its operator space analog [E-R, Proposition 3.2.2]. In particular, (7) is an isometry. To see that (7) is in fact a sequential isometry, fix n ∈ N and note that, we have a (sequential) isometric canonical isomorphism
by [Lam, Satz 1.3.10 and Satz 1.3.12]. Hence, we have the following canonical isometries:
This completes the proof.
⊓ ⊔
We conclude this section with the analog of the MIN-MAX duality ([Lam, Satz 2.1.11]):
Theorem 2.7 (min-max duality) For any Banach space E, we have the sequentially isometric isomorphisms
Proof Since the compatibility of biduals for operator spaces ([Ble, Theorem 2.5]) has an analog in the category of operator sequence spaces ([Lam, Satz 1.3.19]) with an almost identical proof, the min-max duality can be proven by more or less following the proof of the MIN-MAX duality in [Ble] . ⊓ ⊔ 3 Column and row spaces over arbitrary Banach spaces
With the preparations made in the previous section, we can now define column and row spaces over arbitrary Banach spaces. As before, the material is from [Lam] and will appear elsewhere in fuller detail. 3. Let F be a Banach space. Then the previous remark and the isometric identity (3) combined yield that
holds isometrically for each operator space E, so that we have Min(min(F )) = MIN(F ).
The following definition generalizes V. I. Paulsen's formula for the maximal operator space norm over a Banach space ([Pau 2, Theorem 2.1]): Definition 3.2 Let E be an operator sequence space. Then the maximal operator space Max(E) over E is defined by letting, for x ∈ M n (E),
where the infimum is taken over all k, l ∈ N, α ∈ M n,kl , β ∈ M k,n , and v 1 , . . . , v k in the closed unit ball of E ⌢ l .
Remarks
1. By [Lam, Satz 4.1.10], Max(E) is an operator space for any operator sequence space E.
2. For any operator sequence space E, and for any operator space F ,
holds isometrically ([Lam, Satz 4.1.12]).
3. Let E be a Banach space. Then the previous remark and the isometric identity (4) combined yield that
holds isometrically for each operator space F , i.e. Max(max(E)) = MAX(E). We can now define the column space COL(E) and the row space ROW(E) over an arbitrary Banach space E: Definition 3.4 Let E be a Banach space.
(a) The column space over E is defined as COL(E) := Min(max(E)).
(b) The row space over E is defined as ROW(E) := Max(min(E)).
Recall that an operator space E is called homogeneous if CB(E) = B(M 1 (E)) holds isometrically.
Theorem 3.5 Let E be a Banach space. Then COL(E) and ROW(E) are homogeneous operator spaces such that
Proof Since B(E) = SB(max(E)) = CB(Min(max(E))), the homogeneity of COL(E) is clear (and similarly for ROW(E)). The dualities (9) follow immediately from Theorems 2.7 and 3.3.
⊓ ⊔
Remark It is immediate from Definition 3.4 that, for a Banach space E,
holds isometrically for all n ∈ N. It follows from [Math] that, for a Hilbert space H, the operator space COL(H) in the sense of Definition 3.4
is the usual column Hilbert space ([E-R, 3.4]). An analogous statement is true for ROW(H).
Amplifying operators on L p -spaces
The following definition is from [Her 1]:
Definition 4.1 Let p ∈ (1, ∞). A Banach space E is called a p-space if, for any two measure spaces X and Y , the amplification map
is an isometry.
Remark By [Kwa, §4,Theorem 2], a Banach space E is a p-space if and only if it is a subspace of a quotient of an L p -space. We shall, however, not require this fairly deep result, and only use Definition 4.1 and two facts from [Her 1]:
Theorem 1]).
• A Banach space E is a p-space if and only if E * is a p ′ -space ([Her 1, Proposition
4]).
In this section, we shall see that, for a p-space E, (10) is even a complete isometryprovided that all Banach spaces involved are equipped with their respective column space structures.
We start with a proof that (10) is a sequential isometry if the spaces involved are both equipped with their minimal or maximal operator sequence space structure, respectively.
Lemma 4.2 Let E, F , and X be Banach spaces. For
(T ∈ B(E, B(X, F )), y ∈ E, x ∈ X).
Then the following are true:
(i) The equality
holds.
(ii) For x ∈ X with norm one, π x is a quotient map.
Proof We have
which proves (i).
To prove (ii), we define an isometric right inverse of π x in case x = 1. Fix φ ∈ X * with φ = x, φ = 1. For T ∈ B(E, F ), defineT ∈ B(E, B(X, F )) by letting
The map B(E, F ) ∋ T →T is then the desired right inverse of π x . ⊓ ⊔ Corollary 4.3 Let p ∈ (1, ∞), let X and Y be measure spaces, let E be a p-space, and let n ∈ N. Then the amplification map
, and fix ξ ∈ ℓ 2 n with ξ ≤ 1. It follows that π
. Since E is a p-space, we have the norm equalities
The claim then follows from Lemma 4.2(i).
⊓ ⊔ Proposition 4.4 Let p ∈ (1, ∞), let X and Y be measure spaces, and let E be a p-space. Then
Proof Clearly, the first assertion implies the second one. Let m, n ∈ N. First, note that we have for all
by the mapping property of ⊗ λ ,
, again by Lemma 4.2(i).
⊓ ⊔
Together with [Her 1, Proposition 4], Theorem 2.6, and the min-max duality, Proposition 4.4 yields:
Corollary 4.5 Let p ∈ (1, ∞), let X and Y be measure spaces, and let E be a p-space. Then
We can now state and prove the main result of this section:
Theorem 4.6 Let p ∈ (1, ∞), let X and Y be measure spaces, and let E be a p-space.
Then the amplification map
is a complete isometry.
Proof Let m, n ∈ N, and let
and the first part of Corollary 4.5, we conclude that
An almost verbatim copy of the argument used to prove Proposition 4.4 yields that
Consequently,
holds, so that (12) is a complete isometry.
⊓ ⊔
Even though we won't need it in the sequel, we note the following analog of Theorem 4.6 for row spaces: It follows immediately from the theorem due to the COL-ROW duality.
Corollary 4.7 Let p ∈ (1, ∞), let X and Y be measure spaces, and let E be a p-space.
Then the amplification map
Column and row space norms on tensor products
Let p ∈ [1, ∞], let X be a measure space, and let E be a Banach space. Then the algebraic tensor product
In this section, we want to prove an operator space analog of this fact for column and row spaces.
Definition 5.1 Let E and F be operator spaces, and let C ≥ 0. A matricial norm on E ⊗ F is called a matricial C-subcross norm if
If C = 1, we simply speak of a matricial subcross norm.
There is an analog of Definition 5.1 in the category of operator sequence spaces ([Lam, Chapter 3]):
Definition 5.2 Let E and F be operator sequence spaces, and let C ≥ 0. A sequential norm on E ⊗ F is called a sequential C-subcross norm if
If C = 1, we simply speak of a sequential subcross norm. 
is bounded and has norm at most K G .
Proposition 5.4 Let p ∈ (1, ∞), let X be a measure space, and let E be a Banach space.
n , E) represent x and y, respectively. We have to show that
By Lemma 5.3, we have
holds. Consequently,
holds, which completes the proof. ⊓ ⊔ Remark For p ≥ 2, we even obtain a sequential subcross norm on L p (X, E): This follows from [D-F, 7.2, Proprosition, and 7.3].
Theorem 5.5 Let p ∈ (1, ∞), let X be a measure space, and let E be a Banach space.
Proof Let m, n ∈ N, and let x ∈ M m (L p (X)) and y ∈ M n (E). Let k x , l x , k y ∈ N, and let:
• α x ∈ M m,kxlx , β x ∈ M kx,m , and v 1 , . . . , v kx belonging to the closed unit ball of
• α y ∈ M n,kyly , β y ∈ M ky,n , and u 1 , . . . , u ky belonging to the closed unit ball of
It follows that α x ⊗ α y ∈ M mn,(kxky)(ℓxℓy) and that β x ⊗ β y ∈ M kxky,mn . From Proposition
5.4, it follows that
⌢ lxly for µ = 1, . . . , k x and ν = 1, . . . , k y . Consequently,
holds. Since (13) and (14) are representations of x and y as the occur in the definition of Max(min(L p (X, E))), we conclude that
This yields the claim.
⊓ ⊔
We now turn to proving the analog of Theorem 5.5 for column spaces. First, we need two more lemmas:
Lemma 5.6 Let p, q ∈ [1, ∞], let X and Y be a measures space, and let H be a Hilbert space. Then the amplification map
is sequentially bounded with sb-norm at most K G .
Proof As the proof of Corollary 4.5, except that Lemma 5.3 instead of Definition 4.1 is invoked. ⊓ ⊔ Lemma 5.7 Let p ∈ (1, ∞), let X be a measure space, and let E and F be Banach spaces. Then the amplification map 
Proof Let m, n ∈ N, and let x ∈ M m (L p (X)) and y ∈ M n (E). Let the operators
n represent x and y, respectively. We need to show that
First note that
On the other hand, the following holds:
Combined, (16) and (17) We now use the work done in the previous sections in order to define, for p ∈ (1, ∞) and a locally compact group G, a canonical operator space structure on A p (G).
Definition 6.1 Let G be a locally compact group, and let p ∈ (1, ∞).
(a) The canonical operator space structure on PM p ′ (G) is the one it inherits as a closed subspace of CB(COL(L p ′ (G))).
(b) The canonical operator space structure on A p (G) is the one it inherits as the predual of PM p ′ (G).
Remark From this definition, it is immediate that
is a complete quotient map.
Let G be a locally compact group, and let p, q ∈ (1, ∞). Then
is a strongly continuous representation of G and thus yields a representation of L 1 (G), which we denote likewise by
. Consequently, its predual, which we denote by A p,q (G × G) has a canonical operator space structure as well. In analogy with (18), we have a complete quotient map
Lemma 6.2 Let G be a locally compact group, and let p, q ∈ (1, ∞). Then there is a canonical completely bounded map from
Proof We have a completely isometric isomorphism
is a complete isometry. A routine calculation reveals that
It follows that
is clearly w * -continuous, and thus has a preadjoint ∆ : A p,q (G×G) → A p (G). From (22), is is immediate that ∆ is the restriction to the diagonal. Finally, since ∇| PM p ′ (G) is a complete isometry, ∆ is a complete quotient map.
⊓ ⊔ Forming the composition of the completely bounded maps in Lemmas 6.2 and 6.3, we obtain the main result of this section:
Theorem 6.4 Let G be a locally compact group, and let p, q ∈ (1, ∞) be such that p ≤ q ≤ 2 or 2 ≤ q ≤ p. Then pointwise multiplication induces a completely bounded map of cb-norm at most
Letting q = p in Theorem 6.4, we obtain immediately:
Corollary 6.5 Let G be a locally compact group, and let p ∈ (1, ∞ Corollary 6.6 Let G be an amenable, locally compact group, and let p, q ∈ (1, ∞) be such that p ≤ q ≤ 2 or 2 ≤ q ≤ p. Then A q (G) ⊂ A p (G) such that the inclusion is completely bounded with cb-norm at most K 2 G .
Operator amenability for Figà-Talamanca-Herz algebras
We conclude this paper with an extension of [Rua 1, Theorem 3.6] to Figà-TalamancaHerz algebras. Let A be a quantized Banach algebra. A quantized Banach A-bimodule is an Abimodule equipped with an operator space structure such that the module operations are completely bounded. Let E be a quantized Banach A-bimodule. Then the dual space E * of E is a quantized Banach A-bimodule in a canonical fashion via x, a · φ := x · a, φ and x, φ · a := a · x, φ (a ∈ A, φ ∈ E * , x ∈ E).
A derivation from a quantized Banach algebra A into a quantized Banach A-bimodule E is a completely bounded map D : A → E such that
The derivation is called inner if there is x ∈ E such that
The following definition was introduced by Z. (ii) =⇒ (iii): Let p ∈ (1, ∞). If A(G) is operator amenable, then G is amenable, so that A(G) ⊂ A p (G), where the inclusion is completely bounded and has dense range (by Corollary 6.6). By Lemma 7.2, this yields the operator amenability of A p (G). It would be interesting to know which of these results extend to general Figà-Talamanca-Herz algebras.
2. In [Run 3], the third-named author showed that the Fourier algebra of a locally compact group G is amenable (in the classical sense) if and only if G has an abelian subgroup of finite index. The proof is mostly operator space theoretic. It is easy to see that, if G has an abelian subgroup of finite index, then A p (G) is amenable for each p ∈ (1, ∞). In view of [Run 3] and Theorem 7.3, it is plausible to conjecture that A p (G) can be amenable for some p ∈ (1, ∞) only for such G. It is an intriguing question, whose answer seems to be far from obvious, whether the canonical operator space structure on A p (G) -combined with the methods from [Run 3] -can be used to affirm this conjecture.
