Skewness measures can be used to measure the level of asymmetry of a distribution. Given the prevalence of statistical methods that assume underlying symmetry, and also the desire for symmetry in order to make meaningful judgements for common summary measures (e.g. the sample mean), reliably quantifying asymmetry is an important problem. There are several measures, among them generalizations of Bowley's well known skewness coefficient, that use sample quartiles and other quantile-based measures. The main drawbacks of many measures is that they are either limited to quartiles and do not take into account more extreme tail behavior, or that they require one to choose other quantiles (i.e. choose a value for p different from 0.25) in place of the quartiles. Our objective is to (i) average the skewness measures over all p and (ii) provide interval estimators for the new measure with good coverage properties. Our simulation results show that the interval estimators perform very well for all distributions considered.
Introduction
Let Q 1 , Q 2 and Q 3 denote the quantiles of a population distribution, so that Q 2 is the median, then the well-known Bowley's coefficient (Yule, 1912; Bowley, 1920) given as B 1 = (Q 3 + Q 1 − 2Q 2 )/(Q 3 − Q 1 ) is a robust measure of skewness. Note that when the distribution is symmetric, then B 1 = 0 since Q 3 −Q 2 = Q 2 −Q 1 . The magnitude of B 1 grows as the difference between Q 3 −Q 2 and Q 2 −Q 1 increasing implies increasing skewness. A more general case of the Bowley's coefficient (David & Johnson, 1956) can venture further into the tails than when using the first and third quartiles. This measure has been considered further by Hinkley (1975) , Groeneveld & Meeden (1984) and Staudte (2014) who provided distribution free confidence intervals for the measure. Groeneveld et al. (2009) introduced an improved version for right skewed distributions for which good point and interval estimators can be easily obtained. This measure is appropriate only when the direction of the skewness is known, although in practice simple data visualisations can be used to decide. However, as stated by Groeneveld et al. (2009) , the measure is easier to interpret and typically more sensitive to skewness.
The generalised Bowley's and the Groeneveld et al. (2009) measures require one to chose the extremity of the quantiles used. To overcome this, Groeneveld & Meeden (1984) integrated both the numerator and denominator of the measure over p. Motivated by this, we introduce integrated versions of the measures which have simple interpretations and for which interval estimators with good coverage properties are available.
In Section 2 we introduce notations and existing measures of skewness using quantiles. In Section 3 we consider integration of the measures over p before comparing with other measures in Section 4. Point and interval estimators are provided in Section 5 with simulations assessing coverage and applications to some examples following in Section 6. We then conclude the work in Section 7.
Notations and some selected methods
Let F denote the distribution function for random variable X and f denote the density function. For a p ∈ [0, 1], let the pth quantile be x p = G(p) = F −1 (p) = inf{x : F (x) ≥ p} so that, for example, x 0.5 = Q 2 is the population median and x 0.25 = Q 1 and x 0.75 = Q 3 the other quartiles. Let g(p) = 1/f (x p ) denote the quantile density function (Tukey, 1965; Parzen, 1979) and its reciprocal, which we denote q(p) = f (x p ), is the density quantile function. Also let X, . . . , X n denote a simple random sample of size n from F . Throughout let x p denote the estimator of x p where we use the Hyndman & Fan (1996) quantile estimator which can be found as the Type 8 quantile estimator in R software (Development Core Team, 2008) .
Generalized skewness coefficients
Using the notations above, the generalized Bowley's coefficient is defined as
for p ∈ (0, 0.5) (Hinkley, 1975; Groeneveld & Meeden, 1984) . For later use we define the pth interquantile skewness to be S p = x 1−p + x p − 2x 0.5 and the pth interquantile range as R 1,p = x 1−p − x p so that γ p = S p /R 1,p . We denote the estimator of γ p as g p = s p r 1,p where s p = x 1−p + x p − 2 x 0.5 and r 1,p = x 1−p − x p . Groeneveld et al. (2009) introduced a variation of γ p that is simple to interpret and often more sensitive to skewness. For right-skewed distributions, this measure is defined as
for p ∈ (0, 0.5). Let R 2,p = x 0.5 − x p so that λ p = S p /R 2,p with estimator l p = s p r 2,p where r 2,p = x 0.5 − x p . For left-skewed distributions, the measure can be adapted to S p /(x 1−p − x 0.5 ).
For simplicity we will focus on the use of λ p as defined in (2) noting that findings will similarly hold when re-defining for left-skewed distributions.
To overcome the need for choosing a p for γ p , Groeneveld & Meeden (1984) integrated both the numerator and denominator with respect to p finding b 3 = 0.5 0 S p dp 0.5 0 R 1,p dp
where µ is the mean for distribution F . 
New skewness measures
Note that γ p and λ p may be thought of as sensitivity curves over the domain of p ∈ [0, 0.5]. In Figure 1 we plot the curves of γ p (top row) and λ p (bottom row) for two distributions: the lognormal distribution, LN(0, σ), with varying σ from 0.01 to 2.0 and also the non-central t distribution, t ν (ncp) with ν = 5 and non-centrality parameter (ncp) varying from −10 to 10. For the lognormal, the curves are plotted for each choice of σ, where smaller σ are associated with the curves with smaller skew (lower vertical axis values). For the non-central t, the curves with negative skewness are for ncp < 0 (left skew), for ncp = 0 the curve is constant at zero (symmetry) and for ncp> 0 the curves are for positive skew. Skewness increases with increasing ncp. In all cases skewness is maximised when the most extreme quantiles are used, i.e. smallest p, and this is also when the distance between the curves is maximised suggesting greater sensitivity in detecting skewness for smallest p. In practice, however, such extreme quantiles are difficult to estimate and so a not-so-small p would be chosen.
Area under the skewness curve and mean skewness
One way to avoid choosing p is to calculate the Area Under the sensitivity Curve (AUC) by integrating γ p and λ p over p ∈ [0, 0.5]. That is, we define AUC γ = 0.5 0 γ p dp = 0.5 0 S p R 1,p dp and AUC λ = 0.5 0 λ p dp = 0.5 0 S p R 2,p dp.
An interpretation of the AUC above exists in the form of mean skewness. Let U ∼ Uniform(0, 1/2), then
so that the expected value for a point randomly chosen on the sensitivity curve is equal to one half of the AUC. This similarly true for the λ p measures where E (λ U ) = AUC λ /2.
Remark 1. If one wanted the AUC and expected sensitivity above to be equal, then we could re-definẽ
for u ∈ [0, 1] so thatγ u = γ u/2 . Thenλ u could be similarly defined withλ u = λ u/2 . We would then have that, for U ∼ Uniform(0, 1), E (γ U ) = AUCγ and E λ U = AUCλ.
Weighting with respect to p
Given that large values of γ p and λ p can result when p is small, we could give less emphasis to the extremes by using γ * p = pγ p and λ * p = pλ p . In Figure 2 we plot the curves for pγ p (top row) and pλ p (bottom row). Note that less weighting is now given to the extremes such that greater emphasis is placed on a choice of p associated with greater density. For p γ , that choice of p is between 0.2 and 0.3 so that the peak in skew is approximately for when the measure is based on quartiles. For pλ p , the choice of p is between approximately 0.05 and 0.1 depending on the σ chosen. This is in contrast to the other measures (see Figure 1 ), where peak skew occurred at the smallest p (i.e. for the most extreme quantiles). Define the integrated γ * p , λ * p to be, AUC γ * = 0.5 0 γ * p dp = 0.5 0 p S p R 1,p dp and AUC λ * = 0.5 0 λ * p dp = 0.5 0 p S p R 2,p dp (7) where, as before, these are one half of the mean skew over p.
As example comparisons, all measures are depicted in Figure 3 for the lognormal with varying σ and the non-central t with varying ncp. 4 Properties and comparisons with other measures 4.1 Properties Oja (1981) defined four desirable properties which are desirable for skewness measures. Let β be a skewness measure where, for distribution function F , β(F ) is the measure of skewness for the distribution F . Further, for X ∼ F denoting a random variable, for convenience we also let β(X) = β(F ). These four properties are:
P2. β(F ) = 0 for symmetric F . 
The notation '< c ', used by Groeneveld & Meeden (1984) and Groeneveld et al. (2009) , is read as 'F c-precedes G' meaning that distribution F is at least as skewed to the right as distribution G. Groeneveld & Meeden (1984) has shown that γ p satisfies Properties P1 -P4 while Groeneveld et al. (2009) has shown that P1, P2 and P4 hold for λ p . In both cases, for P4 to hold it is required that G −1 (F (x)) is convex. Given this, it is straightforward then to show that they also hold for the AUC measures and the properties are summarised in Table 1 .
Comparisons of skewness for parametric families
We have carried out a comparison of the skewness measures γ p , λ p with our AUC measures over a wide range of distributions with different parameter choices. Table 2 represents the values for γ p , λ p for p = {0.05, 0.1, 0.15, 0.2, 0.25} and AUC γ , AUC γ * , AUC λ and AUC λ * for several distributions. Since the quantile function for the exponential distribution is a multiple of 1/λ where λ is the rate parameter, skewness does not depend on the rate and so we provide the results for a general λ. Consequently the skewness measures for the χ 2 2 distribution (the exponential distribution with rate 1/2) are also equal to these values. Other examples include the Pareto Type II distribution (PAR) with varying shape parameter where skewness decreases with increasing shape and similarly with the Gamma distribution. Increases and decreases among the skewness measures agree within and among distributions.
Estimation and inference
In this section we discuss estimation of the AUCs and provide confidence intervals.
Estimation
To estimate the pth quantile, x p , we use the Hyndman & Fan (1996) quantile estimator, which we denote x p , and which is a linear combination of two adjacent order statistics. It is readily available as the Type 8 quantile estimator in the R software package. We let g p , l p , g * p , l * p be the estimates of the skewness measures γ p , γ * p , λ p and λ * p . For an arbitrary F , closed-form expressions are not available for the AUCs of the skewness measures. Recent research integrating ratios of functions of quantiles over p (e.g. Prendergast & Staudte, 2016 , 2018 , used summation approximations over a finite number of different ps. Approximate standard errors and subsequent confidence intervals were also found for the measures considered resulting in good coverage. We therefore consider this approach.
Let p j = 0.5(j − 1/2)/J for j = 1, 2, . . . , J so that we estimate the AUC for γ p as
In the context of their estimators, Prendergast & Staudte (2016 , 2018 , showed that J = 100 provides an excellent approximation to the integral, including for the standard errors that follow. We too therefore choose J = 100. We define AUC λ , AUC * γ and AUC * λ similarly. If the mean skewness measure over the curve is desired, then the AUC estimate simply needs to be halved.
Asymptotic variances
In this section we provide estimates of the asymptotic variances for the γ p , λ p and the AUC estimators. Staudte (2014) has already derived the asymptotic variance of γ p using the Delta method (e.g. Ch.3 of DasGupta, 2006) . It is
where the estimators s p and r 1p and population values S p and R 1,p defined as in Section 2.
We similarly derived the asymptotic variance of estimator for λ p finding
We have also derived asymptotic co-variances needed in the variances for the AUC measures where
where setting p = q gives the asymptotic variances for the estimators of γ p and λ p . The formulas for the co-variances in the above are given in Appendix A. Then the asymptotic variance of our AUC estimators are given as
We also let nVar AUC * λ and nVar AUC * λ denote the asymptotic variances for the AUC estimators of g p and l p . We do not show them here, since each can be obtained by, for example, multiplying σ 1,p j p k by p j p k in the above asymptotic variance expressions.
Interval estimators for the AUCs and differences of AUCs
Let V denote the estimate of Var (l p ), V γ denote the estimate of Var AUC γ and similarly V λ the estimate of Var AUC λ . To obtain these, we need estimates of σ 1p σ 2p , σ 1,pq and σ 2,pq . These need estimates of the quantile density functions 1/f (x p ) and 1/f (x q ) where f is the density function. To estimate the quantile density functions, we use a kernel density estimator studied by, e.g. Falk (1986) and Welsh (1988) with bandwidth determined by the quantile optimality ratio (QOR) of Prendergast & Staudte (2016a) . The bandwidth based on the QOR typically resulted in slightly conservative intervals for quantiles and so are favored by us for our simulations. Code is available on request, or if desired standard bandwidths and density estimators for f could be used although our preference is to estimate the quantile density directly rather than thake the inverse of an estimated f .
Let z α = Φ −1 (α) denote the α quantile of the standard normal distribution. All our 100(1 − α)% confidence intervals for measures of skewness will be of the form, e.g. for AUC γ ,
where SE γ = V γ . If an interval for mean skewness over the interval p ∈ [0, 0.5] was desired (which is half the AUC), then all that is required is to halve the lower and upper bounds of the AUC interval. When there are two independent groups, we can construct interval estimators to compare the differences in skewness. E.g, an interval estimator for AUC γ,1 − AUC γ,2 is,
where SE γ,1,2 = V γ,1 + V γ,2 and the V γ,i s are the variances of the respective AUCs.
Simulations and Examples
We now consider simulations to assess coverage of the interval estimators before considering two examples.
Simulations
A simulation study was conducted to compare the performance of interval estimator of λ p with our new measures AUC γ , AUC γ * , AUC λ and AUC λ * by considering coverage probability (cp) and the average confidence interval width (w) as the performance measures. We have selected normal, log normal, exponential, chi-square and Pareto distributions with different parameter choices and the sample sizes n = {50, 100, 200, 500, 1000}. We used 10,000 simulation trials to our simulation study since the standard error of the estimated coverage probability for the nominal 0.95 level is less than 0.005 for 10,000 simulation trials (Staudte, 2014) . Before we consider interval estimators for the AUCs, we provide simulated coverage probabilities for an interval estimator of λ p using an estimated asymptotic variance from (10). We considered p = {0.05, 0.1, 0.15, 0.2, 0.25} and the results are provided in Table 3 . The interval provides very good coverage compared to the nominal 0.95 and the interval width decreases with increasing sample sizes. Groeneveld et al. (2009) recommended to use λ p=0.05 since it does not ignore the tail behaviour of the distribution. Very good coverage probabilities are achieved for this p.
Simulated coverages based on 10,000 trials for interval estimators of AUC γ , AUC γ * , AUC λ and AUC λ * are provided in the Table 4 . The interval estimators of AUC γ , AUC γ * , AUC λ and AUC λ * provide good coverage compared to the nominal 0.95 for moderate to large n and the interval width decreases with increasing sample sizes. For smaller n, the coverages are conservative. Overall, the coverages for the AUC of the λ skewness measure are usually closer to nominal and approach nominal more quickly with increasing sample size. We have seen this across a broad range of distributions and the reader can verify this by using our web application detailed next.
A Shiny web application for the performance comparisons of the intervals
For further comparisons, we have developed a Shiny (Chang et al. , 2017) web application that readers can use to run the simulations with different parameter choices. This can be found at https://lukeprendergast.shinyapps.io/meanskew/. The user can change the distribution, parameters, sample size, probability and the number of trials according to their choices. Once the desired options are selected the 'Run Simulation' button can be pressed and the relevant estimates, coverage probability (cp) and the average width of the confidence interval (w) will be calculated according to their input choices.
Examples
We have selected two datasets as examples.
Computer price data
The "Computers" data set which is available in the "Ecdat" package (Croissant, 2016) in R consists of prices for 6259 personnel computer which have been obtained from a cross section from 1993 to 1995 in the United States. Figure 4 depicts the computer price distribution which is clearly positively skewed. Table 5 contains the estimate and 95% confidence intervals for the six skewness measures, γ p and λ p for p = {0.05, 0.1, 0.15, 0.2, 0.25} and AUC γ , AUC γ * , AUC λ and AUC λ * . The confidence interval for γ p was found as given in Staudte (2014) . All intervals suggest significant skew. 
Doctor visits data
The doctor visits data, used as an example in Heritier et al. (2009) , is a sub sample of 3066 individuals (987 males and 2079 females) of the AHEAD cohort born before 1924 for wave 6 (year 2002) from the Health and Retirement Study (HRS) (Heritier et al. , 2009 ). This study surveys more than 22,000 Americans over the age of 50 every 2 years. The response variable that we were are interested in is the number of doctor visits in the two gender groups. The doctor visits distributions of male and female are positively skewed, and the truncated histograms can be found in Staudte (2014) . There is one outlier in the female group (750 visits) and the ranges of visits, ignoring that outlier, for females is 0 to 365 and 0 to 300 for males. A complete analysis of descriptive statistics for the number of doctor visits in male and female can be found in Table 6 of Arachchige et al. (2019) . Table 6 provides 95% confidence intervals for γ p , λ p , AUC γ , AUC γ * , AUC λ and AUC λ * for number of doctor visits for males, females and between males and females (with outlier). The intervals for each measure for males and females indicate skew. However, different conclusions about differences in skew between males and females can be made based on the different skewness measures. The intervals for λ p and γ p are sensitive to the choice of p. However, the intervals for the AUC measures do indicate skew with the exception of the AUC for λ.
Summary and future work
We have introduced more powerful alternatives to the existing measures of skewness such as γ p and λ p which require a choice of p. Here we introduce the integrated versions of the γ p , λ p , pγ p and pλ p as alternatives to measure the skewness. The simulation results show that the interval estimators perform well for all the selected distributions with moderate to large sample sizes and are typically conservative for smaller sample sizes.
While we refer to the AUCs as mean skew (i.e. mean of the skew curve over a uniform p ∈ [0, 1/2]), in truth the AUC itself is twice the mean. It is simple then to obtain point and interval estimates for the mean from the AUC estimates and vice versa. We favored AUC since it was more typically in the domain of skew values of γ p and λ p when p is fixed to some value between 0 and 0.25 (which would typically be done in practice). The mean skew is typically less than the skewness at fixed p since it is half the AUC and the AUC is taken over all p ∈ [0, 0.5]. An alternative would also be to consider integrating over p ∈ [0, 0.25] and dividing by 4. This would result in a mean more like the skew values for fixed p in 0 to 0.25. We favored the AUC though since it considers the entire distribution, and not just a subset of it.
The influence function (IF Hampel, 1974) can be used to study the robustness properties and sensitivity of estimators. Groeneveld et al. (2009); Groeneveld (1991) computed the IFs for the quantiles based measures and in doing so established typically greater sensitivity to right skew of λ p compared to γ p . A study of the IFs for the AUC measures may also reveal some advantage in weighting with respect to p whereby the less weighting is applied to the extreme quantiles where estimation can be difficult. For examples of the IF, including the IF for quantiles as background, see e.g. Staudte & Sheather (1990) and Clarke (2018) .
A Asymptotic variances and covariances
Asymptotic variance and covariance expressions for quantiles estimators are (e.g. see David, 1981; DasGupta, 2006) , n Var( x p ) . = p(1 − p)h 2 (p) , n Cov( x p , x q ) . = p(1 − q)h(p)h(q), 0 < p < q < 1 q(1 − p)h(p)h(q), 0 < q < p < 1 where h(p) = 1/f (x p ) is known as the quantile density function (Tukey, 1965; Parzen, 1979) . For simplicity, let ξ p,q = Cov( x p , x q ) and ξ 2 p = Var( x p ). For each of the variances and covariances needed we have Cov(s p , s q ) =Cov ( x 1−p + x p − 2 x 0.5 , x 1−q + x q − 2 x 0.5 ) , =ξ 1−p,1−q + ξ 1−p,q + ξ p,1−q + ξ p,q − 2ξ 1−p,0.5 − 2ξ p,0.5 − 2ξ 0.5,1−q − 2ξ 0.5,q + 4ξ 2 0.5 Cov(s p , r 1,q ) =Cov ( x 1−p + x p − 2 x 0.5 , x 1−q − x q ) =ξ 1−p,1−q − ξ 1−p,q + ξ p,1−q − ξ p,q − 2ξ 0.5,1−q + 2ξ 0.5,q , Cov(r 1,p , s q ) =Cov ( x 1−p − x p , x 1−q + x q − 2 x 0.5 ) , =ξ 1−p,1−q + ξ 1−p,q − 2ξ 1−p,0.5 − ξ p,1−q − ξ p,q + 2ξ p,0.5 , Cov(r 1,p , r 1,q ) =Cov ( x 1−p − x p , x 1−q − x q ) = ξ 1−p,1−q − ξ 1−p,q − ξ p,1−q + ξ p,q , Cov(s p , r 2,q ) =Cov ( x 1−p + x p − 2 x 0.5 , x 0.5 − x q ) = ξ 1−p,0.5 − ξ 1−p,q + ξ p,0.5 − ξ p,q + 2ξ 0.5,q − 2ξ 2 0.5 , Cov(r 2,p , s q ) =Cov ( x 0.5 − x p , x 1−q + x q − 2 x 0.5 ) = ξ 0.5,1−q + ξ 0.5,q − ξ p,1−q − ξ p,q + 2ξ p,0.5 − 2ξ 2 0.5 , Cov(r 2,p , r 2,q ) =Cov ( x 0.5 − x p , x 0.5 − x q ) = ξ p,q − ξ 0.5,q − ξ p,0.5 + ξ 2 0.5 .
