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Abstract. In this paper, we study the dynamics of degenerating se-
quences of rational maps on Riemann sphere Cˆ using R-trees. Given a
sequence of degenerating rational maps, we give two constructions for
limiting dynamics on R-trees: one geometric and one algebraic. The
geometric construction uses the ultralimit of rescalings of barycentric
extensions of rational maps, while the algebraic construction uses the
Berkovich space of complexified Robinson’s field. We show the two
approaches are equivalent. The limiting dynamics on the R-tree are
analogues to isometric group actions on R-trees studied in Kleinian
groups and Teichmu¨ller theory. We use the limiting map to classify
hyperbolic components of rational maps that admit degeneracies with
bounded length spectra (multipliers).
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1. Introduction
The study of dynamics of rational maps f : Cˆ −→ Cˆ has been a cen-
tral topic in mathematics. The space Ratd(C) of degree d rational maps
is not compact, so it is interesting and useful to understand the dynamics
as the rational maps degenerate. Let fn → ∞ in Ratd(C). In the prequel
[Luo19], we started the investigation of degenerating rational maps using
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the barycentric method. In particular, we constructed a limiting branched
coverings on R-trees. The construction is done in 2 steps (see Section 3 and
Section 4):
(1) Using the barycentric extension, we first extend the rational map fn
to E fn : H3 −→ H3.
(2) By choosing an appropriate rescalings
rn = max
y∈E f−1n (0)
dH3(y,0),
we get a limiting map on the ultralimit rH3 (also known as the
asymptotic cone) of pointed metric spaces (H3,0, dH3/rn)
F : rH3 −→ rH3.
Dynamics on R-trees also arise naturally via Berkovich spaces (see [Kiw15]
[BR10]). Using the Berkovich space of the complexified Robinson’s field,
we construct a limiting dynamical system on the R-tree. This algebraic
construction is done in 2 steps as well (see Section 5 and Section 6):
(1) First we associate to the sequence fn a degree d rational map f with
coefficients in the complexified Robinson’s field ρC associated with
the sequence ρn = e
−rn .
(2) Using the Berkovich extension, the rational map f naturally extends
to a map on the Berkovich hyperbolic space,
B : HBerk(ρC) −→ HBerk(ρC).
We establish a connection between the two constructions:
Theorem 1.1. There is a canonical isometric bijection
Φ : HBerk(ρC) −→ rH3,
such that
Φ ◦B = F ◦ Φ.
Remark. Both the asymptotic cone rH3 and the complexified Robinson’s
field ρC use non-principal ultrafilters in the construction. We remark that
the same ultrafilter ω is used in both construction.
We want to emphasize that each perspective of the limiting map brings its
own unique advantages and benefits. For example, the barycentric method
allows us to work with degenerating sequence of conjugacy classes (see The-
orem 4.2), while the Berkovich approach gives additional algebraic structure
for the R-tree.
We also have a version for degenerating families of rational maps that
relates our results with the Berkovich space of the field of Puiseux series
(see Theorem 7.4).
The limiting dynamics of F (or equivalently B) on the R-tree are ex-
tremely useful on recovering the limiting ratios of the length spectra for
rational maps. Motivated by the theory of Teichmu¨ller space and Kleinian
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groups, it is more natural to discuss length spectra for rational maps in a sin-
gle hyperbolic component H (Cf. [MS98]), although most of the discussion
also works without this assumption.
Markings and the length spectra. A conjugacy class of rational map
[f ] is called hyperbolic if the orbit of every critical point converges to some
attracting periodic cycle. The space of hyperbolic rational maps is open in
Md, and a connected component of it is called a hyperbolic component. For
each hyperbolic component H, there is a topological dynamical system
σ : J −→ J
such that for any [f ] ∈ H, there is a homeomorphism
φ(f) : J −→ J(f)
which conjugates σ and f . A particular choice of such φ(f) will be called a
marking of the Julia set.
Let [f ] ∈ H ⊂Md be a hyperbolic rational map with a marking φ : J −→
J(f). We let S be the space of periodic cycles of the topological model
σ : J −→ J . We define the length on [f ] of a periodic cycle C ∈ S by
L(C, [f ]) = log |(f q)′(z)|,
where q = |C| and z ∈ φ(C). The collection (L(C, [f ]) : C ∈ S ) ∈ RS+
will be called the marked length spectrum of [f ]. As [f ] varies over the
hyperbolic component, we are interested in understanding how the length
spectrum changes. In particular, we will investigate the behavior of the
length spectrum for a degenerating sequence [fn] via the limiting dynamics
F on the ends of the tree.
The ends of a tree and translation lengths. Let α be an end of the
tree rH3. The translation length of an end α measures the rate at which F
moves points of rH3 towards x0; it is defined by
L(α, F ) = lim
xi→α
d(xi, x
0)− d(F (xi), x0).
If [fn] ∈ H is a degenerating sequence with markings φn. We can naturally
lift to a sequence of rational maps fn which achieve the minimum
r([fn]) := min
x∈H3
max
y∈E f−1n (x)
dH3(y, x)
at the point 0 (see Section 9). Let F be the limiting map on the R-tree,
then the markings φn naturally gives a marking φ on the ends. If C ∈ S is
a periodic cycle in the topological dynamics, then φ(C) = {α1, ..., αq} is a
cycle of periodic end. We define its translation length
L(C,F ) =
q∑
i=1
L(αi, F ).
It is a well-known principle that the translation length on the limiting
R-trees give information on the length spectrum (Cf. [Luo19], [DM08],
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[McM09b], [MS84] and etc.). The precise statement that we will prove and
use is the following:
Theorem 1.2. Let [fn] ∈ H be a degenerating sequence with markings φn,
and let F be the associated limiting maps on rH3. If C ∈ S is a periodic
cycle, then
L(C,F ) = lim
ω
L(C, [fn])/r([fn]).
Moreover, every cycle of repelling periodic end is represented by some C ∈
S .
Hyperbolic components admitting bounded escape and nested Ju-
lia sets. Let [fn] ∈ H be a sequence with markings φn, it is possible that
[fn] is degenerating while L(C, [fn]) stays bounded for every C ∈ S (which
cannot happen for degenerating Kleinian groups, Cf. [MS84]). Hence, we
define
Definition 1.3. A hyperbolic component H is said to admit bounded escape
if there exists a sequence [fn] ∈ H with markings φn so that
(1) [fn] is degenerating;
(2) For any periodic cycle C ∈ S , the sequence of lengths L(C, [fn]) is
bounded.
Since there are only finitely many periodic points of a fixed period, we can
formulate the definition without using the markings and replace the second
condition by
(2’) For any p ∈ N and any sequence of periodic points xn of fn with
period p, the multipliers of fn at xn stay bounded.
The sequence fn(z) = z
2 + 1
nz3
provides such an example. The Julia set
J for this hyperbolic component is homeomorphic to a Cantor set of circles
(see [McM88]). In particular, any component of the Julia set separates
the two points 0, ∞, and the Julia set is disconnected. We show these
two characteristics actually classify all examples of hyperbolic components
admitting bounded escape:
Definition 1.4. Let f ∈ Ratd(C) be a hyperbolic rational map. We say
J(f) is nested if
(1) There are two points p1, p2 ∈ Cˆ such that any component of J(f)
separates p1 and p2;
(2) J(f) contains more than one component.
A hyperbolic component H is said to have nested Julia sets if the Julia set
of any rational map in H is nested.
Theorem 1.5. H admits bounded escape if and only if H has nested Julia
sets.
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Figure 1.1. The Julia set of z2/(1 − z2) + p/z10 with p =
10−7 on the left, and a zoom of the Julia set near 0 on the
right. The Julia set is a Cantor set of closed curves. Any
‘buried’ closed curve is a circle. Any boundary component
of the ‘gaps’ is a covering of the Julia set of z2 − 1 (which is
conjugate via z 7→ 1/z to z2/(1− z2)).
Figure 1.2. The Julia set of z2/(1 + cz2) + p/z10 with p =
10−7 and c in the ‘rabbit’ component of the Mandelbrot set.
Each Julia component is either a circle or a covering of the
Julia set of the quadratic polynomial z2 + c.
In Section 10, we will see that any example of rational maps of nested
Julia sets can be essentially built from 1 or 2 hyperbolic polynomials via a
nested (self-)mating procedure. We shall also see given any 1 or 2 hyperbolic
polynomials, we can construct a nested (self-)mating (see Proposition 10.7).
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Using this classification, we can prove nested Julia sets implies bounded
escape.
To prove the other direction, note that from the definition, we have a
degenerating sequence [fn] ∈ H with bounded multipliers. This gives a
limiting dynamics on an R-tree with no repelling periodic ends. We will
classify these limiting dynamics, and use our classification to derive topo-
logical properties of the Julia set. In the course of the proof, we also get a
quantitative result: if H is not nested, then there exist some periodic cycle
escaping to infinity comparable to r([fn]) (see Theorem 11.12).
The previous results suggest the following open question:
Question. If there exists a degenerating sequence [fn] ∈ H with bounded
multipliers, do all sequences in this hyperbolic component H have bounded
multipliers?
This question can be considered as the relative version to the conjecture
the hyperbolic components with Sierpinski carpet Julia set is bounded. See
Section 11 for more discussions on this.
Comparison with Kleinian groups. We conclude our discussion by com-
paring our results above with some well-known results for Kleinian groups.
(1) Hyperbolic components and markings. A hyperbolic component of
rational maps should be though of as an analogue of AH(M), the
space of conjugacy classes of discrete faithful representations of pi1(M)
in PSL2(C). The repelling periodic cycles are in correspondence with
the closed geodesics on the quotient hyperbolic three manifold. In
the Kleinian group setting, closed geodesics are naturally marked by
the representation, however, the markings of periodic cycles are in
general not canonical.
(2) Limiting dynamics on R-trees. In [MS84], based on the study of
valuations on the function field of the character variety, Morgan and
Shalen showed how to compactify AH(M) using isometric actions
on R-trees, which shed new lights and generalized part of Thurston’s
Hyperbolization Theorem. Bestvina and Paulin gave a more geo-
metric perspective of this theory in [Bes88] and [Pau88]. In the
rational map setting, the construction of limiting map on R-trees
using barycentric extensions is in the same spirit as Bestvina and
Paulin’s construction, while the Berkovich dynamics, which studies
valuations on polynomial rings, adapts the algebraic perspective as
in Morgan and Shalen’s formulation. The equivalence between the
two explained in Theorem 7.3 is analogous to the equivalence of var-
ious constructions of R-trees in Kleinian groups. We remark that
in the rational map setting, the construction does not require the
sequence to come from a single hyperbolic component.
(3) Limiting ratios of length spectra. The limiting ratios of lengths of
marked geodesics for degenerating sequence of Kleinian groups are
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naturally recorded in the limiting isometric action on the R-tree
(see [MS84] and [Ota96]). Theorem 1.2 gives analogous results in
complex dynamics.
(4) Bounded escape and nested Julia sets. These phenomena are new in
the complex dynamics setting:
• A sequence of representations in AH(M) is degenerate if and
only if the length of some geodesics are escaping to infinity (see
[MS84]).
• Any buried component of the limit set of a finitely generated
Kleinian group is a single point, while if the Julia set of a
rational map is nested, then it has uncountably many buried
components which are non-degenerate (see [McM88], [AM77]).
(5) Blaschke products and Fuchsian groups/Teichmu¨ller spaces. Under
our dictionary, the space of Blaschke products is analogous to the
space of Fuchsian representations. Our construction of dynamics
on R-trees is a direct generalization of the Ribbon R-tree construc-
tion in [McM09b] for Blaschke products. We also refer to [McM08]
[McM09a] [McM10] for more comparisons between Blaschke prod-
ucts and many other aspects of the Teichmu¨ller spaces.
Notes and references. This paper is the sequel of [Luo19], where we
started the investigation of dynamics of degenerating rational maps using
barycentric method.
For more on R-trees, degenerations of hyperbolic manifolds and rational
maps, see e.g. [MS84], [Bes88],[Bes01] [Pau88], [Ota96] and [McM09b]. The
use of asymptotic cone and the connection of R-trees with the nonstandard
analysis are developed and explained in [KL95] and [Chi91]. Other applica-
tion of trees in complex dynamics can be found in [Shi89] and [DM08].
The use of Berkovich space of formal Puiseux series and rescalings to
understand asymptotic behaviors for a degenerating holomorphic family of
rational maps was introduced and made precise in [Kiw15]. Similar ideas
have been also explored in [Sti93], [Eps00], [DeM07] and [Arf17]. In many
situations, the study of parameter spaces leads us to consider sequences of ra-
tional maps. Our constructions of branched coverings on R-trees, which use
sequences, are usually better suited to answer such questions. For example,
our theory easily gives a direct and uniform proof of the sequential version
(compared to holomorphic family version) of the rescaling limit theorem in
[Kiw15]. Our theory also allows us eliminate the smoothness assumptions
of the boundary when studying hyperbolic components in [NP18]. The use
of barycentric extensions also gives natural representatives when studying
degenerating sequences of conjugacy classes of rational maps (see Theorem
4.2). Other applications of Robinson’s field can be found in [dFM09].
Many examples of degenerating families of rational maps with bounded
multipliers (Latte`s family) without the hyperbolicity assumption are studied
in [FRL10] using Berkovich dynamics. Rational maps with disconnected
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Julia sets are studied extensively in [PT00], and some examples of rational
maps with nested Julia sets also appear there.
Acknowledgments. The author thanks C. T. McMullen for advice and
helpful discussion on this problem.
2. R-trees and branched coverings
In this section, we give a brief introduction of R-trees and give the defi-
nition of branched coverings between R-trees.
R-trees. An R-tree is a nonempty metric space (T, d) such that any two
points x, y ∈ T are connected by a unique topological arc [x, y] ⊂ T , and
every arc of T is isometric to an interval in R.
We say x is an endpoint of T if T − {x} is connected; otherwise x is an
interior point. If T−{x} has three or more components, we say x is a branch
point. The set of branch points will be denoted B(T ). We say T is a finite
tree if B(T ) is finite. Note that we allow a finite tree to have an infinite end,
so a finite tree may not be compact. We will write [x, y) and (x, y) for [x, y]
with one or both of its endpoints removed.
A ray α in the R-tree T is an isometric embedding
α : [0,∞) ⊂ R −→ T.
We identify a ray as a map and its image in T . Two rays are said to be
equivalent if α1 ∩ α2 is still a ray. The collection (T ) of all equivalence
classes of rays forms the set of ends of T . We will use α to denote both a
ray and the end it represents. We say a sequence of points xi converges to
an end α, denoted by xi → α, if for all β ∼ α, xi ∈ β for all sufficiently large
i.
Let x ∈ T , two segments [x, y1] and [x, y2] are said to represent the same
tangent vector at x if [x, y1] ∩ [x, y2] is another non-degenerate segment.
The set of equivalence classes of tangent vectors at x is called the tangent
space at x, and denoted by TxT . Equivalently, the tangent space TxT can
be identified with the set of components of T − {x}. Let ~v ∈ TxT , we will
use U~v to denote the component of T − {x} corresponding to ~v.
More generally, if x, y ∈ T , we use Ux,y to denote the component of
T − {x, y} with boundary x, y.
Convexity and subtrees. A subset S of T is called convex if x, y ∈ S =⇒
[x, y] ⊂ S. The smallest convex set containing E ⊂ T is called the convex
hull of E, and is denoted by hull(E). More generally, we can easily extend
the definition of convex, convex hull to subset S ⊂ T ∪ (T ). Note that
subset S ⊂ T is convex if and only if S is connected if and only if S is a
subtree. Moreover, S is a finite subtree of T if and only if S is the convex
hull of a finite set E ⊂ T ∪ .
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Branched coverings between R-trees. We now give the definition of a
branched covering between R-trees (see [Luo19]):
Definition 2.1. Let f : T1 −→ T2 be a continuous map between two R-
trees, we say f is a degree d branched covering if there is a finite subtree
S ⊂ T1 such that
(1) S is nowhere dense in T1, and f(S) is nowhere dense in T2.
(2) For every y ∈ T2 − f(S), there are exactly d preimages in T1.
(3) For every x ∈ T1 − S, f is a local isometry.
(4) For every x ∈ S, and any sufficiently small neighborhood U of f(x),
f : V − f−1(f(V ∩ S)) −→ U − f(V ∩ S) is an isometric covering,
where V is the component of f−1(U) containing x.
3. Barycentric extensions for rational maps
In this section, we briefly review the theory of barycentric extensions for
rational maps. We will summarize some properties and refer the readers to
[Luo19] for details.
The barycentric extension was extensively studied for circle homeomor-
phisms in [DE86]. The construction can be easily generalized to any contin-
uous maps on sphere Sn−1, (see [Luo19][Pet11]), but for our purposes, we
will focus on the barycentric extensions for rational maps on S2.
We identify the hyperbolic space H3 with the ball model B(0, 1) ⊂ R3.
The conformal boundary of H3 is naturally identified with S2 in this way.
A measure on S2 is said to be balanced at a point x if one moves x to the
origin 0 ∈ B(0, 1) ∼= H3 using isometry, the push forward of the measure has
Euclidean barycenter at the origin. Given a probability measure µ on S2
with no atoms of mass ≥ 1/2, then there is a unique point β(µ) ∈ H3 called
the barycenter of µ for which the measure is balanced (see [DE86], [Hub06]
or [Pet11] for a proof).
Let µS2 be the probability measure coming from the spherical metric on
S2, and f : S2 −→ S2 be a rational map, then the barycentric extension E f is
a map from H3 −→ H3 which sends the point x ∈ H3 to the barycenter of the
measure f∗(Mx)∗(µS2), where Mx is any isometry sending the origin 0 of the
ball model to x. The extension is conformally natural: if M1,M2 ∈ PSL2(C),
then
M1 ◦ E (f) ◦M2 = E (M1 ◦ f ◦M2).
The following theorem concerning the regularities of the barycentric ex-
tensions is proved in [Luo19] (see Theorem 1.1 in [Luo19]):
Theorem 3.1. For any rational map f : Cˆ −→ Cˆ of degree d, the norm of
the derivative of its barycentric extension E f : H3 −→ H3 satisfies
sup
x∈H3
‖DE fx‖ ≤ C deg(f).
Here the norm is computed with respect to the hyperbolic metric and C is a
universal constant.
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In particular, the barycentric extension E f is C deg(f)-Lipschitz.
The space of rational maps. The space Ratd(C) of rational maps of
degree d is an open variety of P2d+1C . More concretely, fixing a coordinate
system of P1C, then a rational can be expressed as a ratio of homogeneous
polynomials f(z : w) = (P (z, w) : Q(z, w)), where P and Q have degree d
with no common divisors. Using the coefficients of P and Q as parameters,
then
Ratd(C) = P2d+1C − V (Res)
where Res is the resultant of the two polynomials P and Q.
The space Ratd(C) is not compact. A sequence fn ∈ Ratd(C) is said to
be degenerating if fn escapes every compact set of Ratd(C). One natural
compactification of Ratd(C) is Ratd(C) = P2d+1C . We will call this compact-
ification the algebraic compactification.
Every map in f ∈ Ratd(C) determines the coefficients of a pair of homo-
geneous polynomials, and we write
f = (P : Q) = (Hp : Hq) = Hϕf
where H = gcd(P,Q) and ϕf = (p : q) is a rational map of degree at most
d. A zero of H is called a hole of f and the set of zeros of H is denoted by
H(f).
Given a sequence of rational maps fn ∈ Ratd(C) which converges to f ∈
Ratd(C), we will say f is the algebraic limit of the sequence fn. We will say
the limit map has degree k if ϕf has degree k.
The limit map describes the asymptotic dynamics away from the holes
H(f) (see Lemma 4.2 in [DeM05]):
Lemma 3.2. Let fn ∈ Ratd(C), and assume fn → f algebraically, then fn
converges compactly to ϕf on P1C −H(f).
Note that if fn converges algebraically to a degree 0 map, the measure
(fn)∗µS2 converges weakly to a delta measure. So the barycentric extension
E fn(0)→∞.
On the other hand, if fn converges algebraically to f = Hϕf with deg(ϕf ) ≥
1, (fn) ∗ µS2 converges weakly to (ϕf )∗µS2 . So the barycentric extension
E fn(0)→ Eϕf (0).
Therefore, we have the following lemma (see Lemma 2.3 in [Luo19]):
Lemma 3.3. Let fn ∈ Ratd(C), then E fn(0) stays bounded away from 0 if
and only if degree 0 maps are not in the limit set of {fn} in Ratd(C).
If fn is degenerating, after possibly passing to a subsequence, in [Luo19]
we construct a sequence Mn →∞ in PSL2(C) so that fn◦Mn converges alge-
braically to f = Hϕf with deg(ϕf ) ≥ 1. By the naturality of the barycentric
extension and Lemma 3.3, we conclude that fn is degenerating if and only
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if some preimages of 0 of E fn are escaping to infinity (see Proposition 7.1
in [Luo19]):
Proposition 3.4. Let fn ∈ Ratd(C), and
rn := max
x∈E f−1n (0)
dH3(0, x).
Then fn is degenerating if and only if rn →∞.
The moduli space of rational maps. The group of Mo¨bius transforma-
tions PSL2(C) acts on Ratd(C) by conjugation. The quotient space Md is
known as the moduli space of rational maps. A sequence [fn] ∈ Md is said
to be degenerating if [fn] escapes every compact set of Md.
Since choosing a base point 0 ∈ H3 is equivalent to choosing a represen-
tative of the conjugacy class [f ] up to the compact group SO(3), we define
r([f ]) := min
x∈H3
max
y∈E f−1(x)
dH3(y, x).
Note that this is well-defined as it does not depend on the choice of repre-
sentative f and the map
x 7→ max
y∈E f−1(x)
dH3(y, x)
is proper. The following proposition now follows immediately from the def-
inition and Proposition 3.4:
Proposition 3.5. Let [fn] ∈ Md, and rn := r([fn]). Then [fn] is degener-
ating if and only if rn →∞.
4. Ultralimits and asymptotic cones
In this section, we shall review a standard construction of ultralimits for
sequences of pointed metric spaces. The construction uses a non-principal
ultrafilter, which is an efficient technical device for simultaneously taking
limits of all sequences without passing to subsequences and putting them
together to form one object. We refer the readers to [Gro92], [KL95] and
[Roe03] for more details.
We shall review a special type of ultralimits: the asymptotic cones for
H3. The limiting map of E fn is constructed on the asymptotic cone rH3.
Ultrafilter on N. We begin by reviewing the theory of ultrafilter on N. A
subset ω ⊂ ℘(N) of the power set of N is called an ultrafilter if
(1) If A,B ∈ ω, then A ∩B ∈ ω;
(2) If A ∈ ω and A ⊂ B, then B ∈ ω;
(3) ∅ /∈ ω;
(4) If A ⊂ N, then either A ∈ ω or N−A ∈ ω
By virtue of the 4 properties of an ultrafilter, one can think of an ultrafilter
ω as defining a finitely additive {0, 1}-valued probability measure on N: the
sets of measure 1 are precisely those belonging to the filter ω. We will call
such sets as ω-big or simply big. Its complement is called ω-small or simply
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small. If a certain property is satisfied by a ω-big set, then we will also say
this property holds ω-almost surely. From now on, we do not distinguish an
ultrafilter as a subset of ℘(N) or a finitely additive {0, 1}-valued probability
measure on ℘(N).
Let a ∈ N. We can construct an ultrafilter by
ωa := {A ⊂ ℘(N) : a ∈ A}.
Any ultrafilter of the above type is called a principal ultrafilter. It can be
verified that an ultrafilter is principal if and only if it contains a finite set.
An ultrafilter which is not principal is called a non-principal ultrafilter. The
existence of a non-principal ultrafilter is guaranteed by Zorn’s lemma.
Let ω be a non-principal ultrafilter on N, which will be fixed throughout
the paper. It allows us to define limits for sequences. If xn be a sequence in
a metric space (X, d) and x ∈ X, we say x is the ω-limit of xn, denoted by
lim
ω
xn = x
if for every  > 0, the set {n : d(xn, x) < } is ω-big.
It can be easily verified (see [KL95]) that
(1) If the ω-limit exists, then it is unique.
(2) If xn is contained in a compact set, then the ω-limit exists.
(3) If x = limn→∞ xn in the standard sense, then x = limω xn.
(4) If x = limω xn, then there exists a subsequence nk such that x =
limk→∞ xnk in the standard sense.
From these properties, one should think of the non-principal ultrafilter ω
as performing all the subsequence-selection in advance, and all sequences in
compact spaces will automatically converge without the need to pass to any
further subsequences.
Ultralimit of pointed metric spaces and asymptotic cone. Let (Xn, pn, dn)
be a sequence of pointed metric spaces with basepoints pn. Let X denote the
set of sequences {xn}, xn ∈ Xn such that dn(xn, pn) is a bounded function
of n. We also define an equivalence relation ∼ by
{xn} ∼ {yn} ⇔ lim
ω
dn(xn, yn) = 0
Let Xω = X/ ∼, and we define
dω({xn}, {yn}) = lim
ω
dn(xn, yn)
The function dω makes Xω a metric space, and is called the ultralimit of
(Xn, pn, dn) with respect to the ultrafilter ω, and is written as limω(Xn, pn, dn)
or simply limωXn for short.
The ultralimit of Xn has many of the desired properties (see Section 7.5
in [Roe03] and [KL95]):
(1) The ultralimit Xω is always a complete metric space.
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(2) If Xn are proper metric spaces, with (Xn, pn) → (Y, y) in the sense
of Gromov-Hausdorff, then
(Y, y) ∼= lim
ω
(Xn, pn).
Now let (X, p) be a fixed pointed metric space. Given a positive sequence
rn with limω rn = ∞, which will be called a rescaling, the asymptotic cone
of X with respect to the rescaling rn and the base point p is the ultralimit
of the sequence (X, p, 1rnd), and is denoted by (
rX, (p), dω) or simply
rX for
short.
The asymptotic cone rH3 of H3. Let rn →∞ be a rescaling, we let rH3
to be the asymptotic cone of H3 with rescaling rn. It is well known that rH3
is an R-tree (see [Gro92] [KL95] and [Roe03]).
Let z ∈ Cˆ ∼= S2, we denote γ(t, z) ∈ H3 as the point at distance t away
from 0 in the direction corresponding to z. Then given any sequence zn ∈ Cˆ,
the ray
s(t) = (γ(t · rn, zn))
is a geodesic ray parameterized by arc length in rH3. So we can associate
a sequence (zn) to an end in (
rH3). Conversely, if s(t) is a geodesic ray
starting from (0). Let (γ(k · rn, zk,n)) represent the point s(k), then the
geodesic ray s′(t) = (γ(t · rn, zn,n)) represents the same end as s(t).
Similarly, given x ∈ rH3, the tangent space TxrH3 is uncountable. For
example, the geodesic rays s(t) = (γ(t · rn, z)) represents different tangent
vectors at x0 for different z ∈ P1C, so Tx0rH3 contains P1C.
In Section 7, we shall see that the set of ends corresponds to the projective
space of a non-Archimedean field ρC and the tangent space corresponds to
the projective space of the residual field of ρC.
Limiting map on rH3. Let fn ∈ Ratd(C) be a degenerating sequence of
rational maps which will be fixed throughout this section. The appropriate
rescaling to use is
rn := max
y∈E f−1n (0)
dH3(y,0),
as it brings all the preimages of 0 in view. Let (rH3, x0, d) be the asymptotic
cone of (H3,0) with respect to the rescaling rn.
The limiting map F = limω E fn : rH3 −→ rH3 is defined by
F ([xn]) = [E fn(xn)].
Since all E fn are Cd-Lipschitz by Theorem 3.1 with a universal constant
C, it follows immediately that F is well defined. In [Luo19], we showed
that the limiting map is a degree d branched covering (see Theorem 1.2 in
[Luo19])
Theorem 4.1. Let fn → ∞ in Ratd(C). Then the limiting map F is a
degree d branched covering of the R-tree rH3.
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A version of degenerating sequences in Md. Let [fn] → ∞ in Md.
Recall that by Proposition 3.5, we have
r([fn]) := min
x∈H3
max
y∈E f−1n (x)
dH3(y, x)→∞.
Since the function
x 7→ max
y∈E f−1(x)
dH3(y, x)
is proper on H3 (as E f continuously extends f on S2), we can choose rep-
resentatives fn so that
r([fn]) = max
y∈E f−1n (0)
dH3(y,0).
We remark that the choices of the representatives may not be unique.
Let F : rH3 −→ rH3 be the limit of the sequence E fn with respect to the
rescaling rn = r([fn]). By our construction, for any point x ∈ rH3, there
exists y ∈ F−1(x) which is distance 1 from x. Hence, we have
Theorem 4.2. Let [fn]→∞ in Md. Then (any) limiting map F associated
to [fn] is a degree d branched covering of the R-tree rH3 with no totally
invariant point.
5. Rational maps on Berkovich projective space P1Berk
In this section, we give a brief review of the Berkovich projective space
P1Berk for a complete, algebraically closed non-Archimedean field K, and the
dynamics of rational maps on it. We are going to summarize some of the
properties, and refer the readers to [BR10] for more detailed exposition of
this theory.
Let K be a complete, algebraically closed non-Archimedean field, we will
use notations B(a, r) := {z ∈ K : |z − a| ≤ r} and B(a, r)− := {z ∈ K :
|z−a| < r} to denote the closed ball and open ball centered at a with radius r
respectively. Recall that in an non-Archimedean field, any point z ∈ B(a, r)
(or z ∈ B(a, r)−) is the center of the ball. If two balls intersect, then one is
contained in the other.
The valuation ring of K will be denoted as DK = B(0, 1), and its maximal
ideal is MK = B(0, 1)
−. The residual field is K˜ = DK/MK .
Let f ∈ Ratd(K) be a rational map with coefficients in K. After multi-
plying the denominator and numerator by a common factor, we may assume
that the maximum norm of the coefficients is 1. The reduction map f˜ is
given by taking the reduction on its coefficients.
The Berkovich affine space and the Berkovich projective space. As
a topological space, A1Berk can be defined as follows. The underlying point
set is the collection of all the multiplicative seminorms [ ]x on the polynomial
ring K[T ] which extend the absolute value on K. The topology on A1Berk is
the weakest one for which x→ [f ]x is continuous for all f ∈ K[T ]. The field
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K can be thought of as a subspace of A1Berk, via the evaluation map. That
is, we can associate to a point x ∈ K the seminorm
[f ]x = |f(x)|
The seminorms of this form will be called classical points.
The Berkovich projective space P1Berk is the one point compactification of
A1Berk. The extra point, which is denoted, as usual, by ∞, can be regarded
as the point ∞ ∈ P1K embedded in P1Berk.
Berkovich classification. Note that given closed ball B(a, r), one can
construct the supremum norm
[f ]|B(a,r) = sup
z∈B(a,r)
|f(z)|.
One of the miracles of the non-Archimedean universe is that this norm is
multiplicative. More generally, given any decreasing sequence of closed balls
x = {B(ai, ri)}, we can consider the limiting seminorm
[f ]x = lim
i→∞
[f ]B(ai,ri).
Berkovich’s classification asserts that every point x ∈ A1Berk arises in this
way, and we can classify them into 4 types:
(1) Type I: Points in A1K , which we will also call the classical points;
(2) Type II: Points corresponding to a closed ball B(a, r) with r ∈ |K×|;
(3) Type III: Points corresponding to a closed ball B(a, r) with r /∈ |K×|;
(4) Type IV: Points corresponding to a nested sequence {B(ai, ri)} with
empty intersection.
Type I, II and III can all be thought of a special case of Type IV: the clas-
sical points correspond to a nested sequence {B(ai, ri)} with lim ri = 0; the
Type II points correspond to a nested sequence {B(ai, ri)} with nonempty
intersection and r = lim ri > 0 belongs to the value group |K×|; the Type
III points correspond to a nested sequence {B(ai, ri)} with nonempty inter-
section but r = lim ri > 0 does not belong to the value group |K×|. We will
call the point corresponding to B(0, 1) the gauss point and is denoted by xg.
‘Proj’ construction of P1Berk. The previous definition of P1Berk, however,
does not make clear why a rational map f ∈ Ratd(K) induces a map on
P1Berk. Another way of viewing the Berkovich projective space P1Berk is to
use the ‘Proj’ construction. This point of view allows us to construct a
natural action of f ∈ Ratd(K).
We consider S as the set of multiplicative seminorms on the two-variable
polynomial ring K[X,Y ] which extend the absolute value on K, and which
are not identically zero on the maximal ideal (X,Y ) of K[X,Y ]. We will
use [[ ]] to emphasize that these are seminorms on the two-variable ring. We
put an equivalence relation on S by declaring that [[ ]]1 ∼ [[ ]]2 if and only if
there exists a constant C > 0 such that for all d ∈ N and all homogeneous
polynomials G ∈ K[X,Y ] of degree d, [[G]]1 = Cd[[G]]2.
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As a set, P1Berk is the collection of equivalence classes of S. One can
choose a representative [[ ]]∗ so that max([[X]]∗, [[Y ]]∗) = 1, which we will call
it normalized. Note that by the equivalence relation, it is easy to check
that for any normalized seminorm [[ ]]∗ in an equivalence class, it gives the
same values on homogeneous polynomials. We put the topology on P1Berk
to be the weakest so that x → [[G]]∗x is continuous for any homogeneous
G ∈ K[X,Y ].
P1K naturally embeds into P1Berk via [a : b] → [[G]][a:b] = |G(a, b)|. It can
be checked that P1Berk − {∞} and P1Berk − {0} are both homeomorphic to
A1Berk, and one can construct P1Berk by gluing two copies of A1Berk on their
common intersection A1Berk − {0}.
Rational maps on P1Berk. Let f ∈ Ratd(K), we can write f is the ratio
of two homogeneous f(T ) = F1(X,Y )/F2(X,Y ) where T = X/Y . Let
x ∈ P1Berk, we can define [[ ]]f(x) by
[[G]]f(x) := [[G(F1(X,Y ), F2(X,Y ))]]x
for G ∈ K[X,Y ]. It can be checked that [[ ]]f(x) is a multiplicative seminorm
on K[X,Y ] which extend the absolute value on K, and which are not iden-
tically zero on the maximal ideal (X,Y ) of K[X,Y ]. This gives the natural
action of f on P1Berk. Note this defines the usual action on P1K , hence we
can regard this natural action of f as an extension to P1Berk. It can also
be shown that this action preserves the types of the points (see Proposition
2.15 in [BR10]).
If M is a rational map of degree 1, i.e., M ∈ PSL2(K), then this action
can be viewed via the action on the balls: if x ∈ P1Berk corresponds to a
nested sequence of balls {B(ai, ri)}, then M(x) corresponds to the nested
sequence of balls {M(B(ai, ri))}. Given any Type II point x, there exists
M ∈ PSL2(K) such that M(xg) = x. We will regard M as ‘change of
coordinates’. We now give another point of view of the natural action of the
rational map via change of coordinates. The following proposition can be
proved using Lemma 2.17 in [BR10]:
Proposition 5.1. Let f ∈ Ratd(K), x, y ∈ P1Berk are two type II points.
Assume that x = M(xg) and y = L(xg) with M,L ∈ PSL2(K), then f(x) =
y if and only if L−1 ◦ f ◦M has non constant reduction.
The tree structure on HBerk. The Berkovich hyperbolic space HBerk is
defined by
HBerk = P1Berk − P1K = A1Berk − A1K
Note that HBerk is also the space of Type II, III and IV points.
Given two Type II or III points x, y corresponding to the balls B(a, r)
and B(b, s) respectively, we let B(a,R) be the smallest ball containing both
B(a, r) and B(b, s). Note that R = max(r, s, |a−b|). We define the distance
function
d(x, y) = 2 logR− log r − log s
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Note that if B(a, r) is contained in B(b, s), then
d(x, y) = log s− log r = log s/r,
which should be interpreted roughly as the modulus of the open annu-
lus B(b, s)− − B(a, r). In general, the distance is the sum of modulus of
B(a,R)− −B(a, r) and B(b, R)− −B(b, s).
One can extend this distance formula continuously to arbitrary points
x, y ∈ HBerk. The metric space (HBerk, d) can be shown to be a complete
R-tree (see Proposition 2.29 in [BR10]). Moreover, the finite ends of the
R-tree correspond to the Type IV points, while the infinite ends of the R-
tree correspond to the classical (Type I) points. The group PSL2(K) acts
isometrically on HBerk which is transitive on Type II points.
We should remark that the topology generated by the metric d is strictly
finer than the subspace topology of the Berkovich topology on HBerk. In
this paper, we shall mainly use the topology generated by this metric.
Tangent maps and multiplicities. Recall that the tangent space TxHBerk
at x is the space of components of HBerk−{x}. If x = xg is the Gauss point,
tangent space TxgHBerk is identified with P1K˜ . More generally, if x is a Type
II point, we can choose M ∈ PSL2(K) so that x = M(xg). The isometry M
allows us to identify TxHBerk with P1K˜ .
If f ∈ Ratd(K), then f induces a natural map
Dxf : TxHBerk −→ Tf(x)HBerk.
We have the following theorem regarding the tangent maps (see Corollary
9.25 in [BR10]):
Theorem 5.2. Let x ∈ HBerk be a Type II point, and y = f(x). Choose
M,L ∈ PSL2(K) so that x = M(xg) and y = L(xg). Let g = L−1 ◦ f ◦M ,
and let g˜ be the reduction of g. Then the tangent map
Dxf = g˜
under the identification of TxHBerk (and TyHBerk) with P1K˜ by M∗ (and L∗
respectively).
There are many equivalent ways to extend the definition of local degrees
for f from P1K to P1Berk in the literature (see Section 2 in [FRL10] and
Chapter 9 in [BR10]). Theorem 5.2 allows us to define it for Type II points.
Let x ∈ HBerk be a Type II point. We define the local degree
degx f = deg g˜.
If we now count each point by its multiplicities, then every point has exactly
d preimages in P1Berk.
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6. Complexified Robinson’s field
In this section, we give an introduction of a complete, algebraically closed,
non-Archimedean field ρC. This field is first introduced in the real setting
by Robinson to formulate non-standard analysis. It should be thought of as
a complexified version of Robinson’s field.
Recall that we have fixed a non-principal ultrafilter ω of N. Consider CN
consisting of all sequences in C. We say two sequence (zn) and (wn) are
equivalent if
zn = wn ω − alomost surely
The set of equivalence classes will be denoted by ∗C.
We define addition and multiplication as follows: let x, y ∈ ∗C be repre-
sented by (xn) and (yn), then we define x+y and x·y as the class represented
by (xn + yn) and (xn · yn). It can be checked that these are indeed well de-
fined, and make ∗C a field. This field is usually referred to as the ultrapower
construction for C (Cf. Chapter 2 in [LR75]).
To simplify the notations, we will sometimes use a single roman letter to
represent a number in ∗C. Given two numbers x, y ∈ ∗C represented by (xn)
and (yn), we write |x| ≤ |y| or |x| < |y| if |xn| ≤ |yn| or |xn| < |yn| ω-almost
surely.
The field ∗C is usually too big to work with in our applications, and is
not equipped with a norm. We will construct a more useful field ρC as the
quotient of a subspace of ∗C.
Given a positive sequence ρn → 0, which we can regard as ρ ∈ ∗C. With
the notations above, we construct
M0 = {t ∈ ∗C : There exists some N ∈ N such that |t| < ρ−N}
and
M1 = {t ∈ ∗C : For all N ∈ N, |t| < ρN}
We remark that since ρn → 0, M0 consists of those (equivalence classes
of ) sequences that are not growing to infinity too fast, while M1 consists of
those tending to 0 very fast. It is easy to show that both M0 and M1 form
rings with respect to the addition and multiplication of ∗C. It can also be
shown that M1 is a maximal ideal of ring M0 (Cf. Chapter 3.3 in [LR75]).
We define
ρC = M0/M1
as the quotient field. Note that C embeds into ρC via constant sequences.
Intuitively, the field ρC lies in between C and ∗C consisting of those large
infinitesimals and small infinite numbers. We shall regard each member of
t ∈M1 as a small infinitesimal, and its multiplicative inverse (provided that
t 6= 0) a large infinite number. Using the terminologies in [LR75], each
number in M1 will be called an iota and the multiplicative inverse of a non
zero number in M1 will be called a mega.
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We can define an equivalence relation on ∗C by declaring x ∼ y if x− y is
an iota. Note that in particular, if y ∈M0, then x ∼ y if and only if x ∈ [y]
as a member of ρC.
Non-Archimedean norm on ρC. One of the many desired properties of
ρC is that we can put a norm on it. Let x ∈M0−M1 and i ∈M1 represented
by (xn) and (in) respectively. Note that there exist two integers n,m such
that ρn ≤ |x| < ρm, hence the ultralimit
logρ |x| := limω log |xn|/ log ρn
is a finite number. Since i ∈M1, so |in| < ρnn for any n ∈ N. Note
logρ |x+ i| − logρ |x| = limω logρn |
xn + in
xn
| = lim
ω
log |1 + in/xn|
log ρn
Since xn /∈M1, limω in/xn = 0, but limω | log ρn| =∞. Hence logρ |x+ i| −
logρ |x| = 0.
Therefore, we have a well-defined a valuation of an element [x] ∈ ρC by
ν([x]) = logρ |x|
where x ∈ ρC is a representative of [x].
To illustrate the definition, notice that
ν([ρ]) = 1
or more generally,
ν([ρn]) = n for n ∈ R
To simplify the notations, from now on, we will use a single roman letter
to represent a number in ρC, and drop the square bracket.
It can be easily verified that for x, y ∈ ρC (Cf. Chapter 3 Lemma 3.1 and
3.2 in [LR75]), we have
ν(x · y) = ν(x) + ν(y)
ν(x+ y) ≥ min(ν(x), ν(y))
Hence, ν defines a non-Archimedean valuation on ρC, and this valuation
naturally gives rise to a non-Archimedean norm via
|x|ν = e−ν(x)
The distance function is given by
d(x, y) = |x− y|ν
(ρC, d) is complete and spherically complete. Recall that a metric
space X is said to be spherically complete if for any nested sequence of
(closed) balls B0 ⊃ B1 ⊃ ..., their intersection
⋂
j Bj is non-empty. In this
subsection, we will show that ρC is spherically complete:
Theorem 6.1. The field (ρC, d) is spherically complete.
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Proof. Let B′0 ⊃ B′1 ⊃ ... be a decreasing sequence of closed balls. We
consider a decreasing sequence of open balls Bi so that B
′
i ⊃ Bi ⊃ B′i+1.
We assume that Bi has radius ri, and denote qi = − log ri. Pick αi ∈ Bi,
and assume that αi is represented by (ai,n). Since Bj ⊂ Bi for all j ≥ i, we
know
|αi − αj | < ri
Equivalently,
ν(αi − αj) = lim
ω
log |ai,n − aj,n|/ log ρn > qi
We can construct inductively a decreasing sequence N = N0 ⊃ N1 ⊃ ...
such that
(1) Nk is ω-big;
(2)
⋂∞
k=1Nk = ∅;
(3) For any i ≤ j ≤ k and l ∈ Nk, we have
νl(ai,l − aj,l) := log |ai,l − aj,l|/ log ρl > qi.
Indeed, we can set N0 = N as the base case. Assume that Nk is con-
structed, to construct Nk+1, we note that for any i ≤ k + 1,
ν(αi − αk+1) = lim
ω
log |ai,n − ak+1,n|/ log ρn > qi.
Hence, there exists an ω-big set N so that for all i ≤ k + 1 and l ∈ N ,
νl(ai,l − ak+1,l) > qi.
We define Nk+1 = N ∩Nk ∩ {n : n ≥ k + 1}, then Nk+1 ⊂ Nk is still ω-big.
Property (3) is satisfied by induction hypothesis and by the definition of N .
Property (2) holds as Nk ⊂ {n : n ≥ k} by construction.
We now define the sequence an := ak,j for j ∈ Nk−Nk−1, and let α = (an).
Note that for any l ∈ Ni, by Property (2), l ∈ Nk − Nk−1 for some k ≥ i.
Hence for any i ∈ N and l ∈ Ni,
νl(ai,l − al) = νl(ai,l − ak,l) > qi.
Therefore, ν(αi − α) > qi. This means that |αi − α| < ri, so α ∈ Bi.
Since this holds for any i, we conclude that α ∈ ⋂iBi, so ⋂iBi 6= ∅.
Therefore,
⋂
iB
′
i 6= ∅ as well. 
As an immediate corollary, we have (cf. Chapter 3 Theorem 4.1 in
[LR75]):
Corollary 6.2. The field (ρC, d) is complete.
ρC is algebraically closed. We will show that not only does ρC have good
completion properties, it is also algebraically closed.
Theorem 6.3. ρC is algebraically closed.
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Proof. Let zd + ad−1zd−1 + ...+ a0 be a monic polynomial with coefficients
an = (an,k) ∈ ρC. We assume that M < min(0, ν(a0), ..., ν(ad−1)). Hence
there is a ω-big set N ⊂ N so that for all k ∈ N and n = 0, ..., d− 1,
|an,k| < ρMk
Now let fk(z) = ad−1,kzd−1 + ...+ a0,k and g(z) = zd. Note that for any
k ∈ N , we have on the circle centered at 0 of radius d ·ρMk (note that ρMk > 1
as M < 0) that
|fk(z)| ≤ |ad−1,k| · (d · ρMk )d−1 + ...+ |a0,k|
< ρMk · d · (d · ρMk )d−1 = |g(z)|
By Roche´’s theorem, there are d solutions of g + fk(z) = 0 in the ball
B(0, d · ρMk ). Let xk be such a root. Note that xk is defined on an ω-big
set N , so x = (xk) represents a point in
ρC as |xk| < ρM+1k for all k ∈ N .
Moreover, x satisfies the equation zd + ad−1zd−1 + ... + a0 = 0. Therefore,
ρC is algebraically closed. 
As an immediately corollary of the previous two Theorems and the Berkovich
classification Theorem, we have
Corollary 6.4. The Berkovich hyperbolic space HBerk(ρC) consists of only
Type II points.
The residue field of ρC and a cascade of Robinson’s fields. Recall
that the residual field of a non-Archimedean field K is the quotient K˜ =
DK/MK where DK = B(0, 1) and MK = B(0, 1)
−. For the field ρC, one
can represent a non-zero element in the residual field by a sequence (zn)
with limω log |zn|/ log ρn = 0. Two sequences (zn) and (wn) are said to be
equivalent if limω log |zn − wn|/ log ρn > 0.
Let σn be a positive sequence with σ → 0, which we can regard as σ ∈ ∗C.
We also assume that limω log σn/ log ρn = 0, in other words, ρn goes to 0
super-polynomially compared to ωn.
We consider the following subset of ρ˜C
Mσ0 = {[t] ∈ ρ˜C : t ∈ ∗C, |t| < σ−N for some N ∈ N}
Note that Mσ0 is well defined. Indeed, if t
′ ∈ ∗C is another representation of
[t], then |t− t′| < ρα for some α > 0. Therefore
|t′| < |t|+ |t− t′| < σ−N + ρα < σ−N−1
Similarly, the set
Mσ1 = {[t] ∈ ρ˜C : t ∈ ∗C, |t| < σN for any N ∈ N}
is well defined. It follows directly from the definition, the field Mσ0 /M
σ
1 is
isomorphic to σC. Inductively, we can construct another Robinson’s field as
a quotient of the subset of the Residual field σC, we summarize as follows.
21
Given a sequence of positive sequences ρn,k with limk ρn,k = 0, such that
for any n,
lim
ω
log ρn+1,k/ log ρn,k = 0
We can construct a sequence of Robinson’s field ρnC. Each one ρnC can
constructed as a quotient of the subset of the Residual field of the previous
one ρn−1C. We will call such a configuration a cascade of Robinson’s field.
The cascade of Robinson’s field is useful in understanding the tangent maps
of rational maps on the Berkovich spaces.
Embedding of the field of Puiseux series L. In this subsection, we will
show how to embed the field of formal Puiseux series L into the Robinson’s
field ρC (Cf. Chapter 3 Section 6 in [LR75]).
The field L is the algebraic closure of the completion of the field of formal
Laurent series C((t)). An element in a ∈ L can be represented by a formal
series
a =
∑
j≥0
ajt
λj
where aj ∈ C, λj ∈ Q if aj does not vanish for sufficiently large j, then
λj →∞ as j →∞. The absolute value is given by
|a| = exp(−min{λj : aj 6= 0})
provided a 6= 0.
To show we have an embedding we first prove the following lemma about
convergence of series in ρC.
Lemma 6.5. Let aj ∈ C, and λj be an unbounded increasing sequence of
R. Then the series ∞∑
j=0
ajρ
λj
converges in ρC.
Moreover, |∑∞j=0 ajρλj | = exp(−min{λj : aj 6= 0}).
Proof. Let αj = ajρ
λj . If aj = 0, then ν(αj) = ∞. Otherwise, ν(αj) =
ν(ρλj ) = λj . Since limλj = ∞, so limν(αj) = ∞. Hence, the series
∑
αj
converges in ρC by the convergence criterion in non-Archimedean field.
For the moreover part, let σn =
∑n
j=0 ajρ
λj be the associated partial
sums. Without loss of generality, we assume that a0 6= 0, then ν(σn) =
λ0 for all n by the strong triangle inequality. Therefore |
∑∞
j=0 ajρ
λj | =
exp(−min{λj : aj 6= 0}). 
We will now define Ψ : L −→ ρC as follows. Let a = ∑j≥0 ajtλj ∈ L, we
define
Ψ(a) =
∑
j≥0
ajρ
λj ∈ ρC
Note that the series converges by Lemma 6.5. One can easily verify that
Ψ(a + b) = Ψ(a) + Ψ(b) and Ψ(a · b) = Ψ(a) ·Ψ(b). Hence we have
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Proposition 6.6. The map
Ψ : L −→ ρC
a =
∑
j≥0
ajt
λj 7→
∑
j≥0
ajρ
λj
is an embedding of fields and preserves the non-Archimedean norms.
7. Equivalence of barycentric and Berkovich construction
In this section, it is better to use the upper space model H of the hy-
perbolic 3-space H3. We can identify H = C × R>0, and a linear map
M(z) = Az +B extends to an isometry on H given by
M(z, h) = (Az +B, |A|h). (7.1)
The distance between two points (z1, h1) and (z2, h2) is given by the formula
d((z1, h1), (z2, h2)) = 2 log
√|z1 − z2|2 + (h1 − h2)2 +√|z1 − z2|2 + (h1 + h2)2
2
√
h1h2
(7.2)
We will identify 0 as the point (0, 1) ∈ H.
Construction of the isometric bijection Φ. By Corollary 6.4, we know
HBerk(ρC) consists of only Type II points. Hence by Berkovich classification
Theorem, every point x ∈ HBerk can be represented by a closed ball B(p,R).
We consider a linear polynomial of the form
M(z) = az + b ∈ PSL2(ρC),
with M(B(0, 1)) = B(p,R). Representing a and b by the sequences (an)
and (bn), we get a sequence of Mo¨bius transformations
Mn(z) = anz + bn.
Let rH3 be the asymptotic cone of H3 with respect to rescaling rn = − log ρn.
We define Φ : HBerk −→ rH3
Φ(x) = (Mn(0)) ∈ rH3.
Proposition 7.1. Φ is a well-defined isometric bijection.
Proof. We will first check that this definition is well defined. If we have a
different representation Ln(z) = a
′
nz + b
′
n, where (a
′
n), (b
′
n) represent a
′ and
b′, then |a| = |a′| = R and |b− b′| ≤ R. Without loss of generality, we may
assume |an| ≥ |a′n| ω-almost surely. Hence we have given any  > 0,
(1) log |bn − b′n|/ log ρn > − logR−  ω-almost surely;
(2) log |an||a′n|/ log ρn > − ω-almost surely.
Rearranging the inequalities and using the fact that |a′| = R, we conclude
that for any  > 0,
(1) |bn − b′n|/|a′n| < ρ−n ω-almost surely;
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(2) |an||a′n| < ρ
−
n ω-almost surely.
Consider L−1n ◦Mn(z) = ana′n z+
(bn−b′n)
a′n
, then using equations 7.1 and 7.2, we
conclude that for any  > 0, on an ω-big set,
d(Ln(0),Mn(0)) = d(0, L
−1
n ◦Mn(0))
= d((0, 1), (|(bn − b
′
n)
a′n
|, |an
a′n
|))
< 2 log
√
ρ−n + (ρ−n − 1)2 +
√
ρ−n + (ρ−n + 1)2
2
< 2 log(2ρ−n )
= 2 log 2 + 2rn = O(2 · rn).
Since  is arbitrary, we conclude (Ln(0)) and (Mn(0)) represent the same
point in rH3. Therefore, Φ is a well-defined map.
We will now show that Φ is bijective. To show this, we will construct the
inverse map Ξ : rH3 −→ HBerk. Given a point x ∈ rH3, we can represent
it as x = (Mn(0)), where Mn(z) = anz + bn. Using equations 7.1 and
7.2, we conclude that |an| < ρ−Nn and |bn| < ρ−Nn for some N ∈ N ω-
almost surely. Hence (an), (bn) represent a, b ∈ ρC, with a 6= 0. Denote
M(z) = az + b ∈ PSL2(ρC), and we define
Ξ(x) = M(B(0, 1)) ∈ HBerk
In a similar fashion, we can easily check that Ξ is well defined, and Φ ◦ Ξ,
Ξ ◦ Φ are identity maps. Therefore Φ is bijective.
We will now show that Φ is an isometry. Note that given a, b ∈ ρC
represented by (an) and (bn), M(z) = az + b ∈ PSL2(ρC) and (xn) 7→
(Mn(xn)) ∈ rH3 where Mn(z) = anz + bn are isometries of HBerk and rH3
respectively. Hence to show d(x, y) = d(Φ(x),Φ(y)), it suffices to show
d(xg,M(xg)) = d((0), (Mn(0))).
If M(xg) is represented by a closed ball either contained or containing
B(0, 1), then we can choose M(z) = az, and d(xg,M(xg)) = | log |a||. A
direct computation using equation 7.2, we have d(0,Mn(0)) = | log |an||, so
d(x0, (Mn(0))) = lim
ω
−| log |an||/ log ρn = | log |a||,
where the last equality holds by the definition of norm on ρC.
More generally, if M(xg) is represented by a closed ball B(p,R) disjoint
from B(0, 1), one can construct a geodesic by connecting B(0, 1) to B(0, |p|)
and then connecting B(0, |p|) to B(p,R). By the above argument, one can
show that Φ is an isometry on either geodesic segment. Since Φ is a bijection,
and rH3 is a tree, this means d(xg,M(xg)) = d((0), (Mn(0))). Therefore, Φ
is an isometry. 
The isometric bijection Φ is a conjugacy. Before proving the equiva-
lence theorem, we need the following algebraic lemma.
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Lemma 7.2. Let f ∈ Ratd(ρC), and fn ∈ Ratd(C) be a sequence represent-
ing f . Let F = limω E fn be the limiting map on rH3. Then the reduction of
f has degree ≥ 1 if and only if F (x0) = x0.
Proof. If the reduction of f has degree ≥ 1, we can represent
f(z) =
adz
d + ...+ a0
bdzd + ...+ b0
with max{|ad|, ..., |a0|} = 1 and max{|bd|, ..., |b0|} = 1. We denote
fn(z) =
ad,nz
d + ...+ a0,n
bd,nzd + ...+ b0,n
,
where (ak,n) and (bk,n) represent ak and bk in
ρC.
Let itop be the largest index i so that
lim
ω
|aj,n|/|ai,n| <∞
for all j = 0, ..., d. Similarly, we define ibot accordingly.
If itop 6= ibot, we let Ln(z) = bibot,n/aitop,nz, then
lim
ω
Ln ◦ fn = lim
ω
ad,n/aitop,nz
d + ...+ a0,n/aitop,n
bd,n/bibot,nz
d + ...+ b0,n/bibot,n
=
zitop + ...
zibot + ...
has degree ≥ 1. Since rn →∞, by Lemma 3.3,
lim
ω
dH3(0, Ln ◦ E fn(0))/rn = 0.
Since |bibot | = |aitop | = 1, so by equations 7.1 and 7.2,
dH3(0, Ln(0)) < rn
for any  > 0. Hence we have F (x0) = x0.
If itop = ibot, we let Ln(z) = z − aitop,n/bibot,n and consider gn = Ln ◦ fn.
Since |bibot | = |aitop | = 1, by equations 7.1 and 7.2,
dH3(0, Ln(0)) < rn
for any  > 0. Moreover, note that for g represented by gn has non trivial
reduction, and the indices itop and ibot for gn are different. Hence apply the
previous argument for gn, we conclude that F (x
0) = x0.
Conversely, if F (x0) = x0, by naturality of the barycentric extension and
Lemma 3.3, we can choose Ln(z) = anz + bn with
lim
ω
d(0, Ln(0))/rn = 0
so that limω Ln◦fn has degree ≥ 1. Therefore, by Proposition 7.1, an and bn
represents a, b ∈ ρC with |a| = 1 and |b| < 1. Let L(z) = az+b ∈ PSL2(ρC),
then L ◦ f has non-trivial reduction. Hence f has non-trivial reduction as
well. 
We are now ready to prove a more precise version of Theorem 1.1:
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Theorem 7.3. Let fn → ∞ in Ratd(C). Let rH3 be the asymptotic cone
with respect to the rescalings rn = maxy∈E f−1n (0) dH3(y,0), and
ρC be the
complexified Robinson’s field with respect to ρn = e
−rn. Then fn represents
a rational map f ∈ Ratd(ρC), and
Φ ◦B = F ◦ Φ,
where F = limω E fn is the limiting map on rH3, and B is the Berkovich
extension of f on HBerk(ρC).
Conversely, if f ∈ Ratd(ρC), and F = limω E fn for (any) sequence fn
representing f , we have
Φ ◦B = F ◦ Φ.
Proof. By considering the class represented the coefficients of fn, we get a
rational map f with coefficients in ρC. Note that a priori, the degree of f
may drop. Let Φ : HBerk −→ rH3 be the map defined as above, then Φ is
an isometric bijection.
Given x ∈ rH3 represented by the sequence Mn(0) where Mn ∈ PSL2(C).
Assume that y = F (x) is represented by Ln(0) where Ln ∈ PSL2(C). Let
M,L ∈ PSL2(ρC) be represented by Mn and Ln respectively. Then by
naturality of the barycentric extension and Lemma 7.2, the reduction
L−1 ◦ f ◦M
has degree ≥ 1. By Proposition 5.1 and the definition of Φ, F (Φ(x)) =
Φ(B(y)). Hence Φ is a conjugacy between F and B.
Since F has degree d, we conclude B has degree d as well. Therefore,
f ∈ Ratd(ρC).
The converse part follows by a similar argument. 
A version of holomorphic families. Let ft is a holomorphic family of
rational maps of degree d > 1 defined over the punctured unit disk ∆∗ =
{t ∈ C : 0 < |t| < 1}. We also assume that all the coefficients of ft extend
to meromorphic functions on the unit disk ∆. We may also view f = ft as
a rational map with coefficients in the field of formal Puiseux series L.
Theorem 7.4. Let ρn → 0 and rn = − log |ρn|, there is an isometric em-
bedding
Φ : HBerk(L) ↪→ rH3 ∼= HBerk(ρC)
Moreover, if f = ft is a holomorphic family of rational maps of degree
d > 1 defined over ∆∗, then
Φ ◦B = F ◦ Φ,
where F = limω E fρn is the limiting map on
rH3, and B is the Berkovich
extension of f on HBerk(L).
Proof. By Proposition 6.6, the field L naturally embeds isometrically into
ρC. Such an embedding also gives an isometric embedding of HBerk(L) into
HBerk(ρC) by the Berkovich classification Theorem. A rational map f with
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coefficients in L can be naturally thought of as a rational map with coeffi-
cients in ρC via the embedding. Its action on HBerk(L) naturally extends
to HBerk(ρC). The theorem now follows from Theorem 7.3. 
As an immediate corollary, we have
Corollary 7.5. Let ρn → 0 and rn = − log ρn, then we have
(1) If f ∈ Ratd(ρC), and fn represents f . Let sn := maxy∈E f−1n (0) dH3(y,0),
then limω sn/rn is bounded. Moreover, if we assume the reduction of
f has degree < d, then sn is comparable to rn.
(2) If fn is a degenerating sequence with maxy∈E f−1n (0) dH3(y,0) = rn,
then fn represents a rational map f ∈ Ratd(ρC) with the degree of
the reduction of f < d.
8. Additional properties of the limiting map F .
In this section, we shall use the equivalence result proved in Theorem 1.1
and Theorem 7.3 to summarize some additional properties of F that will be
used later. Most of the results we cite here come from Berkovich dynamics,
but we remark that a direct geometric proofs can also be given.
Expansion and local degrees. Recall that using Theorem 5.2, the local
degree degx F is defined as the degree of the reduction of g = L
−1 ◦ f ◦M ,
where x = Mn(0), F (x) = Ln(0) and Mn, Ln represent M,L ∈ PSL2(ρC).
Moreover, we define the local degree in the direction ~v ∈ TxrH3, denoted by
m~vF as the degree of g˜ at ~v.
The following theorem allows us to interpret the local degree quite con-
cretely as a local expansion factor (see Proposition 3.1 in [RL05], Theorem
9.26 in [BR10] and Theorem 4.7 in [Jon15]).
Theorem 8.1. Let x ∈ rH3. Then for every tangent vector ~v ∈ TxrH3, we
have that:
(1) For all sufficiently small segment γ = [x,w] representing ~v, F maps
γ homeomorphically to f(γ) and expands by a factor of m~vF .
(2) If ~w ∈ TyrH3, and v1, ..., vk are the preimages of ~w in TxrH3, then
k∑
i=1
m~viF = degx F.
If α : (0,∞) −→ rH3 is an end associated to x ∈ P1K , then for all suffi-
ciently large K, F maps α([K,∞)) homeomorphically to F (α([K,∞))) and
expands by a factor of degx f .
Disks and annuli. We will now see how the limiting map F allows us to
encode the dynamics of fn on sequences of large annuli.
Recall that for ~v ∈ TxrH3, U~v is the component rH3 − {x} associated to
~v. Using Theorem 1.1, U~v can be identified with an open disk D in P1ρC. We
say a sequence of domains Dn ⊂ Cˆ approximate U~v (or D) if
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(1) any sequence zn ∈ Dn represents a point in the closure D;
(2) any sequence zn ∈ Cˆ−Dn represents a point in P1ρC −D.
More geometrically, any sequence Dn determines a sequence of half spaces
Hn = hull(D) by taking the convex hull in H3. It is not hard to verify that
Dn approximate U~v if and only if
(1) any sequence xn ∈ Hn represents a point in U~v ∪ {x};
(2) any sequence xn ∈ H3 −Hn represents a point in rH3 − U~v.
Remark. We remark that there are some nuances and subtleties in the
definition. Consider the open disk D := {z ∈ ρC : |z| < 1}, then the
constant sequence Dn = B(0, 1) approximates D. Note that the constant
sequence (1/2) is a sequence in Dn but represents a point in D − D. Let
a ∈ ρC be the point represented by (1/2). Then Da := {z ∈ ρC : |z−a| < 1}
is disjoint from D, and the sequence Dn approximates Da as well.
Similarly, given two points x, y ∈ rH3, there is a unique component Ux,y
of rH3−{x, y} which has boundary points x, y. We may identify it with an
open annulus A ⊂ P1ρC. We say a sequence of annuli An ⊂ Cˆ approximate
Ux,y (or A) if
(1) any sequence zn ∈ An represents a point in the closure A;
(2) any sequence zn ∈ Cˆ−An represents a point in P1ρC −A.
A geometric definition can be given in a similar way.
Remark. We remark that if An approximate U
x,y, then the moduli m(An)
satisfies
lim
ω
2pim(An)/rn = d(x, y).
In particular, the sequence of moduli m(An) goes to infinity.
It is important to understand how the limiting map acts on U~v and U
x,y.
We first define a critical end is an end of rH3 associated to a critical point
in P1ρC. The critical tree C is defined as the convex hull of the critical ends.
Any point not in the critical tree has local degree 1 (see Lemma 4.12 in
[Jon15], [Fab13a] and [Fab13b]). The following lemma follows from from
Theorem 9.42, Theorem 9.46 in [BR10] and the above observation.
Lemma 8.2. (1) Let ~v ∈ TxrH3, and ~w = DxF (~v). Assume that U~v
does not intersect the critical tree C. Then F is an isometric bijec-
tion from U~v to U~w.
(2) Let x, y ∈ rH3, and x′ = F (x), y′ = F (y). Assume that Ux,y con-
tains no critical ends. Then F is a branched covering map from Ux,y
to Ux
′,y′.
Let Ux,y and Ux
′,y′ be as in the above lemma. Since Ux
′,y′ contains no ends
associated to critical values. We may choose a sequence A′n approximates
Ux
′,y′ containing no critical values of fn. Then any component of f
−1(A′n)
is an annulus by Riemann-Hurwitz formula. We can choose a sequence of
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components An of f
−1
n (A
′
n) that approximates U
x,y. Hence, by the previous
lemma, we have
Lemma 8.3. Let x, y ∈ rH3, and x′ = F (x), y′ = F (y). Assume that Ux,y
contains no critical ends. Then there exist sequences An and A
′
n approxi-
mating Ux,y and Ux
′,y′ such that
fn : An −→ A′n
is a degree e covering ω almost surely.
Extension on geodesic segments. The following lemma allows us to
extend the tangent map to geodesic segments (see Lemma 9.38 in [BR10]):
Lemma 8.4. Let ~v ∈ TxrH3, and ~w = DxF (~v) ∈ TyrH3. Let y′ ∈ U~w. Then
there exists x′ ∈ U~v such that F maps [x, x′] homeomorphically to [y, y′].
9. Marked length spectra and periodic ends
In this section, we shall illustrate how to use the limiting dynamics on
R-trees to study the marked length spectra of rational maps.
Markings and Length Spectra. Recall that a conjugacy class of rational
map [f ] is called hyperbolic if any of the following equivalent definition holds
(see Theorem 3.13. in [McM94]):
(1) The postcritical set P (f) is disjoint from the Julia set J(f).
(2) There are no critical points or parabolic cycles in the Julia set.
(3) Every critical point of f tends to an attracting cycle under forward
iteration.
(4) There is a smooth conformal metric ρ defined on a neighborhood of
the Julia set such that |f ′(z)|ρ > C > 1 for all z ∈ J(f).
(5) There is an integer n > 0 such that fn strictly expands the spherical
metric on the Julia set.
The space of hyperbolic rational maps is open in Md(C), and a connected
component of it is called a hyperbolic component. For each hyperbolic com-
ponent H, there is a topological dynamical system
σ : J −→ J
such that for any [f ] ∈ H, there is a homeomorphism
φ(f) : J −→ J(f)
which conjugates σ and f . A particular choice of such φ(f) will be called a
marking of the Julia set.
Let [f ] ∈ H ⊂ Md(C) be a hyperbolic rational map with a marking
φ : J −→ J(f). We let S be the space of periodic cycles of the topological
model σ : J −→ J . We define the length on [f ] of a periodic cycle C ∈ S
by
L(C, [f ]) = log |(f q)′(z)|,
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where q = |C| and z ∈ φ(C). The collection (L(C, [f ]) : C ∈ S ) ∈ RS+ will
be called the marked length spectrum of [f ].
Markings of periodic ends. Let [fn] ∈ H be a degenerating sequence
with markings φn : J −→ J([fn]). Recall that we have
rn := r([fn]) = min
x∈H3
max
y∈E f−1n (x)
dH3(y, x)→∞
where fn is a representative of [fn]. We choose a sequence of representatives
fn of [fn] so that
rn = max
y∈E f−1n (0)
dH3(y,0).
Let F : limω E fn be the limiting map on the asymptotic cone rH3 with
rescalings rn. The sequence of markings φn : J −→ J([fn]) naturally gives
a map φ : J −→ P1ρC by
φ(t) = [(φn(t))].
Note that if t is a periodic point of period q, then f qn(φn(t)) = φn(t) for
all n. Hence, φ(t) is a periodic point of f ∈ Ratd(ρC) represented by fn.
Therefore, by Theorem 1.1, a periodic cycle C ∈ S is identified via φ with
a cycle of periodic ends of rH3 for F .
Translation length on ends. Let α : [0,∞) −→ rH3 represents an end.
We will first show that the translation length
L(α, F ) = lim
xi→α
d(xi, x
0)− d(F (xi), x0)
is well defined.
If α is not a critical end, then by Theorem 8.1, F is isometry on α([K,∞))
for a sufficiently large K. Hence d(α(t), x0)−d(Ebc(fn)(α(t)), x0) is constant
for t ≥ K, so the translation length is well defined.
If α is a critical end, then by Theorem 8.1, F is expanding with derivative
e ∈ N≥2 on α([K,∞)) for a sufficiently large K. Hence,
(d(α(t), x0)− d(F (α(t)), x0))
− (d(α(K), x0)− d(F (α(K)), x0))
= (1− e)(t−K)
for all t ≥ K, so the translation length
L(α, F ) = lim
xi→α
d(xi, x
0)− d(Ebc(fn)(xi), x0) = −∞.
If C = {α1, ..., αq} is a cycle of periodic ends, we define
L(C,F ) =
q∑
i=1
L(αi, F ).
We say a periodic end C is attracting, indifferent or repelling if L(C,F ) <
0,= 0 or > 0.
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Using the equivalence result in Theorem 1.1, we give an algebraic proof
of Theorem 1.2 (Cf. Theorem 1.4 in [Luo19]):
Proof of Theorem 1.2. By considering iterations if necessary, we may as-
sume C = {t} ∈ S has period 1. By naturality, we may also assume
φn(t) = 0 for all n. Let f ∈ Ratd(ρC) be represented by fn. Note that
f(0) = 0.
We first claim that 0 ∈ ρC is not a critical point of f . Indeed, since t ∈ J ,
|f ′n(φn(t))| > 1, so |f ′(z)| ≥ 1. Hence, we can write
f(z) = az(1 + h(z)),
with a = f ′(0) and h(0) = 0.
Let M,L ∈ PSL2(ρC) be M(z) = kz and L(z) = akz. Note that if |k| is
sufficiently small,
L−1 ◦ f ◦M(z) = z(1 + h(kz))
has non constant reduction. Hence, we conclude that F sends (Mn(0)) ∈ rH3
to (Ln(0)) where Mn and Ln represents M and L respectively. Therefore,
the translation length is
L(C,F ) = log |a|.
By choosing representatives, we have
log |a| = −ν(a) = − lim
ω
log |f ′n(0)|/ log ρn = limω L(C, [fn])/r([fn]).
We thus proved the result.
To show the moreover part, we note that any periodic point zn not in
the Julia set is non-repelling. The multiplier |(f qn)′(zn)| ≤ 1 has bounded
norm. Hence |(f q)′(z)| ≤ 1. But the total number periodic points of period
q for f is the same as for that for fn, so all repelling periodic points of f are
represented by periodic points in the Julia sets. Therefore, every cycle of
repelling periodic ends is represented by some C ∈ S . 
Since the ultralimit of a sequence of real numbers belong to its limit set
limω xn ∈ {xn}, by choosing subsequences and a diagonal argument, we
immediately have
Corollary 9.1. Let [fn] ∈ H be a degenerating sequence, and F be defined
as above. Then after possibly passing to subsequences, we have
L(C,F ) = lim
n→∞L(C, [fn])/r([fn]).
It is possible (and somewhat surprising) that a sequence [fn] ∈ H is
degenerating while L(C, [fn]) stay bounded for all C ∈ S. If this is the case,
then by Lemma 3.5 and Theorem 1.2, L(C,Ebc(fn)) = 0 for all C ∈ S. In
the upcoming sections, we are going to classify this degenerating case.
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10. Hyperbolic components with nested Julia sets
In this section, we will study a special type of hyperbolic component. We
begin with the following definition.
Definition 10.1. Let f ∈ Ratd(C) be a hyperbolic rational map, we say
J(f) is nested if
(1) There are two points p1, p2 ∈ Cˆ such that any component of J(f)
separates p1 and p2;
(2) J(f) contains more than one component.
A hyperbolic component H is said to have nested Julia sets if the Julia set
of any rational map in H is nested.
A typical example of the Julia set may look like Figure 1.1. We remark
that as soon as J(f) has more than 1 component, it must have uncountably
many components by taking preimages and their accumulation points. We
shall see in a moment that there is a continuous map pi : J(f) −→ C, where
C is a Cantor set, such that pi−1(x) is a continuum.
The first example of hyperbolic rational map with nested Julia sets was
introduced by McMullen in [McM88], where the Julia set is homeomorphic to
a Cantor set times a circle. In their study of rational maps with disconnected
Julia set (see Section 8 in[PT00]), Pilgrim and Tan constructed an example
where the Julia set is nested, but not homeomorphic to a Cantor set times a
circle. In this section, we shall classify these hyperbolic rational maps with
nested Julia sets. We begin by introducing some terminologies and deduce
some topological properties of the Julia sets.
Let f be a hyperbolic rational map with nested Julia sets, and J be its
Julia set. Since each component of J separates 2 points, it can be easily
verified that any Fatou component of f is either simply connected, or iso-
morphic to an annulus. We will call an annulus Fatou component a gap.
Note that gaps are nested, and is backward invariant by Riemann-Hurwitz.
Since the backward orbits of any point is dense in the Julia set, any
component K is in the accumulation set of all other components. We will
call a component K of J an extremal if there is no other Julia component
separating K and p1 or p2. We say K is buried if K does not intersect the
boundary of any Fatou component. We say K is unburied if it is not buried.
Note that if K is buried, then K is the accumulation set of Julia com-
ponents from both sides. If K is unburied, then K is the accumulation set
of Julia components from only one side. In particular, if K is unburied but
not extremal, then K contains the boundary of a gap.
Since f is hyperbolic, f is expanding in the hyperbolic metric on Cˆ−P (f)
where P (f) is the postcritical set. If K is a buried component, then K is
the accumulation set of Julia components from both sides. By a standard
argument using the expanding property and a converse of Jordan curve
theorem, one can show that any buried Julia component is a Jordan curve
(see Section 5 of [PT00] and Chapter 11.8 of [Bea91] for detailed arguments).
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Since f is hyperbolic, a gap is eventually mapped to a simply connected
Fatou component. We will call those gaps which is mapped to simply con-
nected Fatou component the critical gaps. By Riemann-Hurwitz formula,
those critical gaps are exactly those gaps containing critical points of f .
Let U be a critical gap, and K1,K2 be two components of the Julia set J
containing ∂U . Then K1 and K2 are both mapped to K, a component of
J . This component K must be an extremal Julia component. Indeed, K
cannot be buried, as it contains a boundary of a Fatou component. If K
is unburied but not extremal, then K contains a boundary of a gap. The
preimage of this gap must also be a gap which has to be U as K can only
intersect the boundary of one gap. This is a contradiction. Therefore, any
unburied component is eventually mapped to an extremal Julia component
by a degree e covering for some e. A similar argument also shows that the
extremal Julia components are mapped to extremal ones.
We summarize these topological properties in the following lemma.
Lemma 10.2. Let f be a hyperbolic rational map with nested Julia sets J ,
then
(1) A Fatou component is either simply connected, or isomorphic to an
annulus, which will be called a gap.
(2) The gaps are nested, and backward invariant.
(3) A critical gap is a gap which contains critical points, and a crit-
ical gap is mapped to a simply connected Fatou component whose
boundary is contained in an extremal Julia component.
(4) The extremal Julia components are mapped to extremal ones.
(5) Any unburied Julia component K is eventually mapped to an ex-
tremal Julia component by a degree e = e(K) covering.
(6) Any buried Julia component K is a Jordan curve.
Shishikura tree for nested Julia sets. We shall see that the dynamics
on the gaps for a hyperbolic rational map f with nested Julia sets can be
explained using the Shishikura tree. The Shishikura tree was first introduced
by Shishikura in [Shi89] in the study of rational maps with Herman rings.
We will give a brief introduction of the special case that we are interested,
and refer the readers to [Shi89] for details and more general theories.
Let A be an annulus of C with modulus M , then there is a conformal map
unique up to post composing with rotation φA : A −→ {z : 1 < |z| < e2piM}
sending the inner boundary to the inner one, and outer to the outer one.
We define
A[z] := φ−1A ({ζ : |ζ| = |φA(z)|})
A(x, y) = {z ∈ A : A[z] separates x and y}
Let f be a hyperbolic rational map with nested Julia sets J of degree
d, and let A be the collection of gaps. We note that by sub-additivity of
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moduli,
∑
A∈A m(A) <∞. We define a pseudo metric on Cˆ by
d(x, y) =
∑
A∈A
A(x, y)
In the usual fashion, we identify two points x ∼ y if d(x, y) = 0. It can be
easily verified that Cˆ/ ∼ is isometric to a closed interval I as the gaps are
nested, and we denote
pi : Cˆ −→ I
as the projection map.
The dynamics of f on Cˆ determines an associated map on I via
f∗ : I −→ I
x 7→ pi ◦ f(∂pi−1(x))
where ∂pi−1(x) is the boundary of pi−1(x) ⊂ Cˆ. It can be verified that f∗ is
well defined and continuous. We will now prove some properties of the map
f∗.
Lemma 10.3. Let I = [a, b], then there exists a = a1 < b1 < a2 < b2 <
... < ak < bk = b such that
(1) f∗ : [ai, bi] −→ I is a linear isometry with derivative ±di;
moreover, di ∈ Z≥2 and the ± signs alternating;
(2) U is a critical gap if and only if U = pi−1((bi, ai+1));
moreover, f∗([bi, ai+1]) ⊂ {a, b};
(3) d := deg(f) =
∑k
i=1 di, and
∑k
i=1 1/di < 1.
Figure 10.1. An example of the graph of the map f∗ : I −→
I. It has invariants k = 3, d1 = 5, d2 = 4, d3 = 3.
Proof. Consider the annulus A = pi−1((a, b)), the boundary ∂A equals to
the two extremal Julia components. Since the Julia set is nested, each
component Ai of f
−1(A) is an annulus. Let ai, bi be the projection of the
boundary pi(∂Ai), and we order them so that a1 < b1 ≤ a2 < b2 ≤ ... ≤ ak <
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bk. We note k ≥ 2, as otherwise, we have an invariant annulus, which is not
possible as the map f is hyperbolic. Since the extremal Julia components
are mapped to extremal ones, we know a = a1 and bk = b. Suppose for
contradiction that bk = ak+1. Without loss of generality, we assume that
f∗(bk) = a, and let C = pi−1(bk) Note that C does not intersect gap, and pi
is constant on a simply connected Fatou component, so ∂C is in the Julia
set. ∂C is connected, as otherwise, C must contain a gap. Since there is a
sequence of Julia components accumulating to the extremal Julia component
associated to a, taking the preimages of the sequence, we conclude that there
are two different sequences of Julia components accumulating to ∂C from
two different sides. Therefore ∂C is buried, so it is a Jordan curve by
Lemma 10.2, which is a contradiction as f(C) has interior (as f(C) contains
the interior of pi−1(a) by assumption). Hence, we have a = a1 < b1 < a2 <
b2 < ... < ak < bk = b.
Let dk = deg(f : Ai −→ A), since Ai ⊂ A, each di ≥ 2. Now restricting
to U ⊂ Ai and U ∈ A , then f(U) ∈ A . The map f : U −→ f(U) is a
degree di covering, so f∗ restricting to pi(U) is linear with derivative ±di.
This is tree for any such U , so f∗ is a linear on [ai, bi] with derivative ±di.
Since the critical gap is mapped to a simply connected Fatou component
with boundary contained in the extremal Julia component, and all the other
gaps are mapped to other gaps, the property (2) follows immediately.
For the last property, we note that the gaps are backward invariant. Hence
we pick an arbitrary gap, there are exactly d preimages counted multiplici-
ties. Hence d =
∑k
i=1 di.
∑k
i=1 1/di < 1 follows as |bi − ai| = |b− a|/di. 
Let C =
⋂∞
i=1 f
−n∗ ((a, b)) ⊂ I, and P be the set of periodic points in I.
By Proposition 10.3, C is a Cantor set and P ⊂ C. We have the following
corollary.
Corollary 10.4. The restriction pi on J gives a surjective continuous map
pi : J −→ C with connected fiber. Moreover, the repelling periodic points of
f are contained in pi−1(P ).
Proof. Since pi is a semi conjugacy, it is easy to verify that I−C = pi(∪A∈AA).
Hence pi : J −→ C is surjective and continuous. pi−1(t) ∩ J is connected
as otherwise, pi−1(t) contains a gap which is a contradiction. The moreover
part follows directly from the fact pi is a semi conjugacy. 
Let f∗ : I = [a, b] −→ I. Switching a and b, and take the second iteration
of f if necessary, we may assume that f∗(a) = a. Note if k is even, then
f∗(b) = a, and if k is odd, then f∗(b) = b.
Recall that g : U −→ V is called a polynomial like map if g is a proper
holomorphic map, and U ⊂ V . The degree of a polynomial like map is
defined as the degree of the proper map. The filled Julia set of the polyno-
mial like map is defined as K = ∩∞k=1g−1(V ). If K is connected, then g is
quasiconformally conjugate (in fact, hybrid conjugate) to a polynomial P of
the same degree which is unique up to affine conjugation.
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For sufficiently small  > 0, we have
f∗([a, a+ )) = [a, a+ d1).
Let U = pi−1([a, a + )) and V = pi−1([a, a + d1)), then U, V are open sets
with U ⊂ V and f : U −→ V is proper of degree d1. Hence, f : U −→ V is
a polynomial like map, with connected filled Julia set K = pi−1(a). Let Pa
be the polynomial for which f is quasiconformally conjugate to, then Pa is
hyperbolic with connected Julia set as f is hyperbolic. Similarly, if f∗(b) = b,
then we may associate a hyperbolic polynomial with connected Julia set Pb
to the end b. Note that if f varies in the hyperbolic component, Pa (and
Pb) also varies in the corresponding hyperbolic component of polynomials.
Hence, combining Lemma 10.3, we summarize the invariants that we can
associate to a hyperbolic component with nested Julia sets in the following
proposition.
Proposition 10.5. Let H be a hyperbolic component with nested Julia sets
in Md(C), and f ∈ H. Taking the second iteration f2 if necessary, we
assume that f fixes (at least) one of the two extremal Julia component. We
can associate the following set of invariants to H:
(1) A natural number k ≥ 2, and a sequence d1, ..., dk such that
∑
di =
d, and
∑
1/di < 1, where these numbers are associated to H as in
Lemma 10.3.
(2) If k is even, a hyperbolic component Ha in Polyd1(C) with connected
Julia set;
(3) If k is odd, a hyperbolic component Ha in Polyd1(C) with connected
Julia set, and a hyperbolic component Hb in Polydk(C) with con-
nected Julia set.
We shall see next that given any set of data as above, one can construct
a hyperbolic component with nested Julia sets with that set of data as
invariants. This set of invariants, however, is not complete. For example, the
critical gap may be mapped to different Fatou components with boundary
contained in the extremal Julia component. One can indeed introduce the
itinerary of the critical points not included in the polynomial like maps, and
try to construct a full set of invariants. The combinatorics becomes harder
to maneuver, and we shall not pursue it here.
Construction of hyperbolic component with nested Julia sets. In
this subsection, we will use quasiconformal surgery to construct examples of
nested Julia sets. We start by reviewing some of the definitions.
Let U ⊂ Cˆ. Let K ≥ 1, and set k = K−1K+1 . A map φ : U −→ φ(U) is
called K-quasiconformal if
(1) φ is a homeomorphism;
(2) the partial derivatives ∂zφ and ∂z¯φ exist in the sense of distributions
and belong to L2loc (i.e. are locally square integrable);
(3) and satisfy |∂z¯φ| < k|∂zφ| in L2loc.
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A map f : U −→ f(U) is called K-quasiregular if f = g ◦ φ, where φ is
quasiconformal and g is holomorphic.
We will use the following well-known result known as Shishikura’s prin-
ciple (see Proposition 5.2 and Corollary 5.4 in [BF14]):
Proposition 10.6. Let f : Cˆ −→ Cˆ be a proper K-quasiregular map. Let
U ⊂ Cˆ be an open set. Assume that
(1) f is holomorphic in Cˆ − U ;
(2) there exists N such that f j(U) ∩ U = ∅ for all j ≥ N .
Then f is quasiconformally conjugate to a rational map.
Proposition 10.7. Given the set of data as in Proposition 10.5, there is a
hyperbolic rational map f with nested Julia sets having the set of data as its
invariants.
Proof. Let k ≥ 2, and a sequence d1, ..., dk with
∑
1/di < 1. We may assume
k is an even number, the case k is an odd number can be treated in a similar
way. Let P be a monic hyperbolic polynomial with connected Julia set, we
arrange so that
(1) B(0, 1) is a contained in a bounded Fatou component of P .
(2) Let R be large enough so that C − B(0, R) is contained in the un-
bounded Fatou component of P , and P−1(∂B(0, R)) ⊂ B(0, (1 +
)R1/d1), where  > 0 is a sufficiently small constant determined in
(3).
(3) For i = 2, ..., k let Ai be a round annulus centered at 0 with modulus
logR
2dipi
contained in B(0, R) − B(0, (1 + )R1/d1). We assume Ais are
arranged so that Ai is contained in the bounded component of C−
Ai+1 with disjoint closure, and Ak = B(0, R)−B(0, R1−1/dk).
Note for any  > 0, (2) is possible to achieve, by choosing R large enough,
as P is a monic polynomial with degree di. Given a sufficiently small  > 0,
(3) is possible to achieve as
∑
1/di < 1.
We now define F = P on P−1(B(0, R)). For i = 2, ..., k − 1, we define
F (z) = Ciz
(−1)i+1di on Ai where Ci > 0 is chosen so that F sends the
boundary of Ai to the ∂B(0, 1) ∪ ∂B(0, R). Note this is possible as Ai
is a round annulus centered at 0 with modulus logR2dipi . Finally, we define
F (z) = Ckz
−dk on Cˆ − B(0, R1−1/dk), where Ck > 0 is chosen so that
F sends ∂B(0, R1−1/dk) to ∂B(0, R). Note by our construction, F sends
Cˆ−B(0, R) to B(0, 1).
Let
U := P−1(B(0, R)) ∪ (
k−1⋃
i=2
Ai) ∪ (Cˆ−B(0, R1−1/dk)),
then F extends continuously to U .
Let Ui be a component of C−U , then each Ui is an annulus, and F maps
∂Ui to either ∂B(0, 1) or ∂B(0, R). One can extend F to a quasiregular map
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on Ui which sends Ui to either B(0, 1) or Cˆ − B(0, R) depending on where
F sends the boundary ∂Ui. Therefore, we get a quasiregular map defined
on Cˆ.
Note that each Ui is mapped to B(0, 1) under either first iteration or
the second iteration. Since we assume B(0, 1) is contained in a bounded
Fatou component of P , each Ui is eventually mapped to a periodic Fatou
component of P . Therefore, using Proposition 10.6 (Shishikura’s principle),
we conclude F is quasiconformally conjugate to a rational map f . Note that
f is hyperbolic. Indeed, the critical points of F are contained either in the
bounded Fatou component of P or one of Ui’s, and each Ui is mapped to a
bounded Fatou component of P under second iteration.
Now it can be easily verified that the Julia set f is nested, and it has the
invariants the set of invariants k, d1, ..., dk and P . 
We remark that in [QYY15], Qin, Yang and Yin have a similar result for
rational maps with Cantor set of circles.
11. Equivalence of bounded escape and nested Julia sets
Hyperbolic component with nested Julia sets admits bounded es-
cape. Recall that a hyperbolic componentH is said to admit bounded escape
if there exists a sequence [fn] ∈ H with a marking φn so that
(1) [fn] is degenerating;
(2) For any periodic cycle C ∈ S of the topological model σ : J −→ J ,
the sequence of lengths L(C, [fn]) is bounded.
We will show
Theorem 11.1. Let H be a hyperbolic component with nested Julia sets,
then it admits bounded escape.
Proof. Let f ∈ H be such a hyperbolic rational map. We first construct a
sequence fn which is degenerating.
Let A be a critical gap, and A is mapped to a simply connected Fatou
component D. We define a quasiregular map Fn as follows. On a small
neighborhood U of Cˆ − A, we set Fn = f . On A, we can construct Fn :
A −→ D using interpolation so that
(1) fn is quasiregular on A.
(2) fn = f on A ∩ U .
(3) If we pull back the standard complex structure on D to A, the mod-
ulus of m(A) with respect to the new complex structure satisfies
m(A) ≥ n.
By Proposition 10.6 (Shishikura’s principle), Fn is conjugate to a rational
map fn by some quasiconformal map φn. By construction, fn ∈ H, and
the modulus of the gap of φn(A) goes to infinity. This implies that fn is
degenerating.
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Figure 10.2. An example of the Julia set of ‘nested mating’
of z4 − 1 (see lower left figure) and z4 − 1.10658 − 0.24848i
(see lower right figure). The outermost Julia component (see
upper left figure) is an inverted copy the Julia set of z4 − 1,
while the innermost Julia component (see upper right figure)
is a copy of the Julia set of z4 − 1.10658 − 0.24848i. The
two component is separated by a Cantor set of nontrivial
continuum, with countably many being coverings of either
the Julia set of z4 − 1 or z4 − 1.10658− 0.24848i.
Note that the quasiconformal conjugacy also provides a marking φn :
J(f) −→ J(fn). Let x be a periodic point of f of period p. First assume
that x is on the extremal Julia component K. Then we can find U containing
K such that fp : U −→ V = fp(U) is a polynomial like map. We may choose
U small enough so that U, f(U), ..., fp−1(U) does not intersect the critical
gap A, so fp|U is conjugate to fpn|φn(U) via φn. We let Un = φn(U) and
Vn = φ(V ), then f
p
n : Un −→ Vn is a polynomial like map. Note that by
construction, we have m(Vn − Un) → ∞. Since polynomial like map of
degree e f : U −→ V with m(V − U) bounded below is compact up to
affine conjugacy (see Theorem 5.8 in [McM94]), so fpn converges compactly
to f∞ : U∞ −→ V∞ of the same degree, so the multipliers of φn(x) stay
bounded.
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Figure 10.3. A zoom near the boundary of the black region
(see left figure) shows that it is a covering of the Julia set of
z4 − 1.10658− 0.24848i, while a zoom near the boundary of
the pink region (see right figure) shows that it is a covering
of the Julia set of z4 − 1.
If x is on a buried Julia component K, then we can find annulus neigh-
borhoods U , U ′ of K with boundary contained in Julia components so that
fp : U −→ U ′ is a degree e covering map. We may also assume that
U, f(U), ..., fp−1(U) do not intersect the gap A. Let Un = φn(U) and
U ′n = φn(U ′), then the modulus of the two annulus Un − φn(K) both go
to infinity and fpn on Un is conjugate via φn to f
p on U . We normalize so
that U ′n separates two points 0,∞ of fpn, and φn(x) = 1. Since the modulus
of the two annuli Un − φn(K) both go to infinity, the two boundary com-
ponents of Un go to 0 and ∞ respectively (and similarly for U ′n). Hence,
both Un and U
′
n converges to C − {0}. After passing to a subsequence, fpn
converges compactly on C−{0} to a non-constant rational map. This shows
that the multiplier at φn(x) is bounded in the subsequence.
Since the set of periodic cycles is countable, a diagonal argument allows
us to construct a subsequence fnk so that for any periodic cycle C of f :
J(f) −→ J(f), the multipliers of φnk(C) of fnk stay bounded. So H admits
bounded escape. 
Hyperbolic component which admits bounded escape has nested
Julia sets. We shall now prove the converse of Theorem 11.1. Let H ⊂
Md(C) be a hyperbolic component which admits bounded escape. Let σ :
J −→ J be the topological model for the actions on the Julia set for H, and
S be the set of periodic cycles of σ. Then we have a sequence [fn] ∈ H
with markings φn which is degenerating, and for any C ∈ S , L(C, fn) stay
bounded. Recall that in Section 9, we have constructed a limiting dynamics
F : rH3 −→ rH3,
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with the rescalings rn = r([fn]). The markings provides a marking on the
end of the tree (see Section 9), so each periodic cycle C ∈ S represents a
cycle of periodic ends for F on rH3.
Recall a periodic end α is repelling if L(α, F ) > 0. Suppose F has a
cycle of repelling periodic ends, then by Theorem 1.2, it is represented by
CS , and limω L(C, fn) = ∞, which is a contradiction. Hence, F has no
repelling periodic ends. We shall now classify those limiting dynamics with
no repelling periodic ends.
Recall that the critical tree is the convex hull of the critical ends, we first
show
Lemma 11.2. Let F : rH3 −→ rH3, and x0, x1 ∈ rH3. Let ~v0 ∈ Tx0rH3
associated to x1, and ~v1 ∈ Tx1rH3 such that
(1) F (x1) = x0;
(2) Dx1F (~v1) = ~v0;
(3) U ~v1 does not intersect the critical tree nor contains x1.
Then F has a repelling fixed end.
Proof. Since U ~v1 does not intersect the critical tree, F is an isometric bijec-
tion from U ~v1 to its image U ~v0 . Since U ~v1 does not intersect x0, so U ~v1 ⊂ U ~v0 .
We let x2 be the preimage of x1 in U ~v1 , then d(x0, x1) = d(x1, x2), and
x2 ∈ U ~v0 . Hence, we can define xn inductively by taking the preimage of
xn−1 in U ~v1 . The union of the geodesic segments α := ∪∞k=0[xk, xk+1] is an
end which is fixed by F . It is repelling as L(α, F ) = d(x0, x1) > 0. 
The following lemma follows from our Theorem 7.3 and Theorem 10.83 in
[BR10] (see also Proposition 9.3 in [RL05] and Lemma 6.2 in [RL03]). For
completeness, we produce a proof here as well.
Lemma 11.3. Assume the limiting map F : rH3 −→ rH3 has no repelling
periodic ends, then it has a fixed point x ∈ rH3 which has local degree
degx F ≥ 2.
Proof. We say x is strongly involutive if either
(1) x is fixed by F , or
(2) x 6= y := F (x) and if the tangent vectors ~v at x associated to y and
~w at y associated to x satisfies DxF (~v) = ~w and ~v is the only vector
in Tx
rH3 that is mapped to ~w.
We will consider two cases. First assume that every point is strongly
involutive. Let x be a point with degx F ≥ 2. Such a point exists by
Theorem 8.1. If x is a fixed point, then we are done. Otherwise, consider
the geodesic segment [x, y := F (x)]. Since x is strongly involutive, and the
degree at x is e ≥ 2, F has derivative e near x on [x, y] by Theorem 8.1.
The isometry from [x, y] to [0, d(x, y)] gives a natural ordering on [x, y], and
we let t := sup{s ∈ [x, y] : F (s) ∈ [x, y] and s ≥ F (s)}. Note that this set is
non empty, and by continuity, F (t) ∈ [x, y] and t ≥ F (t). Since t is strongly
involutive, the maximal property guarantees that t is a fixed point. Hence
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F maps [x, t] homeomorphically to [y, t]. Since every point on s ∈ [x, t] is
strongly involutive, the local degree of DsF at direction ~vs associated to t is
e. Hence F is linear and has derivative e on [x, t]. Hence t has multiplicity
at least e ≥ 2. This proves the first case.
Now assume that there is a point x1 ∈ rH3 which is not strongly involu-
tive, let x0 := F (x1). Since x1 is not strongly involutive, by Theorem 8.1,
there is ~v at x1 maps to ~w at x0 associated to x1 such that x0 /∈ U~v. By
Lemma 8.4, let x2 ∈ U~v be such that F maps [x1, x2] homeomorphically to
[x0, x1]. Note that the vector ~v2 at x2 associated to x1 is mapped to ~v1 at x1
associated to x0, so x2 is not strongly involutive. Therefore, inductively, we
construct xn so that [xn−1, xn] is mapped homeomorphically to [xn−2, xn−1].
Consider the union of the geodesic segment l := ∪∞k=0[xk, xk+1], then l has
finite length, as otherwise, we will have a repelling fixed end. Let x denote
the end of l (other than x0), then x is a fixed point in
rH3. It has multiplicity
≥ 2 as F is locally expanding in the direction associated to l. This proves
the second case. 
Proposition 11.4. Assume the limiting map F : rH3 −→ rH3 has no
repelling periodic ends. Let x ∈ rH3 be a fixed point of multiplicity ≥ 2
(which exists by Lemma 11.3), then the set
P =
∞⋃
i=0
F−i(x)
is contained in a geodesic segment.
Proof. By Theorem 4.2, there is no totally invariant point. Hence, the preim-
age of x contains more than 1 point. Note it suffices to show P is contained
in a line. Indeed, if we prove this, and P escapes to one end, then replace
F by its second iterate if necessary, we get a repelling fixed end which is a
contradiction.
We will now argue by contradiction to prove P is contained in a line.
Suppose not, then there are two points y, y′ which are eventually mapped
to x and the convex hull of x, y, y′ forms a ’tripod’. Replace F by its iterate
if necessary, we may assume that
F (y) = F (y′) = x.
Let ~v be the tangent vector at x associated to y. There are two cases to
consider:
Case (1): The preimage of ~v under DxF in Tx
rH3 is infinite. Then we can
construct a ‘fan’ as follows (see Figure 11.1). Using Lemma 8.4, we construct
z0 = y, z1, ..., zn, ... inductively so that F sends [x, zn+1] homeomorphically
to [x, zn]. Let ~wk denote the tangent vector at x associated to zk. We let
~u0,k be tangent vectors at z0 = 0 which is mapped to ~wk (there might be
many such vectors, if that’s the case, we just choose one). Inductively, we
let ~un,k be vectors at zn which is mapped to ~un−1,k. Note that the vectors
~un,k are all different. Since the critical tree for F is a finite tree, there is a
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K, such that for all k ≥ K and all n, the component U~un,k does not intersect
the critical locus. Since ~un,K is mapped to ~un−1,K , FK+1 is an isometric
bijection from U~uK,K to its image U~wK by Lemma 8.2. Since the critical tree
intersect [x, y] (as F is not injective on [x, y]), so x /∈ U~uK,K . Now by Lemma
11.2, we conclude that there exists a repelling periodic end of period K + 1,
which is a contradiction.
Figure 11.1. The ‘fan’ for Case (1).
Case (2): The preimage of ~v under DxF in Tx
rH3 is finite. We remark
that the idea is similar to the previous case, but the notations and indices
become more complicated. By Theorem 8.1, replace Ebc(fn) by its second
iterate if necessary, we may assume ~v is totally invariant under DxF . Hence
F is (locally) expanding in the direction ~v by Theorem 8.1. Let p be the
branched point of the tripod hull(x, y, y′) ⊂ rH3. Using Lemma 8.4, we
choose q ∈ U~v so that F maps [x, q] homeomorphically to [x, p]. We also
choose z1, z
′
1 so that F maps [q, z1] and [q, z
′
1] homeomorphically to [p, y] and
[p, y′] respectively. We claim that either [x, z1] or [x, z2] branches off in [x, p].
Indeed, since F is (locally) expanding in the direction ~v, d(x, q) < d(x, p),
so at least one of [x, z1]∩ [x, z′1] must branch off [x, p] (note that it may even
happen before q). We assume [x, z1] branches off [x, p] first. We denote z0 =
y, q1 as the branched point of tripod hull(x, z0, z1). Note that [x, F (q1)] ⊂
[x, p]. We construct a generalized ‘fan’ by Lemma 8.4 as follows (see Figure
11.1). First, by inductively taking preimage of F : [x, q1] −→ [x, F (q1)], we
construct q1, ...qn, ... so that F sends [x, qn+1] homeomorphically to [x, qn].
Since F is (locally) expanding in the direction ~v and [x, F (q1)] ⊂ [x, p],
qn ∈ [x, p] and d(x, qn) < d(x, qn−1) and d(x, qn) → 0. We construct z0 =
y, z1, ..., zn, ... inductively so that F sends [qn+1, zn+1] homeomorphically to
[qn, zn]. Let ~wk denote the tangent vector at qk associated to zk. We define
q0,k so that F maps [z0, q0,k] homeomorphically to [x, qk], and let ~u0,k be a
tangent vector at q0,k which is mapped ~wk. Inductively, we define qn,k ∈
[qn, zn] so that [zn, qn,k] is mapped homeomorphically to [zn−1, qn−1,k], and
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let ~un,k be a tangent vector at qn,k which is mapped ~un−1,k. For sufficiently
large k, we may assume q1,k ∈ U~w1 as d(x, qn) → 0. Therefore, inductively,
we can assume that qn,k ∈ U~wn for all n. Now the argument is similar to
the Case (1). Note that the vectors ~un,k are all different. Since the critical
tree for F is a finite tree, there is a K, such that for all k ≥ K and all
n, the component U~un,k does not intersect the critical locus. Since ~un,K is
mapped to ~un−1,K , FK+1 is an isometry from U~uK,K to its image U~wK . Since
the critical tree intersect [x, y], and qK,K ∈ U~wK , so qK /∈ U~uK,K . Now by
Lemma 11.2, we conclude that there exists a repelling periodic end of period
K + 1, which is a contradiction. 
Figure 11.2. The generalized ‘fan’ for Case (2).
Let I = [a, b] be the smallest geodesic segment containing P , then F
sends the boundary {a, b} to the boundary {a, b}. As otherwise, we can find
a point in P with preimage outside of [a, b], which is a contradiction.
Let J ⊂ I be the closure of a component of F−1(Int(I)) intersecting I,
then F maps J homeomorphically to I. Indeed, if the map is not injective,
then there is a point t ∈ Int(J) with tangent vectors ~v1, ~v2 at t associated
to a and b respectively so that
DtF (~v1) = DtF (~v2).
But DtF is surjective by Theorem 8.1, so there is a tangent vector ~v which
is mapped to the tangent vector at F (t) associated to either a or b. This
means that P intersect non-trivially with U~v, which is a contradiction. The
map is surjective by a similar argument: if the map is not surjective and let
I ′ ⊂ I be the image, then by Theorem 8.1 and Lemma 8.4, the preimage of
I − I ′ is not contained in I, which is a contradiction as P intersect I − I ′
non-trivially.
We also note that F has constant derivative on J . Indeed, if not, then
we can find a point t ∈ J with tangent vectors ~v1, ~v2 at t associated to a
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and b respectively so that the local degrees at ~v1 and ~v2 are different. Then
applying Theorem 8.1, one of DtF (~vi) has a preimage ~v in Tt
rH3 other than
~vi. Then there is a point of P in U~v by Lemma 8.4, which is a contradiction.
By looking at the local degrees at the preimages of the point x, we con-
clude the sum of the derivatives on different components J equals to d.
To summarize, we have the following Proposition which describes the
limiting dynamics with no repelling periodic ends.
Proposition 11.5. Assume the limiting map F : rH3 −→ rH3 has no
repelling periodic ends. Let x ∈ rH3 be a fixed point with multiplicity ≥ 2
and P = ∪∞i=0F−i(x). Let I = [a, b] be the smallest geodesic segment that
contains P , then there exists a = a1 < b1 ≤ a2 < b2 ≤ .. ≤ ak < bk = b such
that
(1) F : [ai, bi] −→ I is a linear isometry with derivative ±di and di ∈
Z≥2 and the ± sign alternating;
(2) d =
∑k
i=1 di.
An immediate corollary of the above Proposition is the following:
Corollary 11.6. Let t ∈ I = [a, b] which is mapped into (a, b), then U~v
contains no critical ends for all ~v at t not associated to a or b.
Remark 11.7. We remark that we did not use the fact that fn all come
from a single hyperbolic component yet. In our communication with Favre,
similar classification also appears in an unpublished manuscript by Charles
Favre and Juan Rivera-Letelier. We would refer to [FRL10] where many
such examples are studied.
We also remark the similarities and the distinctions of the classification
with the induced map on the Shishikura’s tree (see Lemma 10.3). In Propo-
sition 11.5, it is possible for bk = ak+1, and
∑k
i=1 1/di = 1. Neither equality
can occur in Lemma 10.3.
We will now further assume that the sequence fn comes from a single
hyperbolic component H with markings φn. Let I = [a, b] be the geodesic
segment as in Proposition 11.5, and x be a fixed point in (a, b). Then there
exists an open set Ux−t,x+t ⊂ rH3 with boundary points x−t and x+t which
is mapped to V x−et,x+et for some integer e ≥ 2. Note that Ux−t,x+t does not
contain critical ends. Let Un and Vn be sequences of annuli approximating
Ux−t,x+t and V x−et,x+et as in Lemma 8.3. Then Un ⊂ Vn, and
fn : Un −→ Vn
is a degree e covering ω-almost surely. Choose N in the ω-big set that the
above holds, we let U0,N = VN and Uk,N be the component of f
−1
N (Uk−1,N )
contained in Uk−1,N . Let K = ∩∞k=0Uk,N . Note that K ⊂ JN = J(fN ).
Since fN is hyperbolic, K is a Jordan curve (see Section 5 of [PT00] or
Chapter 11.8 of [Bea91]). Since all fn comes from a single hyperbolic com-
ponent, we will abuse notations and regard K as in the topological model
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σ : J −→ J of the Julia set. The realization of K in Jn = J(fn) will be
denoted by φn(K), where φn is the marking.
Let Kn := ∪ni=0σ−i(K) and K := ∪∞n=0Kn.
Lemma 11.8. K is a nested set of circles.
Proof. Indeed, this can be done by induction: we assume that Kn is a nested
set of circles. Let Pn := ∪ni=0F−1(x), if y ∈ Pn+1−Pn with F (y) = w ∈ Pn,
then there is a open set Uy−t,y+t ⊂ rH3 with boundary points y− t and y+ t
which is mapped to V w−et,w+et for some integer e ≥ 2. We may choose t
small enough so that Uy−t,y+t ∩Pn = ∅, and note that Uy−t,y+t contains no
critical ends. Similar as before, let Un and Vn be sequences approximating
Uy−t,y+t and V w−et,w+et. Then by Lemma 8.3,
fn : Un −→ Vn
is a degree e covering ω-almost surely. Since Uy−t,y+t ∩ Pn = ∅,
Un ∩ φN (Kn) = ∅
ω-almost surely. Let N be in the ω-big set that satisfies both properties. If
we let φN (C) be the component of φ
−(n+1)
N (K) in UN , then φN (C)∪φN (Kn)
is still a nested set of circles, so C∪Kn is a nested set of circles. We can now
add more n+ 1-th preimage of K into C ∪ Kn in a similar way. Therefore,
by induction, K is a nested set of circles. 
From the construction above, we also have
Proposition 11.9. The natural ordering on the nested set K is compat-
ible with the linear ordering on P = ∪∞n=0Pn, and the map pi sending a
component C of K to the associated point in P is a semi-conjugacy.
We are now ready to prove the main theorem of this section:
Theorem 11.10. Let H be a hyperbolic component. If [fn] ∈ H is degen-
erating with markings φn such that
F : rH3 −→ rH3
has no repelling periodic ends, then H has nested Julia sets.
Proof. Abusing the notation, we assume the topological model of the action
on Julia set is given by f ∈ H.
First, we will show the Julia set is disconnected. To show this, we will
show
∑k
i=1 1/di < 1, where di is defined as in Proposition 11.5. Replace F
by its second iterates and switch the role of a and b if necessary, we may
assume a is fixed by F .
Let pn, qn ∈ P with pn → a, qn → b, and Cn = pi−1(pn), Dn = pi−1(qn).
We define An to be the annulus bounded by Cn and Dn, then
A = ∪∞n=1An
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is again an annulus. Let pi,n and qi,n be the i-th in the linear ordering on [a, b]
of the preimages of pn and qn, and Ci,n = pi
−1(pi,n) and Di,n = pi−1(qi,n)
respectively. Let Ai,n be the annulus bounded by Ci,n and Di,n, and
Ai = ∪∞n=1Ai,n.
Then each Ai ⊂ A and the inclusion map is an isomorphism on fundamental
group. Since pi is a semiconjugacy by Proposition 11.9, Ai is mapped to
A as a degree di covering, so m(Ai) = m(A)/di. If
∑k
i=1 1/di = 1, then
by the equality case of the subadditivity of moduli, Ai and Ai+1 shares
a Jordan curve boundary. This forces f to have a critical point on this
boundary, which is a contradiction as this boundary is in the Julia set, and
f is hyperbolic.
Since
∑k
i=1 1/di < 1, we conclude that the P is not dense in I. This
means that J = K is not connected.
We will now prove the every component separates two points. Since K
is nested and f is hyperbolic, there exist two Fatou components such that
every component of K separates them. Since J = K, every component of J
separates these two components. 
Remark 11.11. If we have a degenerating sequence of flexible Latte`s maps
of degree d2, the limiting map F also provides an example with no repelling
periodic ends. In this case, we have k = d and each di = d (so
∑k
i=1 1/di =
1). Furthermore, the nested set of circle K is dense in Cˆ giving J = Cˆ.
Now Theorem 1.5 is a straight forward consequences of the above results:
Proof of Theorem 1.5. Combining Theorem 11.1 and Theorem 11.10, we get
Theorem 1.5. 
We also have the following theorem which gives quantitative control on
how periodic cycles escaping to infinity if H is not nested.
Theorem 11.12. Let H be a hyperbolic component which does not have
nested Julia sets, and let [fn] ∈ H be a degenerating sequence with markings
φn. Then there exists some C ∈ S with limω L(C, [fn])/r([fn]) 6= 0.
Proof. Combining Corollary 9.1, Theorem 11.10 and Theorem 1.2, we get
the result. 
We conclude our discussion on length spectrum with the following open
question:
Question 11.13. If there exists a degenerating sequence [fn] ∈ H with
bounded multipliers, do all degenerating sequences in this hyperbolic compo-
nent H have bounded multipliers?
Let A1,n, ..., Ak,n denote the critical gaps of fn. If there is an i ∈ {1, ..., k}
such that the moduli m(Ai,n) are bounded from below, then a similar argu-
ment as in the proof of Theorem 11.1 can be used to show that the lengths
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of a periodic cycle C stay bounded. Therefore, in order to get unbounded
length spectrum, all moduli of the critical gaps tend to 0. Conversely, if [fn]
is degenerating and has bounded length spectrum, the proof of Theorem
11.10 implies that some moduli of critical gaps have to tend to ∞.
Therefore, the question above is equivalent to the following:
Question 11.14. Does there exist a degenerating sequence [fn] ∈ H with
all moduli of the critical gaps tend to 0?
If the answer to Question 11.14 is ‘Yes’, then such a sequence will provide
an example where the length spectrum is unbounded, and so the answer to
Question 11.13 is ‘No’. Otherwise, the answer to Question 11.13 is ‘Yes’.
We conjecture the answer to Question 11.14 is ‘No’.
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