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Abstract
In this paper, a new regularization term is proposed to solve mathematical image problems. By using difference
operators in the four directions; horizontal, vertical and two diagonal directions, an estimation of derivative amplitude
is found. Based on the new obtained estimation, a new regularization term will be defined, which can be viewed as a
new discretized total variation (TVprn) model. By improving TVprn, a more effective regularization term is introduced.
By finding conjugate of TVprn and producing vector fields with special constraints, a new discretized TV for two
dimensional discrete functions is proposed (TVnew). The capability of the new TV model to solve mathematical image
problems is examined in some numerical experiments. It is shown that the new proposed TV model can reconstruct
the edges and corners of the noisy images better than other TVs. Moreover, two test experiments of resolution
enhancement problem are solved and compared with some other different TVs.
Keywords: Mathematical image processing, Total variation, Vector field, Denoising, Resolution enhancement,
Fenchel-dual theorem.
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1. Introduction
Mathematical image processing arise in modern sciences and technologies, such as computerized photography
(e.g., Photoshop) [1, 2], medical or biological applications (e.g., interpretation of X-ray images, blood/cellular mi-
croscope images)[3, 4], automatic character recognition (zip code, license plate recognition) [5], finger print/face/iris
recognitions and also gain much broader scopes due to the ever growing importance of scientific visualization (of often
large-scale complex scientific/experimental data). Examples include microarray data in genetic research, or real-time
multi-asset portfolio trading in finance [6]. Microscope image processing specializes in the processing of images ob-
tained by microscope. There are some different types of tasks in image processing such as image acquisition, storage
and transmission containing compression and encoding/decoding, image enhancement and restoration for improve-
ment of pictorial information for human interpretation, both input and output are in the image form [7, 8, 9]. Assume
s ∈ (R)N1×N2 , generally a mathematical image problem can be formulated by the following optimization problem:
minF (s) + R(s). (1)
where F represents the data fidelity and R is the regularization term. The most common fidelity term is of the form
F (s) = 1
2
‖G(s) − g‖2,
for appropriate function G and the given norm ‖.‖. Most frequently chosen regularization term is given by
R(s) = λ|s|2,
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where | . | is Euclidean norm. Now, suppose u : Ω ⊂ RN → R, s ∈ L1loc(Ω) is a locally Lipschitz, integrable N-
dimensional function. As a pioneer work, Rudin, Osher and Fatemi [10] proposed a method to remove noise from
images. In their approach, the total variation of image is minimized subject to constraints involving the statistics of
the noise. Consequently, a time dependent partial differential equation on a manifold determined by the constraints is
modeled which its steady state solution is the proposed denoised image. On the motivation of this pioneer research,
the following optimization problem to solve continuous version of mathematical image problems is introduced:
min
s
1
2
∫
Ω
|G(s(t)) − g(t)|2dt + λJ(s), (2)
where
J(s) = sup
{
−
∫
Ω
s.divφdt : φ ∈ C1c (Ω,RN), |φ(t)| ≤ 1,∀t ∈ Ω
}
.
J(s) is duality definition of total variation (TV) of the function s. A function s is said to have bounded variation
whenever J(s) < ∞. The space BV(Ω) of functions with bounded variation is the set of functions s ∈ L1(Ω) such
that J(s) < ∞, endowed with the norm ‖s‖BV(Ω) = ‖s‖L1(Ω) + J(s). Obviously, for smooth function s ∈ C1(Ω) (or
s ∈ W1,1(Ω)),
J(s) =
∫
Ω
|∇s|dt (3)
For two dimensional smooth function u, minimization of J(s) is equivalent to minimization of the majority of deriva-
tive over the dimension of the function. Intuitively, minimization problem (2), simultaneously try to remove the noise
from the continuous image s (which is equivalent to minimization of the total first derivative over the domain) and
forces the function G(s) to be near enough to g. See [11, 12, 14] and references therein.
1.1. Discrete TV Models
Optimization problem (2) can not be used directly to solve discrete mathematical image problems and it should
be discretized to be intelligible for two dimensional digital image problems. Assume x ∈ (R)N1×N2 is a digital N1 ×N2
gray scale image, x(n1, n2) is intensity value of x at (n1, n2) ∈ {1, 2, · · · ,N1} × {1, 2, · · · ,N2} = X. There are various
kinds of discretized TVs in literature. We review some of them here. In all of the bellow TVs, Neumann (symmetric)
boundary conditions is considered.
a. Isotropic TV:
TVi(x) =
N1∑
n1=1
N2∑
n2=1
√
((Dx)1(n1, n2))2 + ((Dx)2(n1, n2))2. (4)
This definition is inspired from the equivalent definition of TV for smooth functions (3), with finite difference
operators (Dx)1 and (Dx)2
∂x
∂t1
≈ (Dx)1 = x[n1 + 1, n2] − x[n1, n2],
∂x
∂t2
≈ (Dx)2 = x[n1, n2 + 1] − x[n1, n2]. (5)
Isotropic TV is the most common form of discretized TV, however oblique edges and corners of an image may be
reconstructed in the blurred shape.
b. Anisotropic TV:
TVa(x) =
N1∑
n1=1
N2∑
n2=1
|(Dx)1(n1, n2)| + |(Dx)2(n1, n2)|.
Anisotropic TV is the most unreliable one between all other discrete TV models. If we use anisotropic TV for de-
noising problems, in the reconstructed form of the image, contrast of the details of an image will be attenuated and
unclear. furthermore edges and corners (containing straight and oblique edges) and round curves can not be recon-
structed reasonably in smoothing and denoising problems.
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c. Upwind TV [13]:
TVu(x) =
N1∑
n1=1
N2∑
n2=1
√
(x[n1, n2] − x[n1 + 1, n2])2+ + (x[n1, n2] − x[n1 − 1, n2])2+
+(x[n1, n2] − x[n1, n2 + 1])2+ + (x[n1, n2] − x[n1, n2 − 1])2+ .
Upwind TV has better performance in comparison with isotropic and anisotropic TVs. In practice, it can identify
black noises and small dark structures from the image, however the white noises or small light structures can not be
penalized in denoising problems.
d. Condat′s TV:
Recently, Condat [15] proposed a new discretized TV by modifying isotropic TV and forcing it to be invariant rotation
at least for 900, 1800 and 2700 rotation degrees. It is easy to see that the equivalent definition of TVi (4) is:
TVi(x) = max
u∈(R2)N1×N2
{< Dx, u >: |u(n1, n2)| ≤ 1, ∀(n1, n2) ∈ X} ,
where Dx = ((Dx)1, (Dx)2)T . Condat introduced a different definition of TV:
TVc(x) = max
u∈(R2)N1×N2
{
< Dx, u >: |Llu(n1, n2)| ≤ 1, |L↔u(n1, n2)| ≤ 1, |L•u(n1, n2)| ≤ 1 ∀(n1, n2) ∈ X} ,
where Ll, L↔ and L• are the following linear operators:
(Llu)1(n1, n2) = u1(n1, n2),
(Llu)2(n1, n2) = 14 (u2(n1, n2) + u2(n1, n2 − 1) + u2(n1 + 1, n2) + u2(n1 + 1, n2 − 1)),
(L↔u)1(n1, n2) = 14 (u1(n1, n2) + u1(n1 − 1, n2) + u1(n1, n2 + 1) + u1(n1 − 1, n2 + 1)),
(L↔u)2(n1, n2) = u2(n1, n2),
(L•u)1(n1, n2) = 12 (u1(n1, n2) + u1(n1 − 1, n2)),
(L•u)2(n1, n2) = 12 (u2(n1, n2) + u2(n1, n2 − 1)).
(6)
According to our latest review, The Condats’s TV model has the best performance among any other discrete TVs.
This definition of the total variation can reconstruct sharp edges and has better isotropy than the classical definitions
of TVs.
2. The New Regularization Term
In this section a new regularization term is introduced for solving image processing problems. Define the following
predefined regularization semi-norm:
TVprn(x) =
N1∑
n1=1
N2∑
n2=1
√
((Dx)1(n1, n2))2 + ((Dx)2(n1, n2))2 + ((Dx)3(n1, n2))2 + ((Dx)4(n1, n2))2, (7)
where (Dx)1 and (Dx)2 are defined in (5) and
Dd x(n1, n2) ≈ (Dx)3(n1, n2) = x(n1 + 1, n2 + 1) − x(n1, n2),
Dex(n1, n2) ≈ (Dx)4(n1, n2) = x(n1 − 1, n2 + 1) − x(n1, n2),
where Dd x(n1, n2) and Dex(n1, n2) are directional derivatives of x at the directions of d = (1, 1) and e = (−1, 1)
on (n1, n2) respectively. In the definition of difference operators, we assume the Neumann (symmetric) boundary
conditions, for example x(n1,N2) − x(n1,N2 + 1) = 0 and x(0, n2 + 1) − x(1,N2) = 0.
The equivalent definition of (7) is:
TVprn(x) = max
u∈(R4)N1×N2
{< Dx, u >: |u(n1, n2)| ≤ 1, ∀(n1, n2) ∈ X} , (8)
3
where Dx = ((Dx)1, (Dx)2, (Dx)3, (Dx)4)T and
|u(n1, n2)| =
√
u21(n1, n2) + u
2
2(n1, n2) + u
2
3(n1, n2) + u
2
4(n1, n2). (9)
Definition 2.1. : From now on, we use the following four indexes:
1. • is used for any element which is located on the center of a pixel. The location of an element v which is located
on the center of pixel (n1, n2) is shown by (n1, n2) and we write v ∈ A•.
2. l is used for any element v which is located on the middle point of the edge which is intersection of two pixels
(n1, n2) and (n1 + 1, n2) and thus the location of such element is on (n1 + 12 , n2) and we write v ∈ Al.
3. ↔ is used for any element v which is located on the middle point of the edge which is intersection of two pixels
(n1, n2) and (n1, n2 + 1) and thus the location of such element is on (n1, n2 + 12 ) and we write v ∈ A↔.
4. + is used for any element which is located on the vertex of a pixel. the element which is located on down right
vertex of pixel (n1, n2) is located on (n1 + 12 , n2 +
1
2 ) and we write v ∈ A+.
Remark 2.2. Hereafter we assume that x(n1, n2) ∈ A•, for (n1, n2) ∈ X. Therefore it can be seen easily that in the defini-
tion of TVprn (8), (Dx)1(n1, n2), u1(n1, n2) ∈ Al, (Dx)2(n1, n2), u2(n1, n2) ∈ A↔ and (Dx)3(n1, n2), u3(n1, n2), (Dx)4(n1, n2),
u4(n1, n2) ∈ A+, for (n1, n2) ∈ X, n1 , 1,N1 and n2 , 1,N2 (see Figure (1)).
Figure 1: The locations of intensity values for each pixel is shown by • circles. The locations of (Dx)1(n1, n2), u1(n1, n2) are shown by l, The
locations of (Dx)2(n1, n2), u2(n1, n2) are shown by↔ and The locations of (Dx)3(n1, n2), u3(n1, n2) are shown by +.
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Now we define four operators Ll, L↔, L+ and L• over u ∈ (R4)N1×N2 :
(Llu)1(n1, n2) = u1(n1, n2),
(Llu)2(n1, n2) = 14 (u2(n1, n2) + u2(n1, n2 − 1) + u2(n1 + 1, n2) + u2(n1 + 1, n2 − 1)),
(Llu)3(n1, n2) = 12 (u3(n1, n2) + u3(n1 − 1, n2)),
(Llu)4(n1, n2) = 12 (u4(n1, n2) + u4(n1, n2 + 1)).
(L↔u)1(n1, n2) = 14 (u1(n1, n2) + u1(n1 − 1, n2) + u1(n1, n2 + 1) + u1(n1 − 1, n2 + 1)),
(L↔u)2(n1, n2) = u2(n1, n2),
(L↔u)3(n1, n2) = 12 (u3(n1, n2) + u3(n1, n2 − 1)),
(L↔u)4(n1, n2) = 12 (u4(n1, n2 + 1) + u4(n1 − 1, n2 + 1)).
(L•u)1(n1, n2) = 12 (u1(n1, n2) + u1(n1 − 1, n2)),
(L•u)2(n1, n2) = 12 (u2(n1, n2) + u2(n1, n2 − 1)),
(L•u)3(n1, n2) = 14 (u3(n1, n2) + u3(n1, n2 − 1) + u3(n1 − 1, n2) + u3(n1 − 1, n2 − 1)),
(L•u)4(n1, n2) = 14 (u4(n1, n2) + u4(n1 − 1, n2) + u4(n1, n2 + 1) + u4(n1 − 1, n2 + 1)).
(L+u)1(n1, n2) = 12 (u1(n1, n2) + u1(n1, n2 + 1)),
(L+u)2(n1, n2) = 12 (u2(n1, n2) + u2(n1 + 1, n2)),
(L+u)3(n1, n2) = u3(n1, n2),
(L+u)4(n1, n2) = u4(n1, n2 + 1).
(10)
Remark 2.3. In the above definition of operators, operator Ll operates on u = (u1, u2, u3, u4)T , where ui ∈ RN1×N2 , i =
1, 2, 3, 4. As we know, u1(n1, n2) ∈ Al, u2(n1, n2) ∈ A↔, u3(n1, n2) ∈ A+ and u4(n1, n2) ∈ A+, for (n1, n2) ∈ X, n1 ,
1,N1 and n2 , 1,N2. Operator Ll use interpolation of some corresponding values on the neighbor pixels such
that (Llu)1(n1, n2), (Llu)2(n1, n2), (Llu)3(n1, n2) and (Llu)4(n1, n2) belong to Al (for more details see Figure (2)).
Implementation of operators L↔, L+ and L• are similar.
Note that in the definition of the above operators, values for n1 = 1,N1 and n2 = 1,N2 depend on the boundary values
of ui, i = 1, 2, 3, 4 where the values are corresponding to the value of the related difference operators. For example u4
is related to (Dx)4, and we know from the Neumann boundary conditions that (Dx)4(1, n2) = x(0, n2 +1)− x(1, n2) = 0
and equivalently u4(1, n2) = 0 and consequently as an example
(L•u)4(1, n2) = 0, (L•u)4(2, n2) =
1
4
(u4(2, n2) + u4(2, n2 + 1)),N1 > 2.
The similar analysis can be done for any other vague values.
Now we propose the following new regularization term:
TVnew(x) = max
u∈(R4)N1×N2
{
< Dx, u >: |Llu(n1, n2)| ≤ 1, |L↔u(n1, n2)| ≤ 1, |L•u(n1, n2)| ≤ 1, |L+u(n1, n2)| ≤ 1, ∀(n1, n2) ∈ X} ,
(11)
Note that for ? =l,↔, •,+,
|L?u(n1, n2)| =
√
[(L?u)1(n1, n2)]2 + (L?u)2(n1, n2)]2 + (L?u)3(n1, n2)]2 + (L?u)4(n1, n2)]2
3. Fenchel-Rockafellar dual of the proposed regularization term
One of the best methods to solve mathematical image problems, is primal-dual method. See some iterative meth-
ods to solve this kind of problems in [16, 19, 20]. In this section some adjoint operators corresponding to the operators
5
Figure 2: Interpolation with operator Ll, when operates on u(n1, n2); u1(n1, n2) does not change because it belongs to Al. Interpolation of four
points u2(n1, n2), u2(n1, n2 − 1), u2(n1 + 1, n2 − 1) and u2(n1 + 1, n2) yields (Llu)2(n1, n2) ∈ Al. Interpolation of two points u3(n1, n2 − 1) and
u3(n1, n2) yields (Llu)3(n1, n2) ∈ Al.
which are defined in the definition of the new regularization term (11) are given and consequently Fenchel-Rockafellar
dual of (11) is found. Suppose u ∈ (R3)N1×N2 , then it is easy to see that D∗u = u∗, where
u∗(n1, n2) = [u1(n1 − 1, n2) − u1(n1, n2)] + [u2(n1 − 1, n2 − 1) − u2(n1, n2)]+
[u3(n1 − 1, n2 − 1) − u3(n1, n2)] + [u3(n1 − 1, n2 − 1) − u3(n1, n2)]. (12)
Define
K =
{
(u, s) ∈ (R4)N1×N2 × (R)N1×N2 : s = D∗x, |L?u(n1, n2)| ≤ 1, ? =l,↔, •,+
}
, (13)
then obviously
TVnew(x) = max
(u,s)∈(R4)N1×N2×(R)N1×N2
{< x, s > −IK{(u, s)}} , (14)
where
Ik{t} =
{
0, t ∈ K
∞, t < K .
Now, we define operator L:
L =

Ll 0
L↔ 0
L• 0
L+ 0
D∗ −1
 , L
(
u ∈ (R4)N1×N2
s ∈ (R)N1×N2
)
=

v¯l
v¯↔
v¯•
v¯+
α¯
 ∈

(R4)N1×N2
(R4)N1×N2
(R4)N1×N2
(R4)N1×N2
(R)N1×N2
 (15)
In the sequel we need dual definition of TVnew. Therefore, adjoint operators of Ll, L↔, L• and L+ should be calculated.
From the definition of adjoint operator of a linear operator, the following adjoint operators can be found:
Assume vl =

v1l
v2l
v3l
v4l
 ∈ (R4)N1×N2 , v↔ =

v1↔
v2↔
v3↔
v4↔
 ∈ (R4)N1×N2 , v• =

v1•
v2•
v3•
v4•
 ∈ (R4)N1×N2 and v+ =

v1+
v2+
v3+
v4+
 ∈ (R4)N1×N2
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are dual variables and v =

vl
v↔
v•
v+
α
, then
L∗(v) =

u∗1
u∗2
u∗3
u∗4
s∗
 ∈
(
(R4)N1×N2
(R)N1×N2
)
, (16)
where
u∗1(n1, n2) = v
1
l(n1, n2) +
1
4
{
v1↔(n1, n2) + v1↔(n1 + 1, n2) + v1↔(n1, n2 − 1) + v1↔(n1 + 1, n2 − 1)
}
+
1
2
{
v1•(n1, n2) + v1•(n1 + 1, n2)
}
+ 12
{
v1+(n1, n2) + v
1
+(n1, n2 − 1)+
}
+ {α(n1 + 1, n2) − α(n1, n2)} ,
u∗2(n1, n2) =
1
4
{
v2l(n1, n2) + v
2
l(n1, n2 + 1) + v
2
l(n1 − 1, n2) + v2l(n1 − 1, n2 + 1)
}
+ v2↔(n1, n2)+
1
2
{
v2•(n1, n2) + v2•(n1, n2 + 1)
}
+ 12
{
v2+(n1, n2) + v
1
+(n1 − 1, n2)
}
+ {α(n1, n2 + 1) − α(n1, n2)} ,
u∗3(n1, n2) =
1
2
{
v3l(n1, n2) + v
3
l(n1 + 1, n2)
}
+ 12
{
v3↔(n1, n2) + v3↔(n1, n2 + 1)
}
+ v3+(n1, n2)+
1
4
{
v3•(n1, n2) + v3•(n1, n2 + 1) + v3•(n1 + 1, n2) + v3•(n1 + 1, n2 + 1)
}
+ {α(n1 + 1, n2 + 1) − α(n1, n2)} ,
u∗4(n1, n2) =
1
2
{
v4l(n1, n2) + v
4
l(n1, n2 − 1)
}
+ 12
{
v4↔(n1, n2 − 1) + v4↔(n1 + 1, n2 − 1)
}
+ v4+(n1, n2 − 1)+
1
4
{
v4•(n1, n2) + v4•(n1 + 1, n2) + v4•(n1, n2 − 1) + v4•(n1 + 1, n2 − 1)
}
+ {α(n1 + 1, n2 + 1) − α(n1, n2)} ,
s∗ = −α(n1, n2).
(17)
Now we need the following theorem to find Fenchel-Rockafellar dual of the proposed regularization term:
Theorem 3.1. (Fenchel Duality Theorem)[18]: Assume X,Y are real Banach spaces, f : X →] − ∞,+∞] and
g : Y →] − ∞,+∞] are proper, convex and lower-semicontinuous functions and A : X → Y is a linear continuous
operator, if there exists x0 ∈ X such that f (x0) < ∞ and g is continuous at Ax0, then
max {− f (x) − g(Ax), x ∈ X} = min {g∗(y∗) + f ∗(−A∗y∗), y∗ ∈ Y∗} (18)
Theorem 3.2. TVnew (11)is equivalent to the following minimization problem:
TVnew(x) = minvl,v↔,v•,v+,α |vl| + |v↔| + |v•| + |v+|
s.t. L∗

vl
v↔
v•
v+
α
 =

0
0
0
x
 (19)
Proof. Consider the optimization problem (14), to find the Fenchel dual problem, referring to Fenchel duality theorem,
we can define
f
(
u ∈ (R4)N1×N2
s ∈ (R)N1×N2
)
= − < x, s >, g


v¯l
v¯↔
v¯•
v¯+
α¯
 ∈

(R4)N1×N2
(R4)N1×N2
(R4)N1×N2
(R4)N1×N2
(R)N1×N2

 = IK¯

v¯l
v¯↔
v¯•
v¯+
α¯
 , A = L,
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where
K¯ =


v¯l
v¯↔
v¯•
v¯+
α¯
 ∈

(R4)N1×N2
(R4)N1×N2
(R4)N1×N2
(R4)N1×N2
(R)N1×N2
 : |v¯?(n1, n2)| ≤ 1, ? =l,↔, •,+, (n1, n2) ∈ X

and L is defined in (15). Obviously K¯ is convex and therefore g is convex and lower-semicontinuous. Furthermore f
is convex and lower-semicontinuous. Thus assumptions of Fenchel duality theorem hold.
Now the corresponding left hand-side optimization problem in (18) is in hand. To find the right hand-side dual
minimization problem, adjoint operators f ∗, g∗ and A∗ should be found. A∗ = L∗ is explained in (16) and (17). On the
other hand
f
(
u
s
)
= − < x, s >= sup
u∗∈(R4)N1×N2 ,s∗∈(R)N1×N2
〈(
u
s
)
,
(
u∗
s∗
)〉
− I
 0−x
 : 0∈(R4)N1×N2

{(
u∗
s∗
)}
,
therefore,
f ∗
(
u∗
s∗
)
= I
 0−x
 : 0∈(R4)N1×N2

{(
u∗
s∗
)}
,
From direct definition of adjoint operators we get:
g∗

v¯∗l
v¯∗↔
v¯∗•
v¯∗+
α¯∗
 =
∑
(n1,n2)∈X
sup
v¯l,··· ,α¯
〈
v¯∗l(n1, n2)
v¯∗↔(n1, n2)
v¯∗•(n1, n2)
v¯∗+(n1, n2)
α¯∗(n1, n2)
 ,

v¯l(n1, n2)
v¯↔(n1, n2)
v¯•(n1, n2)
v¯+(n1, n2)
α¯(n1, n2)

〉
− IK¯

v¯l
v¯↔
v¯•
v¯+
α¯
 .
It is easy to see that
g∗

v¯∗l
v¯∗↔
v¯∗•
v¯∗+
α¯∗
 = |v¯
∗
l|1 + |v¯∗↔|1 + |v¯∗•|1 + |v¯∗+|1,
where
|v¯∗?|1 =
∑
(n1,n2)∈X
|v¯∗?(n1, n2)|, |v¯∗?(n1, n2)| =
√√ 4∑
i=1
[(v¯∗?)i(n1, n2)]2, ? =l,↔, •,+
From Fenchel duality theorem, the dual definition of the new proposed regulartization term is
TVnew(x) = minvl,v↔,v•,v+,α |vl| + |v↔| + |v•| + |v+|
s.t. L∗

vl
v↔
v•
v+
α
 =

0
0
0
x
 (20)
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4. Simulation Results
In this section, we evaluate our new proposed regularization term and compare it with existing ones for some
mathematical image problems; denoising bike, denoising watch and resolution enhancement problems. Consider the
general problem:
min
x∈RN1×N2
F(x) + λTV(x). (21)
Optimization problem (21) is the general mathematical model for most of image problems. For example for denoising
problem, where y ∈ RN1×N2 is an noisy image F(x) = 12 ‖x − y‖2, for deconvolution problem, F(x) = 12‖Ax − y‖2, and
for upscaling or resolution enhancement problem, F(x) = I{x|Ax=y} and λ = 1 (Note that in this case problem (21) is
equivalent to minx∈RN1×N2 {TV(x) : Ax = y}). In two latest problems A is some special linear operator. From theorem
3.1, it is easy to see that problem (21) with TV = TVnew is equivalent to the following problem:
(vl, v↔, v•, v+, α) ∈ arg min

F(x) + λ{|vl| + |v↔| + |v•| + |v+|} : L∗

vl
v↔
v•
v+
α
 =

0
0
0
x


. (22)
In numerical experiments bellow, to solve problem (22) and equivalently problem (21), with TV = TVnew we use the
over relaxed primal-dual algorithm which is proposed by Condat. See Algorithm 1 of [15]. The algorithm generally
can be used to solve the following optimization problem:
argminx∈RN1×N2 ,v∈F {F(x) + G(v) : Cv + Dx = 0}, (23)
where C and D are linear operators. F and G are functions which their corresponding proximal operators have simple
forms or can be calculated easily. In our case
v =

vl
v↔
v•
v+
α
 , F =

(R3)N1×N2
(R3)N1×N2
(R3)N1×N2
(R3)N1×N2
(R)N1×N2
 , G(v) = λ{|vl| + |v↔| + |v•| + |v+|}.
Furthermore operator D and C can be defined by:
Dx(n1, n2) =

0
0
0
x(n1, n2)
 , (n1, n2) ∈ X ⇒ Dx ∈ (R4)N1×N2 ,C = −L∗.
In the following numerical experiments, to solve problem (21), Algorithm 1 of [15] is applied for Condat’s TV, and
Algorithm 3-1 of [16] is applied for isotropic and upwind TVs.
4.1. Denoising Bike and watch
Assume noisy image is denoted by y. Now, we are going to solve the problem (21) with F(x) = 12 ‖x−y‖2 to denoise
two famous test images; bike and watch. For bike denoising problem, the clean and the denoised images are denoted
by xb and x¯b respectively. The clean image and noisy bike image which is corrupted by additive white Gaussian noise
of standard deviation 0.18 are shown in Figure 4. The denoised images using isotropic, upwind, Condat and the new
proposed TVs are shown in figures 5 and 6. For each method, optimum regularization parameter λb is chosen, such
that differences between the reference (clean) and the denoised image is minimum in sense of Frobenius norm. The
graph of the parameter λ versus the relative error ‖xb−x¯b‖‖xb‖ for each TV is shown in Figure 3. To illustrate the results
more comparable, a part of clean, noisy and denoised images are zoomed and shown in figures 7-9. Consider Figure
8, the left image is the reconstructed image using upwind TV. Many white small particles can be seen in it. This
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confirms that upwind TV may not remove white noises in comparison with any other TVs. The right one is denoised
image using isotropic TV. The details of the image including oblique edges is more blurred in comparison with the left
image (upwind TV). Now we check out Figure 9, where the left image is obtained by Condat’s TV and the right one
is the image using our new proposed TV. Obviously the new proposed TV has the best performance in reconstruction
of details; edges, lattices corners and oblique lines. Furthermore, it can remove noise better than any other TVs.
Consider denoising watch problem. The clean and the denoised images are denoted by xw and x¯w respectively. The
clean image and noisy watch image corrupted by additive white Gaussian noise of standard deviation 0.10 are shown
in Figure 11. The denoised images using isotropic, upwind, Condat and the new proposed TVs are shown in figures
12 and 13. For each method, optimum regularization parameter λw is considered (see Figure 10 for more details). A
part of clean, noisy and denoised images are zoomed and shown in figures 14-16. Focusing on these two figures, it
can be seen that the details of the reconstructed image with the new proposed TV is more obvious than any other TV
models. Specially, separation of the oblique lines in the scaled part of the ruler is more clear in the this image (the
image which is shown in the right-hand side of the Figure 16). The parameter values for convergence of primal-dual
optimization algorithms, optimum value of λ and relative errors for denoising bike and watch problems are shown in
Table 1. Iterative number of optimization algorithms for both bike and watch denoising problems with each TV model
in comparison is N = 1000.
Figure 3: Graphs of parameter λ versus relative error ‖xb−x¯b‖‖xb‖ in denoising bike problem; upwind TV (solid line), isotropic TV (dashed line),
Condat’s TV (dashed-dot line) and the new proposed TV (star line).
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TV model τ σ ρ µ λb λw ‖xb−x¯b‖F‖x¯b‖F
‖xw−x¯w‖F
‖x¯w‖F
Upwind 1100 1/(
τ
16 ) 1.9 - 0.1550 0.0950 0.0969 0.0984
Isotropic 1100 1/(
τ
8 ) 1.9 - 0.1200 0.0800 0.0927 0.0933
Condat’s TV 0.998
0.99
3 - 1 0.1200 0.0750 0.0891 0.0898
The new regularization term 0.9910
0.99
10 - 1 0.0750 0.0450 0.0890 0.0903
Table 1: Parameters of primal-dual optimization algorithms, optimum values of λ and relative errors for denoising bike and watch problems.
Indexes b and w corresponding to bike and watch problems respectively.
Figure 4: Clean and noisy bike images
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Figure 5: Denoised images using upwind TV (left) and isotropic TV (right).
Figure 6: Denoised images using Condat’s TV (left) and new proposed TV (right).
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Figure 7: Partly zoomed in, clean and noisy bike images
Figure 8: Partly zoomed in, denoised bike images, using upwind TV (left) and isotropic TV (right).
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Figure 9: Partly zoomed in, denoised bike images, using Condat’s TV (left) and new proposed TV (right).
Figure 10: Graphs of parameter λ versus relative error ‖xw−x¯w‖‖xw‖ in denoising watch problem; upwind TV (solid line), isotropic TV (dashed line),
Condat’s TV (dashed-dot line) and the new proposed TV (star line).
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Figure 11: Clean and noisy watch images
Figure 12: Denoised images using upwind TV (left) and isotropic TV (right).
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Figure 13: Denoised images using Condat’s TV (left) and new proposed TV (right).
Figure 14: Partly zoomed clean and noisy watch images.
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Figure 15: Partly zoomed denoised watch images using upwind TV (left) and isotropic TV (right).
17
Figure 16: Partly zoomed denoised watch images using Condat’s TV (left) and the new proposed TV (right).
18
TV model τ σ ρ µ ‖xr − x¯r‖F ‖xg − x¯g‖F
Upwind 0.02 1τ/16 1.9 - 0.8297 14.5038
Isotropic 18 0.1 1 - 2.3569 14.4312
Condat’s TV 0.98
0.9
3 - 1 0.7527 14.3835
The new regularization term 0.930
0.9
6 - 1 0.6160 14.3214
Table 2: The suitable parameters to guarantee convergence of the primal-dual algorithm for solving resolution enhancement problem. ‖x − x¯‖F is
the frobenius norm of the error between the obtained images and the reference images using upwind, isotropic, Condat’s and the proposed TVs.
4.2. Resolution enhancement
Resolution enhancement or upscaling problem can be considered as inverse of downscaling problem. In some
applications, saving images in their original form may be unnecessary and we can avoid some details of images and
save them in smaller pixel size and consequently smaller memory size. To downscale an image, usually the image is
divided to some blocks of the equal number of pixels, then averaging the intensity values of the pixels contained in
any block, a value of the intensity will be assigned to each of them. Assuming any block as only one pixel, the resulted
image is the downscaled image corresponding to the original one. Now, inversely suppose an N × N image y is given,
we want to find an mN×mN, m > 1 image x such that y is downscale of x and simultaneously TV value of the resulted
image be minimized. Assume A is operator of downscaling (in our numerical experiments m = 4, that is, if x is an
4N×4N image, then Ax is a downscaled N×N image). The problem can be formulated by minx∈RN1×N2 F(x)+λTV(x),
where λ = 1 and F(x) = I{x : Ax=y}, where y is the given image which is going to be upscaled. Here we consider two
resolution enhancement problems; upscaling of rhombus and goldhill images.
The reference rhombus image xr of the size 92 × 92 and the downscaled 23 × 23 image y are shown in Figure 17.
We denote the upscaled image by x¯r. The upscaled images which are the solution of the corresponding optimization
problem for upscaling y with upwind, isotropic, Condat and our new proposed TVs are shown in figures 18 and 19.
The reference goldhill image xg of the size 276 × 276 and the downscaled 69 × 69 image y are shown in Figure 20.
We denote the upscaled image by x¯g. The upscaled images with upwind, isotropic, Condat’s and our new proposed
TVs are shown in figures 21 and 22.
Table 2 shows the optimization algorithms parameters, and absolute error between the reference image and upscaled
one, for each four kinds of TVs. For both rhombus and goldhill upscaling problems the absolute errors of the new
proposed TV is the least one. By looking at rhombus upscaled images, it can be seen that the sides of rhombus for
isotropic TV is completely blurred. For upwind, Condat and the new TV, the sides of rhombus are reconstructed
accurately, however, the difference is about the corners, whereas the new proposed TV has better performance in
reconstruction of the corners (it is approved by comparing absolute errors in Table 2). Iterative number of optimization
algorithms for rhombus and goldhill upscaling problems with each TV model in comparison are N = 20000 and
N = 5000 respectively.
5. Conclusion
In this paper a new regularization term is proposed to solve mathemathical image problems. The Fenchel-dual
problem corresponding to the mathematical image model using the new TV is constructed. We applied an efficient
primal-dual algorithm [15], for denoising bike and watch problems. The results are compared with some other well-
known TVs. The new proposed TV has better results in reconstructing details of the images. Furthermore, for
upscaling image problem, two images are tested and compared among TVs, The resulted error showed that the new
TV has the least absolute error in Frobenius norm. In the future works, we will try to use generalization of the
continuous TV definition to construct the more efficient model for image processing problems.
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Figure 17: The reference rhombus image (right) and its downscaled image (left) (m = 4).
Figure 18: Upsceled images using upwind TV (left) and isotropic TV (right).
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Figure 19: Upsceled images using Condat’s TV (left) and the new proposed TV (right).
Figure 20: The reference goldhill image (right) and its downscaled image (left) (m = 4).
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