invariant subspace of M then X = −ZY satisfies (2) . As it arises in control theory, the desired s t solution is stabilizing in the sense that all eigenvalues of A − GX have negative real part. This implie hat the associated n -dimensional invariant subspace is the one corresponding to the eigenvalues of M . with negative real part. Under mild assumptions, such an invariant subspace exists and is unique [10] Numerical methods for finding the invariant subspace through an eigenvalue-eigenvector f -2 -actorization of M were proposed by MacFarlane [13] and Potter [17] . Laub [12] improved numerical . O stability and lowered work requirements by using a Schur decomposition to find the subspace rdinarily, the process of calculating an invariant subspace of a Hamiltonian matrix destroys its special l s structure. Paige and Van Loan [16] conjectured that preserving and taking advantage of the specia tructure of Hamiltonian matrices might make numerical methods more efficient and more robust H against rounding errors. They found a Schur-like decomposition of Hamiltonian matrices, the amiltonian-Schur decomposition, that displays the same invariant subspace structure as the usual Schur p decomposition. Bunse-Gerstner [2, 3] , Bunse-Gerstner and Mehrmann [1, 4] , and Byers [7] , have made rogress adapting the Francis QR algorithm [8] to Hamiltonian matrices. Gao Mei [14] has a Lanczosf H like algorithm. Unfortunately, these algorithms either apply only to a highly restricted class o amiltonian matrices, or risk numerical instability by using non-unitary similarity transformations. No entirely satisfactory algorithm for a general Hamiltonian matrix is known --yet. This paper describes a way to calculate a Hamiltonian-Schur decomposition through an adaptation . I of the non-symmetric Jacobi Algorithm [18] (with which the reader is assumed to already be familiar) t preserves Hamiltonian structure and maintains numerical stability by using a sequence of symplecticl s unitary similarity transformations. The iteration converges too slowly to be attractive for conventiona erial computing, but it admits a highly parallel implementation that may make it suitable for some 2 parallel processors.
. Numerical Tools
Let J be the 2n -by-2n matrix
here I denotes the n -by-n identity matrix and 0 denotes the n -by-n zero matrix. A matrix 
A Type I rotation is a symplectic unitary matrix of the form P = diag(P ,P ) where P is a (complex) e plane rotation. (Technically, "rotation" is a misnomer. A Type I rotation is actually two rotations.) An asy calculation verifies that P is both symplectic-unitary. For a Hamiltonian matrix M define σ(M ) by 
In the algorithm, each Type I similarity transformation will reduce σ by as much as possible by requiring that h = 0. Now, c , s and h are related by 
t 2 he minimum η is zero and R is a Schur rotation. In this case, the quadratic equation 
Set t to the smaller root of t a
+ t (a − a ) − a = 0 2 i +1,i i +1,i +1 ii i ,i +1
Parallel Implementation
The Hamiltonian-Jacobi Algorithm has parallelism at several levels. It admits a data flow algorithm along the lines of [18] and [15] that performs a sweep in O(n ) time.
Partition a Hamiltonian matrix M as in (1),
Since the algorithm preserves Hamiltonian structure at each stage, only A and the upper or lowe riangles of the Hermitian matrices G and F need to be stored and modified. e For a Type I rotation, P = diag(R ,R ), the similarity transformation M := P MP reduces to th H three independent, n -by-n unitary similarity transformations: Step 6 is essentially a second instance of Step 2 he rotation information is passed along horizontally and vertically to free the diagonal for a second set of even-index Type I rotations and a second Type II rotation. The procedure continues iteratively. 
Conclusions
At this writing, the Hamiltonian-Jacobi iteration is just a curiosity. The algorithm is interesting s e because it produces Hamiltonian-Schur decomposition of a general class of Hamiltonian matrice ntirely through symplectic-unitary similarity transformations. Hamiltonian structure is preserved throughout, without condensed form.
However, the algorithm fails on some problems. Moreover, it squanders an order of magnitude ) more work than conventional, serial algorithms like [4, 7, 12] . To be competitive, an array of O(n Some progress removing some of the difficulties has been make in [5] , but there remains much t cknowledgements I am grateful to Angelika Bunse-Gerstner, Volker Mehrmann, Eberhard Pietzsch, K. Veselic and an anonymous referee for comments on an early draft of this work.
