Abstract. The performance of a reject option classifiers is quantified using 0 − d − 1 loss where d ∈ (0, .5) is the loss for rejection. In this paper, we propose double ramp loss function which gives a continuous upper bound for (0 − d − 1) loss. Our approach is based on minimizing regularized risk under the double ramp loss using difference of convex programming. We show the effectiveness of our approach through experiments on synthetic and benchmark datasets. Our approach performs better than the state of the art reject option classification approaches.
Introduction
The primary focus of classification problems has been on algorithms that return a prediction on every example. However, in many real life situations, it may be prudent to reject an example rather than run the risk of a costly potential misclassification. Consider, for instance, a physician who has to return a diagnosis for a patient based on the observed symptoms and a preliminary examination. If the symptoms are either ambiguous, or rare enough to be unexplainable without further investigation, then the physician might choose not to risk misdiagnosing the patient. He might instead ask for further medical tests to be performed, or refer the case to an appropriate specialist. The principal response in these cases is to "reject" the example. This paper focuses on learning a classifier with a reject option. From a geometric standpoint, we can view the classifier as being possessed of a decision surface as well as a rejection surface. The rejection region impacts the proportion of examples that are likely to be rejected, as well as the proportion of predicted examples that are likely to be correctly classified. A well-optimized classifier with a reject option is the one which minimizes the rejection rate as well as the mis-classification rate on the predicted examples.
Let x ∈ R p is the feature vector and y ∈ {−1, +1} is the class label. Let D(x, y) be the joint distribution of x and y. A typical reject option classifier is defined using a bandwidth parameter (ρ) and a separating surface (f (x) = 0). ρ is the parameter which determines the rejection region. Then a reject option classifier h(f (x), ρ) is formed as:
where I {A} is an indicator function which takes value 1 if predicate 'A' is true, else 0. The reject option classifier can be viewed as two parallel surfaces with the rejection area in between. The goal is to determine f (x) as well as ρ simultaneously. The performance of this classifier is evaluated using L 0−d−1 [8, 12] which is
In the above loss, d is the cost of rejection. If d = 0, then we will always reject. When d > .5, then we will never reject (because expected loss of random labeling is 0.5). Thus, we always take d ∈ (0, .5).
To learn a reject option classifier, the expectation of L 0−d−1 (., ., .) with respect to D(x, y) (risk) is minimized. Since D(x, y) is fixed but unknown, the empirical risk minimization principle is used. The risk under L 0−d−1 is minimized by generalized Bayes discriminant [4, 8] . h(f (x), ρ) (Eq. (1)) is shown to be infinite sample consistent with respect to the generalized Bayes classifier [13] . 
Loss Function Definition

Generalized Hinge
LGH
Since minimizing the risk under L 0−d−1 is computationally cumbersome, convex surrogates for L 0−d−1 have been proposed. Generalized hinge loss L GH (see Table 1 ) is a convex surrogate for L 0−d−1 [3, 12] . It is shown that a minimizer of risk under L GH is consistent to the generalized Bayes classifier [3] . Double hinge loss L DH (see Table 1 ) is another convex surrogate for L 0−d−1 [7] . Minimizer of the risk under L DH is shown to be strongly universally consistent to the generalized Bayes classifier [7] . We observe that these convex loss functions have some limitations. For example, L GH is a convex upper bound to
) (see Fig. 1 ). Also, both L GH and L DH increase linearly in the rejection region instead of remaining constant. These convex losses can become unbounded for misclassified examples with the scaling of parameters of f . Moreover, limited experimental results are shown to validate the practical significance of these losses [3, 7, 12] . A non-convex formulation for learning reject
