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Abstract
We study the asymptotic behaviour near extinction of positive solutions of the Cauchy
problem for the fast diffusion equation with a subcritical exponent. We show that
separable solutions are stable in some suitable sense by finding a class of functions
which belong to their domain of attraction. For solutions in this class we establish
optimal rates of convergence to separable solutions.
1 Introduction
We consider the Cauchy problem for the fast diffusion equation,{
uτ = ∆(u
m), x ∈ Rn, τ ∈ (0, T ),
u(x, 0) = u0(x) ≥ 0, x ∈ Rn,
(1.1)
where n ≥ 3, T > 0 and 0 < m < 1. It is known that for m < mc := (n−2)/n all solutions
with initial data satisfying
u0(x) = O
(
|x|− 21−m
)
as |x| → ∞,
extinguish in finite time. We shall consider solutions which vanish at τ = T and study
their behaviour near τ = T .
The function
u(x, τ) := ((1−m)(T − τ)) 11−mϕ 1m (x) (1.2)
is a solution of the fast diffusion equation uτ = ∆(u
m) if ϕ satisfies
∆ϕ+ ϕp = 0, x ∈ Rn, p := 1
m
. (1.3)
1
We call a nontrivial solution of the form (1.2) separable. We shall show that separable
solutions are stable in a suitable sense if
n > 10, 0 < m <
(n− 2)(n − 10)
(n− 2)2 − 4n+ 8√n− 1 .
We also find optimal rates of convergence to separable solutions.
To formulate our results in more detail, it is convenient to introduce the following
change of variables:
v(x, t) := ((1−m)(T − τ))− m1−mum(x, τ), t := − 1
1−m ln
T − τ
T
.
If u is a solution of (1.1) with extinction at τ = T then v satisfies{
(vp)t = ∆v + v
p, x ∈ Rn, t > 0, p = 1m ,
v(x, 0) = v0(x), x ∈ Rn,
(1.4)
where
v0(x) := ((1−m)T )−
m
1−mum0 (x).
The behaviour of u as τ → T corresponds to the behaviour of v as t → ∞. Hence,
asymptotically separable extinction of u is equivalent to convergence of v to a steady state
as t→∞.
Concerning the existence of positive solutions of (1.3), it is well known that the Sobolev
exponent
pS :=


n+ 2
n− 2 if n > 2,
∞ if n ≤ 2,
plays a crucial role. Namely, there is a family of positive radial solutions of (1.3) if and
only if p ≥ pS. We denote the solution by ϕ = ϕα(r), r = |x|, α > 0, where ϕα(r) satisfies
 (ϕα)rr +
n− 1
r
(ϕα)r + ϕ
p
α = 0, r > 0,
ϕα(0) = α, (ϕα)r(0) = 0.
(1.5)
For each α > 0, the solution ϕα is decreasing in |x| and satisfies ϕα(|x|)→ 0 as |x| → ∞.
For the structure of the set of steady states, there is another critical exponent
pc :=


(n − 2)2 − 4n+ 8√n− 1
(n− 2)(n − 10) if n > 10,
∞ if n ≤ 10.
It is known that for pS ≤ p < pc, any positive steady state intersects with other positive
steady states (see [23]). For p ≥ pc, Wang [23] showed that the family of steady states
{ϕα ; α ∈ R} is ordered, that is, ϕα is increasing in α for each x. Moreover,
lim
α→0
ϕα(|x|) = 0, lim
α→∞
ϕα(|x|) = ϕ∞(|x|),
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where ϕ∞ is a singular steady state given by
ϕ∞(|x|) := L|x|−ν , x ∈ Rn \ {0},
with
ν :=
2
p− 1 , L :=
{
ν (n− 2− ν)
}1/(p−1)
. (1.6)
Each positive steady state satisfies
ϕα(|x|) = L|x|−ν − aα|x|−ν−λ1 + o
(
|x|−ν−λ1
)
as |x| → ∞, (1.7)
where λ1 is a positive constant given by
λ1 = λ1(n, p) :=
n− 2− 2ν −
√
(n− 2− 2ν)2 − 8(n− 2− ν)
2
,
and aα > 0 is such that
aα > aβ if 0 < α < β. (1.8)
(see [13]).
Our main results are contained in the following two theorems:
Theorem 1.1 Let n > 10, p > pc, α > 0, and assume that v0 is continuous in R
n and
satisfies
0 ≤ v0(x) ≤ L|x|−ν , x ∈ Rn \ {0}, (1.9)
and
|v0(x)− ϕα(|x|)| ≤ b|x|−γ , x ∈ Rn, |x| > 1, (1.10)
with some b > 0 and
γ ∈
(
ν + λ1 ,
n− 2
2
)
. (1.11)
Then there exists C > 0 such that the solution v of (1.4) has the property that
|v(x, t) − ϕα(|x|)| ≤ Ce−κ(γ)t, x ∈ Rn, t ≥ 0, (1.12)
where the positive number κ(γ) is given by
κ(γ) :=
γ(n− 2− γ)
pLp−1
− 1 = γ(n− 2− γ)
(ν + 2)(n − 2− ν) − 1 . (1.13)
The convergence rate provided by Theorem 1.1 is in fact optimal for stabilization from
above or from below:
Theorem 1.2 Let n > 10, p > pc, α > 0 and b > 0, and assume that γ and κ(γ) are as in
(1.11) and (1.13), respectively. Moreover, let v denote the solution of (1.4) corresponding
to some continuous v0.
(i) If
v0(x) ≥ ϕα(|x|) + b(|x|+ 1)−γ , x ∈ Rn, (1.14)
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then there exists C > 0 such that
v(0, t) − ϕα(0) ≥ Ce−κ(γ)t, t ≥ 0. (1.15)
(ii) Under the assumption that
v0(x) ≤ ϕα(|x|) − b(|x|+ 1)−γ , x ∈ Rn, (1.16)
one can find C > 0 such that
ϕα(0)− v(0, t) ≥ Ce−κ(γ)t, t ≥ 0. (1.17)
Theorems 1.1 and 1.2 imply that there is a continuum of rates of convergence of
solutions of (1.4) to ϕα, α > 0, since the range of κ is(
0,
(n − 2)2
4pLp−1
− 1
)
.
Notice that κ(γ)→ 0 as γ → ν + λ1.
Asymptotically separable extinction of solutions of (1.1) has only been known to occur
for m = (n − 2)/(n + 2) = 1/pS , n > 2. This was predicted in [15] and then rigorously
established in [12], [7], Theorem 7.10 in [22]. The exponent m = 1/pS is the unique value
of m for which the second-kind selfsimilar solution is separable, see [15], [16], [19]. The
rate of convergence to a separable solution is not known in this case.
Depending on the decay rate of the initial function u0, other types of asymptotic
behaviour near extinction may occur, such as convergence to Barenblatt profiles (see [3],
[4], [5], [8], [9], [10], for example) or convergence to selfsimilar solutions of the second type
(see [12], [22]).
For a smoothly bounded domain Ω ⊂ Rn all bounded positive solutions of uτ = ∆(um)
with the homogeneous Dirichlet boundary condition and (n − 2)+/(n + 2) < m < 1
extinguish in finite time and they approach separable solutions, see [1], [2], [6], [17], [21].
But little is known about the convergence rate. As far as we know, only upper bounds
for the decay rates of the entropy and of a weighted L2-norm of the relative distance from
the separable solution are given in [6] for m sufficiently close to 1.
Let us also compare Theorems 1.1 and 1.2 with corresponding results from [11], [14]
on convergence to steady states for the problem{
vt = ∆v + v
p, x ∈ Rn, t > 0, p > pc,
v(x, 0) = v0(x), x ∈ Rn.
(1.18)
For both problems, the steady states are the same and we obtain a continuum of conver-
gence rates which depend explicitly on the tail of initial functions. But for (1.4) the rates
are exponential while for (1.18) they are algebraic, see [11], [14].
Similarly as for (1.18), the steady states ϕα are unstable from below and from above
for (1.4) when pS ≤ p < pc.
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Proposition 1.3 Let n > 2, pS ≤ p < pc, α > 0, and assume that v0 is bounded and
continuous in Rn.
(i) If
v0(x) ≥ ϕα(|x|), x ∈ Rn, v0 6≡ ϕα ,
then
‖v(·, t)‖L∞(Rn) →∞ as t→∞.
(ii) If
0 ≤ v0(x) ≤ ϕα(|x|), x ∈ Rn, v0 6≡ ϕα ,
then there is T ∈ (0,∞] such that
‖v(·, t)‖L∞(Rn) → 0 as t→ T.
The paper is organised as follows. In Section 2 we collect some preliminaries. In
Section 3 we prove Theorem 1.1 for radially symmetric solutions with v0 ≥ ϕα. In Section 4
we give a corresponding bound for v0 ≤ ϕα and we complete the proof of Theorem 1.1.
Sections 5 and 6 are devoted to the proof of Theorem 1.2 and Section 7 to Proposition 1.3.
2 Preliminaries
2.1 An ODE lemma
The following statement plays a key role in our analysis. It describes the spatial profile of
separated solutions to the formal linearization of (1.4) around a given steady state ϕα.
Lemma 2.1 Let α > 0 and κ be positive and such that
κ < κ0(p) :=
(n− 2)2
4pLp−1
− 1. (2.1)
Then the solution f = fα,κ of the initial-value problem{
frr +
n−1
r fr + (κ+ 1)pϕ
p−1
α f = 0, r > 0,
f(0) = 1, fr(0) = 0,
(2.2)
is positive on [0,∞), and there exist c > 0 and C > 0 such that
cr−γ ≤ f(r) ≤ Cr−γ for all r > 1, (2.3)
where γ = γ(κ) is the positive number given by
γ(κ) :=
n− 2
2
−
√
(n− 2)2
4
− (κ+ 1)pLp−1. (2.4)
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Proof. We first note that as an evident consequence of (2.1) and the fact that n ≥ 3,
the number γ = γ(κ) given by (2.4) indeed is real and positive. Since f(0) = 1, we know
that
r⋆ := sup
{
r > 0
∣∣∣ f > 0 on [0, r]}
is a well-defined element of (0,∞], and for ϑ > 0 we let
h(r) ≡ hϑ(r) := rϑf(r), r ∈ [0, r⋆).
Then
h(0) = 0 and h > 0 on (0, r⋆), (2.5)
and since
fr(r) = r
−ϑhr(r)− ϑr−ϑ−1h(r), r ∈ (0, r⋆), and
frr(r) = r
−ϑhrr(r)− 2ϑr−ϑ−1hr(r) + ϑ(ϑ+ 1)r−ϑ−2h(r), r ∈ (0, r⋆),
from (2.2) we obtain that
0 = r−ϑhrr − 2ϑr−ϑ−1hr + ϑ(ϑ+ 1)r−ϑ−2h
+
n− 1
r
{
r−ϑhr − ϑr−ϑ−1h
}
+ (κ+ 1)pϕp−1α r
−ϑh
= r−ϑ
{
hrr +
n− 1− 2ϑ
r
hr +
ϑ(ϑ+ 2− n) + (κ+ 1)pϕp−1α r2
r2
h
}
(2.6)
for all r ∈ (0, r⋆). We first apply this to ϑ := γ and h := hγ and use that
ϕα(r) ≤ Lr−ν
for all r > 0, which by positivity of h on (0, r⋆) allows us to conclude that
0 ≤ hrr + n− 1− 2γ
r
hr +
γ(γ + 2− n) + (κ+ 1)pLp−1
r2
h for all r ∈ (0, r⋆). (2.7)
But the definition (2.4) entails that γ coincides with the smaller root of the equation
γ(γ + 2− n) + (κ+ 1)pLp−1 = 0, (2.8)
whence (2.7) actually says that
0 ≤ hrr + n− 1− 2γ
r
hr = r
−n+1+2γ
(
rn−1−2γhr
)
r
(2.9)
for all r ∈ (0, r⋆). Now according to (2.5) it is clearly possible to fix r1 ∈ (0, r⋆) small
enough such that r1 < 1 and hr(r1) ≥ 0. Therefore, integrating (2.9) over (r1, r) for
arbitrary r ∈ (r1, r⋆) yields
rn−1−2γhr(r) ≥ rn−1−2γ1 hr(r1) ≥ 0 for all r ∈ (r1, r⋆),
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so that
h(r) ≥ c1 for all r ∈ (r1, r⋆),
where c1 := h(r1) is positive thanks to (2.5). In particular, this ensures that necessarily
r⋆ =∞, and moreover we obtain that
f(r) = r−γh(r) ≥ c1r−γ for all r > r1,
which implies the left inequality in (2.3), because r1 < 1.
Our derivation of the upper estimate for f in (2.3) will proceed in two steps. First,
since γ < (n− 2)/2 by (2.4) and (2.1), we can pick δ > 0 such that
δ < n− 2− 2γ (2.10)
and δ ≤ λ1. We then fix ε > 0 small such that
γε :=
n− 2
2
−
√
(n − 2)2
4
− (κ+ 1)(pLp−1 − ε) (2.11)
satisfies
γε > γ − δ, (2.12)
which can clearly be achieved by a continuity argument. Now as a consequence of (1.7)
we can find c2 > 0 such that
ϕα(r) ≥ Lr−ν − c2r−ν−λ1 for all r > 0, (2.13)
whence in particular ϕp−1α (r)r2 → Lp−1 as r → ∞. Accordingly, there exists r2 > 0 such
that
pϕp−1α (r)r
2 ≥ pLp−1 − ε for all r ≥ r2,
so that (2.6) applied to ϑ := γε shows that h := hγε satisfies
0 ≥ hrr + n− 1− 2γε
r
hr +
γε(γε + 2− n) + (κ+ 1)(pLp−1 − ε)
r2
h for all r ≥ r2.
Due to (2.11), the zero-order term again vanishes, and hence we have
0 ≥ hrr + n− 1− 2γε
r2
hr = r
−n+1+2γε(rn−1−2γεhr)r for all r ≥ r2,
on successive integration implying that
rn−1−2γεhr(r) ≤ c3 := rn−1−2γε2 hr(r2) for all r ≥ r2
and
h(r) ≤ h(r2) + c3
∫ r
r2
ρ1−n+2γεdρ for all r ≥ r2.
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Since from (2.11) we know that γε < (n− 2)/2 and thus 1− n+ 2γε < −1, from this and
the definition of h = hγε we infer that
f(r) = r−γεh(r) ≤ c4r−γε for all r ≥ r2 (2.14)
with
c4 := h(r2) +
c3r
2−n+2γε
2
n− 2− 2γε .
In order to finally derive the second inequality in (2.3) from this, we fix c5 > 0 and
r3 > r2 large enough fulfilling
(1− z)p−1 ≥ 1− c5z for all z ∈ [0, 1/2] and c2
L
r−λ13 ≤
1
2
.
Then (2.13) says that for all r ≥ r3 we can estimate
pϕp−1α (r)r
2 ≥ pr2
(
Lr−ν − c2r−ν−λ1
)p−1
= pLp−1
(
1− c2
L
r−λ1
)p−1
≥ pLp−1
(
1− c5 c2
L
r−λ1
)
= pLp−1 − c6r−λ1
with an evident definition of c6. Hence, returning to our original choice h = hγ , from (2.6)
and (2.8) we obtain that
0 ≥ hrr + n− 1− 2γ
r
hr +
γ(γ + 2− n) + (κ+ 1)(pLp−1 − c6r−λ1)
r2
h
= r−n+1+2γ(rn−1−2γhr)r − c6r−2−λ1h for all r ≥ r3. (2.15)
Here we use (2.14) and the fact that δ ≤ λ1 in estimating
c6r
−2−λ1h(r) = c6r
−2−λ1+γf(r) ≤ c4c6r−2−λ1+γ−γε ≤ c7r−2−δ+γ−γε for all r ≥ r3
with c7 := c4c6r
−(λ1−δ)
3 , so that an integration in (2.15) shows that if we abbreviate
c8 := r
n−1−2γ
3 hr(r3), then
rn−1−2γhr(r) ≤ c8 + c7
∫ r
r3
ρn−3−γ−γε−δdρ for all r ≥ r3. (2.16)
Since the inequality γε < γ along with (2.10) guarantees that
n− 2− γ − γε − δ > n− 3− 2γ − δ > 0,
we have ∫ r
r3
ρn−3−γ−γε−δdρ ≤ r
n−2−γ−γε−δ
n− 2− γ − γε − δ for all r ≥ r3,
so that (2.16) implies that
hr(r) ≤ c8r−n+1+2γ + c9r−1+γ−γε−δ for all r ≥ r3, c9 := c7
n− 2− γ − γε − δ .
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In view of our restriction (2.12) on γε, from this we obtain
h(r) ≤ h(r3) + c8
n− 2− 2γ +
c9
γε − γ + δ for all r ≥ r3.
By definition of h = hγ and the positivity of f on [0, r3], this finally completes the proof
of (2.3).
2.2 Two auxiliary asymptotic estimates
The following two auxiliary lemmata will be used both in Lemma 3.4 and in Lemma 6.1
in order to provide appropriate control of certain higher order expressions arising during
linearization.
Lemma 2.2 Let α > 0, β > α, µ > 0 and κ ∈ (0, κ0(p)), where κ0(p) is as defined in
(2.1). Then for all A ≥ 0 and B ≥ 0 there exist r0 > 0 and c > 0 such that with fµ,κ as
in (2.2) we have{
ϕβ(r)−Bfµ,κ(r)
}p−1
−
{
ϕα(r) +Afµ,κ(r)
}p−1
≥ cr−2−λ1 for all r > r0. (2.17)
Proof. Since β > α and hence aβ < aα by (1.8), we can fix some small η > 0 such that
c1 := (p− 1− η)(aα − η)− (p − 1 + η)(aβ + η) > 0. (2.18)
Then in view of (1.7) we can find r1 > 1 fulfilling
ϕα(r) ≤ Lr−ν −
(
aα − η
2
)
r−ν−λ1 for all r > r1 (2.19)
and
ϕβ(r) ≥ Lr−ν −
(
aβ +
η
2
)
r−ν−λ1 for all r > r1. (2.20)
Now from Lemma 2.1 we know that there exists c2 > 0 such that f = fµ,κ satisfies
f(r) ≤ c2r−γ for all r > 1
with γ = γ(κ) given by (2.4). As γ > ν + λ1, we can therefore choose r2 > r1 in such a
way that
max{A,B}f(r) ≤ η
2
r−ν−λ1 for all r > r2.
Together with (2.19) and (2.20), this yields the inequalities
ϕα(r) +Af(r) ≤ Lr−ν − (aα − η)r−ν−λ1 for all r > r2 (2.21)
and
ϕβ(r) +Bf(r) ≥ Lr−ν − (aβ + η)r−ν−λ1 for all r > r2. (2.22)
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We next take z1 > 0 small enough fulfilling
1− (p − 1 + η)z ≤ (1− z)p ≤ 1− (p − 1− η)z for all z ∈ [0, z1], (2.23)
and then fix r3 > r2 such that
aα − η
L
r−λ13 ≤ z1,
which by (2.18) implies that also
aβ + η
L
r−λ13 ≤ z1.
Hence, (2.21) and the second inequality in (2.23) show that{
ϕα(r) +Af(r)
}p−1
≤
(
Lr−ν
)p−1{
1− aα − η
L
r−λ1
}p−1
≤
(
Lr−ν
)p−1{
1− (p− 1− η)aα − η
L
r−λ1
}
= Lp−1r−2 − (p− 1− η)(aα − η)Lp−1r−2−λ1 (2.24)
for all r > r3, whereas similarly (2.22) and the first inequality in (2.23) entail that for any
such r we have{
ϕβ(r)−Bf(r)
}p−1
≥
(
Lr−ν
)p−1{
1− (p− 1 + η)aβ + η
L
r−λ1
}
= Lp−1r−2 − (p− 1 + η)(aβ + η)Lp−1r−2−λ1 . (2.25)
In light of (2.18), the desired estimate immediately results from (2.24) and (2.25).
Lemma 2.3 Let α > 0, µ > 0 and κ ∈ (0, κ0(p)) with κ0(p) from (2.1). Then there exists
C > 0 such that
ϕp−2α (r)fµ,κ(r) ≤ C(r + 1)ν−γ−2 for all r ≥ 0, (2.26)
where γ = γ(κ) is as in (2.4).
Proof. We apply (1.7) and (2.3) to find positive constants c1 and c2 such that
c1r
−ν ≤ ϕα(r) ≤ Lr−ν for all r > 1, (2.27)
and such that f := fµ,κ satisfies
f(r) ≤ c2r−γ for all r > 1. (2.28)
Writing c3 := c2max{cp−21 , Lp−2}, we therefore see that
ϕp−2α (r)f(r) ≤ c3rν−γ−2 ≤ c32ν−γ−2(r + 1)ν−γ−2 for all r > 1,
because γ > ν + λ1 implies that ν − γ − 2 < 0. Since for r ∈ [0, 1], (2.26) is obvious from
the positivity of ϕα and the boundedness of both ϕα and f , the proof is complete.
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3 Convergence from above: upper bound
In our first estimate of solutions from above, in Lemma 3.2 below, we shall apply a
comparison argument involving comparison functions which monotonically decrease with
time. The initial data of the latter will be constructed separately in the following lemma.
Lemma 3.1 Assume that α > 0 and κ ∈ (0, κ0(p)) with κ0(p) as in (2.1), and let fα,κ
denote the corresponding solution of (2.2). Then there exists A0 = A0(α, κ) > 0 with the
property that given any A > A0 one can find rA > 1 such that for each ε ∈ (0, 1), the
number
rAε := sup
{
r˜ > 0
∣∣∣ ϕα(r) +Afα,κ(r) > L(r + ε)−ν for all r ∈ (0, r˜)} (3.1)
is well-defined with
1 ≤ rAε ≤ rA, (3.2)
and
v0Aε(r) :=
{
L(r + ε)−ν if r ∈ (0, rAε),
ϕα(r) +Afα,κ(r) if r ≥ rAε,
(3.3)
determines a positive function v0Aε ∈W 1,∞loc ([0,∞)) ∩ C2((0,∞) \ {rAε}) which satisfies
(v0Aε)rr +
n− 1
r
(v0Aε)r + v
p
0Aε ≤ 0 for all r ∈ (0,∞) \ {rAε} (3.4)
as well as
lim inf
rրrAε
(v0Aε)r(r) ≥ lim sup
rցrAε
(v0Aε)r(r). (3.5)
Proof. According to (1.7), we can fix c1 > 0 such that
ϕα(r) ≥ Lr−ν − c1r−ν−λ1 for all r > 0. (3.6)
Since κ > 0, we can then take z1 ∈ (0, 1) such that
(1 + z)p ≤ 1 + (κ+ 1)pz for all z ∈ [0, z1], (3.7)
and pick r1 > 1 large fulfilling
2c1
L
r−λ11 ≤ z1. (3.8)
We thereupon choose A0 > 0 large enough such that with f := fα,κ we have
ϕα(r) +Af(r1) > Lr
−ν
1 for all A > A0, (3.9)
and let A > A0 and ε ∈ (0, 1) be given. To see that then the set on the right-hand side of
(3.1) is nonempty and bounded, we first note that by (3.9) we have
ϕα(r) +Af(r1) > L(r1 + ε)
−ν .
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Moreover, again by (1.7) and by (2.3) there exist c2 > 0 and c3 > 0 such that
ϕα(r) ≤ Lr−ν − c2r−ν−λ1 for all r > 1
and
f(r) ≤ c3r−γ(κ) for all r > 1
with γ(κ) as in (2.4). Since the positivity of κ implies that
γ(κ) >
n− 2
2
−
√
(n− 2)2
4
− pLp−1 = ν + λ1,
for some large r2(A) we thus obtain
ϕα(r) +Af(r) ≤ Lr−ν − c2
2
r−ν−λ1 for all r > r2(A). (3.10)
On the other hand, by convexity of [0,∞) ∋ z 7→ (1 + z)−ν , we know that
L(r + ε)−ν = Lr−ν
(
1 +
ε
r
)−ν
≥ Lr−ν − νεLr−ν−1 for all r > 0. (3.11)
Since it can easily be checked that λ1 > 1, combining (3.10) with (3.11) we obtain r3(A) >
0 such that
ϕα(r) +Af(r) < L(r + ε)
−ν for all r > r3(A).
Having thereby shown that rAε is well-defined and satisfies
1 < r1 < rAε < r3(A), (3.12)
we let v0Aε be given by (3.3) and proceed to verify (3.4). To this end, for small r we use
the definition (1.6) of L in estimating
(v0Aε)rr +
n− 1
r
(v0Aε)r + v
p
0Aε = −ν(n− 1)L(r + ε)−
p+1
p−1
(1
r
− 1
r + ε
)
< 0
for all r < rAε.
In the corresponding outer region, we first observe that from the definition of rAε it
follows that
ϕα(r) +Af(r) ≤ L(r + ε)−ν for all r > rAε,
so that according to (3.6),
Af(r) ≤ L(r + ε)−ν −
(
Lr−ν − c1r−ν−λ1
)
≤ c1r−ν−λ1 for all r > rAε. (3.13)
In conjunction with (3.8) and (3.12), (3.6) furthermore guarantees that
ϕα(r) ≥ Lr−ν
(
1− c1
L
r−λ1
)
≥ Lr−ν
(
1− c1
L
r−λ11
)
≥ Lr−ν
(
1− z1
2
)
>
L
2
r−ν
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for all r > rAε, because z1 < 1. Therefore, (3.13) and again (3.8) and (3.6) yield
Af(r)
ϕα(r)
<
2c1
L
r−λ1 ≤ z1 for all r > rAε,
and hence (3.7) applies to show that the nonlinear term in (3.4) can be estimated according
to
vp0Aε(r) = ϕ
p
α(r)
(
1 +
Af(r)
ϕα(r)
)p
≤ ϕpα(r)
(
1 + (κ+ 1)p
Af(r)
ϕα(r)
)
= ϕpα(r) +A(κ+ 1)pϕ
p−1
α (r)f(r) for all r > rAε.
Since ϕα satisfies (1.5), by (2.2) we have
(v0Aε)rr +
n− 1
r
(v0Aε)r + v
p
0Aε = (ϕα)rr +Afrr +
n− 1
r
(ϕα)r +A
n− 1
r
fr + v
p
0Aε
≤ (ϕα)rr + n− 1
r
(ϕα)r + ϕ
p
α +A
{
frr +
n− 1
r
fr + (κ+ 1)ϕ
p−1
α f
}
= 0
for all r > rAε, which completes the proof of (3.4).
To conclude, it only remains to observe that if we let rA := r3(A) then (3.12) implies
(3.2), and that the claimed regularity properties of v0Aε and (3.5) are immediate conse-
quences of the smoothness of ϕα and the definition of rAε.
We subsequently consider the radial version of (1.4), that is, we investigate nonnegative
solutions of {
(vp)t = vrr +
n−1
r vr + v
p, r > 0, t > 0,
v(r, 0) = v0(r), r ≥ 0, (3.14)
and to this end we introduce the operator P defined by
Pv := (vp)t − vrr − n− 1
r
vr − vp. (3.15)
Then given radial initial data above ϕα but suitably close to ϕα asymptotically, we may
compare the corresponding solution v with certain solutions of (3.14), emanating from
appropriate initial data taken from Lemma 3.1, to show that the deviation v − ϕα es-
sentially maintains its spatial decay throughout evolution. We can moreover make sure
that v approaches ϕα in the large time limit, yet without any information on the rate of
convergence.
Lemma 3.2 Let α > 0, and assume that v0 satisfies (1.9) and
ϕα(r) ≤ v0(r) ≤ ϕα(r) + br−γ for all r > 1 (3.16)
with some b > 0 and γ ∈ (ν + λ1, (n − 2)/2). Then for the solution v of (3.14) we have
sup
r≥0
∣∣∣v(r, t)− ϕα(r)∣∣∣→ 0 as t→∞. (3.17)
Moreover, there exists C > 0 such that
v(r, t) ≤ ϕα(r) + C(r + 1)−γ for all r ≥ 0 and t ≥ 0. (3.18)
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Proof. It can easily be checked that since γ ∈ (ν + λ1, (n − 2)/2), the number κ
introduced in (1.13) is positive and satisfies (2.1), and that with γ(κ) as in (2.4) we have
γ = γ(κ). Therefore, Lemma 2.1 applies to yield c1 > 0 such that the solution f = fα,κ of
(2.2) satisfies
f(r) ≥ c1r−γ for all r > 1. (3.19)
Taking b and A0 from (3.16) and Lemma 3.1, respectively, we now fix A > A0 such that
A ≥ b
c1
, (3.20)
and let rA > 1 be as provided by Lemma 3.1. Then since v0(r) < Lr
−ν for all r > 0 by
(1.9), the function χ given by
χ(r) :=
(
L
v0(r)
) p−1
2
− r, r ∈ [0, rA],
is positive, and hence ε0 := minr∈[0,rA] χ(r) satisfies ε0 > 0. This enables us to finally
choose ε ∈ (0, 1) such that ε < ε0, and let rAε ∈ (1, rA) and v0Aε be as given by Lemma 3.1.
Then since rAε > 1, (3.16), (3.19) amd (3.20) imply that
v0(r)− v0Aε(r) ≤
(
ϕα(r) + br
−γ
)
−
(
ϕα(r) +Af(r)
)
≤ br−γ −Ac1r−γ ≤ 0
for all r ≥ rAε, whereas the inequality rAε < rA in combination with our choice of χ and
ε ensures that
v0(r) = L
(
r + χ(r)
)−ν
≤ L(r + ε0)−ν ≤ L(r + ε)−ν = v0Aε(r) for all r < rAε.
This means that if we let v denote the solution of{
(vp)t = vrr +
n−1
r vr + v
p, r > 0, t ∈ (0, T ),
v(r, 0) = v0Aε(r), r > 0,
(3.21)
defined up to its maximal existence time T ∈ (0,∞], then
v0(r) ≤ v0Aε(r) = v(r, 0) for all r ≥ 0. (3.22)
But the properties (3.4) and (3.5) entail that [0,∞)2 ∋ (r, t) 7→ v0Aε(r) is a supersolution
of (3.14) in the natural weak sense, which implies ([20]) that the solution v of (3.21)
satisfies
vt(r, t) ≤ 0 for all r ≥ 0 and t ∈ (0, T ). (3.23)
Since clearly v(r, t) ≥ ϕα(r) for all r ≥ 0 and t ∈ (0, T ) by comparison, this entails that
actually T =∞, and that hence
v(r, t)ց v∞(r) as t→∞ (3.24)
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with some limit function v∞ fulfilling ϕα(r) ≤ v∞(r) ≤ v0Aε(r) for all r ≥ 0. By a
straightforward parabolic regularity argument ([18]) based on the two-sided bound ϕα(r) ≤
v(r, t) ≤ v0Aε(r), (r, t) ∈ [0,∞)2, the convergence in (3.24) can be seen to take place in
C0([0,∞)) ∩ C2loc([0,∞)), which implies that v∞ is a stationary solution of (3.14). This
means that with α′ := v∞(0) ≥ ϕα(0) = α we must have v∞ ≡ ϕα′ , so that for the
verification of (3.17) it remains to be shown that α′ ≤ α.
Indeed, if we had α′ > α then by (1.8) we would have aα > aα′ and hence could pick
a and a′ such that aα′ < a
′ < a < aα. By (1.7) we could thus find r1 > 0 fulfilling
ϕα′(r) ≥ Lr−ν − a′r−ν−λ1 for all r > r1
and
ϕα(r) ≤ Lr−ν − ar−ν−λ1 for all r > r1,
whereas Lemma 2.1 in view of the fact that γ > ν + λ1 would allow us to fix r2 > 0
satisfying
Af(r) < (a− a′)r−ν−λ1 for all r > r2.
With r3 := max{rAε, r1, r2} we would thus arrive at the absurd conclusion that
Lr−ν − a′r−ν−λ1 ≤ ϕα′(r) ≤ v0Aε(r) = ϕα(r) +Af(r)
< Lr−ν − ar−ν−1 + (a− a′)r−ν−λ1
= Lr−ν − a′r−ν−λ1 for all r > r3,
from which we infer that in fact α′ = α and that thus (3.17) is valid. Finally, (3.18)
immediately results from (3.23), (3.22) and the upper estimate for f in (2.3).
Another comparison argument shows that under the hypotheses of the last lemma, the
solution will furthermore eventually lie below any of the equilibria which are larger than
the asymptotic profile.
Lemma 3.3 Let v0 be such that (1.9) holds, and such that (3.16) is valid with some α > 0,
b > 0 and γ ∈ (ν + λ1, (n − 2)/2). Then for any α′ > α one can find t0 ≥ 0 such that the
solution v of (3.14) satisfies
v(r, t) ≤ ϕα′(r) for all r ≥ 0 and t ≥ t0. (3.25)
Proof. In accordance with Lemma 3.2, let us fix c1 > 0 such that
v(r, t) ≤ ϕα(r) + c1(r + 1)−γ for all r ≥ 0 and t ≥ 0. (3.26)
Since α′ > α, by (1.8) we can moreover pick positive numbers a and a′ such that aα′ <
a′ < a < aα, and thereupon use (1.7) to find r1 > 0 such that
ϕα′(r) ≥ Lr−ν − a′r−ν−λ1 for all r > r1
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as well as
ϕα(r) ≤ Lr−ν − ar−ν−λ1 for all r > r1.
This shows that if we abbreviate c2 := a− a′ then
ϕα′(r)− ϕα(r) ≥ c2r−ν−λ1 for all r > r1. (3.27)
Now thanks to the fact that γ > ν + λ1, choosing
r2 := max
{
r1,
(c1
c2
) 1
γ−ν−λ1
}
we see that (3.26) and (3.27) imply the inequality
v(r, t) ≤ ϕα(r) + c1r−γ ≤ ϕα′(r)− c2r−ν−λ1 + c1r−γ
= ϕα′(r)− c2r−ν−λ1
(
1− c1
c2
r−(γ−ν−λ1)
)
≤ ϕα′(r)− c2r−ν−λ1
(
1− c1
c2
r
−(γ−ν−λ1)
2
)
= ϕα′(r) for all r > r2 and t > 0. (3.28)
Next, using that ϕα′(r) > ϕα(r) for all r ≥ 0 we can find c3 > 0 fulfilling
ϕα′(r)− ϕα(r) ≥ c3 for all r ∈ [0, r2], (3.29)
whereas the convergence statement in Lemma 3.2 provides t0 ≥ 0 such that
v(r, t) ≤ ϕα(r) + c3 for all r ≥ 0 and t ≥ t0. (3.30)
Combining (3.29) and (3.30) we thus obtain that
v(r, t) ≤ ϕα′(r) for all r ∈ [0, r2] and t ≥ t0,
which together with (3.28) establishes (3.25).
In a third comparison procedure, we can finally establish a quantitative upper estimate
of the form asserted in Theorem 1.1. For the first time we shall use here comparison
functions which deviate from ϕα in a separated manner.
Lemma 3.4 Assume that v0 satisfies (1.9), and that there exist α > 0, b > 0 and γ ∈
(ν + λ1, (n − 2)/2) such that (3.16) holds. Then there exists C > 0 such that the solution
v of (3.14) satisfies
|v(r, t) − ϕα(r)| ≤ Ce−κ(γ)t for all r ≥ 0 and t ≥ 0 (3.31)
with κ(γ) as given by (1.13).
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Proof. We fix any β > α + 1 and let f := fβ,κ denote the corresponding solution of
(2.2). Then according to (2.3) we can find c1 > 0 and c2 > 0 such that
c1r
−γ ≤ f(r) ≤ c2r−γ for all r > 1, (3.32)
whence in particular by (3.18) and the positivity of f we can pick A > 0 such that
v(r, t) ≤ ϕα(r) +Af(r) for all r ≥ 0 and t ≥ 0. (3.33)
Next, since β − 1 > α we may apply Lemma 2.2 with B := 0 to find r1 > 1 and c3 > 0
satisfying
ϕp−1β−1(r)−
(
ϕα(r) +Af(r)
)p−1
≥ c3r−2−λ1 for all r > r1, (3.34)
whereas Lemma 2.3 provides c4 > 0 such that
ϕp−2α (r)f(r) ≤ c4(r + 1)ν−2−γ for all r ≥ 0, (3.35)
which clearly entails that
ϕp−2α (r)f(r) ≤ c4rν−2−γ for all r > 0, (3.36)
because γ + 2 > ν.
Let us now pick c5 > 0 and then c6 > 0 such that
ϕα(r) ≥ c5r−ν for all r > 1, (3.37)
and such that with z1 := c2A/c5 we have
(1 + z)p ≤ 1 + pz + c6z2 for all z ∈ [0, z1]. (3.38)
Then since
Af(r)
ϕα(r)
≤ c2A
c5
r−(γ−ν) ≤ c2A
c5
= z1 for all r > 1 (3.39)
by (3.32) and (3.37), it follows from (3.34) and (3.36) that
κp
{
ϕp−1β (r)−
(
ϕα(r) +Af(r)
)p−1}
c6Aϕ
p−2
α (r)f(r)
≥ κpc3
c4c6A
rγ−ν−λ1 for all r > r1.
As γ > ν + λ1, we can thus choose r2 > r1 such that
κp
{
ϕp−1β (r)−
(
ϕα(r) +Af(r)
)p−1}
f(r) ≥ c6Aϕp−2α (r)f2(r) for all r > r2. (3.40)
With this value of r2 fixed, by (1.7) we can easily find z2 > 0 such that
ϕβ(r)
ϕα(r)
≤ z2 for all r ∈ [0, r2] (3.41)
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and thereupon let c7 > 0 be large enough satisfying
(1 + z)p ≤ 1 + pz + c7z2 for all z ∈ [0, z2]. (3.42)
Recalling (3.35), we then take c8 > 0 such that
c7ϕ
p−2
α (r)f(r) ≤ c8 for all r ∈ [0, r2], (3.43)
and use that ϕβ > ϕβ−1 and f > 0 on [0,∞) to obtain c9 > 0 fulfilling
p
[
ϕp−1β (r)− ϕp−1β−1(r)
]
f(r) ≥ c9 for all r ∈ [0, r2]. (3.44)
Fixing δ ∈ (0, 1) suitably small such that
c8δ ≤ c9, (3.45)
by an argument involving continuous dependence for the initial-value problem (1.5) we
are now able to find some α′ ∈ (α, β − 1) sufficiently close to α such that
ϕα′(r)− ϕα(r) ≤ δ for all r ∈ [0, r2]. (3.46)
Finally, Lemma 3.3 allows us to choose t0 > 0 large enough such that
v(r, t) ≤ ϕα′(r) for all r ∈ [0, r2] and t ≥ t0. (3.47)
We proceed to define a comparison function v on [0,∞)× [t0,∞) by letting
v(r, t) := min
{
ϕα′(r) , ϕα(r) + f(r)g(t)
}
for r ≥ 0 and t ≥ t0,
where g(t) := Ae−κ(t−t0) for t ≥ t0. Then inside the set
Q :=
{
(r, t) ∈ (0,∞) × (t0,∞)
∣∣∣ f(r)g(t) < ϕα′(r)},
we compute
Pv(r, t) = pvp−1vt − vrr − n− 1
r
vr − vp
= −κp
[
ϕα(r)− f(r)g(t)
]p−1
f(r)g(t)− ϕαrr(r)− n− 1
r
ϕαr(r)
−g(t)
[
frr(r) +
n− 1
r
fr(r)
]
−
[
ϕα(r) + f(r)g(t)
]p
= g(t)
{
− frr(r)− n− 1
r
fr(r)− κp
[
ϕα(r) + f(r)g(t)
]p−1
f(r)
− 1
g(t)
ϕpα(r)
[(
1 +
f(r)g(t)
ϕα(r)
)p
− 1
]}
for all (r, t) ∈ Q,
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whence (2.2) shows that
1
g(t)
Pv(r, t) = (κ+ 1)pϕp−1β (r)f(r)− κp
[
ϕα(r) + f(r)g(t)
]p−1
f(r)
− 1
g(t)
ϕpα(r)
[(
1 +
f(r)g(t)
ϕα(r)
)p
− 1
]
for all (r, t) ∈ Q. (3.48)
Hence, if (r, t) ∈ Q is such that r > r2, then by (3.39), (3.38) and the fact that g ≤ A we
see that
1
g(t)
Pv(r, t) ≥ (κ+ 1)pϕp−1β (r)f(r)− κp
[
ϕα(r) +Af(r)
]p−1
f(r)
− 1
g(t)
ϕpα(r)
{
p
f(r)g(t)
ϕα(r)
+ c6
f2(r)g2(t)
ϕ2α(r)
}
= κp
{
ϕp−1β (r)−
[
ϕα(r) +Af(r)
]p−1}
f(r)
+p
(
ϕp−1β (r)− ϕp−1α (r)
)
f(r)− c6ϕp−2α (r)f2(r)g(t).
Again since g ≤ A, and since ϕβ ≥ ϕα, from (3.40) we therefore obtain that
Pv(r, t) ≥ 0 whenever (r, t) ∈ Q is such that r > r2. (3.49)
On the other hand, if (r, t) ∈ Q satisfies r ≤ r2, then in particular
f(r)g(t) < ϕα′(r)− ϕα(r), (3.50)
so that (3.41) and the fact that α′ < β imply that
f(r)g(t)
ϕα(r)
≤ ϕβ(r)− ϕα(r)
ϕα(r)
≤ z2.
We may thus invoke (3.42) and once more rely on (3.50) to conclude from (3.48) that for
such (r, t) we have
1
g(t)
Pv(r, t) ≥ (κ+ 1)pϕp−1β (r)f(r)− κp
[
ϕα(r) + f(r)g(t)
]p−1
f(r)
−ϕ
p
α(r)
g(t)
{
p
f(r)g(t)
ϕα(r)
− c7 f
2(r)g2(t)
ϕ2α(r)
}
= κp
{
ϕp−1β (r)−
[
ϕα(r) + f(r)g(t)
]p−1}
f(r)
+p
(
ϕp−1β (r)− ϕp−1α (r)
)
f(r)− c7ϕp−2α (r)f2(r)g(t)
≥ κp
{
ϕp−1β (r)− ϕp−1α′ (r)
}
f(r)
+p
(
ϕp−1β (r)− ϕp−1α (r)
)
f(r)− c7ϕp−2α (r)
(
ϕα′(r)− ϕα(r)
)
f(r).
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Since α′ < β and α ≤ β − 1, in light of (3.43), (3.44), (3.46), (3.45) and the fact that
δ < 1, this yields
1
g(t)
Pv(r, t) ≥ p
(
ϕp−1β (r)− ϕp−1β−1(r)
)
f(r)− c7ϕp−2α (r)δf(r)
≥ c9 − δc8 ≥ 0 for all (r, t) ∈ Q with r ≤ r2.
In view of the equilibrium property of ϕα′ , this shows that v is a supersolution of (3.14)
in (0,∞) × (t0,∞). As (3.33) and (3.47) ensure that
v(r, t0) ≤ v(r, t0) for all r ≥ 0,
by parabolic comparison we infer that v(r, t) ≤ v(r, t) for all r ≥ 0 and t ≥ t0, which
evidently yields (3.31) because of the boundedness of f .
4 Convergence from below: upper bound for the rate
For initial data below ϕα, a quantitative convergence result can be derived by using an
argument which is based on a single comparison procedure, and which is thus somewhat
simpler than the reasoning in the previous section.
Lemma 4.1 Assume that α > 0, and that v0 is nonnegative such that
ϕα(r) ≥ v0(r) ≥ ϕα(r)− b(r + 1)−γ for all r ≥ 0 (4.1)
with some b > 0 and γ ∈ (ν + λ1, (n − 2)/2). Then there is C > 0 such that the solution
v of (3.14) satisfies
|v(r, t) − ϕα(r)| ≤ Ce−κ(γ)t for all t ≥ 0, (4.2)
with κ(γ) as in (1.13).
Proof. As ϕα is an equilibrium of (3.14), the first inequality in (4.1) along with a
parabolic comparison shows that
v(r, t) ≤ ϕα(r) for all r ≥ 0 and t ≥ 0,
so that we only need to establish a lower bound for v. To this end, we let f = fα,κ be as
given by Lemma 2.1, so that from (2.3) we know that
f(r) ≥ c1r−γ ≥ c1(r + 1)−γ for all r > 1
with some c1 > 0. Since f is positive on [0, 1], we can thus pick c2 > 0 such that
f(r) ≥ c2(r + 1)−γ for all r ≥ 0, (4.3)
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and let A := b/c2. Then again writing g(t) := Ae
−κt, t ≥ 0, with κ := κ(γ), we see that
v(r, t) := max
{
0 , ϕα(r)− f(r)g(t)
}
, r ≥ 0, t ≥ 0,
satisfies v(r, 0) ≤ v0(r) for all r ≥ 0. This is obvious whenever v(r, 0) = 0, while otherwise
(4.3) and (4.1) assert that
v(r, 0) = ϕα(r)−Af(r) ≤ ϕα(r)−Ac2(r + 1)−γ = ϕα(r)− b(r + 1)−γ ≤ v0(r).
In order to show that v is a subsolution of (3.14) in (0,∞)2, we evidently only need to
consider points (r, t) where v(r, t) > 0, at which we compute
Pv(r, t) = κp
{
ϕα(r)− f(r)g(t)
}p−1
f(r)g(t)− (ϕα)rr(r)− n− 1
r
(ϕα)r(r)
−g(t)
{
frr(r) +
n− 1
r
fr(r)
}
−
{
ϕα(r)− f(r)g(t)
}p
.
By monotonicity and convexity, respectively, we see that at any such point we have{
ϕα(r)− f(r)g(t)
}p−1
≤ ϕp−1α (r)
and {
ϕα(r)− f(r)g(t)
}p
≥ ϕpα(r) + pϕp−1α (r)f(r)g(t),
so that since ϕα is a solution of (1.5), at all those (r, t) we obtain
Pv(r, t) ≤ g(t)
{
κpϕp−1α (r)f(r)− frr(r)−
n− 1
r
fr(r) + pϕ
p−1
α (r)f(r)
}
= 0
according to (2.2). Using the comparison principle, we thus conclude that v(r, t) ≤ v(r, t)
for all r ≥ 0 and t ≥ 0, whence
ϕα(r)− v(r, t) ≤ ϕα(r)− v(r, t) ≤ f(r)g(t) for all r ≥ 0 and t ≥ 0.
Since f is bounded, by definition of g this yields the desired inequality and thereby proves
(4.2).
Now a straightforward combination of Lemma 4.1 and Lemma 3.4 provides the claimed
upper estimate on the convergence rate.
Proof of Theorem 1.1. If v0 is as in Theorem 1.1 then one can find functions v0, v0,
v0(|x|) ≤ min{v0(x), ϕα(|x|)}, x ∈ Rn,
and
max{v0(x), ϕα(|x|)} ≤ v0(|x|) ≤ L|x|−ν , x ∈ Rn, x 6= 0,
such that v0, v0 satisfy the assumptions of Lemma 4.1, Lemma 3.4, respectively. By com-
parison, these two lemmata yield then the claim.
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5 Convergence from above: lower bound for the rate
In this section we shall prove the first statement in Theorem 1.2. For this purpose,
we employ comparison functions similar to those used in Lemma 3.4 and Lemma 4.1 to
establish the following.
Lemma 5.1 Let α > 0, and assume that v0 satisfies (1.9) as well as
v0(r) ≥ ϕα(r) + b(r + 1)−γ for all r ≥ 0 (5.1)
with some b > 0 and γ ∈ (ν+λ1, (n−2)/2). Then there exists c > 0 such that the solution
v of (3.14) satisfies
v(0, t) − ϕα(0) ≥ ce−κ(γ)t for all t ≥ 0, (5.2)
where κ(γ) is as in (1.13).
Proof. We let f := fα,κ be as given by Lemma 2.1, and then obtain from (2.3), (5.1)
and the boundedness of f that there exists A > 0 such that
v0(r) ≥ ϕα(r) +Af(r) for all r ≥ 0.
This means that v initially dominates the function v defined on [0,∞)2 by setting
v(r, t) := ϕα(r) + f(r)g(t) for r ≥ 0 and t ≥ 0, with g(t) := Ae−κt for t ≥ 0
and κ := κ(γ). Then
Pv(r, t) = −κp
{
ϕα(r) + f(r)g(t)
}p−1
f(r)g(t)− (ϕα)rr(r)− n− 1
r
(ϕα)r(r)−
−g(t)
{
frr(r) +
n− 1
r
fr(r)
}
−
{
ϕα(r) + f(r)g(t)
}p
(5.3)
for all r > 0 and t > 0, where by monotonicity and convexity of [0,∞) ∋ z 7→ zp−1 we can
estimate {
ϕα(r) + f(r)g(t)
}p−1
≥ ϕp−1α (r)
and {
ϕα(r) + f(r)g(t)
}p
≥ ϕpα(r) + pϕp−1α (r)f(r)g(t)
for all r > 0 and t > 0. Since ϕα satisfies (1.5), (5.3) implies that
Pv(r, t) ≤ g(t)
{
− κpϕp−1α (r)f(r)− frr(r)−
n− 1
r
fr(r)− pϕp−1α (r)f(r)
}
= 0
for all r > 0 and t > 0 due to (2.2). The comparison principle thus shows that v(r, t) ≤
v(r, t) for all r ≥ 0 and t ≥ 0, whence in particular
v(0, t) ≥ v(0, t) = ϕα(0) +Ae−κt for all t ≥ 0,
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because f(0) = 1.
From this we immediately obtain the first conclusion of Theorem 1.2.
Proof of Theorem 1.2 (i). If v0 is as in Theorem 1.2 (i) then one can find a function
v0 ≤ v0 satisfying the assumptions of Lemma 5.1. By comparison, Lemma 5.1 yields then
the claim.
6 Convergence from below: lower bound for the rate
We shall next verify that the convergence statement in Theorem 1.1 indeed yields the
precise convergence rate also for solutions approaching their limit from below. Paralleling
Lemma 5.1, the following lemma provides a technical preparation for this.
Lemma 6.1 Let α > 0 and v0 be nonnegative and such that
v0(r) ≤ ϕα(r)− b(r + 1)−γ for all r ≥ 0 (6.1)
with some b > 0 and γ ∈ (ν + λ1, (n − 2)/2). Then there exists c > 0 such that for the
solution v of (3.14) we have
ϕα(0)− v(0, t) ≥ ce−κ(γ)t for all t ≥ 0, (6.2)
where κ(γ) is as in (1.13).
Proof. Let us pick β ∈ (0, α) and take f := fβ,κ from Lemma 2.1. Then Lemma 2.2
yields r1 ≥ 1 and c1 > 0 such that{
ϕα(r)− f(r)
}p−1
− ϕp−1β (r) ≥ c1r−2−λ1 for all r > r1, (6.3)
and from Lemma 2.3 we obtain c2 > 0 such that
ϕp−2α (r)f(r) ≤ c2(r + 1)ν−2−γ for all r > 0. (6.4)
Moreover, since f is bounded and ϕα is positive with
f(r)
ϕα(r)
≤ c3r−γ+ν for all r > 1
and some c3 > 0 by (2.3) and (1.7), due to the fact that γ > ν we can fix c4 > 0 satisfying
f(r)
ϕα(r)
≤ c4 for all r ≥ 0. (6.5)
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Similarly, using (2.3) and the boundedness of f we can find c5 > 0 such that
(r + 1)γf(r) ≤ c5 for all r ≥ 0. (6.6)
We now pick c6 > 0 fulfilling
(1− z)p ≤ 1− pz + c6z2 for all z ∈ [0, 1/2], (6.7)
and finally choose A ∈ (0, 1] such that
A ≤ min
{
1
2c4
,
b
c5
,
κpc1
c2c6
rγ−ν−λ11
}
, (6.8)
as well as
c7 := inf
r∈(0,r1)
{{
ϕα(r)−Af(r)
}p−1
− ϕp−1β (r)
}
> 0. (6.9)
With these choices, we again define g(t) := Ae−κt for t ≥ 0 where κ := κ(γ). Then we set
v(r, t) := ϕα(r)− f(r)g(t) for r ≥ 0 and t ≥ 0,
and first observe that as a consequence of (6.5) and (6.8) we have
f(r)g(t)
ϕα(r)
≤ Af(r)
ϕα(r)
≤ c4A ≤ 1
2
for all r > 0 and t > 0, (6.10)
whence in particular
v(r, t) ≥ 1
2
ϕα(r) for all r > 0 and t > 0.
Furthermore, (6.10) allows us to apply (6.10) in estimating
vp(r, t) =
{
ϕα(r)− f(r)g(t)
}p
≤ ϕpα(r)− pϕp−1α (r)f(r)g(t) + c6ϕp−2α (r)f2(r)g2(t),
so that using the equilibrium property of ϕα and (2.2) we find that
Pv(r, t) = κp
{
ϕα(r)− f(r)g(t)
}p−1
f(r)g(t)− (ϕα)rr(r)− n− 1
r
(ϕα)r(r)
−g(t)
{
frr(r) +
n− 1
r
fr(r)
}
− vp(r, t)
≥ κp
{
ϕα(r)− f(r)g(t)
}p−1
f(r)g(t)− g(t)
{
frr(r) +
n− 1
r
fr(r)
}
+pϕp−1α (r)f(r)g(t)− c6ϕp−2α (r)f2(r)g2(t)
= f(r)g(t)
{
κp
[
{ϕα(r)− f(r)g(t)}p−1 − ϕp−1β (r)
]
+p
[
ϕp−1α (r)− ϕp−1β (r)
]
− c6ϕp−2α (r)f(r)g(t)
}
(6.11)
for all r > 0 and t > 0. Here
ϕp−1α (r)− ϕp−1β (r) > 0 for all r > 0,
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because α > β. Moreover, since g(t) ≤ A for all t ≥ 0, we see that (6.4) implies
c6ϕ
p−2
α (r)f(r)g(t) ≤ c6Aϕp−2α (r)f(r) ≤ c2c6A(r + 1)−2+ν−γ for all r > 0, (6.12)
and that
κp
[{
ϕα(r)− f(r)g(t)
}p−1
− ϕp−1β (r)
]
≥ κp
[{
ϕα(r)−Af(r)
}p−1
− ϕp−1β (r)
]
(6.13)
for all r > 0. In particular, using (6.3) and (6.8) along with the fact that A ≤ 1, we obtain
from (6.12) and (6.13) that
κp
[{
ϕα(r)− f(r)g(t)
}p−1
− ϕp−1β (r)
]
c6ϕ
p−2
α (r)f(r)g(t)
≥ κpc1r
−2−λ1
c2c6A(r + 1)ν−2−γ
≥ 1 (6.14)
for all r ≥ r1 and t > 0, because γ > ν + λ1. On the other hand, for small r we apply
(6.9) and (6.8) to find that
κp
[{
ϕα(r)− f(r)g(t)
}p−1
− ϕp−1β (r)
]
c6ϕ
p−2
α (r)f(r)g(t)
≥ κpc7
c2c6A(r + 1)ν−2−γ
≥ 1 (6.15)
for all r ∈ (0, r1) and t > 0. From (6.11), (6.14) and (6.15) we thus infer that
Pv(r, t) ≥ 0 for all r > 0 and t > 0,
so that since for any r ≥ 0 we have
v(r, 0) = ϕα(r)−Af(r) ≥ ϕα(r)− c5A(r + 1)−γ ≥ ϕα(r)− b(r + 1)−γ ≥ v0(r)
according to (6.6), (6.8) and (6.1), by comparison we conclude that v(r, t) ≥ v(r, t) for all
r ≥ 0 and t ≥ 0. In particular, this implies that
ϕα(0)− v(0, t) ≥ ϕα(0)− v(0, t) = Ae−κt for all t ≥ 0,
which proves (6.2).
We can thereby complete the proof of Theorem 1.2.
Proof of Theorem 1.2 (ii). If v0 is as in Theorem 1.2 (ii) then one can find a function
v0 ≥ v0 satisfying the assumptions of Lemma 6.1. By comparison, the claim follows from
Lemma 6.1.
25
7 Instability of the steady states when p < pc
Proof of Proposition 1.3. The proof is based on intersection properties of the steady
states similarly as the proof of Theorem 1.14 in [13]. We recall that for pS ≤ p < pc any
two steady states intersect, see [23].
To prove (i) we may assume without loss of generality that v0(x) > ϕα(|x|) for x ∈ Rn.
Then we choose ε > 0 small enough such that
v∗(|x|) := max{ϕα(|x|), ϕα+ε(|x|)} ≤ v0(x), x ∈ Rn.
Then the solution v of (1.4) with the initial condition v(x, 0) = v∗(|x|) satisfies (v)t ≥ 0
in Rn × (0, tmax) where tmax ∈ (0,∞] is the maximal existence time. In fact, tmax = ∞
for every solution of (1.4) with a bounded initial function v0 because ‖v0‖L∞(Rn)et/p is a
supersolution.
Suppose the increasing function v(0, t) = ‖v(·, t)‖L∞(Rn) has a finite limit as t → ∞.
Then v(·, t) converges to a steady state that is bigger than ϕα which is a contradiction.
To prove (ii) we assume that v0(x) < ϕα(|x|) for x ∈ Rn, and choose ε > 0 small
enough such that
v∗(|x|) := min{ϕα(|x|), ϕα−ε(|x|)} ≥ v0(x), x ∈ Rn.
Then the solution v of (1.4) with the initial condition v(x, 0) = v∗(|x|) satisfies (v)t ≤ 0
in Rn × (0, T ) where T ∈ (0,∞] is the maximal time such that v > 0 in Rn × (0, T ).
If the decreasing function v(0, t) = ‖v(·, t)‖L∞(Rn) had a positive limit as t → T then
v(·, t) would converge to a positive steady state smaller than ϕα which is a contradiction.
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