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INTRODUCTION 
 
  Dans l’exercice de sa profession, un vétérinaire se retrouve face aux tâches suivantes : 
prendre connaissance du cas qui lui est présenté, établir un diagnostic et choisir un traitement. 
Il s’agit de récolter des données qui relèvent d’un examen clinique, interroger le patient, écouter 
ses réponses. La perception de toutes ces données doit être la plus objective possible afin de les 
confronter à des connaissances objectives et aboutir à des prises de décision multiples telles que 
les hypothèses à privilégier ou encore des éventuelles investigations supplémentaires. Il s’agit 
d’une tâche cognitive complexe faisant appel aux différents systèmes sensoriels, et fonctions 
cognitives comme l’attention, à la mémorisation.  
  L’étude des différents biais cognitifs lors de l’étude d’un cas a fait l’objet de quelques 
études en médecine afin d’optimiser les performances des médecins et des vétérinaires 
(MCKENZIE BA (2004)). Les biais cognitifs de la prise de décision en clinique sont répertoriés 
(BORNSTEIN, BRIAN H., EMLER, CHRISTINE A (2001)) : la généralisation; ne garder 
qu’une hypothèse; laisser sa perception et son jugement être influencés par ses propres attentes ; 
juger la probabilité d’un diagnostic par la facilité/rapidité à laquelle il vient à l’esprit ; agir sous 
le prétexte d’un besoin non justifié ; ne voir que les éléments qui confirment son idée première ; 
vouloir en faire un minimum pour limiter certains risques liés à certaines prises en charge ; se 
croire plus intelligent que l’on est et n’écouter que son intuition ; être trop scolaire face aux 
symptômes ; oublier d’autres problèmes lorsqu’une pathologie est diagnostiquée ; avoir peur 
de regretter de ne pas traiter une cause hypothétique.  
  Les prises de décision en clinique a donc intéressé des études en psychologie cognitive. 
La théorie dite « des deux systèmes de pensée » est actuellement utilisée pour décrire certains 
mécanismes de la prise de décision en clinique, en médecine humaine ou vétérinaire. Le 
système 1 est un système de prise de décision rapide et intuitif, le système 2 est un système plus 
long et raisonné (KAHNEMAN D. (2012)). D’autres psychologues (STANOVICH K. E., 
WEST R. F. (2008)) expliquent que les processus de raisonnement en clinique sont basés sur le 
processus hypothético-déductif. Ce processus est celui par lequel le médecin émet de manière 
inconsciente un certain nombre d’hypothèses qu’il teste ensuite lors de l’abord d’un problème 
clinique complexe, et qui peut être de deux types : analytique ou non-analytique. Comme le 
système 1, le raisonnement non-analytique permet une économie de temps et d’énergie alors 
que le système 2 et le raisonnement analytique permettent une meilleure adaptation aux diverses 
situations. Quel que soit le vocabulaire employé, les deux études se justifient par l’importance 
de la représentation qu’un vétérinaire a du problème et de ses connaissances, supérieure à celle 
du problème en lui-même. Le recueil des données n’est pas neutre ; il est influencé par les 
connaissances et les attentes du vétérinaire.  
  Ces représentations liées à l’expérience du clinicien sont un gain de temps et d’énergie 
pour ce dernier lorsqu’il se trouve dans le système de pensée 1, ou dans un raisonnement non-
analytique. Mais si le système 1 présente des avantages il est mis à mal par le fait de se référer 
à une habitude et par le fait qu’il soit intrinsèquement lié à l’individu et ses propres états 
personnels : son état de concentration, le souvenir d’une expérience similaire négative, positive 
ou neutre, ses propres besoin de reconnaissance, ses états émotionnels comme le stress, peuvent 
être autant de facteurs qui justifient la nécessité d’une approche rationnelle plus systématique 
idéalement débarrassée des multiples représentations liées aux expériences passées et divers 
automatismes cognitifs qu’elles engendrent. 
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  La prise de décision met en jeu plusieurs fonctions cérébrales dont une importante : celle 
de la perception des informations de notre environnement. La perception est un ensemble 
d’opérations cognitives qui codent et coordonnent les diverses sensations liées à la présence 
d’un contexte extérieur, leur donnent une signification et permettent une prise de connaissance 
de la situation. Ce que rapportent les chercheurs en matière de perception, est que consciemment 
ou non, nous sommes en réalité toujours actifs : nous sélectionnons, choisissons ce que nous 
percevons, nous organisons, structurons, interprétons les signaux qui nous parviennent. Une 
idée unanimement admise par les chercheurs en croisant les approches physiologiques, 
psychologiques, psychiatriques et sociologiques de la perception est que consciemment ou 
inconsciemment, nous sélectionnons ce qui nous intéresse de notre environnement, et ce que 
l'on connaît (BACHMANN T. (2011)). Certains facteurs favorisent cette sélection :  les facteurs 
environnementaux : l'intensité, la dimension, le contraste, la répétition, le mouvement, la 
familiarité ; les facteurs physiologiques (physiques), le corps humain ayant des limites 
physiologiques qui limitent la perception ; les facteurs psychologiques : la motivation, chacun 
tend à percevoir en priorité ce qui correspond à ses besoins ou ses intérêts, les expériences et 
apprentissages passés appelés grille perceptuelle car nous percevons plus ce que nous 
connaissons (ANDERSON J.R (1990)). Nos apprentissages et notre formation infuencent ce 
que nous percevons. Nous utilisons tous une «grille perceptuelle », elle est faite de tout ce qui 
rend un individu unique : notre physiologie, nos motivations, aspirations, besoins, intérêts, 
peurs, désirs, apprentissages, expériences, formations, etc.  
 
  Existe-t-il un moyen d’optimiser notre perception, de la rendre plus complète et 
objective afin que l’intuition ou la réflexion puissent être les plus justes ? Comment les récentes 
techniques d’investigation cérébrale et les nouveaux modèles cognitifs nous permettent 
d’expliquer ces biais cognitifs? Des neuroscientifiques dont le Docteur Jeffrey L. Fannin, au 
Centre « Cognitive Enhancement » se sont intéressés à la latéralisation cérébrale fonctionnelle 
et sa place dans les prises de décision à travers l’étude des ondes cérébrales. Ces études ont 
permis la mise au point d’un outil basé sur les cartographies cérébrales qui permettrait 
d’optimiser l’état cérébral et d’obtenir des améliorations du bien être des individus au travail, 
de leurs performances au sein de sociétés, de l’apprentissage, des performances sportives. La 
théorie sur laquelle ces expériences se basent est appelée « whole-state brain », « l’état complet 
du cerveau ». Elle est liée à un état de cohérence cérébrale à travers différentes aires des cortex 
cérébraux droits et gauches qui leur permet de fonctionner de façon synchronisée. De 
nombreuses publications scientifiques démontrent aujourd’hui le lien de l’augmentation de 
cette cohérence cérébrale avec la pratique de certains entrainements de méditation ainsi que les 
nombreux bénéfices de ces entrainements, notamment au niveau émotionnel et de la flexibilité 
cognitive. Cet état est un état énergétique particulier et ses mécanismes biologiques sont encore 
étudiés. Il serait lié à une représentation, une perception de l’environnement plus complète, et 
donc l’optimisation les prises de décisions. 
 
  Dans l’étude des prises de décision et des capacités cognitives dans le règne animal, les 
scientifiques débattent sur les éléments biologiques déterminants et la taille du cerveau comme 
indicateur d’une plus grande intelligence a été remise en question. Le débat s’est ouvert à 
l’étude de la taille du cerveau proportionnellement à celle du corps, la taille relative des 
différentes parties du cerveau, mais aussi la densité cellulaire des différentes parties, les 
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connections cellulaires. Si les études autour du « whole-state brain » concernent l’Homme et 
relèvent en parti du domaine psychologique, il pourrait néanmoins être intéressant d’en savoir 
plus sur les théories et mécanismes mis en jeu, de les comparer aux résultats des recherches 
chez l’animal et de discuter des mécanismes de la prise de décision aux regards des études 
cognitives et comportementales chez les animaux.  
 
  Comment la théorie de la latéralisation cérébrale a-t-elle été décrite depuis son origine 
à aujourd’hui, que sait-on réellement de son lien avec le comportement et la prise de décision 
dans le règne animal ? En quoi l’activité électrique du cerveau est liée aux mécanismes de la 
prise de décision chez l’Homme et que sait-on de l’évolution de la biologie des ondes cérébrales 
au sein du règne animal ? Quelle place occupe la perception de l’environnement dans l’étude 
de la prise de décision au sein du règne animal, quels sont les mécanismes de conditionnement 
et de flexibilité comportementaux et leur lien avec l’environnement de l’animal ? 
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I. Théorie de la latéralisation cérébrale 
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1. Historique  
  Dans les années 1940 Van Wagenen et Herren ont introduit le concept de la chirurgie 
sectionnant la connection entre les deux hémisphères cérébraux (ou commissurotomie) afin de 
contrôler des crises d’épilepsies de certains patients (VAN WAGENEN W. P, HERREN R. Y. 
(1940)). Cet essai n’a pas connu de réussite. A.J Akelaitis a alors étudié ces patients à 
l’Université de Rochester et n’a montré aucun impact cognitif et comportemental de la 
déconnexion entre les deux hémisphères cérébraux.  
  De leur côté, Sperry et ses collègues ont développé des techniques afin d’évaluer les 
fonctions de chaque hémisphère indépendamment (MYERS R. E. (1956) ; MYERS R. E., 
SPERRY R. W. (1958)). Ils ont réalisé leurs expériences sur des rats, singes, chats, ayant 
préalablement subit une commissurotomie. Ils se sont alors aperçus que l’entrainement d’un 
hémisphère cérébral laissait l’autre hémisphère naîf.  Les résultats de l’Institut de Californie 
montrent en effet qu’endommager la commissure cérébrale chez des animaux non-humains 
limite profondément l’échange d’information entre les deux hémisphères.  
  Trente ans plus tard Philip Vogel et Joseph Bogen, neurochirurgiens à Loma Linda 
Medical School ont trouvé un argument pour réintroduire la chirurgie de commissurotomie afin 
de contrôler les crises d’épilepsie sévères (VAN WAGENEN W. P, HERREN R. Y. (1940)). 
Une commissurotomie complète a été réalisée sur un patient présentant des crises mettant sa 
vie en jeu (BOGEN J. E., VOGEL P. J. (1962)). Les chirurgies précédentes étaient accusées de 
n’avoir pas été bien menées, de n’avoir pas permis l’entière section du corps calleux, expliquant 
donc leur échec. Sperry et Gazzaniga ont découvert que cet individu ne pouvait plus décrire 
verbalement un stimulus présenté à son hémisphère droit. C’est ainsi que la théorie de la 
latéralisation cérébrale est née et que Sperry et Gazzaniga ont poursuivi les recherches.  
  Depuis les recherches sur la latéralisation cérébrale ont permis d’apporter des aperçus 
importants dans les mécanismes neuronaux, car la fonction de chaque hémisphère a pu être 
testée indépendamment de l’autre. L’étude de patients à Caltech, Harvard, Yale, Medical 
College of Ohio, Dartmouth, UC Davis et plus récemment en Italie ont confirmé les résultats 
jusque-là obtenus. 
 
2. Méthodes d’étude 
  Endommager sévèrement tout le corps calleux bloque le transfert inter-hémisphérique 
des informations perceptuelles, sensitives, motrices, et permet d’avoir un aperçu des différences 
hémisphériques ainsi que les mécanismes à travers lesquels ils interagissent (GAZZANIGA M. 
S. (2000)). C’est pourquoi l’étude de patient ayant subi une commissurotomie a permis 
l’investigation de cette asymétrie fonctionnelle cérébrale. 
  De plus, on sait aussi que l’information visuelle perçue dans le champ visuel droit est 
traitée par l’hémisphère gauche du cerveau, et vice versa. En effet, les nerfs optiques quittent 
les deux yeux au niveau des disques optiques et se réunissent pour former le chiasma optique 
où les axones provenant de la rétine décussent, c’est-à-dire changent de côté. Les axones en 
provenance du côté nasal de la rétine vont changer de côté au niveau du chiasma optique. La 
partie de la rétine du côté des tempes reçoit déjà son information du champ visuel qui lui est 
opposé, les axones continuent tout droit dans le tractus optique. Ainsi, la moitié gauche du 
champ visuel est perçu par l’hémisphère cérébral droit, et la moitié droite est perçue par 
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l’hémisphère gauche (RIGAUDIERE F., LE GARGASSON J.F, DELOUVRIER E. (2010)). 
A partir de ce principe des expériences ont pu être réalisées sur des patients ayant eu une 
commissurotomie. On présente par exemple une photo aux patients dont le corps calleux a été 
sectionné, d’abord au champ droit, soit à l’hémisphère gauche ; puis au champ gauche, soit à 
l’hémisphère droit. En demandant la première fois au patient ce qu’il a vu, il répond le nom de 
l’objet visionné. Dans le second cas, le patient ne sait pas répondre à la question mais peut 
montrer l’objet qu’il reconnait en photo au milieu d’autres photos. Ces expériences ont permis 
d’observer que l’hémisphère gauche permet la verbalisation, et l’hémisphère droit permet la 
résolution de taches visio-motrices (GAZZANIGA, MICHAEL S. (1975)).  
  Les scientifiques ont aussi mis en évidence le fait que chacun des deux hémisphères 
puisse contrôler le haut de chacun des membres antérieurs mais que la mobilité des mains soit 
traitée uniquement par l’hémisphère cérébral du côté opposé (SINGH I. (2005)). Ainsi, la 
préférence d’utilisation d’une main fournit des indices sur l’utilisation d’un hémisphère cérébral 
plutôt que l’autre.   
L’étude du flux sanguin dans les deux cortex cérébraux chez l’Homme a aussi permis de 
mettre en évidence des différences individuelles dans l’activation hémisphérique lors de 
certaines tâches. Des différences peuvent également être étudiées grâce à des méthodes de 
mesure indirectes (électroencéphalogramme et étude du mouvement oculaire latéral) (C.GUR 
R., REIVICH M. (1980)).  
  Les résultats sont en faveur d’un lien entre l’activation latérale hémisphérique, les 
performances cognitives et les stratégies de résolution d’un problème, comme nous allons le 
voir. 
 
3. Connaissances à propos de l’asymétrie cérébrale fonctionnelle 
chez l’Homme jusqu’à aujourd’hui 
  L’asymétrie fonctionnelle la plus importante chez les Hommes est celle du domaine du 
langage. Dans la vaste majorité de la population, l’hémisphère gauche est dominant par rapport 
au langage. Les discours sont générés par cet hémisphère (MOUNTCASTLE V B. (1962)). 
L’hémisphère gauche est spécialisé dans le langage écrit, même si l’hémisphère droit à une 
petite capacité de lecture. Il est capable de lire des mots en entier mais ne peut convertir ce qu’il 
lit en sons, une tâche qui est facilement accomplie par l’hémisphère gauche (ZAIDEL E., 
PETERS A. M. (1981); ZAIDEL E.BENSON D.F (1985)). L’hémisphère gauche qui domine 
pour la fonction du langage est complémenté par la spécialisation de l’hémisphère droit dans 
les processus spatiaux-visuels. En effet, les études montrent la supériorité de cet hémisphère 
pour diverses tâches impliquant la vue d’ensemble (NEBES R. (1972)), la vision spatiale 
(NEBES R. (1973)), la détection de mouvements (FORSTER B. A., CORBALLIS P. M., 
CORBALLIS M. C. (2000)), la rotation mentale (CORBALLIS M. C., SERGENT J.(1988)), 
l’association spatiale (CORBALLIS P. M., FUNNELL M. G., GAZZANIGA M. S. (1999)), et 
la capacité à différencier une représentation miroir (CORBALLIS P. M., FUNNELL M. G., 
GAZZANIGA M. S. (1999)). En dépit des différences hémisphériques dans ces tâches, les deux 
hémisphères peuvent être égaux dans les performances pour de nombreuses tâches visuelles qui 
n’impliquent pas une composante spatiale (CORBALLIS P. M., FENDRICH R., SHAPLEY 
R., GAZZANIGA M. S. (1999)).  
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  La préférence dans l’usage des mains et les asymétries cérébrales sont liés (AMUNTS 
K. et al. (1996)). Si dans de nombreuses espèces des individus ont des préférences motrices 
pour un coté de leurs corps, il semblerait que l’Homme soit la seule espèce à présenter une 
distribution non aléatoire concernant la préférence manuelle. On sait que la plupart des Hommes 
(90%) préfèrent utiliser leur main droite, comme cela a pu être observé dans presque toutes les 
cultures et ethnies à travers l’histoire (CORBALLIS M.C.(2003) ; COREN S., PORAC C. 
(1977)). Des études statistiques suggèrent que la latéralité manuelle pourrait être sous contrôle 
génétique. Il existe au moins deux modèles génétiques connus à ce propos (CORBALLIS M.C. 
(1997) ; KLAR A.J. (1999)). Bien que ces modèles semblent refléter des mécanismes 
génétiques de l’asymétrie corticale et de la latéralité manuelle, les gènes qui régulent ces 
asymétries n’ont pas été clairement identifiés.  
 
  Les études sur la mémoire révèlent que l’hémisphère gauche dirige la capacité à 
déterminer la source de la mémoire, en basant l’information dans le contexte large qui leur est 
associé. L’hémisphère droit lui s’en tient plutôt à l’aspect perceptuel des stimuli. Ainsi les 
scientifiques suggèrent que les phénomènes de fausse mémoire pourraient être attribués non 
pas à une mauvaise mémorisation mais à une mauvaise remobilisation des informations : 
l’hémisphère gauche permet de beaucoup chercher la signification des évènements, un ordre 
aux choses et généraliser de façon excessive (WALKER S.F (1980)).  
 
  Un autre domaine dans lequel les hémisphères cérébraux humains ont été supposés 
différemment impliqués est l’expression, la perception, l’expérience de l’émotion. Le vécu 
émotionnel est généralement relié au contrôle par l’hémisphère droit (GAINOTTI. G. (1972) ; 
GAZZANIGA M. S. (1975) ; ORNSTEIN, R. E. (1972)). L’hémisphère droit serait en effet 
spécialisé dans la perception des informations sensorielles en provenance du corps comme les 
émotions, la représentation de l’état fonctionnel des viscères, et celle de l’état fonctionnel des 
muscles squelettiques des membres, du tronc et du visage d’autre part. Les messages relatifs 
aux cotés droits et gauches du corps convergent dans l’hémisphère droit, au niveau des trois 
régions du cortex somato-sensoriel (DAMASIO A.R, (1994)). 
  Même si les comportements agressifs chez les humains sont reconnus complexes, il doit 
être noté qu’au moins un type d’agressivité a été relié à une forte activation de l’hémisphère 
droit (ROHLFS P. , RAMIREZ J. M (2006)). Les humains montrent une tendance générale de 
spécialisation de l’hémisphère droit dans les comportements agressifs. Même si les mécanismes 
sont encore peu connus l’hémisphère droit a plusieurs fois été lié aux émotions négatives 
(DAVIDDSON R.J. (1992) ; DAVIDSON R.J. (1992) ; DAVIDSON R.J. (1995)). 
 
  Des données d’IRM combinées à des expériences avec des patients ayant subi une 
commissurotomie a permis de nombreuses observations sur la nature de la perception causale 
(ROSER M. E., FUGELSANG J. A., DUNBAR K. N., CORBALLIS P. M., GAZZANIGA M. 
S. (2005)). Elles indiquent que la perception de la causalité physique est le résultat de processus 
corticaux mis en jeu dans l’hémisphère droit. A l’inverse, des inférences causales d’ordre 
supérieur sont basées sur des processus de l’hémisphère gauche. Ainsi, dans un cerveau intact, 
l’activité coordonnée des deux permet une compréhension complète de la causalité dans le 
monde physique. 
  De nombreuses études ont été réalisées, amenant à montrer que l’hémisphère gauche 
dominerait dans les tâches de résolution mathématiques, le raisonnement logique, la synthèse 
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alors que l’hémisphère droit dominerait dans les taches de reconnaissances, d’attention spatiale, 
de traitement des émotions, dans les fonctions musicales et artistiques. Les personnes les plus 
créatives notamment ont tendance à plus utiliser leur cortex cérébral droit (KATZ A. N. (1983)). 
Mais ces notions demeurent très larges et des approfondissements sont nécessaires, comme 
nous allons le voir plus loin. 
 
  Une expérience intéressante a montré qu’à la vue d’un objet l’ hémisphère droit est plus 
actif lors du traitement des propriétés perceptuelles de l’objet, alors que l’hémisphère gauche 
est plus actif lors de la réflexion autour des raisons pour lesquelles l’objet pourrait être utilisé 
(WARRINGTON E. K. (1982)). 
 
  Sectionner le corps calleux a amené à la question fondamentale à propos de la nature du 
soi : chaque hémisphère a-t-il son propre sens du soi ? Les recherches sur les patients a permis 
d’établir que chaque hémisphère est spécialisé pour certaines fonctions et est capable de traiter 
des stimuli sans l’aide de l’autre, mais est-il possible que chacun ait son propre référentiel du 
soi ? (TURK D. J., HEATHERTON T. F., MACRAE C. N., KELLEY W. M., GAZZANIGA 
M.S (2003)) De premières observations ont indiqué que cela se pourrait (GAZZANIGA M. S. 
(1972), n.d.). Les données indiquent que le sens du soi provient de réseaux distribués dans les 
deux hémisphères (COONEY J. W., GAZZANIGA M. S. (2003) ; TURK D. J., 
HEATHERTON T. F., MACRAE C. N., KELLEY W. M. , GAZZANIGA M.S (2003)). Il est 
probable que les deux aient leurs processus spécialisés et que le sens de soi soit construit par 
l’interprétation de l’hémisphère gauche, à partir des données de ces réseaux. 
 
  Cependant, il faut faire attention à l’extrapolation. Par exemple, un patient de 70 ans 
ayant des troubles vasculaires endommageant particulièrement le splénium (extrémité 
postérieure du corps calleux) pouvait être considéré comme un patient ayant subi une 
commissurotomie, et pourtant celui-ci a pu conserver ses capacités de langage (GAZZANIGA, 
MICHAEL S., (1998)). Ce genre de fait suggère que dans le développement normal une 
redondance existe dans le système : tout du langage ou des fonctions spatiales n’est pas 
strictement latéralisé. L’hémisphère droit par exemple peut aussi parler mais avec une syntaxe 
moins développée.  De nombreuses études ont révélés que des personnes ayant perdu un 
hémisphère cérébral entièrement avaient pu retrouver et développer approximativement des 
capacités normales. De même que si un dommage a lieu tôt dans la vie d’un individu, il y a par 
exemple une bilatéralisation du langage (GAZZANIGA, MICHAEL S., (1998)). Des personnes 
ayant subi des traumatismes cérébraux plus tardivement peuvent dans les deux cas parvenir à 
parler à nouveau, même si c’est avec plus ou moins de difficulté et de succès selon 
l’hémisphère. Il existe aussi des variations de plasticité inter-individuelles. On peut par exemple 
citer une personne ayant eu le corps calleux sectionné mais qui a pu réapprendre le langage 13 
ans après le chirurgie, et ceci dans les deux hémisphères (GAZZANIGA, MICHAEL S. (1975)). 
  Dans certains cas les deux hémisphères semblent pouvoir fonctionner totalement 
indépendamment. C’est le cas par exemple en ce qui concerne la capacité d’attention (LUCK 
S. J., HILLYARD S. A., MANGUN G. R., GAZZANIGA M. S. (1989)). L’attention met en 
jeu plusieurs structures dans le cortex et le subcortex qui est la partie du cerveau la plus 
primitive. Dans les années 1980 J.D Holtzman de l’Université de Cornell a trouvé que chaque 
hémisphère était capable de diriger l’attention spatiale dans sa propre sphère sensitive d’une 
part mais aussi jusqu’à une certaine mesure dans la sphère opposée. Ces découvertes ont 
11 
 
suggèré que le système de l’attention pouvait fonctionner indépendamment dans chaque 
hémisphère mais qu’il est commun aux deux hémisphères, au moins en regard des informations 
spatiales. Cette mise en commun peut toujours fonctionner grace à des connections, outre le 
corps calleux (GAZZANIGA, MICHAEL S. (1975)). 
 
  La difficulté des tâches influence l’intégration inter-hémisphérique. Les tâches simples 
sont mieux traitées dans un hémisphère, alors que les tâches plus complexes bénéficient de la 
coopération inter-hémisphérique (HOLTZMAN J. D., GAZZANIGA M. S. (1982)). Les 
recherches sur le système de l’attention en particulier révèlent que plus une tâche à résoudre est 
difficile pour un hémisphère dont le système de l’attention est mis en jeu, plus les ressources 
de l’autre hémisphère sont sollicités. L’influence de la difficulté d’une tâche sur l’intégration 
inter-hémisphérique a bien été étudiée (BANICH M. T. , BELGER (1990) ; BELGER A., 
BANICH M. T. (1998) ; WEISSMAN D. H. , BANICH M. T. (2000)) : lorsque les capacités 
de traitement d’un hémisphère sont inadéquates pour une tâche donnée, les ressources de la 
seconde sont mobilisées.  
  De nombreuses études ont également montré que pour des tâches fortement latéralisées 
dans un cerveau de jeune adulte, les cerveaux de personnes plus âgées montrent une activation 
neurale bilatérale (BANICH M. T. (1998) ; WEISSMAN D. H. , BANICH M. T. (2000)). Une 
explication est que l’activation bilatérale a lieu en réponse à une diminution de la capacité 
neuronale d’un hémisphère, par phénomène de vieillissement cellulaire.  
 
  Cet usage introduit la question de la manière dont le corps calleux alloue l’utilisation 
des ressources entre les deux hémisphères. Les différences individuelles dans l’organisation du 
corps calleux déterminent peut-être les voies d’intégration inter-hémisphérique, et influencent 
la latéralisation fonctionnelle (COLVIN M. K. (2004) ; COLVIN M. K., WIG G. S., KELLEY 
W. M., GRAFTON S. T., GAZZANIGA M. S. (2005)). Cette nouvelle information déterminée 
par neuro-imagerie appelle à repenser les conclusions à propos des interactions inter-
hémisphériques qui ont été tirées à partir d’expériences sur le cerveau à commissurotomie 
uniquement. Combiner des tests comportementaux et des études IRM permettra d’en apprendre 
encore plus sur la fonction du corps calleux. Enfin il ne faut pas oublier que malgré la 
déconnection corticale, les deux hémisphères sont tout de même connectés à travers des 
connections subcorticales. Une intégration inter-hémisphérique est possible même lorsque la 
commissure corticale est sectionnée (LAMBERT A. J. (1991))(CORBALLIS M. C. (1994)). 
 
4. Latéralisation, spécialisation ou dominance cérébrale : des termes 
à ne pas confondre    
  (HABIB M. (2009)) Lorsque l’on se réfère à l’asymétrie fonctionnelle du cerveau, on 
utilise de façon à peu près indifférente les termes de spécialisation, latéralisation ou dominance. 
En fait, chacun de ces trois termes possède sa propre signification. Comme l’explique M.Habib 
(HABIB M. (2009)), on parle de spécialisation d’un hémisphère dans une fonction donnée et 
de latéralisation d’une fonction à un hémisphère, tout en sachant qu’un hémisphère n’est jamais 
le seul impliqué dans une fonction (comme en témoignent, après lésion unilatérale par exemple, 
les possibilités de récupération d’une fonction par la mise en jeu de l’hémisphère controlatéral), 
et qu’une fonction n’est jamais strictement localisée à un hémisphère, grâce en particulier à la 
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richesse des connexions inter-hémisphériques. Le terme de dominance cérébrale est souvent 
banni en raison du fait qu’il sous-entend qu’un hémisphère joue un rôle fonctionnel plus 
important (en l’occurrence le gauche qui, contrôle à la fois l’activité de la main droite et les 
principaux mécanismes de la parole et du langage). De fait, le rôle fonctionnel de l’hémisphère 
droit, réputé « mineur », s’est avéré complémentaire et sans doute aussi crucial, souvent 
largement supérieur au gauche dans certains domaines de la vie mentale et cognitive. Il existe 
toutefois des circonstances où l’hémisphère gauche apparaît « dominer » le droit, par exemple 
dans certains actes délibérés, comme en témoignent les comportements moteurs aberrants de 
sujets « split-brain », chez qui la séparation des hémisphères révèle la prévalence de 
l’hémisphère gauche dans la prise de décision d’un acte et le contrôle de son déroulement. 
Que les deux hémisphères fonctionnent de manière différente et complémentaire est une 
propriété du cerveau humain qui, jusqu’à présent, n’a pas reçu une explication simple et 
univoque. Au contraire, il apparaît que ce qu’il est convenu d’appeler la dominance cérébrale 
est une qualité probablement multifactorielle, répondant à des mécanismes sous-jacents de 
nature diverse, innés pour les uns, environnementaux pour d’autres, ayant abouti, au cours des 
âges, à une caractéristique majeure du cerveau humain, la latéralisation des fonctions, fruit 
d’une longue évolution peut-être permettant d’optimiser les relations cerveau-cognition. En 
outre, la distribution de cette qualité dans une population donnée est inégale entre les individus 
et varie selon les fonctions en cause, répondant à une règle selon laquelle une majorité des 
individus présentent un pattern dit « typique », parce que le plus fréquent, alors que les autres 
divergent de ce pattern typique. Enfin, chez un individu donné, la latéralisation de diverses 
fonctions semble se faire de manière conjointe, en particulier pour les deux les plus largement 
étudiées : la latéralisation du langage et la préférence manuelle, toutes deux étant chez la grande 
majorité des individus liées à l’hémisphère gauche. A l’inverse, la spécialisation de 
l’hémisphère droit pour les émotions, l’attention, les processus visuo-spatiaux, entre autres, a 
été beaucoup moins souvent prise en considération dans la recherche des mécanismes 
neurobiologiques responsables. 
 
5. Discussion : « cerveau droit » et « cerveau gauche » des concepts 
à ne pas extrapoler 
  L’étude et les découvertes autour de la latéralisation suscitent un grand engouement 
mais doivent être considérées et décrites de façon juste. Bien souvent il faut se méfier des 
sources d’information dans lesquelles on peut malheureusement trouver de nombreuses 
généralisations fausses. 
Sperry a publié un essai en 1984 dans le journal Neuropsychologia dans lequelle lui-même a 
précisé: « les polarités de styles cognitifs dits “gauche et droit” observées expérimentalement 
sont une idée générale avec laquelle il est très vite arriver d’extrapoler. Il est important de se 
souvenir que les deux hémisphères dans un cerveau intact tendent à fonctionner ensemble 
comme un tout. » Il est donc important d’adopter un regard critique sur les nombreuse 
publications autour du sujet et de faire quelques précisions (SPERRY R. (1984)). 
  Notons tout d’abord que les différences révélées par les patients ayant subi une 
comissurotomie ont bien été répliquées (puis étendues) en utilisant des techniques plus 
modernes ainsi qu’ avec des personnes présentant des cerveaux intacts.  
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  De façon certaine, les résultats montrent bien que lorsque les hémisphères sont 
connectés ils ne partagent pas toutes les informations et n’opèrent pas d’une façon strictement 
unifiée. En effet, physiquement cela n’est pas faisable car la connection nerveuse que constitue 
le corps calleux n’est pas assez grande comparée aux réseaux neuronaux que représentent les 
deux hémisphères. 
 
  Cependant, les fonctions exécutées par les deux hémisphères peuvent effectivement être 
différentes mais d’une façon plus subtile que beaucoup de personnes le pensent. 
Dans une étude par des chercheurs de l’Université de l’Utah, plus de 1000 participants ont été 
sujets d’une analyse fontionnelle de milliers de régions cérébrales afin de déterminer s’il existait 
une préférence d’utilisation d’un hémisphère plutôt qu’un autre. L’étude a révélé que si 
l’activité était parfois supérieure dans certaines régions, l’activité des deux côtés du cerveau 
était essentiellement égale. Le docteur Jeff Anderson qui a mené le projet a dit : « Il est 
absolument vrai que certaines fonctions cérébrales ont lieu dans un des deux hémisphères. Le 
langage tend à être dans le gauche. Mais les gens n’ont pas un réseau neuronal plus fort que 
l’autre. Il semblerait que ce soit plutôt déterminé connection à connection » (NIELSEN J.A. , 
ZIELINSKI B.A., FERGUSON M.A., JAINHART J.A., ANDER J.S (2013)). 
  En effet, aucune preuve de l’existence de phénotypes que l’on pourrait appeler « gauche 
dominant » ou « droit dominant » n’a été apportée. Un hémisphère n’est pas plus faible qu’un 
autre et les personnes n’utilisent pas préférentiellement une partie plutôt qu’une autre d’une 
façon générale. La neuro-imagerie ne fournit pas de preuve que de telles différences 
phénotypiques entre une dominance droite ou gauche existe : la latéralisation des connections 
cérébrales semble être plus locale que globale, et les données ne soutiennent pas l’existence de 
phénotypes « cérébral gauche » ou « cérébral droit ». Selon les chercheurs, il y a de façon très 
probable des différences de spécialisation hémisphérique à travers une population, mais ces 
différences sont très difficiles à mettre en évidence de façon sûre (NIELSEN J.A. , ZIELINSKI 
B.A., FERGUSON M.A., JAINHART J.A., ANDER J.S (2013)). 
 
  Il est d’ailleurs souvent énoncé que le cerveau droit et le cerveau gauche sont liés 
respectivement à la créativité et à la logique. Ces affirmations rencontrent cependant un 
problème même de définition. Souvent, le coté logique est associé aux capacités en 
mathématiques. Pourtant, les mathématiques regroupent de nombreuses capacités qui ont lieu 
dans les deux hémisphères. En effet, l’activité dominante à gauche est surtout observée pour 
des tâches de comptage et récitation de multiplication qui font aussi intervenir la mémorisation 
d’information verbales et donc pas vraiment ce que l’on peut appeler la « logique ». 
L’hémisphère droit peut être préférentiellement activé pour des tâches de quantification 
d’objets (DICKSON D. , FEDERMEIER K. D. (2017)).  
  De même, si des troubles d’aphasie sont beaucoup plus associés à des dommages dans 
l’hémisphère cérébral gauche que droit, comme tout autre capacité complexe, le langage est 
permis par un travail séparé et conjoint des deux hémisphères. Certains résultats mènent par 
exemple à supposer que l’hémisphère droit pourrait jouer un rôle dans la création d’une 
expérience sensorielle riche qui accompagne souvent la compréhension du langage 
(ROMMERS J., FEDERMEIER K. D.)  
 
  Il ne faut pas oublier que ces deux parties cérébrales ne fonctionnent pas strictement de 
façon séparée, elles fonctionnent toujours comme un système. En effet, de récentes recherches 
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(SINGH H., O’BOYLE M.W (2004)) ont montré que le cerveau n’était pas aussi dichotomique 
que cela. Par exemple, la recherche a montré qu’une capacité à faire des mathématiques 
supérieure à celle d’autres individus peut être liée au moment où les deux hémisphères 
fonctionnent ensemble. Lors des tests de cette étude, pour la moitié des adolescents et étudiants 
en faculté, des asymétries d’activité hémisphérique ont été mises en évidences pour différentes 
tâches cognitives. Cependant les garçons particulièrement doués en mathématiques, dits 
« précoces » n’ont révélés aucune de ces différences hémisphériques. Les enfants précoces en 
maths étaient aussi bons dans les deux tâches proposées, et avec les deux hémisphères. Le co-
auteur le Docteur Michael O’Boyle, affirme : «  Nous n’avons pas une partie spécialement 
dédiée aux mathématiques quelque part dans le cerveau mais l’organisation fonctionnelle du 
cerveau est telle qu’une partie, en collaboration avec l’intégration des informations traitées 
ailleurs, est prédisposée à l’utilisation des compétences spatiales et d’abstraction, ce qui est très 
utile pour des problèmes de mathématiques. » 
 
  Les récentes avancées espèrent que les découvertes à propos des différences 
hémisphériques permettront de ne plus penser en terme de cartographie fonctionnelle. Les 
chercheurs pensent aujourd’hui que les fonctions cognitives relèvent de la configuration des 
réseaux neuraux: le rôle des différentes régions cérébrales dépend du réseau auquel elles 
appartiennent et de son activité au cours du temps. 
  Les différences cognitives mesurables s’expliquent certainement par de légères 
différences dans la force avec laquelle les aires cérébrales sont connectées, ce qui conduit à des 
schémas d’activation neuronaux à travers le temps réellement différents. Pour le langage par 
exemple, il a été montré que les connections dites “top-down” influencaient plus l’hémisphère 
gauche que le droit. La psychologie cognitive appelle aussi ces connections “traitement 
descendant”: ce sont les processus qui utilisent des connaissances concernant l’environnement 
et qui influencent la perception. L’hémisphère gauche est plus prompt à anticiper les mots et 
les processus de l’hémisphère gauche sont plus influencés par ces prédictions. L’hémisphère 
droit à l’inverse est plus influencé par d’autre types de connections dites “bottom-up”(ou 
“traitement ascendant” : processus qui utilisent les informations provenant des organes 
sensoriels et analysent l’environnement seulement sur la base de ces informations) et est donc 
plus prompt à se souvenir des détails des mots qu’il a rencontré (SHUKHAN Ng, PAYNE B. 
R., STEEN A. A., STINE-MORROW E. A. L., FEDERMEIER K.D (2017)). De très légères 
différences de connections mènent donc à des perceptions, des significations, des 
mémorisations des mots différentes et mesurables.  
 
  Pour finir, il est intéressant de noter que M.Kosslyn, neuroscientifique en cognition, et 
G.Wayne Miller, auteur, ont écrit un nouveau livre en 2013 Top Brain, Bottom Brain: 
Harnessing the Power of the Four Cognitive Modes dans lequelle ils présentent une nouvelle 
distinction qui est la distinction « partie haute ou basse du cerveau ». Ils y décrivent de 
nouvelles tendances ou styles cognitifs selon les localisations hautes ou basses des hémisphères 
cérébraux. Selon eux cependant, tout le monde utilise toutes les parties cérébrales, mais plus ou 
moins intensément, et ce qui compte par-dessus tout serait la façon dont les parties interagissent 
entre elles.  
Tout en conservant les concepts énoncés plus haut dans ce paragraphe, qui mettent en garde 
contre la catégorisation des aires cérébrales, le déterminisme de la localisation fonctionnelle, la 
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généralisation des phénomènes mesurables, cette nouvelle distinction permet de remettre en 
perspective la primauté de la séparation droite et gauche des hémisphères cérébraux. 
 Discussion autour du phénotype souvent associé à l’hémisphère droit : celui de la 
créativité, et du traitement des émotions 
  Ces phénotypages soulèvent tout de même un ou deux questions intéressantes. En effet, 
les excès de dualisation et de généralisation entre les fonctions de l’hémisphère droit et celles 
de l’hémisphère gauche aboutissent bien souvent à l’opposition entre émotions, créativité et 
rationnalité, mathématiques. Si le modèle complémentaire entre un cerveau gauche dit 
« rationnel, mathématique » et un cerveau droit dit  « lié aux émotions, créatif » n’est, nous 
l’avons vu, pas recevable, il est intéressant d’éclaircir ces concepts en faisant le point sur la 
place de l’hémisphère droit dans la créativité et celle des émotions dans les prises de décision. 
 
  Des études (ABERG KC, DOELL KC, SCHWARTZ S, (2016)) apportent des 
informations supplémentaires sur la contribution de l’hémisphère droit dans les capacités 
créatives : l’idée que la créativité réside dans l’hémisphère cérébral droit n’est pas totalement 
exacte. Cependant la créativité met en jeu des processus d’association qui ont bien lieu dans 
l’hémisphère droit. Il a été montré qu’une réponse neurale réduite dans le système 
dopaminergique de l’hémisphère droit permettait de plus grandes performances de créativité et 
une optimisation des processus d’association dans cet hémisphère.  
La créativité serait donc en partie au moins liée à l’activité de la dopamine et aux processus 
d’association qui ont lieu dans l’hémisphère droit.  
 
  Concernant les émotions, Antonio R. Damasio directeur du département de neurologie 
de l’Université de l’Iowa, aux Etats-Unis, et enseignant à l’institut d’études biologiques de La 
Jolla, défend (DAMASIO A.R (1994)) que le raisonnement aboutissant à la prise de décision 
est indissociable de la perception des informations en provenance du corps, en particulier ici 
les émotions. Selon lui être rationnel, ce  n’est pas se couper de ses émotions. Le cerveau qui 
pense, qui calcule, qui decide n’est pas autre chose que celui qui rit, qui pleure, qui aime, qui 
éprouve du plaisir et du déplaisir. A.R Damasio révèle des acquis de la neurologie contre ceux 
qui voudraient réduire le fonctionnement de l’esprit humain à de froids calculs dignes d’une 
machine. Dans son récit il montre qu’il existe un amoindrissement concomitant de la faculté de 
raisonnement et de la capacité d’éprouver des émotions. Cela est observé dans le cadre de 
lésions préfrontales mais aussi d’autres sites cérébraux. Cette double déficience suggère 
l’existence d’interactions entre le système neural responsable de la capacité de ressentir des 
émotions et celui sous-tendant la faculté de raisonnement. Certaines régions sont 
particulièrement notées comme une région de l’hémisphère cortical droit dans lequel figure 
diverses aires corticales assurant le traitement des informations en provenance du corps; ou 
encore un autre site des structures limbique: l’amygdale.  
  Les observations sur les états pathologiques se traduisant par des déficits dans la faculté 
de raisonnement et de prise de décision, ainsi que dans la capacité d’exprimer et ressentir des 
émotions, mettent en évidence les faits suivants :  
  - Il existe une région du cerveau humain, le cortex préfrontal ventro-médian, dont la 
lésion perturbe, de façon constante et très claire, les processus de raisonnement et de prise de 
décision, ainsi que ceux de l’expression et de la perception des émotions, surtout dans le 
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domaine personnel et social.  
  Les processus neuraux sous-tendant la raison et les émotions se « recoupent » au niveau 
du cortex pré-frontal, ainsi qu’au niveau de l’amygdale.  
  - Il existe une région dans le cerveau humain, constitué par un ensemble d’aires 
corticales somato-sensorielles situées dans l’hémisphère droit, dont la lésion perturbe 
également les processus de raisonnement et de prise de décision, ainsi que ceux relatifs à 
l’expression et à la perception des émotions et, en outre, interrompt la perception des messages 
sensoriels en provenance du corps.  
  - Il existe des régions situées dans le cortex pré-frontal, outre le secteur ventro-médian, 
dont la lésion perturbe aussi les processus de raisonnement et de prise de décision, ainsi que 
ceux relatifs à l’expression et à la perception des émotions, mais selon des modalités 
différentes : soit le déficit est beaucoup plus large, impliquant les fonctions intellectuelles dans 
tous les domaines. 
  En bref, il semble y avoir dans le cerveau humain une série de systèmes neuraux 
impliqués de façon étroite dans les processus de pensée orientés vers un but, que nous appelons 
raisonnement, ainsi que dans l’organisation des réponses que nous appelons prises de décision 
et cette série de systèmes est aussi impliquée dans les processus présidant à l’expression et à la 
perception des émotions, et se rapporte en partie au traitement des messages provenant du corps. 
 
6. Etude de la latéralisation chez les animaux, sa place dans le 
comportement, les prises de décision  
 
a. Définition de la latéralisation  
 
  Avant de s’intéresser à la latéralisation cérébrale les scientifiques ont commencé par 
observer la latéralisation d’une façon générale. De récentes études sur les Primates, les Oiseaux, 
les Poissons, suggèrent que l’asymétrie est connue chez beaucoup de Vertébrés. Une grande 
variation de la latéralisation est observée  dans les répartitions au sein d’une même espèce, les 
directions et les degrés de latéralisation (TORRICE M. (2009))((BISAZZA A., FACCHIN L., 
PIGNATTI R., VALLORTIGARA G. (1998) ; BROWN C, GARDNER C, BRAITHWAITE 
V.A, (2004) ; BROWN C., MAGAT M. (2011) ; FACCHIN L, BISAZZA A, VALLORTIGA 
G. (1999)) ((BYRNES E.E, VILA POUCA C., BROWN C.(2016)). 
  Trois sortes distinctes de distributions de la latéralisation sont nommées (LESLEY J. 
ROGERS, (2002)). 
  La première est l’ «antisymétrie ». Elle est présente dans la majorité des individus d’une 
population, ou d’une espèce, mais il n’y a pas de biais latéral global dans la population. Pour 
un trait donné, le côté le plus prononcé est aléatoirement le droit ou le gauche. La préférence 
d’utilisation d’une patte chez les rongeurs est l’exemple le plus connu pour illustrer cette forme 
de latéralisation. En effet, la moitié des individus préfère utiliser la patte gauche afin d’atteindre 
de la nourriture dans un tube, alors que l’autre moitié préfère utiliser la patte droite (BULMAN-
FLEMING M. B., BRYDEN M. R, ROGERS T. T. (1997) ; COLLINS R. L. (1985)). La 
majorité des individus a une préférence de patte mais la population en elle-même n’a pas de 
tendance à utiliser un côté plus que l’autre.  
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  La seconde sorte de latéralisation est la « latéralisation directionnelle » ou 
« latéralisation de la population ». Elle est présente dans la population autant que chez les 
individus. Un trait est souvent plus prononcé d’un même côté. Le biais de la population provient 
du fait que la plupart des individus soient latéralisés dans la même direction, comme c’est le 
cas par exemple pour le cas des droitiers chez les Humains (MOILER A. R, SWADDLE J. P. 
(1997)). 
  La troisième est la fluctuation de la symétrie. Elle se réfère aux populations où la 
latéralisation a lieu seulement dans un petit pourcentage de la population, et d’une façon 
aléatoire pour la gauche ou la droite. Dans ce cas, la symétrie dans la population est maintenue 
en dépit des perturbations du développement, due à des blessures occasionnelles ou des attaques 
parasitaires qui fait que certains individus de la population seulement sont latéralisés d’un côté 
ou de l’autre.  
 
  Il semblerait aujourd’hui que la latéralisation directionnelle soit le type le plus commun 
dans les populations en ce qui concerne les fonctions cérébrales et le comportement (PALMER 
A. R. (1996)).  
  Il est possible que les préférences individuelles puissent être favorisées par la pratique 
pour certaines caractéristiques, certaines tâches et dans certaines espèces. Il était par exemple 
supposé que les Primates avaient acquis des préférences individuelles d’utilisation d’une main 
à travers la pratique (WALKER S.F (1980)), cependant une examination plus fine montre ce 
biais de population dans un certain nombre d’autres espèces (McNEILAGE R. E., 
STUDDERT-KENNEDY M. G., LINDBLOM B. (1987)). De nombreuses études montrent 
aussi que la latéralisation dépend de la tâche étudiée et que la présence ou non, le degré, la 
direction de la latéralisation peuvent aussi être liés à de nombreux facteurs comme 
l’environnement social, le sexe (MOSCICKI M.K, REDDON A.R, HURD P.L (2011)). 
L’importance de la latéralisation dans une tâche ne permet pas de prédire celle dans une autre. 
De même une population latéralisée en réponse à un stimulus n’a pas forcément la même 
réponse à un autre stimulus (MOILER A. R, SWADDLE J. P. (1997)).  
 
  Notons enfin qu’une latéralisation comportementale ne reflète pas nécessairement une 
spécialisation hémisphérique cérébrale. Cependant, même dans les espèces avec un biais 
moteur (comme la préférence de patte) distribué de façon bilatérale, les chercheurs supposent 
qu’il y ait une claire latéralisation de l’attention, des processus sensitifs, et des réponses 
émotionnelles. Les rats présentent un exemple très clair de ceci (BIANKI V. L. (1988) ; 
DENENBERG V. H. (1981)). Malgré l’absence de biais de population pour la préférence de 
patte face à la nourriture cachée, les rats seraient latéralisés au niveau de la population en ce qui 
concerne la réponse émotionnelle, les capacités spatiales et un certain nombre d’autres 
fonctions corticales. 
  La plupart de ces biais de population permettent de construire un modèle général de la 
spécialisation cérébrale, applicable à travers les espèces de Vertébrés que nous allons voir plus 
tard. 
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b. Détermination de la latéralisation cérébrale chez les animaux 
 
  Chez les animaux, les façons variées de révéler la latéralisation inclut l’étude de 
l’altération des hémisphères, des tests mono-oculaires ou mono-auditifs, l’étude de la rotation 
de la tête afin qu’ils puissent atteindre des informations sensorielles optimales, la mesure des 
biais moteurs. Les fonctions cérébrales latéralisées se manifestent soit comme des biais de côté 
lors d’une réponse motrice soit par des réponses différentes au cours des tests mono-oculaires 
ou mono-auditifs. Dans la plupart des espèces aviaires les yeux sont positionnés latéralement, 
donc la latéralisation peut être révélée par des tests mono-oculaires car l’information visuelle 
perçue par chaque œil est traitée par l’hémisphère opposé, bien qu’il y ait aussi quelques 
projections dans l’hémisphère ipsilateral (ROGERS, DENG (1998)).   
  Une façon de mener des tests comportementaux a été de comparer la performance 
d’individus fortement latéralisés et celle d’individus faiblement latéralisés. Comme il est 
possible de produire des poussins avec ou sans latéralisation pour l’attaque et le comportement 
alimentaire (ROGERS L. J. (2000)), tester des poussins latéralisés et des cerveaux symétriques 
a été considéré comme une façon d’étudier l’impact de la latéralisation. Voici l’exemple d’une 
des méthodes d’étude de la latéralisation fonctionnelle cérébrale les plus connu : deux groupes 
de poussins sont créés, le premier étant les poussins incubés à la lumière, ce qui provoque une 
asymétrie cérébrale, et l’autre non. Les poussins sont mis en présence d’un objet menaçant 
pendant qu’ils sont en train de manger. Les résultats montrent alors que les individus latéralisés 
mettent moins de temps à détecter la menace que les autres.  
  D’autres tests consistent à recouvrir un œil d’un groupe de poussin n’ayant pas 
forcément connu de traitement latéralisant lors de leur incubation (ROGERS L. J., ZAPPIA J. 
V., BULLOCK S. R (1985)). Des graines mélangées à des cailloux immangeables leur sont 
proposés. Lorsque l’œil droit est recouvert, et donc lorsque seul leur hémisphère gauche est 
sollicité pour cette tache visuelle, les poussins ne sont pas capables de séparer des graines et 
des cailloux. A l’inverse, les poussins sont capables de séparer des graines de cailloux 
immangeables quand ils utilisent leur œil droit (et donc leur hémisphère gauche) (MENCH J., 
ANDREW R. J. (1986) ; ROGERS L. J. (1997)). Ceci signifie que l’hémisphère gauche 
contrôle la prise de nourriture et cela a été confirmé par le traitement au glutamate (appelé 
traitement « Wulst ») de la région visuelle de l’hémisphère gauche qui a inhibé la capacité du 
poussin à catégoriser les graines et les cailloux, alors que le même traitement visuel  dans 
l’hémisphère droit n’a eu aucun effet (MENCH J., ANDREW R. J. (1986)).  
  Un large nombre de tâches comportementales ont en effet montré que l’hémisphère 
gauche des poussins est spécialisée dans la catégorisation des stimuli et la direction de réponses 
appropriées (ANDREW, R. J. (1991)).  
 
c. La latéralisation cérébrale et les capacités cognitives  
 
  Il a été accepté que la différence de spécialisation des hémisphères peut renforcer les 
capacités neurales et cognitives (DUNAIF-HATTIS J. (1984) ; GAZZANIGA M. S., LE 
DOUX  J. E. (1978)). Certaines études sur les animaux montrent que les individus plus 
latéralisés sont plus rapides pour apprendre une tâche et peuvent accomplir des tâches 
cognitives plus complexes (MAGAT M., BROWN C. (2009) ; SOVRANO V.A., DADDA M., 
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BISAZZA A. (2012)). 
 
Le traitement en parallèle des informations, le partage des données entre les différentes aires 
cérébrales est une façon d’augmenter les capacités de résolution de problèmes (DENG C., 
ROGERS L. J. (1998)). De nombreuses études menées sur les poussins ont déjà été citées.  
  Des résultats ont été obtenus notamment en testant des chats dans une tâche où ils 
devaient suivre une tache lumineuse avec l’une de leurs deux pattes avant (FABRE-THORPE 
M., FAGOT J., LORINCZ E., LEVESQUE F., VAUCLAIR J. (1993)). La comparaison des 
temps de réaction des chats avec ou sans préférence de patte a pu montrer que les chats 
manisfestant une préférence de patte avaient un temps de réaction significativement plus court 
que les autres. Cette capacité renforcée semble dépendre de la canalisation de la réponse vers 
une patte ou l’autre, et donc du contrôle par l’un des deux hémisphères. Dans ce cas c’est la 
latéralisation des informations motrices efférentes qui renforce la performance, plutôt qu’une 
information sensorielle afférente comme pour les poussins. On suppose que cette meilleure 
performance soit liée à une spécialisation dans différentes fonctions : une patte pour maintenir 
l’équilibre du corps, l’autre pour suivre un stimulus en mouvement. 
  Des résultats similaires ont été trouvés chez des singes capucins (Cebus apella) ; des 
individus avec une large préférence pour une main mettent moins de temps à résoudre la tâche 
qui leur avait été présentée (FRAGASZY D. M., MITCHELL S. R. (1990)). Mc Grew et 
Marchant (McGREW W. C., MARCHANT L. E (1999)) ont aussi étudié l’efficacité des 
chimpanzés à attraper des termites et ont pu montrer que des chimpanzés complètement 
latéralisés attrapaient beaucoup plus de proies pour un même effort fourni, que les autres. 
  Une corrélation entre l’efficacité de réponse et le degré de latéralisation a aussi été 
montré chez des perroquets (TORRICE M. (2009)) ou encore des pigeons. Güntürkün 
(GÜNTÜRKÜN O. (2000)) a testé des pigeons devant faire la différence entre des graines et 
du gravillon, une tâche mieux réalisée chez les individus avec une dominance hémisphérique 
au test monoculaire, que les autres. Les chercheurs ont d’abord déterminé la différence de 
performance pour chaque hémisphère et ont utilisé les résultats pour crée un index des degrés 
de latéralisation. Ils ont ensuite testé les oiseaux binoculairement pour voir l’association entre 
le degré de latéralisation et l’efficacité à résoudre la tâche. 
  De même, une plus forte latéralisation est observée chez les femelles Elasmobranches 
plutôt que chez les mâles. Cela pourrait leur permettre une meilleure capacité à traiter différents 
stimuli de l’environnement au cours de l’accouplement, facilitant ainsi l’insémination 
(DADDA M., BISAZZA A. (2006)). 
  La spécialisation d’un champ visuel et d’un hémisphère est aussi observable dans la 
reconnaissance de congénères dans un groupe social (VALLORTIGARA G. (1992)). 
 
  La mémorisation visuelle chez les poussins et l’apprentissage de chants chez les oiseaux 
chanteurs servent de modèle pour l’étude des mécanismes neuraux de la mémoire. Dans les 
deux cas, la latéralisation neurale est impliquée dans mémorisation. Il semble qu’elle augmente 
les capacités cérébrales, rendant le traitement des données plus efficace ou en empêchant 
l’interférence des signaux informationnels (MOORMAN S, GOBES S.M.H, C. VAN DE 
CAMP F., ZANDBERGEN A., BOLHUIS J.J (2015)). Il y a de forts parallèles 
comportementaux et neuraux entre l’acquisition d’un langage chez les hommes et du chant chez 
les oiseaux. Chez les Hommes l’activation cérébrale liée au langage est majoritairement 
latéralisée à gauche. Au cours de l’acquisition du langage chez les humains, la latéralisation 
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hémisphérique se développe avec la compétence du langage. Dans des expériences les oiseaux 
qui imitent leur tuteur correctement sont gauches dominant alors que les imitateurs moins bons 
étaient droit dominants. Cela est similaire à la compétence du langage et son lien avec 
l’activation hémisphérique chez l’Homme (OLSON EM, MAEDA RK, GOBES SM. (2016)). 
Si chez les Homme qui ne parlent qu’une langue, l’activation hémisphérique est dominante à 
gauche, la latéralisation neurale pour les secondes langues dépend de nombreux facteurs. Les 
oiseaux chanteurs, comme pour les Hommes, apprennent leurs chants de leurs tuteurs tôt dans 
leur développement. Plus ils se souviennent du chant de leur premier tuteur, plus l’activation 
de leur cerveau droit domine lorsqu’ils sont exposés à cette chanson ; plus ils ont appris de leur 
second tuteur, plus ils activent leur hémisphère gauche quand ils sont exposés à ce second chant. 
Il y a une grande ressemblance avec les humains : les représentations du premier langage 
formées tôt dans la vie sont maintenues même si l’exposition à ce langage est discontinue. La 
modification de la dominance hémisphérique liée à l’acquisition de la mémoire auditive précoce 
et la mémorisation d’éléments plus récents peut être une adaptation évolutive nécessaire à la 
flexibilité comportementale pour acquérir de nouvelles vocalisations, comme un second 
langage. 
 
d. La latéralisation cérébrale et les émotions  
 
  La perception et la manifestation d’expressions faciales émotionnelles ont été reliées à 
l’hémisphère droit chez l’humain (WALKER S.F (1980)). Alors que des expressions faciales 
similaires aux nôtres sont observées chez les primates (JOLLY A. (1972)), et non chez d’autres 
ordres d’espèces, les mécanismes cérébraux associés à l’émotionnalité ne sont pas restreints à 
ce groupe. En général, il semble que la moitié de nos structures limbiques soit suffisante pour 
contrôler notre comportement, et des lésions bilatérales sont nécessaires pour provoquer des 
détériorations comportementales (WALKER S.F (1980)). Cependant des affirmations à propos 
du rôle de l’asymétrie hémisphérique dans le contrôle du comportement émotionnel chez les 
animaux demeurent rares. Les scientifiques défendent qu’il serait préférable de considérer des 
comportements spécifiques comme l’agressivité, les réponses sexuelles et les réponses à de 
nouveaux objets, plutôt qu’un index émotionnel global (BYRNES E.E, VILA POUCA C., 
BROWN C.(2016)).  
  Les mécanismes étant encore inconnus, une hypothèse a été formulée sur un lien avec 
les personnalités des individus (GAZZANIGA M. S., LE DOUX  J. E. (1978)). Par exemple 
l’agression semble être un trait très latéralisé chez les Vertébrés et Invertébrés, chez les 
crapauds (ROGERS L. J. (1997)), lézards (MENCH J., ANDREW R. J. (1986)), poussins,… 
Des recherches se sont donc focalisées sur le lien entre la latéralisation et le courage, 
l’agressivité et plus particulièrement la réactivité au stress (BYRNES E.E, VILA POUCA C., 
BROWN C.(2016)). Celles-ci sont liées (SHERMAN G. F., GARBANATI J. A., HOFMANN 
M. J., ROSEN G. D., YUTZEV D. A., DENENBERG V. H. (1979)). Les mesures des 
paramètres physiologiques montrent que l’hémisphère droit est associé à l’expression des 
émotions intenses souvent négatives et au contrôle des états hormonaux (McGREW W. C., 
MARCHANT L. E (1999) ; ROGERS L. J.,  WORKMAN L. (1989)). L’hypothèse est que la 
latéralisation à droite est liée à une plus grande réponse émotionnelle et de stress. D’autres 
études, notamment sur des ouistitis, corroborent ces résultats (MAGAT M., BROWN C. 
(2009)).  
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  L’ « émotionnalité » chez les rats a fréquemment été mesurée en plaçant l’animal pour 
la première fois dans une boite obscure, et en comptant le nombre de mouvement en un temps 
donné. Les animaux qui bougent peu sont considérés comme les plus émotionnels (GRAY J. 
A. (1979)). C’est ainsi qu’une étude, à partir d’ablations hémisphériques, a indiqué que 
l’hémisphère droit affecterait plus l’émotionnalité que le gauche (DENENBERG V. H., 
GARBANATI J., SHERMAN G., YUTZEVD A., KAPLAN R. (1978) ; SHERMAN G. F., 
GARBANATI J. A., HOFMANN M. J., ROSEN G. D., YUTZEV D. A., DENENBERG V. H. 
(1979)). Cependant aucune conclusion réelle n’est acquise d’après les scientifiques de ces 
expériences, sans qu’elles ne puissent être répétées. 
  Enfin, il semblerait que l’engagement hémisphérique dans le traitement des émotions 
soit espèce dépendant (RACCA A, GUO K, MEINTS K, MILLS D.S (2012)).  
 
e. Discussion des avantages et inconvénients de l’acquisition d’une latéralisation 
cérébrale 
 
  Le biais latéral observé chez les animaux implique des inconvénients certains quant à la 
survie comme la tendance à s’échapper plus vite seulement lorsqu’un prédateur arrive par l’un 
des deux côtés ou bien celle d’aborder ses proies plus souvent par la gauche par exemple 
(ROGERS L. J. (2000)). Mais l’ubiquité de ces caractéristiques suggère qu’elles confèrent un 
certain avantage évolutif. 
  Pour commencer comme nous l’avons vu précédemment avec les expériences menées 
sur les poussins latéralisés ou non, la latéralisation semble permettre une double attention : une 
attention était dirigée vers la tâche concernant la nourriture à trier (controlée par l’hémisphère 
gauche), et une vigilance était dirigée vers les prédateurs (controlée par l’hémisphère droit). 
Nous l’avons noté également, un cerveau latéralisé semble permettre l’optimisation des 
capacités cognitives grâce au traitement en parallèle des informations, et permettre un temps de 
réaction plus court. D’une manière générale les individus plus latéralisés seraient aussi plus 
rapides dans l’apprentissage d’une tâche cognitive (MAGAT M., BROWN C. (2009) ; 
SOVRANO V.A., DADDA M., BISAZZA A. (2012)). Jusqu’à présent le renforcement des 
performances n’a été considéré qu’à l’échelle de l’individu. Ces avantages semblent 
indépendants de la direction de la latéralisation. 
  Deuxièmement, dans un récent article Rogers et Workman (ROGERS L. J.,  
WORKMAN L. (1989)) reportent que dans les deux premières semaines de vie les poussins 
non latéralisés grâce au traitement forment des hiérarchies moins stables que l’autre groupe de 
poussins. Etre latéralisé rendrait les interactions sociales plus prédictibles. Plus récemment, 
Bisazza et ses collègues ont fourni des preuves convaincantes en faveur de l’association de la 
latéralisation à l’échelle de la population avec le comportement social. Ils ont pour cela utilisé 
les poissons comme modèle et ont montré que les poissons moustiques nagaient plus près de 
leur prédateur lorsqu’un de leur congénère se trouvait à leur gauche (BISAZZA C., 
CANTALUPO, VALLORTIGARA G (1997)).  Le même biais gauche de réponse sociale 
semble être présente dans d’autres espèces : le crapaud Bufo marinus (ROBINS A., LIPPOLIS 
G., BISAZZA A., VALLORTIGARA G., ROGERS L. J. (1998) ; VALLORTIGARA G., 
ROGERS L. J., BISAZZA A., LIPPOLIS G., ROBINS A. (1998)) et les babouins Gélada 
(CASPERD J. M., DUNBAR R. I. M. (1996)) ont une préférence pour diriger leurs adversaires 
sur leur côté gauche. Enfin en testant la latéralisation de la rotation effectuée face à un détour 
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imposé chez une large variété de poissons, vivant en banc ou non, il a été montré que la 
latéralisation de la population était présente dans les espèces qui forment des bancs (BISAZZA 
A., CANTALUPO C., CAPOCCHIANO M., VALLORTIGARA G. (1999) ; BISAZZA A., 
ROGERS L. J., VALLORTIGA G. (1998)). Cela permettrait de mieux maintenir l’intégrité du 
banc lors d’une attaque de prédateur.  
  Finalement deux types d’avantages conférés par la latéralisation semblent émerger : un 
à l’échelle de l’individu, l’autre à celle de la population. Le premier fait référence à des 
performances renforcées, des réactions plus vives. Le renforcement des capacités cognitives 
suggère que la latéralisation soit bénéfique à un individu, même si cela reste dépendant du 
contexte. Il est toujours concevable que des individus moins latéralisés montrent de meilleures 
performances dans des tâches avec des demandes cognitives différentes. C’est d’ailleurs ce que 
montre une expérience menée par le psychobiologiste Marco Dadda à l’Université de Padova 
en Italie, sur des poissons frétins, connus pour leur cerveau latéralisé. Pendant 4 ans les 
scientifiques ont entrainé les poissons afin de développer trois groupes : deux avec des 
dominances cérébrales différentes, un sans dominance particulière. Dans la tâche qui leur est 
présenté, les individus ont à choisir d’aller vers un des deux bancs de poissons qui leur sont 
visuellement présentés, l’un à leur droite, l’un à leur gauche, et dont les caractéristiques sont 
différentes. Les individus ayant une dominance cérébrale ne choisissent pas les bancs de 
poissons de façon optimale pour leur survie, à l’inverse des individus non latéralisés. 
L’hypothèse ici est que la symétrie cérébrale permette de juger les informations de 
l’environnement des deux champs latéraux de façon égale (chez les Hommes, l’asymétrie 
cérébrale est compensée par un recouvrement plus important des deux champs visuels 
latéraux) et que cela peut donc constituer un avantage, à opposer à la préférence de côté 
(TORRICE M. (2009)). 
  Le second est un avantage social lorsque l’ensemble du groupe est latéralisé dans la 
même direction. La fonction sociale de la latéralisation à l’échelle d’une population varierait 
bien sûr avec le contexte social et selon les espèces mais les expériences menées sur les poussins 
et les poissons fournissent une base solide pour poursuivre les recherches sur les fonctions 
relatives de la latéralisation dans les autres espèces.  Jusqu’à présent la plupart des exemples de 
latéralisation proviennent d’expérimentations en laboratoire chez des animaux captifs. Il y a 
relativement peu d’exemples démontrant la latéralisation à l’état sauvage, malgré les évidentes 
implications de la latéralisation pour la survie des espèces et des individus. 
 
f. Perspective évolutive de la latéralisation cérébrale 
 
  Les expériences menées jusque-là dans le règne animal ont montré qu’au moins 
certaines formes de latéralisation ont évolué depuis les premiers Vertébrés (BISAZZA A., 
FACCHIN L., PIGNATTI R., VALLORTIGARA G. (1998) ; BISAZZA A., ROGERS L. J., 
VALLORTIGA G. (1998)) et ont pu être conservées chez les Primates modernes (ROGERS L. 
J. (1996) ; WARD J. R, HOPKINS W. D. (1993)).  
  Malgré les nombreuses publications qui s’accumulent depuis 130 ans sur l’architecture 
fonctionnelle de l’asymétrie du cerveau humain, les fondements biologiques de cette asymétrie 
sont encore peu connus (VALLORTIGARA G., ROGERS L. J., BISAZZA A. (1999)). Des 
asymétries physiques marquées du système limbique des Vertébrés inférieurs ayant de petits 
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cerveaux, et les os de certains Mammifères marins ayant de grands cerveaux, fournit une base 
pour la spéculation que les asymétries du prosencéphale est peut être répandue chez les 
Vertébrés. Les récentes avancées dans les neurosciences cognitives comparatives ont permis 
l’émergence de modèles animaux permettant de fournir des aperçus dans les origines évolutives 
et les mécanismes neuronaux(WALKER S.F (1980)). Les modèles animaux, en particulier le 
cerveau aviaire permet de mettre en évidence des interrelations génétiques, hormonales et 
environnementales qui produisent des asymétries neurales et comportementales. (SACKEIM 
H. H., GUR R. C., SAULY M. C. (1978))(SCHWABL H. (1993); SCHWABL H. (1996)) 
  On sait aujourd’hui que d’une même structure anatomique on peut avoir des fonctions 
différentes d’une espèce à l’autre. En effet, des singes ayant une section du corps calleux 
peuvent par exemple, quand la commissure antérieure est intacte, transférer des informations 
visuelles d’un hémisphère à l’autre alors que l’Homme ne le peut jamais. 
  Les différences recensées entre l’hémisphère cérébral droit et gauche chez de 
nombreuses espèces de Vertébrés a permis d’apporter un argument contre l’idée que la 
latéralisation soit une caractéristique unique spécifique de l’espèce humaine, associée à 
l’utilisation d’outils, au langage, à la conscience. La réponse asymétrique est parfois associée à 
une structure asymétrique du système nerveux central mais n’est pour la plupart du temps pas 
associée à une asymétrie structurelle (LESLEY J. ROGERS, (2002)).  
 
  En effet, d’un point de vue anatomique, étant donné les nombreux exemples de 
latéralisation chez les Vertébrés Inférieurs, comme les Poissons Téléostéens, il semblerait qu’il 
n’y ait aucune raison de penser que la latéralisation n’ait pas évolué avec les Vertébrés. Comme 
l’indique Andrew (ANDREW R. L, ROGERS, L. J. (2001)), le système nerveux des Vertébrés 
les plus anciens était fortement latéralisé. (BYRNES E.E, VILA POUCA C., BROWN 
C.(2016)). Des études prouvent que la latéralisation cérébrale chez les requins existe indiquant 
ainsi une latéralisation datant de 240 à 450 millions d’années. Depuis longtemps donc les 
Vertébrés présentaient une latéralisation structurelle, à ne pas associer par conséquent à une 
évolution adaptative à des tâches cognitives complexes. 
 
  Les recherches récentes sont en faveur de l’idée que des tâches qui requièrent des 
fonctions complémentaires induisent des asymétries comportementales au cours de l’évolution 
(DADDA M., BISAZZA A. (2006)). La division hémisphérique serait une propriété émergente 
lorsque le système doit exécuter des tâches complexes (MONAGHAN P., POLLMAN S. 
(2003)), seulement lorsque l’opération peut être divisée entre les deux hémisphères (BELGER 
A., BANICH M. T. (1998)). 
 
  Certains utilisent des concepts issus de la théorie mathématique des jeux pour 
argumenter que l’alignement de la latéralisation à l’échelle de la population constitue une 
émergente stratégie de l’évolution stable, c’est pourquoi ils émettent l’hypothèse que la 
structure de la latéralisation de la population résulterait de gènes spécifiant la direction des 
asymétries sélectionnées sous des pressions sociales (VALLORTIGA, GIORGIO (2006)). 
 
  On sait actuellement que l’asymétrie anatomique et fonctionnelle du cerveau précède 
l’interaction avec des informations de l’environnement et le développement cognitif. On ne sait 
toujours pas si les asymétries précoces du cerveau contribuent à renforcer la préférence 
d’utilisation d’une main ou à de meilleures compétences du langage (SUN T., WALSCH C.A 
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(2006)).  
 
  En tout cas la possession de capacités cognitives identiques aux Hommes chez les 
animaux n’est pas une condition nécessaire à l’apparition de la latéralisation hémisphérique. 
Une théorie émise par les chercheurs est celle de la théorie « du moindre effort » (WALKER 
S.F (1980)). Elle part de l’hypothèse que le développement des vocalisations soit associé avec 
la latéralisation. L’idée est que l’espace hémisphérique n’est pas utilisé si la compétence ne 
nécessite pas une application symétrique comme la locomotion par exemple, contrairement à la 
vocalisation. 
  Une autre théorie a été émise par des chercheurs qui suggèrent que l’hémisphère gauche 
soit plus développé et plus utilisé que l’hémisphère droit chez les Hommes. George L.Wolford 
a réalisé un test (GAZZANIGA, MICHAEL S., (1998)) : un individu doit deviner si un point 
lumineux apparaîtra en haut ou en bas d’un écran. L’expérimentateur règle la distribution de 
sorte que la lumière soit 80% du temps en haut, dans un ordre aléatoire. Voyant que la lumière 
se trouvait plus souvent en haut, les Hommes soumis à ce test tentent toujours de deviner 
indifféremment la prochaine localisation. A l’inverse des animaux soumis à ce test finissent par 
toujours choisir la localisation haute. Certains chercheurs y voient un parallèle avec 
l’hémisphère droit qui permet plutôt d’optimiser une situation plutôt que de chercher à la 
comprendre, alors que l’hémisphère gauche permet d’essayer de comprendre l’expérience, de 
tenir compte de la séquence à venir.  
  Des scientifiques ont aussi réalisé une expérience à travers laquelle on peut voir que 
l’hémisphère gauche humain peut ne pas résoudre une tâche, alors que ceux de souris en sont 
capables. A partir de ces observations, la théorie émise est celle que la latéralisation cérébrale 
soit liée à une perte de capacités (GAZZANIGA, MICHAEL S., (1998)). L’hypothèse est que 
des compétences de l’Homme comme le langage, se soit substituées à d’autres compétences du 
cerveau gauche. 
 
g. Bilan du modèle de spécialisation hémisphérique à travers l’étude des Vertébrés 
 
  La latéralisation opposée pour les comportements agressifs et pour les comportements 
alimentaires semble refléter une spécialisation hémisphérique pour le traitement perceptuel et 
pour la réponse immédiate. Il semble y avoir une tendance générale pour l’hémisphère gauche 
à traiter les informations basées sur des catégories et à permettre de considérer les décisions 
possibles avant de répondre, alors que l’hémisphère droit traite la nouveauté et l’immédiat, les 
caractéristiques non triées d’un stimulus et contrôle les réponses rapides (DADDA M., 
BISAZZA A. (2006)).  
  Finalement la scientifique Lesley Rogers, chercheuse reconnue dans le domaine de la 
latéralisation cérébrale, a fait ressortir un modèle général de la spécialisation hémisphérique 
chez les Vertébrés, à partir des études réalisées jusqu’à aujourd’hui. Pour ce faire elle a utilisé 
les études menées chez les Oiseaux, les Amphibiens, les Poissons, les Mammifères Primates et 
non-Primates dans les domaines de l’alimentation, la capture de proie, l’échappement à des 
prédateurs et les réponses de peur, les capacités de cartographie spatiale, l’attention et les 
réponses agressives (WALKER S.F (1980)). 
  Elle suppose que l’hémisphère gauche est préférentiellement impliqué dans le contrôle 
des réponses qui requièrent une évaluation des alternatives possibles avant de répondre. Pour 
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ce faire, il doit permettre d’inhiber la réponse jusqu’à ce que la décision appropriée soit prise. 
Cela inclut l’inhibition de réponses à des stimuli inappropriés et la direction des réponses à des 
stimuli appropriés. De même, l’utilisation de cet hémisphère chez les animaux serait à l’origine 
d’une concentration de l’attention sur des caractéristiques précises du stimulus permettant 
l’analyse des informations de façon séquentielle. 
  Elle suppose aussi que l’hémisphère droit est impliqué dans l’attention globale et le 
contrôle des réponses spontanées, sans inhibition, sans évaluer les alternatives possibles. Dans 
d’autres termes, l’hémisphère droit permet le contrôle des réponses intenses à des stimuli qui 
caractérisent les comportements propres aux espèces. Il est utilisé dans l’expression des 
émotions intenses. Il est aussi impliqué dans les tâches spatiales, la construction de la 
topographie mentale de l’environnement, le guidage de la locomotion. Il contrôle par exemple 
les comportements de fuite ou d’attaque. 
 
  Conclusion de Lesley Rogers sur le mode de fonctionnement permis par chacun des 
deux hémisphères au sein des Vertébrés (WALKER S.F (1980)) 
 
L’hémisphère gauche L’hémisphère droit 
Réponses avec considération préalable Réponses rapides 
Inhibition de la réponse immédiate Expression des émotions intenses, peur, fuite, 
agressivité 
Concentration de l’attention Attention globale, diffuse 
Analyse séquentielle Traitement de données parallèles 
 Attention sur les informations spatiales 
 Cartographie spatiale 
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II. Le principe de cohérence cérébrale 
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1. Résultats cliniques 
 
a. Etudes sur la méditation et la cohérence cérébrale  
 
  (TRAVIS F., ARENANDER A. (2006)) Le cortex frontal est considéré comme la 
structure neurale la plus haute hiérarchiquement en ce qui concerne l’intégration des 
informations externes, les états internes pour la représentation, l’organisation temporelle, 
l’exécution de tâches mentales complexes ainsi que des réponses comportementales aux défis 
de l’environnement (CASE R, (1992) ; FUSTER J. M. (1999)). Le cortex frontal est 
réciproquement connecté avec presque toutes les autres régions internes du cortex, et structures 
subcorticales (FUSTER J. M. (1993) ; FUSTER J.M. (2000)). Ce support de connectivité 
neurale étendu permet le fonctionnement des circuits frontaux responsables de l’attention, 
l’apprentissage, la mémoire de travail, la langage, le jugement, le raisonnement moral, les 
émotions, la conception du soi (DAVIDSON R. J.,  IRWIN W. (1999) ; KELLEY W. M., 
MACRAE C. N., WYLAND C. L., CAGLAR S., INATI S. (2002) ; SHALOM D.B (2000) ; 
VOGELEY K., KURTHEN M., FALKAI P., MAIER W. (1999)). Deux mesures 
électrophysiologiques sont utilisées pour caractériser le fonctionnement du lobe frontal. L’une 
d’entre elle est la mesure de la différence de puissance interhémisphérique appelée « asymétrie 
latérale », l’autre est la mesure du fonctionnement de la connectivité appelée « cohérence ». La 
cohérence quantifie la constance de phase dans une paire de signaux pour des bandes de 
fréquences spécifiques (NUNEZ P. L., WINGEIER B. M., SILBERSTEIN R. B. (2001)) 
(THATCHER R. W. (1992)). Elle est considérée comme une mesure de la connectivité du 
cerveau fonctionnel nécessaire à la formation et à l’intégration d’un réseau (NUNEZ P. L., 
WINGEIER B. M., SILBERSTEIN R. B. (2001)). Les valeurs basses de cohérence en EEG 
sont associées aux lésions de la matière blanche, à une baisse du flux sanguin cérébral 
(LEUCHTER A. F., COOK I. A., UIJTDEHARGE S. H., DUNKIN J., LUFKIN R. B., 
ANDERSONHANLEY C., ABRAMS M., ROSENBERG-THOMPSON S., O’HARA R., 
SIMON S. L., OSATO S., BABAIE A. (1997)), la schizophrénie (WADA 
Y.,NANBUY.,KIKUCHI M.,KOSHINO Y.,HASHIMOTOT.,YAMAGUCHI N.(1998)), la 
dépression (LEUCHTER A. F., COOK I. A., UIJTDEHARGE S. H., DUNKIN J., LUFKIN R. 
B., ANDERSONHANLEY C., ABRAMS M., ROSENBERG-THOMPSON S., O’HARA R., 
SIMON S. L., OSATO S., BABAIE A. (1997)) et le vieillissement (KAYAMA K., 
HIRASAWA H., OKUBO Y., KARASAWA A. (1997)). De hauts niveaux de cohérence sont 
associés à une maturation normale (THATCHER R. W., KRAUSE P. J., HRYBYK M. (1986)), 
des échanges d’informations (PETSCHE M., KAPLAN S., VON STEIN A., FILZ O. (1997) ; 
PFURTSCHELLER G.,  ANDREW C. (1999)) et la coordination fonctionnelle (GEVINS A. 
S., BESSLER S. L., MORGAN N. H., CUTILLO B. A., WHITE R. M., GREER D. S., ILLES 
J. (1989)) entre les régions du cerveau. Des recherches antérieures rapportent que 
l’augmentation de la cohérence frontale est associée avec une amélioration de l’intégration 
neurophysiologique (WALLACE R. K., MILLS P. J., ORME-JOHNSON D. W., DILLBECK 
M. C., JACOBE E. (1983)), la flexibilité cognitive (DILLBECK M. C., ORME-JOHNSON D. 
W., WALLACE R. K. (1981)), et la performance lors de tâches d’attention (TRAVIS F. T., 
TECCE J., ARENANDER A., WALLACE R. K. (2002)). La cohérence frontale a été 
positivement corrélée avec le raisonnement moral, la stabilité émotionnelle, et inversement 
corrélée avec l’anxiété. 
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  De récentes recherches ont étudié l’effet d’un programme de méditation sur le 
fonctionnement frontal à travers le marqueur de mesure de la cohérence cérébrale, grâce à des 
electroencéphalogrammes (EEG). Des EEG ont été enregistrés sur des sujets après 8 semaines 
de programme, ou sans pour le groupe contrôle. La recherche sur la méditation transcendantale 
(MT) rapporte que la cohérence frontale est supérieure au cours de la pratique, comparé à un 
repos yeux clos (DILLBECK M. C., BRONSON E. C. (1981) ; DILLBECK M. C., ORME-
JOHNSON D. W., WALLACE R. K. (1981) ; LEVINE P. (1976) ; TRAVIS F. T., TECCE J., 
ARENANDER A., WALLACE R. K. (2002) ; WALLACE R. K., MILLS P. J., ORME-
JOHNSON D. W., DILLBECK M. C., JACOBE E. (1983)); qu’elle augmente à de hauts 
niveaux dans les premières minutes et continue à de hauts niveaux au cours de la pratique 
(TRAVIS F, WALLACE RK. (1999)) ; enfin elle est supérieure pendant des tâches yeux 
ouverts chez des sujets ayant pratiqué pendant plusieurs années (LEVINE P. (1976) ; TRAVIS 
F. T., TECCE J., ARENANDER A., WALLACE R. K. (2002)). Même si la recherche sur la 
pratique de la MT a étudié des bandes d’EEG étroites (theta et alpha), de plus récentes 
recherches suggèrent que la cohérence sur de plus larges bandes de fréquences caractérise la 
pratique de la MT (TRAVIS F. T., TECCE J., ARENANDER A., WALLACE R. K. (2002)). 
Afin de comparer la sensibilité de ces mesures, une étude transversale et longitudinale a été 
menée sur les effets de la pratique de la MT sur la cohérence cérébrale frontale (TRAVIS F., 
ARENANDER A. (2006)). 
  Certaines recherches considèrent que la cohérence sur une large gamme de fréquences 
est un mécanisme qui permet le liage spatial des différentes activités séparées du cortex et la 
création de l’unité de l’expérience consciente (VARELA F, LACHAUX J-P, RODRIGUEZ E, 
MARTINERIE J (2001)). Dans cette étude, l’augmentation de la cohérence à travers une large 
gamme de fréquences d’EEG pourrait signaler un fonctionnement frontal exécutif plus intégré 
appelé « état complet du cerveau ». Une seconde conclusion (TRAVIS F., ARENANDER A. 
(2006)) est que la cohérence frontale sur une large gamme de fréquences au cours de tâches 
cognitives soit associée avec une amélioration de la fonction cognitive et de la santé mentale. 
 
b. Le concept de cohérence cérébrale et ses résultats cliniques chez l’Homme 
 
  Des recherches ont été réalisées sur les résultats cliniques de l’utilisation d’un système 
(PSYCH-K) qui permettrait de favoriser la cohérence cérébrale symétrique. Il a été utilisé par 
des psychiatres, psychologues (FANNIN J.L, WILLIAMS R.M (2011)), équipes de travail 
(FANNIN J.L , WILLIAMS R.M (2012)), coachs sportifs (FANNIN JL.(2012)), depuis 23ans. 
A partir de ces observations, l’hypothèse est que cet état cérébral serait optimal pour avoir de 
meilleurs raisonnements, de meilleures performances, de meilleurs échanges au sein d’une 
équipe de travail, de meilleures prises de décision. 
  Malgré le volume de données collecté, et 98% des cas étudiés présentant des 
modifications de performances statistiquement significatives, les chercheurs ne peuvent encore 
pas scientifiquement certifier le lien entre la cohérence cérébrale symétrique et ces divers 
changements. A l’heure actuelle ces résultats ont tout de même encouragé les scientifiques qui 
poursuivent les recherches. 
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2.  Mécanismes biologiques 
 
a. Les oscillations cérébrales 
 
  Un rythme cérébral désigne une oscillation électromagnétique dans une bande de 
fréquences donnée résultant de l'activité électrique cohérente d'un grand nombre de neurones 
du cerveau telle qu'on peut l'observer en électroencéphalographie (EEG). Ces ondes sont de très 
faible amplitude, elles sont de l'ordre du microvolt (chez l'être humain) et ne suivent pas 
toujours une sinusoïde régulière.  
 
  Denis Schwartz du Laboratoire de Neurosciences cognitives et imagerie cérébrale 
(LENA) à Paris explique que le cerveau a deux modes de fonctionnement : la ségrégation où 
chaque aire corticale est spécialisée dans un traitement de l’information particulier et 
parcellaire, et un mode de coopération où les aires interagissent entre elles pour aboutir à un 
comportement intégré. Cette coopération se fait par l’établissement de « liens dynamiques » 
entre ces aires et est révélée par les signaux MEG (magnétoencéphalogaphie) et EEG 
(électroencéphalographie) : les courants neuronaux se synchronisent pour former des 
assemblées neuronales transitoires, émergentes et synchrones. 
  Depuis plusieurs années, une hypothèse de travail propose que la coopération à 
l’intérieur et entre les aires cérébrales impliquées dans un même processus pourrait s’appuyer 
sur la synchronisation dynamique des populations neuronales sous-jacentes sur un mode 
oscillatoire en particulier dans les gammes de fréquences beta et gamma (20-150 Hz) 
(GARNERO L. (2009)).   
  Les activités oscillatoires peuvent être limitées à des aires sensorielles de bas-niveau 
(synchronisation locale) ou encore distribuées sur des réseaux plus étendus pour des processus 
de plus haut niveau (interactions à longue distance). Les processus mentaux sont connus pour 
activer des réseaux épars de structures cérébrales spécialisées. Bien que les techniques de neuro-
imagerie fournissent des images de plus en plus précises de ces réseaux dans diverses situations 
sensorielles et cognitives (PORRO C.A, LUI F., FACCHIN P., MAIERON M., BARALDI P., 
(2004)), les mécanismes neuronaux sous-tendant leur dynamique d’activation et d’interactions, 
sont encore mal connus. 
 
  L’approche temps-fréquence par décomposition en ondelettes présente un intérêt 
évident pour étudier ces activités. Toutefois, des développements méthodologiques sont encore 
nécessaires pour avancer dans la description et la compréhension de l’ensemble des interactions 
neuronales, telles qu’elles peuvent être appréhendées par l’électrophysiologie SEEG-EEG-
MEG (Stéréo-encéphalographie-Electroencéphalographie-Magnétoencéphalographie). 
 
b. L’émergence d’un nouveau modèle de communication par cohérence inter-
neuronale 
 
  La communication des neurones est liée aux propriétés intrinsèques des neurones mais 
aussi à la coopération complexe de plusieurs neurones formant des réseaux. En effet, si les 
études in vitro ont montré que certains neurones sont capables de décharger de façon rythmique 
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isolément, l’enregistrement de neurones in-vivo dans un cerveau intact montre moins d’auto-
rythmicité. Le comportement de décharge des neurones au sein des populations neuronales 
intactes est largement dépendant de mécanismes liés à l’organisation des réseaux de neurones 
(COHEN I, MILES R (2000)). Il a été montré que les réseaux contenant à la fois des éléments 
excitateurs et inhibiteurs peuvent s’auto-organiser et générer des propriétés électriques 
complexes (SHU Y, HASENSTAUB A, McCORMICK DA (2003)).  Le nouveau modèle de 
communication par cohérence est important. En effet, on a jusqu’à aujourd’hui considéré que 
le codage du message neural était basé sur la décharge neuronale. Celui-ci s’est avéré insuffisant 
car l’efficacité de la communication neuronale pourrait dépendre d’un mécanisme de groupage 
des potentiels d’action en bouffées, à la fois à l’échelon du neurone isolé et à celui de la 
population (SALINAS E., SEJNOWSKI T. J. (2001)). La communication est supportée par la 
synchronie oscillatoire et la cohérence entre les groupes de neurones envoyeur et groupes de 
neurone cible. L’argument central de cette théorie est que les groupes neuronaux activés ont 
des propriétés oscillatoires intrinsèques. Ces oscillations constituent des fluctuations de 
l’excitabilité qui affectent non seulement la sortie du groupe neuronal, mais aussi sa sensibilité 
aux entrées. Ainsi, les oscillations d’un groupe neuronal ouvrent et ferment rythmiquement les 
portes de la communication. Il est ainsi évident que différents groupes de neurones peuvent 
communiquer effectivement entre eux seulement si l’ouverture rythmique de la communication 
est coordonnée entre les groupes. L’efficacité de la communication entre deux groupes 
neuronaux dépend dès lors de la synchronisation de la sortie du groupe "envoyeur" avec l’étroite 
fenêtre d’excitabilité du groupe "receveur"(JUNG J., (2006)).  
  D’un point de vue physique des principes fondamentaux expliquent aussi cet état de 
cohérence cérébrale (FANNIN J.L , WILLIAMS R.M (2012)). Il s’agit en fait d’un état 
énergétique particulier. En physique, la cohérence est une propriété d’onde qui permet une 
interférence stationnaire. Plus précisément, deux ondes sont dites cohérentes si leurs phases 
relatives sont constamment en phase (le sommet de chacune se déplace dans la même direction 
en même temps). Une composante supplémentaire de cet état est que des interférences peuvent 
être constructives, c’est le cas dans la cohérence, mais aussi destructrices. En effet deux ondes 
qui interfèrent peuvent créer une onde de plus grande amplitude lorsqu’elles sont en phase ; ou 
une onde de plus petite amplitude si ce n’est pas le cas. L’annulation dans le cas d’interférences 
négatives est virtuelle car une onde ne peut pas avoir d’énergie négative. Le degré de cohérence 
est mesuré par l’interférence visible. Permettre aux ondes énergétiques d’être dans un état 
optimal est relié par certaines études à une meilleure capacité de raisonnement (CRICK F., 
KOCH C. (1990) ; FANIN J.L, WILLIAMS R. (2012), ; FANNIN J.L (2012) , WILLIAMS 
R.M (2012)) . 
 
c. La question du liage dans le fonctionnement cérébral 
 
  Une des grandes questions des neurosciences est appelée « le problème du liage » 
(ENGEL AK, SINGER W (2001) ; SINGER W (1999) ; VARELA F, LACHAUX J-P, 
RODRIGUEZ E, MARTINERIE J (2001)). Ce problème concerne la façon dont différents 
éléments qui sont codés par des circuits cérébraux distincts sont combinés pour aboutir à une 
perception cohérente, puis la prise de décision, et la mise en action. Selon Béla Julesz (JULESZ 
B.(1994)), ce qui donne le sentiment d’unité à un objet et à une figure est la cohérence spatiale 
et temporelle de ses parties. Toutefois, tous les attributs d’un objet ne sont pas toujours présents 
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en même temps, et la reconnaissance d’un objet dépend de la complétion d’un pattern incomplet 
avec les connaissances antérieures issues de l’expérience passée. Ces propriétés sont traitées 
dans des modules séparés du cortex, et l’enjeu est de comprendre comment elles sont 
regroupées pour former une représentation cohérente. D’un point de vue neurophysiologique, 
l’essence du problème est de comprendre comment des populations neuronales distantes codant 
des attributs différents plus ou moins complexes donnent naissance à une représentation unique 
cohérente.   
  Ce problème fait entièrement parti des questions appartenant à l’étude mécanismes de 
la prise de décision. Antonio.R.Damasio en parle dans son livre L’erreur de Descartes : arriver 
à une décision demande de posséder des informations relevant de toutes sortes de domaines, et 
d’être en mesure de leur appliquer certaines stratégies de raisonnement. Les informations en 
question doivent porter sur les choses, les personnes et les situations rencontrées dans le monde 
externe. Mais dans la mesure où les décisions dans les domaines personnels sociaux sont 
inextricablement liées à la survie, ces informations doivent aussi comprendre des données 
concernant la régulation de l’organisme en tant que tout. Les stratégies de raisonnement, quant 
à elles, doivent envisager des objectifs à atteindre, des séries d’actions alternatives, des 
prédictions sur l’avenir, des programmes d’application des décisions sur des échelles de temps 
plus ou moins vastes. Deuxièmement, les processus d’expression et de perception des émotions 
font partie des mécanismes neuraux desservant la régulation de l’organisme, lesquels 
comprennent notamment des mécanismes homéostasiques, des instincts et des pulsions. 
Troisièmement, étant donné la façon dont est organisé le cerveau, les informations nommées 
ci-dessus dépendent de nombreux systèmes neuraux siégeant dans les régions cérébrales 
relativement séparées, et non pas dans une seule. Une grande partie de ces informations est 
rappelée à la mémoire sous la forme d’images distribuées entre de nombreux sites cérébraux, 
et non pas en un seul. Bien que nous ayons l’impression d’un seul théâtre mental pour ces 
images, des données récentes indiquent que celui-ci est formé de nombreuses parties distinctes. 
C’est probablement la relative simultanéité des processus se déroulant à leurs différents niveaux 
qui conduit à une impression d’unité. Quatrièmement, puisque les informations ne peuvent être 
rappelées à la mémoire que sous forme distribuée, en des sites relevant de nombreux systèmes 
parallèles, les stratégies de raisonnement ne peuvent leur être appliquées que si leurs 
représentations y sont maintenues présentes pendant des périodes de temps prolongées (au 
minimum, plusieurs secondes). En d’autres termes, les images sur lesquelles nous raisonnons 
(images d’objets spécifiques, schémas d’actions et diagrammes de relations, ainsi que leur 
traduction sous forme de mots) doivent non seulement occuper le centre du champ mental, ce 
qui est obtenu grace aux mécanismes neuraux de l’attention, mais doivent y être maintenues 
plus ou moins longtemps, ce qui est obtenu grace aux mécanismes d’une mémoire de travail 
perfectionnée afin que les informations puissent être manipulées durant une certaine période de 
temps. 
 
d. L’influence du contexte mental dans les messages neuraux 
 
  Les théories classiques voient le cerveau comme un système passif, dirigé par les stimuli 
externes ne créant pas de signification activement par lui-même. Dans ces théories, le traitement 
sensoriel est considéré principalement comme une extraction séquentielle et une recombinaison 
d’attributs, conduisant à une reconstruction véridique des propriétés des objets. En 
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conséquence, la perception délivre un « modèle du monde » qui procure une connaissance 
générale de l’environnement externe, indépendante du contexte. 
  Ces approches classiques se sont centrées sur un traitement sériel dit « bottom-up » dans 
des architectures neuronales hiérarchiquement organisées. Ces concepts ont reçu un support 
considérable des études électro-physiologiques portant sur les neurones isolés, mais des 
données récentes indiquent que le cerveau est en fait un système beaucoup plus actif et adaptatif. 
Ainsi, les approches actuelles soulignent la relation intime entre la cognition et l’action qui est 
apparente dans les interactions du cerveau et les dynamiques riches des réseaux de neurones. 
Dans ce contexte, la cognition n’est plus construite sur des modèles du monde « universels » et 
indépendants du contexte, mais elle est sujette à des contraintes imposées par un changement 
perpétuel de l’environnement. En accord, les fonctions cognitives dépendraient du 
comportement cohérent de larges populations neuronales qui sont dynamiquement liées. En 
opposition aux traitements « bottom-up », le concept de traitements « top-down » fait référence 
au fait que de nombreux aspects de la cognition et du comportement ne sont pas dirigés par les 
stimuli de manière réflexe, mais sont dans une large mesure basés sur des anticipations issues 
d’expériences antérieures (FREGNAC Y. (2009) ; SIGNORET C. (2010)).  
  Les processus appelés « bottom-up » ou « topdown » modulent les activités oscillatoires 
générées par un stimulus. En effet, la perception peut être facilitée ou dépendante de la 
mémoire, et on distingue ces deux grands processus perceptifs. L'approche directe est appelée 
processus de « bottom-up » : (SINCERO A.M (2013)) l'environnement s'impose aux 
connaissances. Lorsque l'on perçoit pour la première fois un stimulus, seules les informations 
de l'environnement sont prises en compte pour se former une représentation mentale. Celle-ci 
peut par ailleurs être stockée par la suite en mémoire. Par exemple : un jeu d'image, avec une 
image dans laquelle est cachée un objet : la première fois que nous voyons l'image, nous ne 
percevons que ce qu'elle renvoie, et nous entamons un processus de recherche visuelle pour 
trouver l'objet. Une fois que celui-ci est trouvé, nous l'avons en mémoire. L'approche indirecte 
dite « top-down » a lieu lorsque les connaissances s'imposent à l'environnement : dans 
l'exemple précédent, si l'on nous présente à nouveau l'image, nous trouvons tout de suite l'objet 
caché. Or l'image n'a pas changée. La seule chose qui puisse expliquer que nous la percevons 
tout de suite, est la représentation que nous avions préalablement mise en mémoire. C'est bel et 
bien la mémoire qui influence nos perceptions.  
 
  Il a été montré à de nombreuses reprises que le taux de décharge neuronale et le profil 
des réponses pouvait changer sous l’influence de l’attention, de la mémoire de travail et du 
contexte comportemental. Les modulations des réponses liées à l’attention sélective sont 
probablement les plus étudiées. De nombreuses études, utilisant des enregistrements unitaires 
ou l’imagerie fonctionnelle, ont établi que les fluctuations de l’attention peuvent influencer les 
niveaux d’activation neuronale : l’attention favorise les réponses pour les localisations ou 
attributs attendus, et supprime les réponses pour les stimuli non attendus (DESIMONE R.,  
DUNCAN J. (1995) ; KASTNER S., PINSK M. A., DE WEERD P., DESIMONE R., 
UNGERLEIDER L. G. (1999)). Cet effet modulateur de l’attention est présent dès les cortex 
sensoriels primaires. Les études en imagerie fonctionnelle ont indiqué que l’attention peut 
également moduler l’entraînement que des populations neuronales d’une région corticale 
exercent sur les cellules d’une autre région (BÜCHEL C1, FRISTON KJ. (1997)). En 
complément de l’attention, d’autres facteurs top-down peuvent moduler les taux de décharge 
neuronale comme la familiarité avec le stimulus (MILLER E. K., COHEN J. D. 
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(2001))(HAENNY P.E , SCHILLER P.H, (1988)). Néanmoins, cet effet sur le taux de décharge 
des neuronales ne résume pas tout. Il existe de plus en plus d’études montrant que les effets 
modulateurs top-down peuvent influencer non seulement les taux de décharge neuronale, mais 
également la structure temporelle des réponses neuronales. 
 
  Jusqu’à présent les mécanismes évoqués pour expliquer et comprendre la fonction de 
cohérence cérébrale ont été étudiés et liés au cortex cérébral. Cependant d’autres résultats 
expérimentaux illustrent que le liage des évènements n’est pas cortical mais plutôt 
thalamocortical (LLINAS R., PARE D (1991)). Alain Berthoz a fait une énumèration les 
pathologies de la prise de décision (BERTHOZ A. (2008)). La première pathologie considérée 
est la commissurotomie inter hémisphérique, qui supprime les informations transmises par le 
corps calleux, décrite par Sperry. Les patients ont alors des difficultés dans certains processus 
de décision mais J. Sergent montre que certains sont capables de prendre des décisions dans des 
tâches cognitives de haut niveau. Elle propose qu’en réalité les deux hémisphères puissent 
dialoguer par l’intermédiaire de voies sous-corticales. La coordination entre les aires corticales 
est en effet réalisée par des relais thalamiques et non par des voies cortico-corticales. Des 
scientifiques de l'Institut de neurosciences cognitives et intégratives d'Aquitaine (INCIA, 
CNRS/Université de Bordeaux) ont découvert qu'une zone du cerveau située dans le thalamus 
joue également un rôle capital dans la mise en œuvre d’aptitudes évoluées dans les prises de 
décision. Menés chez le rat, ces travaux sont publiés le 23 septembre 2015 dans The Journal of 
Neuroscience (ALCARAZ F., MARCHAND A.R, VIDAL E., GUILLOU A., FAUGERE A., 
COUTUREAU E., WOLFF M. (2015)). 
 
  Ces dernières années, les études ont montré que l’activité électrique cohérente dans le 
cortex a un rapport avec la fonction de résonance en relation avec la pensée consciente (CRICK 
F., KOCH C. (1990)). En 1993, Singer propose que la cohérence des évènements a lieu au 
niveau du cortex(SINGER W. (1993)). L’utilisation de la magnétoencéphalographie (MEG) 
indique que cette activité est réalisée grâce à la résonance entre les structures thalamiques et 
corticales dans des gammes de fréquences gamma, souvent centrées autour de 40Hz (LLINAS 
R. R. (1988)). La résonance thalamocorticale est une explication possible de la cohérence de 
perception dans le cerveau et de sa capacité à supporter des évènements synchronisés dans des 
régions cérébrales éloignées. Elle permet donc la synchronisation des activités neurales entre 
les différentes régions du cortex. Il a aussi été montré que l’activité dans les colonnes de 
résonance thalamocorticales lie un contexte mental et un environnement extérieur, ce qui génère 
une expérience cognitive (FANNIN J.L , WILLIAMS R.M (2012)).  
 
e. La boucle thalamo-corticale 
 
  Comme nous l’avons vu les systèmes sensoriels sont continuellement confrontés à un 
flux continu d'information.  Cette information peut être traitée d'une manière continue à chaque 
instant dans le temps, mais la perception peut aussi fluctuer entre des périodes favorables et 
moins favorables (BUSCH N. A., DUBOIS J., VANRULLEN R. (2009)) . Les oscillations en 
cours de façon spontanée dans le cerveau peuvent contribuer à cette modulation temporelle du 
traitement de l'information, car elles affectent le champ électrique local et l'excitabilité 
intrinsèque des populations neuronales (ALTWEGG-BOUSSAC T. (2015) ; SIROTA A., 
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MONTGOMERY S., FUJISAWA S., ISOMURA Y, ZUGARO M, BUZSA’KIG (2008)).   
Plus précisément, les variations toniques de la puissance des rythmes spontanés du cerveau dans 
certaines bandes de fréquences, sont connues pour accompagner les changements d’amplitude 
de réponse des neurones (SAUSENG P, KLIMESCH W, STADLER W, SCHABUS M, 
DOPPELMAYR M, HANSLMAYR S, GRUBER WR, BIRBAUMER N (2005) ; WORDEN 
MS, FOXE JJ, WANG N, SIMPSON GV (2000)), l'état attentionnel (BABILONI C, 
BRANCUCCI A, DELPERCIO C, CAPOTOSTO P, ARENDT-NIELSEN L, CHEN ACN, 
ROSSINI PM (2006) ; THUT G, NIETZEL A, BRANDT SA,PASCUAL-LEONE A A (2006)), 
et la performance perceptive (BARRAL J. (2013) ; STERIADE M (2000) ; STERIADE, 
MIRCEA (1997) ; WOMELSDORF T, FRIES P, MITRA PP, DESIMONE R (2006)). Les 
oscillations ne sont pas seulement caractérisées par leur puissance, mais aussi par leur phase 
instantanée. La phase oscillante à une fréquence donnée reflète les fluctuations cycliques de 
l'excitabilité d'un réseau qui se produisent à des échelles de temps beaucoup plus courtes que 
les variations de la puissance oscillatoire à la même fréquence (BISHOP G.H (1932) ; 
KLIMESCH W, SAUSENG P, HANSMAYR S (2007) ; MONTEMURRO MA., RASCH M.J, 
MURAYAMA Y, LOGOTHETIS NK, PANZERI S (2008)). Les effets de phase permettent de 
mieux comprendre le fin codage de l'information sensorielle. En effet, les oscillations affectent 
la perception. Des expériences d'EEG et d’études psychophysiques (JONES MR, MOYNIHAN 
H, MACKENZIE N, PUENTE J (2002)) ont pu le démontrer jusqu'à présent pour les fréquences 
lentes (c.-à-d., Les fréquences <2 Hz).  
  Les propriétés résonantes des neurones expliquent qu’ils répondent plus efficacement 
aux entrées ayant certaines fréquences des oscillations cérébrales. Ces caractéristiques liées à 
la résonance permettent aux neurones de sélectionner leurs entrées en fonction de leurs propres 
caractéristiques fréquentielles intrinsèques. Ce principe de résonance est un principe important 
pour la compréhension du rôle de la boucle thalamo-corticale dans la coincidence temporelle 
entre des évènements sensoriels externes et un contexte mental donné qui permet d’aboutir à 
une perception. 
  La résonance thalamocorticale est un mécanisme important à l’heure actuelle car il 
semblerait être une explication pour la cohérence de la perception dans le cerveau.  
 
Détails du fonctionnement de la boucle thalamo-corticale 
 
  Les axones du réseau neuronal du système thalamocortical sont de plusieurs sortes 
(LLINAS, RODOLFO, (2002)) : il existe des neurones dits thalamocorticaux, connectés aux 
couches corticales et à des neurones thalamiques réticulaires. Ces neurones dits réticulaires sont 
une deuxième sorte de neurones. Ils possèdent des propriétés oscillatoires intrinsèques, sont 
capables d’inhiber l’activité thalamocorticale par leur connections aux neurones 
thalamocorticaux et sont connectés aux couches corticales mais ont également de nombreuses 
autres connections. 
  La boucle thalamocorticale commence avec les oscillations des cellules thalamiques 
(LLINAS R. (2003)). Ces cellules reçoivent des informations sensorielles du corps ainsi que 
des retours informationnels des réseaux cérébraux corticaux. Les informations des structures 
corticales concernant les évènements extérieurs, les informations sensorielles, sont référées au 
thalamus comme informations spécifiques par les nuclei thalamiques « spécifiques ». En même 
temps, des informations non spécifiques procurent des éléments sur le contexte cérébral interne 
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et rentrent par les nuclei dits « non spécifiques ». Les deux types de neurones ont des synapses 
sur les cellules pyramidales corticales qui intègrent le signal. De cette manière les informations 
externes sont introduites dans un contexte cognitif particulier. Le thalamus joue le rôle de 
processeur et de directeur de flux d’informations dans la perception sensorielle. 
  La coincidence temporelle pourrait donc bien avoir lieu à travers ce mécanisme par 
l’intégration aux cellules pyramidales corticales des messages procurés simultanément par les 
deux sortes de nuclei thalamiques. 
  Des études ont montré que la résonance thalamocorticale suite à la stimulation des 
neurones thalamocorticaux induit la formation de régions cohérentes de même activité 
électrique à travers les couches verticales du cortex (LLINAS R., RIBERY U., CONTRERAS 
D. , PEDROARENA P., (1998)). Le regroupement des cellules corticales activées se forme 
bien à partir de l’activation des cellules thalamiques. Plusieurs boucles thalamocorticales ont 
lieu simultanément à travers différentes régions du cortex et c’est cette capacité à supporter des 
évènements synchronisés à grande échelle entre des régions du cerveau éloignées qui pourrait 
permettre une perception cohérente (LLINAS R., RIBERY U., CONTRERAS D., 
PEDROARENA P., (1998)).  
  Pour résumer, les neurones spécifiques du thalamus servent à introduire les informations 
sensorielles à une boucle auto-entretenue d’informations relayées par les neurones non 
spécifiques à propos de l’état cérébral du moment, et ceci simultanément à travers plusieurs 
régions cérébrales. Ce mécanisme pourrait expliquer la cohérence temporelle des diverses 
informations internes ou externes qui aboutissent à une perception. 
  On peut noter que la magnétoencéphalographie a été utilisée pour montrer que lors de 
la perception consciente, les bandes de fréquence gamma et la résonance thalamocorticale ont 
lieu ensemble de façon proéminente. L’absence de ces bandes de fréquence gamma à l’inverse 
est corrélée avec des états non conscients (LLINAS R., RIBERY U., CONTRERAS D., 
PEDROARENA P., (1998)) (SERGENT C., BAILLET S., DEHAENE S (2005)). 
 
f. La complexité des facteurs pouvant modifier la perception, quelques illustrations  
 
  De récentes études suggèrent que les traits de personnalité n’affectent pas simplement 
notre façon de voir la vie, mais la façon de percevoir la réalité. Même si les psychologies 
commencent à peine à définir le concept de “personnalité”, qui est une importante 
caractéristique de l’identité individuelle, certaines études sont en faveur de cette suggestion 
(ANTINORI A, CARTER O.L, SMILIE L.D, (2017)). 
 
  Une étude publiée en 2017 dans le Journal of Research in Personality suggère que 
l’ouverture d’esprit change ce que les gens peuvent voir de leur environnement. 123 volontaires 
ont passé un test de personalité mesurant l’extroversion, l’agréabilité, la conscienciosité, le 
neuroticisme et l’ouverture aux nouvelles experiences. Le dernier trait de personalité implique 
la créativité, l’imagination et la volonté d’essayer de nouvelles choses. 
  Ils ont ensuite fait le test du phénomène de perception visuelle appelé “rivalité 
binoculaire”. Ce phénomène a lieu lorsqu’ à chaque oeil est presentée une image différente. 
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Dans ce cas, un patch rouge devant un oeil et un vert devant l’autre. La plupart des personnes 
se baladent entre les deux images incompatibles, car le cerveau ne peut en percevoir qu’une 
seule à la fois. Mais certaines personnes mélangent les deux images en un patch vert et rouge 
unifié. Les participants qui ont obtenus les plus hauts scores d’ouverture d’esprit sont ceux qui 
ont le plus perçus l’image combinée. 
  Selon les chercheurs, cela est logique car l’ouverture d’esprit est liée à la créativité. 
Dans la discussion de cet article, la caractérisation suggérée de cette abilité à combiner deux 
images est celle de “solution créative” à un problème où deux stimuli sont incompatibles. 
  L’auteur de cette étude Anna Antinori explique que l’on est constamment en train de 
filtrer les informations sensorielles pour se concentrer. Et cela determine ce que l’on perçoit. 
La “porte” qui laisse passer les informations atteignant la conscience pourait avoir différents 
niveaux de flexibilité. 
 
  Bien que la recherche suggère que la personnalité affecte la façon dont on filtre nos 
expériences conscientes, le processus n’est pas encore tout à fait clair. Il y a aussi des preuves 
en faveur du fait que les traits de personnalité ne soient pas fixés. En effet une étude montre 
que la méditation affecte la rivalité binoculaires (CARTER OL, PRESTI D.E , 
CALLISTEMON C., UNGERER Y., LIU G.B, PETTIGREW J (2005)), et que l’entrainement 
peut render les personnes plus ouvertes à de nouvelles experiences. 
  Les mécanismes qui expliquent comment se forme la personnalité et ses conséquences 
sont toujours méconnus. Cependant de nombreuses études suggèrent que notre personnalité 
affecte notre façon d’expérimenter notre monde plus que l’on ne le réalise.  
  Une étude apparue plus tôt montre aussi que les personnes ayant une plus grande 
ouverture d’esprit ont moins de chance d’expérimenter ce qui est appelé la “cécité 
d’inattention” (KREITZ C ,SCHNUERCH R, GIBBONS H, MEMMERT D. (2015)). Ce 
phénomène visuel a lieu lorsque les personnes se concentrent sur une caractéristique d’une 
scène et ne voient pas quelque chose d’évident, comme lors du test du gorille invisible 
(CHABRIS C., SIMONS D ; vidéo disponible: “www.theinvisiblegorilla.com/videos.html,”). 
Dans ce test la consigne donnée aux participants est de regarder attentivement une vidéo où 
deux équipes de joueurs de basket, l’une habillée en blanc, l’autre en noir, se lancent un ballon, 
et de compter le nombre de passes entre les membres de l’équipe des blancs. Pendant la partie, 
une personne déguisée en gorille traverse la scène de droite à gauche. On demande ensuite aux 
participants combien de passes ils ont comptées et s’ils ont vu quelque chose qui sortait de 
l’ordinaire. Environ 50 % d’entre eux n’ont pas vu passer le gorille. 
  Ce test illustre la limite de nos ressources attentionnelles : quand nous effectuons une 
tâche qui requiert toute notre attention, comme de compter le nombre de passes du ballon, nous 
pouvons difficilement prendre en compte un stimulus inattendu, comme le passage du gorille. 
Ce phénomène cognitif est connu sous le nom de « cécité d’inattention ». 
  Ce phénomène pourrait-il avoir des conséquences sérieuses et même graves ? Cette 
question a conduit des chercheurs en psychologie à imaginer un test destiné à des professionnels 
expérimentés, qui ont passé des années à perfectionner leur capacité à détecter des anomalies 
dans des images particulières, telles que des radiographies (TRAFTON D., MELISSA L.-H. 
Võ , WOLFE J.M., (2013)). Dans une étude publiée  vingt-quatre radiologues expérimentés, et 
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vingt-quatre volontaires naïfs, non expérimentés, devaient détecter des nodules pulmonaires 
présents sur une série de radiographies des poumons de cinq patients atteints d’un cancer. La 
consigne donnée était de cliquer avec la souris sur chaque nodule. Chaque radiographie 
présentait une dizaine de nodules. La photographie d’un gorille minuscule, mais faisant 
quarante-huit fois la taille d’un nodule, avait été insérée en haut et à droite de la dernière image. 
Tous les radiologues ont bien détecté les nodules, mais vingt sur vingt-quatre n’ont pas vu le 
gorille. Les psychologues ont enregistré les mouvements oculaires des médecins pendant qu’ils 
observaient les radiographies. L’eye-tracking (l’enregistrement du mouvement des yeux) a 
montré que ceux qui avaient raté le gorille avaient bien regardé l’endroit où il était placé, mais 
sans le voir. Quand, après l’épreuve, on leur a demandé s’ils voyaient le gorille, tous ont dit 
« oui ». 
  Si des radiologues ont vu le gorille sur la radio : « C’est probablement parce que leur 
capacité d’attention complète n’est pas absorbée par la tâche principale, à laquelle ils sont 
habitués », selon l’Association for Psychological Science. Ainsi, même des professionnels 
expérimentés, opérant dans leur domaine d’expertise, peuvent être vulnérables à la cécité 
d’inattention. 
  Cette étude montre que lorsque notre attention est concentrée sur une seule chose, il peut 
nous arriver de ne pas remarquer d’autres choses même très évidentes dans notre champ de 
vision. On peut ne pas voir ce que l’on est pourtant en train de regarder. 
  La « leçon du gorille » est contre-intuitive : nous croyons que c’est par manque 
d’attention que nous ne voyons pas quelque chose, alors que c’est au contraire parce que nous 
sommes trop attentifs à une chose que nous n’en voyons pas une autre. L’autre surprise, c’est 
que nous croyons que notre attention sera alertée lorsque quelque chose d’insolite surgira dans 
notre champ de vision. Or même un gorille, ou sa photographie, peuvent passer inaperçus. 
 
g. Etats mentaux : les différentes fréquences cérébrales et leur lien avec la résolution 
d’un problème chez l’Homme 
 
 
 Les ondes cérébrales sont modifiées par des stimuli externes et sont le reflet de 
processus internes de l’activité cérébrale. 
 
  Les résultats d’une étude (BASAR E, BASAR-EROGLU C, KARAKAS S, 
SCHURMAN (2001)) dans plusieurs laboratoires montrent qu’il est impossible d’assigner une 
seule fonction à un type d’activité oscillatoire. Ces oscillations ont de multiples fonctions. En 
plus de la fréquence et du site des oscillations, plusieurs autres paramètres existent comme 
l’amplitude, le délai d’arrivée de la réponse, l’angle de phase, la durée des oscillations. 
  L’hypothèse de cette étude est que les fonctions complexes et intégratives du cerveau 
se manifestent dans la superposition de plusieurs oscillations. Elle suggère que les stimuli 
complexes (comme par exemple la présentation de la photo d’un visage famillier qui reprend 
une expérience connue dans le domaine de la recherche sur les ondes cérébrales, nommée « Is 
grandmother an oscillation ? » (STRYKER M.P. (1989)) induisent des oscillations multiples, 
en parallèle ou surimposées, distribuées dans des réseaux avec des degrés d’intensité, des 
synchronisations, des durée et des délais variés. 
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  S’il a été montré que, à la différence d’une photo d’un inconnu ou d’un stimulus 
lumineux, la reconnaissance d’une photo d’un visage familier pouvait induire des modifications 
des ondes cérébrales, certaines expériences permettent de supposer que les ondes cérébrales 
sont aussi liées aux processus cognitifs internes. 
  Dans une série d’expériences (JUNG-BEEMAN M., BOWDEN E.M, HABERMAN J., 
FRYMIARE J.L ,  ARAMBEL-LIU S., GREENBLATT R, REBER P.J, KOUNIOS J (2004)) 
(CAO Z, LI Y, HITCHMAN G, QIU J, ZHANG Q., (2015) ; GALLOTTO S., SACK A.T, 
SCHUHMANN T., DE GRAAF T. A. (2017)), des chercheurs ont utilisé de l’imagerie par 
résonance magnétique fonctionnelle et des électroencéphalogrammes afin d’étudier l’activité 
neurale de personnes pendant qu’elles résolvent un problème d’observation. Les résultats 
montrent, dans la zone fonctionnelle permettant de résoudre la tâche en question, une 
diminution importante de l’activité des ondes cérébrales lentes Alpha juste avant l’apparition 
brutale d’ondes Gamma observable 0,3 secondes avant la résolution du problème. Ces 
observations suggèrent que le cerveau abaisse l’activité électrique Alpha des neurones dans la 
zone concernée, l’attention est abaissée focalement, juste avant la prise de conscience 
caractérisée par les ondes Gamma. 
 
 La classification des fréquences des ondes cérébrales 
 
  Depuis les premières découvertes de Hans Berger qui a mis en évidence les premières 
ondes cérébrales, les activités oscillatoires ont été documentées dans le cerveau des 
Mammifères et dans des gammes fréquentielles très larges recouvrant des oscillations très 
lentes ayant des périodes de plusieurs minutes jusqu’à des oscillations très rapides atteignant 
600 Hz (BUZSAKI G., DRAGUHN A. (2004)). Une taxonomie fonctionnelle de ces rythmes 
cérébraux n’est apparue que tardivement. La première classification, introduite par les experts 
de la Fédération Internationale des Sociétés pour l’Electroencéphalographie et la 
Neurophysiologie Clinique en 1974, a été motivée par des considérations cliniques 
pragmatiques. Suivant la tradition de Berger, les rythmes cérébraux découverts depuis lors ont 
été dénommés avec des lettres grecques, et les limites entre les différentes bandes de fréquences 
ont été dessinées arbitrairement :  
  δ = 0.5-4 Hz ;θ = 4-8 Hz ; α = 8-12Hz ; β = 12-30 Hz ;γ > 30 Hz  
  Les frontières entre ces différents rythmes ont été établies par nécessité, puisque les 
mécanismes et l’indépendance de ces différents patterns oscillatoires étaient largement 
inconnus à cette date.  
  Bien que la classification internationale conserve une importance pratique, elle regroupe 
potentiellement des activités ayant des significations fonctionnelles différentes suivant les 
structures cérébrales et les espèces concernées (JUNG J. (2006) ; SHAKSHI, JASWAL R. 
(2016)). 
 
  Les états mentaux spécifiques sont associés à la gamme de fréquences de l'activité 
oscillatoire la plus importante. Les recherches en neuroscience de la cognition considèrent l’état 
cérébral comme un aspect très important dans les performances lors de la résolution d’une 
tâche. Les oscillations cérébrales jouent un rôle majeur dans les communications fonctionnelles 
du cerveau en relation avec la mémoire et les fonctions intégratives notamment. Une telle 
intégration existe à travers un certain nombre de domaines fonctionnels, avec différents rythmes 
de fréquences, associés à chaque domaine (KLIMESCH (1999) ; SHAKSHI, JASWAL R. 
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(2016)).  
 
 Ondes Alpha 
 
  Il a été démontré que les rythmes Alpha sont liés à l'objet de notre attention: une 
focalisation externe sur des tâches visuelles diminue l' activité Alpha et une focalisation interne 
comme les tâches de mémorisation lourdes montrent une augmentation des grandeurs Alpha 
(BOLLIMUNTA, ANIL (2011)). Elles jouent un rôle important dans le contrôle de l'attention, 
en intervenant comme une sorte de "contrôleur de trafic" du flux d'informations à travers le 
cortex (LOPES DA SILVA F. (2013)). Les ondes Alpha participent en effet aux processus 
d’inhibition qui contribuent à des opérations cognitives variées comme l’attention et la 
mémorisation, la mémoire de travail en particulier. L’importance des fonctions d’inhibition est 
associée à l’augmentation des ondes Alpha au cours de l’évolution. En ontogénèse, ces 
fonctions se développent plus tardivement et sont sûrement plus sensibles à des influences 
environnementales variées. Dans de nombreuses étapes du développement et des conditions 
pathologiques, un déficit d’Alpha et/ou une augmentation des activités des ondes lentes sont 
associés à des déficits cognitifs et une absence de contrôle négatif (DECOTTIGNIE S. (2015)). 
On a pu montrer que les ondes lentes et les ondes Alpha étaient réciproquement reliées entre 
elles. Une hypothèse est que cette relation aurait un effet sur le contrôle négatif de la motivation 
et des émotions, qui est mis en place dans le cortex préfrontal. L’activité Alpha reflète aussi les 
capacités d’un individu à s’adapter à un environnement (HORSCHIG J.M, JENSEN O., VAN 
SCHOUWENBURG M.R, BONNEFOND M. (2014)). On a pu montrer que les ondes 
cérébrales Alpha appartiennent aux ondes associées aux états de méditation ou d’hypnose et à 
une amélioration des capacités de concentration (TANG Y.-Y., MA Y., WANG J., FAN Y., 
FENG Y., LU S. et al. (2007)). La performance de concentration est améliorée suite à un 
épisode de méditation et cette modification est différente de celle qui serait simplement due à 
un état de relaxation.  
 
  L'origine des oscillations alpha sont des neurones pyramidaux des couches corticales 
profondes IV et V du néocortex et le noyau thalamique (BOLLIMUNTA A, CHEN Y, 
SCHROEDER CE, DING M. (2008)) .  
 
 Ondes Beta  
 
  L'activité Beta est impliquée dans les contractions toniques, mais est quasi inexistante 
lors de mouvements volontaires (JOUNDI RA, JENKINSON N, BRITTAIN J-S, AZIZ TZ, 
DRIVING B.P (2012)) . Les ondes Beta sont également impliquées dans un bon nombre 
d'autres processus cognitifs (CANNON J, McCARTHY MM, LEE S, LEE J, BÖRGERS C, 
WHITTINGTON MA, KOPELL N. (2014)) : coordination de plusieurs parties du néocortex, 
traitement du langage, évaluation de la suffisance ou non d'informations pour la prise de 
décision, règles d'association, utilisation d'indices pour le mouvement, planification motrice, 
inhibition du mouvement. 
  Ces ondes ont été majoritairement enregistrées dans le cortex somato-moteur, le système 
du cervelet, et dans les ganglions de la base (DECOTTIGNIE S. (2015)).  
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 Ondes Alpha et Thêta  
 
 (KLIMESCH, (1999)) Des recherches ont montré que les ondes cérébrales dans les 
fréquences Alpha et Thêta reflètent des performances cognitives et de mémoire particulières. 
Les bonnes performances sont liées d’une part à une augmentation des ondes Alpha et une 
baisse des ondes Thêta. D’autre part elles sont liées à une diminution de la phase entre les ondes 
Alpha et l’évènement cognitif dont il est question et une augmentation de la phase entre les 
ondes phase des Thêta et cet évènement, en fonction du type de mémoire mise en jeu. Au cours 
de la transition de l’éveil à l’endormissement, alors que la capacité à répondre à des stimuli 
externes diminue, la puissance des ondes Alpha diminue alors que celle des ondes Thêta 
augmente. La désynchronisation des ondes Alpha est positivement corrélée aux performances 
de la mémoire à long terme, alors que la synchronisation des ondes Thêta est positivement 
corrélée avec la capacité à traiter de nouvelles informations. Enfin, la puissance des ondes 
Alpha augmente de l’enfance à l’age adulte alors qu’elle diminue de l’age adulte jusqu’à la fin 
de vie pour les ondes Thêta. 
 
 Ondes Thêta  
 
  Elles sont connues pour être impliquées dans plusieurs fonctions cérébrales comme les 
processus sensoriels, la mémoire (notamment la mémoire de travail), et le contrôle des 
mouvements volontaires (BASAR E, GUNTEKIN B.(2008)) et sont supposées être liées aux 
tâches de traitement des nouvelles informations épisodiques (KLIMESCH W. (2012)). De plus, 
les ondes Thêta sont un élément crucial indispensable au processus mnémonique. En effet, elles 
jouent le rôle de médiateur opérationnel pour grouper et ségréger les groupements neuronaux 
(BUZSAKI G. (2006)). Par ailleurs, les rythmes Thêta vont engendrer un phénomène de 
résonnance, dans l'acheminement du flux d'informations à travers l'hippocampe, le thalamus, et 
le néocortex temporo-frontal. De récentes théories avancent également que les oscillations 
Thêta sont impliquées dans la maintenance active et le rappel de la mémoire de travail (BASAR 
E, GUNTEKIN B.(2008)). L'activité des bandes Thêta est spécifiquement impliquée dans 
l'organisation temporale des éléments (objets / items) dans la mémoire de travail.  
 
  Elles sont particulièrement présentes dans le système hippocampo-enthorinal mais aussi 
dans des régions extra-hyppocampales (cortex prefrontal, amygdale, cortex visuel) (ROUX F, 
UHLAAS P. (2014)) 
 
 Ondes Gamma 
 
  Des données récentes suggèrent que cette activité à haute fréquence électro-
encéphalographiques, dite activité Gamma, est impliquée dans des processus cognitifs variés : 
la magnétoencéphalographie (MEG) a été utilisée pour montrer que lors de la perception 
consciente, l'activité électrique de fréquence Gamma et la résonance thalamocorticale se 
produisent dans le cerveau humain (LLINAS R., RIBERY U., CONTRERAS D. , 
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PEDROARENA P., (1998)). Le Gamma est associé à la concentration consciente et sélective 
sur des tâches (TIITINEN H (1993)), l’apprentissage (perceptif et associatif )(MILTNER W 
(1999)) et la mémorisation à court terme (TALLON-BAUDRY C (1998)). L'absence de motifs 
de la bande Gamma est en corrélation avec des états non conscients et se caractérise par la 
présence d'oscillations de basse fréquence à la place. L’attention sélective et l’évaluation des 
conséquences des actions se traduisent par des amplifications transitoires de l’activité Gamma 
au sein de larges réseaux corticaux. En outre, ces deux processus peuvent également donner 
lieu à des suppressions focales de l’activité Gamma. Ainsi, les modulations temporellement 
organisées de l’activité Gamma corticale pourraient constituer des marqueurs robustes des 
fonctions exécutives chez l’Homme permettant la réalisation de comportements adaptatifs 
(JUNG J. (2006)). Enfin, l'activité Gamma est aussi liée aux fonctions végétatives (BASAR E. 
(2013), n.d.) et de manière générale, est en lien avec les situations émotionnelles (HEADLEY 
DB, PARE D. (2013)). 
 
  Tout comme les ondes Alpha, les ondes Gamma naissent de l'interaction entre des 
interneurones inhibiteurs et des signaux excitateurs des cellules pyramidales du cortex 
(BUZSAKI G, WANG X-J. (2012)).  
 
 
 Résumé des principales significations fonctionnelles auxquelles les fréquences des 
ondes cérébrales ont pu être reliées 
 
 
(SHAKSHI, JASWAL R. (2016)) 
  Ondes Alpha : liées aux états de relaxation de type éveillé les yeux fermés, ou encore 
méditation. 
  Ondes Beta : liées à des états éveillés ou des rêves lorsque le sommeil est court, 
dominent en cas d’agitation, d’anxiété. 
  Ondes Delta : liées au sommeil profond ou sans rêves. 
  Ondes Thêta : liées à la relaxation profonde, la méditation, rêves pendant sommeil. 
  Ondes Gamma : liées à la résolution de problèmes ou à des activités de créativité, aux 
activités mentales supérieures. 
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  Dans une première partie nous avons vu que les deux hémisphères cérébraux jouaient 
des rôles différents dans les processus cérébraux. La synchronisation de l’activité électrique 
entre les deux hémisphères cérébraux, aussi nommée cohérence cérébrale, se traduit par l’état 
de phase temporelle et spatiale entre les différentes ondes cérébrales générées au sein de 
diverses régions du cerveau. Après plusieurs études certains postulent qu’elle serait en lien avec 
de meilleurs jugements et des prises de décisions optimales. Malgré les nombreuses données 
aucune étude n’a pu confirmer cette hypothèse. Cependant certaines ont pu montrer qu’elle 
permet le liage spatial des différentes activités séparées du cortex et la création de l’unité de 
l’expérience consciente (VARELA F, LACHAUX J-P, RODRIGUEZ E, MARTINERIE J 
(2001)) et qu’une amélioration de la cohérence cérébrale est positivement corrélée à 
l’intégration neurophysiologique (WALLACE R. K., MILLS P. J., ORME-JOHNSON D. W., 
DILLBECK M. C., JACOBE E. (1983)), la flexibilité cognitive (DILLBECK M. C., ORME-
JOHNSON D. W., WALLACE R. K. (1981)), la performance lors de tâches d’attention 
(TRAVIS F. T., TECCE J., ARENANDER A., WALLACE R. K. (2002)), la fonction cognitive 
(TRAVIS F., ARENANDER A. (2006)), le raisonnement moral, la stabilité émotionnelle, et est 
inversement corrélée avec l’anxiété.  
  La prise de décision est composée de plusieurs étapes : réception de l’information, 
traitement de l’information qui aboutit à une perception, traitement conscient des informations, 
conation (qui signifie l’impulsion dirigée vers la mise en action). Nos connaissances influencent 
notre façon de percevoir notre environnement (BREWER W. F., LAMBERT B. L. (2001)). 
Perception et cognition partagent de l’information (TACCA M.C (2011)). Chaque expérience 
cognitive (définie par état interne associé à un environnement externe) est mémorisée et 
influencerait donc la perception des prochaines interactions avec l’environnement. Une des 
grandes hypothèses des chercheurs aujourd’hui est que la synchronisation des aires cérébrales 
permette une perception plus objective des informations lorsqu’elles sont traitées et intégrées 
par plusieurs aires à l’activité synchrone (ENGEL AK, SINGER W (2001)). 
  A l’heure actuelle peu d’études permettent d’en savoir plus sur la cohérence cérébrale 
au sein du règne animal, et son lien avec leurs comportements et leurs capacités cognitives. Si 
les données physiques sur le fonctionnement cérébral animal offrent peu de renseignements, 
l’étude du comportement est néanmoins très documentée. Notons que le croisement entre les 
neurosciences et l’éthologie est appelé neuroéthologie et embrasse la large gamme d’approches 
qui questionnent la base neurale des caractéristiques comportementales de chaque espèce. Cela 
englobe la physiologie, psychobiologie, les sciences cognitives ainsi que la biologie évolutive. 
Il n’y a pas de limite claire entre tous ces domaines. Il sera en premier intéressant de comprendre 
la biologie des ondes cérébrales et de connaitre l’état de la recherche actuelle à leur sujet et au 
sujet de leur évolution à travers les espèces. Puis nous nous intéresserons à ce que nous enseigne 
l’étude de la prise de décision chez les animaux à l’échelle comportementale. Nous verrons que 
le premier grand constat rétrospectif de ces études est que la perception qu’un animal a de son 
environnement dépend de son écologie. Ce constat défi les résultats d’expérimentation animale 
en captivité sur les capacités cognitives et pose l’importance du facteur de conditionnement 
dans la prise de décision. C’est pourquoi nous nous intéresserons à l’étude du conditionnement, 
et des capacités de réversion et/ou d’adaptation à une nouvelle situation chez les animaux. 
Enfin, afin d’apporter des données issues d’études en milieu naturel, qui sont plus rares, nous 
nous intéresserons à la comparaison des méthodes qui permettent d’obtenir les meilleurs 
résultats d’adaptation suite à la remise en liberté des animaux en captivité. 
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1. Approche physique : que sait-on de la biologie des ondes 
cérébrales ? 
 
a. Les ondes cérébrales : leur nature, l’évolution au sein des espèces 
 
  Comme nous l’avons évoqué, les ondes cérébrales s’expliquent par des phénomènes 
biologiques complexes, mettant en jeu de nombreux facteurs. Les générateurs de l’activité 
électrique sont de natures cellulaires variées (neurones, névroglies, ou encore parois de 
vaisseaux sanguins, potentiels des épithéliums de surfaces épendymaires) ou subcellulaires 
comme les membranes cellulaires. La longue liste des mécanismes, cellulaires ou 
subcellulaires, convergeant au niveau des neurones, qui les inhibent ou les excitent, qui sont 
facilités ou non dans le temps par des constantes temporelles plus ou moins longues, est déjà 
en partie décrite et ne cesse d’être allongée (BULLOCK T.H (1993)). Les neurones peuvent 
avoir des caractéristiques diverses selon leur type, comme la faculté à produire des pics 
électriques ou non. Les membranes cellulaires sont quant à elles caractérisées par une 
impédance, variable au cours du temps, liée aux potentiels d’action. Les mécanismes 
responsables du codage des messages cérébraux sont nombreux : synthèse protéique, messagers 
intracellulaires, relargage de modulateurs de différentes sortes, l’ouverture de canaux ou leur 
fermeture, transfert de fonctions et non linéarité de nombreuses étapes. L’ensemble de ces 
facteurs joue un rôle dans les évènements synaptiques ou non synaptiques. Ils sont dus à 
l’activité neuronale intrinsèque ou à une information extérieure, dont la somme aboutit à des 
synchronicités.  Il faut encore en apprendre sur les propriétés spécifiques de chaque unité et site 
d’interaction, en particulier les propriétés dynamiques et plastiques. Elles représentent des 
formules, équations et graphiques dépendant du temps et de l’état, en tant qu’éléments 
additionnels déterminants. Beaucoup d’éléments sont encore à étudier afin de mesurer les séries 
temporelles et leur distribution spatiale dans différentes parties du cerveau et différentes espèces 
pour fournir une description adéquate des ondes cérébrales. 
  Tous ces éléments constituent autant de pistes à investiguer afin de mieux comprendre 
les différents états mentaux et degrés de synchronicité/cohérence possibles dans le règne 
animal.  
  Que sait-on aujourd’hui de la nature des ondes cérébrales à travers les espèces 
animales ?  
  Quelques études sur les ondes cérébrales chez les Oiseaux, Reptiles, Amphibiens, 
Poissons, Invertébrés de phylla variés en particulier les mollusques, arthropodes, annelides ont 
été réalisées (ADIRAN, BUYTENDIJK (1931) ; ADRIAN (1931) .; BULLOCK T.H (1989) ; 
BULLOCK T.H (1993) ; BULLOCK TH, BASAR E (1988)). L’enregistrement typique de 
l’activité électrique des Invertébrés est composée de pics isolés et forme des pics d’une ou 
quelques millisecondes de largeur, chevauchant des ondes lentes qui passent d’habitude 
inaperçu. Tous les Invertébrés présentent des pics omniprésents, simples ou forment des pics 
formés de plusieurs pics, qui surmontent de petites ondes lentes.  
  Il existe une exception majeure : les Céphalopodes ont des électroencéphalogrammes 
(EEGs) qui ressemblent plus à ceux des Vertébrés qu’à ceux des Invertébrés. Dans certaines 
conditions, peu comprises, les ondes lentes peuvent devenir proéminentes chez les Invertébrés 
(SCHUTT et al. (1999) ; SCHÜTTet al. (1999)) alors que chez tous les Vertébrés et dans la 
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plupart des régions du cerveau, les ondes lentes sont omniprésentes et relativement plus 
importantes, et les pics doivent être recherchés par un positionnement précis. Les spectres de 
fréquence sont assez différents. Les Vertébrés ont presque invariablement un maximum entre 
5 et 15Hz et montent à de plus hautes fréquences jusqu’à 100Hz. Chez les Invertébrés la 
puissance reste haute en général et se lève même à un maximum de 100Hz.  
  Deux différences générales existent. La première est liée à la différence des spectres de 
fréquences. Elle peut être due à l’impédance du tissu des Vertébrés qui ont plus de membranes 
cellulaires et de capacitance, ce qui a tendance à court-circuiter les hautes fréquences. L’autre 
possibilité est la différence de synchronicité. Cela a été estimé de façon préliminaire par la 
mesure de la cohérence comme une fonction de la distance entre deux paires d’électrodes 
référencées à une électrode inactive. Il faudra davantage d’échantillons mais pour l’instant on 
peut uniquement suggérer qu’il y a peut-être une évolution significative du degré et de la 
distribution de la synchronicité des ondes cérébrales lentes (MOORE N.C, ARIKAN M. K 
(2004)). 
  Chez tous les Vertébrés les enregistrements et les spectres de puissance se ressemblent 
à part pour l’amplitude. Les principales caractéristiques sont : absence de pics (à part pour 
certaines localisations comme la couche profonde du cortex cérébral) et le spectre de fréquence 
atteignant un maximum d’entre 5 et 15Hz. La présence d’un cortex n’est pas responsable de 
différences généralisables dans la forme du spectre de fréquence, ni la taille du cerveau et son 
degré de différenciation microscopique. L’amplitude est en général plus basse chez les espèces 
non-Mammifères mais elle est différente parmi les Mammifères, de la souris au dauphin, mais 
on ne connait pas encore les facteurs clés (MOORE N.C, ARIKAN M. K (2004)). De nombreux 
facteurs influencent l’amplitude. Enfin, comme nous l’avons évoqué plus haut, certaines 
observations rapportent une plus basse cohérence pour une même distance entre deux électrodes 
chez les reptiles que chez les Mammifères et une encore plus basse chez les Téléostéens et les 
Elasmobranches. Avec plus d’échantillons on pourrait tenter de généraliser le fait que les degrés 
de synchronicité tendent à augmenter dans les cerveaux les plus complexes (BULLOCK, 
HOLMES T. (2002)).  
  Le plus grand mystère qui demeure est l’absence d’autres différences entre les formes, 
les spectres de fréquence et les dynamiques des EEGs parmi les classes de Vertébrés, à mettre 
en parallèle avec les changements dans l’anatomie cérébrale et les éthogrammes 
comportementaux. Il existe des similarités surprenantes entre les potentiels des Poissons et les 
Mammifères (PRECHTL et al. (1998)). On pense aujourd’hui qu’il manque encore des 
caractéristiques majeures pour décrire les EEGs. 
  Comme nous l’avons évoqué cependant, les différences de taille, d’organisation et de 
différenciation du cortex ne sont pas responsables des différences dans le spectre de puissance 
des ondes cérébrales chez les animaux. 
  Le thalamus est également une structure intervenant dans la cohérence de la perception 
consciente. Une revue (BUTLER A.B (2008)) fonctionnelle et morphologique du thalamus au 
sein des Vertébrés amène les conclusions suivantes : si le système thalamo-cortical qui a évolué 
chez les Amniotes est essentiel pour la génération d’ondes Gamma, de hauts niveaux de 
cognition et la perception conscience, l’hypothèse des chercheurs est encore une fois que tous 
les éléments de ce système ne doivent tout de même pas être essentiels à ces fonctions. Certains 
poissons par exemple, les Cichlidés en particulier, ont des prosencéphales relativement élaborés 
et présentent de nombreux comportements sociaux complexes. Le fait que le circuit de la région 
préglomérulaire et du pallium ressemblent suffisamment au circuit thalamo-cortical des 
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Amniotes pour être le support de capacités cognitives élevées et du processus de mémoire de 
travail conscient est bel et bien une hypothèse (BUTLER A.B (2008)). La compréhension des 
différents enregistrements electro-encéphalographiques, des performances évaluées chez les 
animaux en regard des structures anatomiques est donc encore loin d’être élucidée. 
 
  A l’heure actuelle en tout cas des générateurs Alpha corticaux ont été mis en évidence 
chez le chien et surtout chez le macaque (BOLLIMUNTA A, CHEN Y, SCHROEDER CE, 
DING M. (2008)) Des études sur les rongeurs ont permis de mettre en évidence un lien étroit 
entre l'apparition d'ondes Thêta dans l'hippocampe, la locomotion et l'encodage spatial de 
positions (ROUX F, UHLAAS P (2014)). 
  Des ondes Gamma ont été observées in vitro dans l'hippocampe de rongeurs, dans le 
cortex préfrontal de furet, et in vivo chez des animaux en activité. 
  La littérature sur les états éveillés chez les Oiseaux et autres animaux non Mammifères 
est limitée, en particulier concernant les fréquences oscillatoires Gamma qui sont associées avec 
la conscience chez les animaux (BUZSAKI G.(2006)). Certaines recherches (HUNTER M., 
BATTILANA M., BRAGG T., ROSTAS J.A.P. (2000)) rapportent l’enregistrement de basses 
(3-10Hz) et à la fois hautes (26-28Hz) fréquences chez les poussins en développement. Ainsi, 
les Oiseaux semblent présenter des bandes oscillatoires dans les basses fréquences Gamma. 
  
b. Une étude sur les ondes cérébrales menée autour de la dolphinothérapie  
 
  Une étude menée en 1988 dans le Journal International de Neuroscience par les 
chercheurs de l’Université Nationale Autonome de Mexico, suggère que les états de 
synchronisation cérébrale influencent significativement la communication non verbale. L’étude 
a été réalisée avec 13 duos de personnes. Ils ont été testés dans une salle insonorisée, dans le 
noir, et coupée des activités électromagnétiques extérieures. Chaque duo devait fermer les yeux 
et essayer de communiquer en prenant conscience de la présence de l’autre personne sans 
contact physique et en faisant signe quand ils pensent que cela arrive. Les ondes cérébrales des 
sujets ont été enregistrées pendant tout le processus. Les expérimentateurs reportent qu’au cours 
des sessions, une augmentation dans la similarité des EEG entre les deux communicants a lieu. 
De plus, on peut remarquer que le sujet qui présente la plus haute cohérence ou intégration 
inter-hémisphérique, est celui qui influence le plus la session. Plus précisément, l’EEG de 
l’individu ayant le moins de synchronicité entre les deux hémisphères tendrait à ressembler à 
celui dont les deux cotés se synchronisaient le plus. Ces conclusions défendent le fait que notre 
état mental, même non exprimées verbalement, puisse influencer les autres. Plus nous 
augmentons notre cohérence cérébrale inter-hémisphérique, plus on influence l’état cérébral 
des autres. L’état de cohérence cérébrale, et particulièrement la synchronisation des deux 
hémisphères cérébraux semble être un facteur déterminant dans les interactions humaines 
(GRINBERG-ZYLBERBAUM J.,RAMOS J (1987)). 
Les dauphins sont connus pour la nature uni-hémisphérique de leurs ondes cérébrales lentes : 
les Cétacés présentent des ondes lentes dans une moitié de leur cerveau à la fois, alors que 
l’autre moitié du cerveau présente une activité électrique au contraire basse. Ils sont donc 
capables d’une très faible cohérence entre les deux hémisphères de leur cerveau, ce qui pourrait 
être lié à la quantité réduite de fibres du corps calleux chez les dauphins (LYAMIN O., 
MANGER P., RIDGWAY S., MUKHAMETOV L.M., SIEGEL J.M. (2008)). Cependant, 
47 
 
David Cole, chercheur membre du « Hello Dolphins Project » à Fort Myers en Floride 
s’intéressait à la possibilité que les dauphins puissent avoir de forts impacts physiologiques sur 
les humains. Il a étudié les effets neurologiques d’un contact avec des dauphins sur le cerveau 
humain, en particulier ici sur celui d’enfants atteints de troubles psychologiques ou physiques 
(COLE D.M (1996)). Cole a observé qu’après avoir nagé, avoir touché, joué avec des dauphins, 
les ondes cérébrales de la fréquence dominante du participant baissent significativement d’une 
fréquence Beta à un état Alpha, la fréquence des ondes cérébrales de médiation légère. Il a aussi 
particulièrement montré une augmentation du nombre d’ondes cérébrales inter-hémisphériques 
de même fréquence en phase. Ces études montrent qu’une augmentation de la cohérence inter-
hémisphérique est observable chez l’Homme, après une séance d’interaction avec des dauphins. 
Il serait par ailleurs intéressant de répéter l’expérience avec d’autres espèces animales. 
 
2. L’approche comportementale : que disent les études sur la prise 
de décision chez les animaux ? 
 
a. Premier grand constat des spécialistes de l’étude de la prise de décision chez les 
animaux : la perception d’une situation dépend de l’écologie des espèces. 
 
  La cognition est définie de manière générale comme la façon dont l’animal acquière, 
stocke, traite et agit à partir de l’information de son environnement (SHETTLEWORTH S.J 
(2009)). Une des méthodologies les plus utilisées afin d’étudier l’évolution de la cognition est 
une approche comparative. En testant des espèces variées dans les même tâches cognitives, les 
chercheurs ont pour objectif de comprendre comme les compétences cognitives sont distribuées 
à travers les taxons, et pourquoi. Même si cette approche s’est montrée très utile par la 
documentation des différences et similarités à travers les taxons, mesurer la variation dans la 
cognition dans des environnements controlés est sujet à de nombreux biais potentiels (ROWE 
C., HEALY S. D. (2014)). Par exemple, des différences de motivations inhérentes, la perception 
sensorielle, les expériences passées peuvent affecter les capacités des différentes espèces (ainsi 
que des individus) à réaliser une performance dans une même tâche (ROWE C., HEALY S. D. 
(2014)).  
  En effet, dans la nature les animaux sont entourés d’une grande quantité d’informations 
disponible dans leur environnement. Lorsqu’ils acquièrent des informations, ils doivent 
sélectionner les signaux pertinents et surlesquels ils peuvent compter pour leurs propres 
besoins. Par exemple, si des espèces se nourrissent régulièrement sur des fleurs de couleurs 
rouges, elles sont peut-être plus promptes à apprendre si le signal associé à la récompense est 
le rouge. A l’opposé, si des espèces se nourrissent sur des fleurs de couleurs variées, mais 
toujours avec la même forme, la couleur du signal peut ne pas être aussi importante dans le 
processus d’apprentissage que la forme. La comparaison de différentes espèces peut donc 
révéler des facteurs pouvant possiblement influencer la révélation des capacités cognitives. Un 
exemple est la comparaison de la performance des poissons et des chimpanzés dans une tâche 
de discrimination (PRETOT L., BSHARY R., BROSNAN S.F (2016)) : les poissons, mais aussi 
les perroquets, pour une tâche similaire (PEPPERBERG IM, HARTSFIELD LA (2014)) font 
de meilleures performances que les chimpanzés. Les auteurs proposent que la contrainte 
« réaliser un unique choix » dans ce design experimental précis puisse expliquer ces 
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différences. En effet, au contraire des poissons ou des perroquets dans la préhension des objets 
ou de la nourriture, les singes sont capables d’obtenir deux choses en une fois, parce qu’ils ont 
deux mains. Le fait de devoir décider d’une priorité, pourrait avoir rendu la résolution de la 
tâche plus difficile ou en tout cas moins rapide pour eux. Lotem et Halpern (LOTEM A., 
HALPERN J. Y. (2012)), ont récemment suggéré que les mécanismes impliqués dans 
l’acquisition de données et dans l’apprentissage soient accordés ensemble, permettant ainsi aux 
animaux de s’en sortir plus efficacement avec la quantité d’informations qui les entoure. En 
fonction du paradigme experimental utilisé, l’apprentissage est peut-être facilité ou rendu plus 
difficile en fonction de l’espèce. Cela peut avoir des conséquences dramatiques dans la 
comparaison de la cognition parce que des différences observées au niveau des performances 
sont peut-être dues aux choix faits dans l’élaboration du design expérimental, et ne reflètent pas 
nécessairement les véritables différences dans les capacités cognitives.  
  A travers des expériences d’apprentissage chez les animaux, la première grande 
observation est donc que la variation de la performance ne signifie pas nécessairement qu’il y 
a une variation dans les capacités cognitives. En effet, la mesure des capacités cognitives 
dépend du contexte: plus l’expérimentation est proche du contexte écologique, plus on peut 
révéler les capacités qui sont développées. Si le contexte est loin de la réalité écologique, il y a 
une modification du contexte comportemental. Dans certains cas, l’environnement captif 
affaiblit artificiellement les capacités caractéristiques des animaux sauvages (THORNTON A., 
LUKAS D. (2012)). Par exemple, Boesch (BOESCH C. (2010)) argumente que la faible 
performance des chimpanzés captifs dans les études expérimentales de coopération est 
surprenante comparé aux coopérations et coordinations complexes lorsqu’ils chassent dans la 
nature à l’état sauvage. D’un autre côté, la présence d’une quantité de nourriture importante et 
le manque de pression de prédation peuvent consituer un contexte qui permette de faciliter la 
persistence ou le développement d’autres capacités, comme l’utilisation d’outils par exemple 
(BIRD C. D., EMERY N.J. (2009)).  
 
  C’est pourquoi mesurer des capacités cognitives demande un grand travail empirique: 
l’élaboration du système écologique doit être aussi pertinente que possible. L’influence de la 
représentativité du design dans les recherches en prise de décision est particulièrement discutée 
(DHAMI MK, HERTWIG R, HOFFRAGE U., (2004)) : “Egon Brunswik affirme que les 
processus psychologiques sont adaptés aux propriétés de l’environnement”. Il a proposé une 
méthode pour la représentativité du design afin de mettre en évidence ces processus et défendre 
que la psychologie soit une science des relations entre l’organisme et son environnement. Cette 
représentativité du design implique de sélectionner des stimuli de l’environnement ou de créer 
des stimuli dans lesquels les propriétés environnementales soient préservées. A l’heure actuelle 
par exemple certains chercheurs se concentrent notamment sur la fonction mentale de 
catégorisation (FIZE D., CAUCHOIX M, FABRE-THORPE M. (2011)): ils essaient de 
comparer des macaques et des humains, en contrôlant l’influence que le contexte 
informationnel de la scène visuelle a sur les performances de catégorisation d’un objet. La 
capacité (justesse, rapidité) à désigner des paires d’objets appartenant à un même concept (par 
exemple deux fruits, deux animaux, deux objets) a été évaluée en fonction du contexte dans 
lequel se trouvaient les différents stimuli ainsi que la paire à former (un paysage naturel, un 
décor urbain,..). Cette expérience (FIZE D., CAUCHOIX M, FABRE-THORPE M. (2011)) 
avait pour objectif de savoir si la capacité des macaques à former des paires d’après un aspect 
conceptuel (relevant de la capacité d’abstraction) se maintenait indépendamment des 
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statistiques liées au contexte global. Par exemple, un animal a plus de chance d’être 
photographié dans un milieu naturel plutôt qu’urbain. Les résultats montraient ici que le 
contexte global n’avait pas joué un rôle majeur pour la catégorisation chez les macaques, et que 
l’interférence entre le concept présenté et le contexte global avait eu la même influence sur les 
performances des Hommes et des macaques. 
  Certains scientifiques pensent qu’il devrait y avoir une quantification du lien entre les 
capacités et la pertinence du contexte écologique avant de comparer les capacités cognitives. 
De simples études préalables permettraient cette phase de quantification, et l’élaboration d’un 
design représentatif pertinent. Une illustration de cela est l’étude de Nachev et Winter 
(NACHEV V, WINTER Y (2012)). Ils utilisent une analyse psychométrique et montrent que la 
capacité de discrimination mesurée chez les animaux se nourrissant du nectar afin de trouver la 
plus haute concentration en nectar, augmente mais de façon non linéraire en fonction de 
l’intensité de la récompense. Ils supposent que la capacité à faire la différence est peut-être 
contrainte par des processus non linéaires de perception et de cognition qui résultent en un choix 
non économique. 
 
  Pour résumer Rowe et Healy (ROWE C., HEALY S. D. (2014)) exposent les facteurs 
majeurs connus qui biaisent la mesure de la cognition, à travers un exemple. L’expérience qu’ils 
choisissent est une tâche dans laquelle les oiseaux doivent apprendre à associer un signal de 
couleur avec une récompense à base de nourriture. 
  Première observation: l’expérience passée peut influencer la mesure de la cognition. Par 
exemple, si les oiseaux mangent des proportions d’insectes verts différentes ou que certains 
individus préfèrent manger des fruits violets dans leur repas, alors ces individus vont faire des 
associations entre certaines couleurs et la récompense de la tâche proposée. Ces biais peuvent 
différer à travers les individus de façon quantitative (la force de l’association qui existe déjà 
entre le vert et la récompense) ou qualitativement (si ils ont plus prompts à associer du vert ou 
du violet à une récompense, selon leurs précédents repas). Ces biais cachés dans l’association 
de certaines couleurs avec les récompenses affectent le nombre d’essais que cela recquière 
avant de trouver le critère d’apprentissage.  
  Un second facteur qui peut aussi expliquer une variation dans la vitesse d’acquisition 
d’un conditionnement, d’un apprentissage est l’état énergétique. Les animaux qui ont faim, ou 
ceux qui ont des besoins énergétiques supérieurs, vont plus probablement être plus motivés à 
apprendre. En plus, on sait qu’une quantité fixe de nourriture peut être perçue comme une plus 
grande récompense lorsque l’animal a faim que lorsque celui-ci est rassasié (POMPILIO L, 
KACELNIK A, BEHMER ST. (2006)). Une autre expérience sur les oiseaux montre que 
certains oiseaux plus lourds mangent plus rapidement que ceux dont la masse corporelle est 
plus basse, mais aussi plus rapidement lorsque la temperature baisse. Ces oiseaux mangent alors 
des proies toxiques. Il est possible que la baisse de température soit à l’origine d’un mécanisme 
physiologique leur permettant de se détoxifier. L’état physiologique est donc dépendant du 
contexte environnemental, et cela peut par la suite affecter les performances dans une tâche 
donnée (CHATELAIN M., HALPIN C.G., ROWE C. (2013)). 
  Pour finir, la pertinence d’un stimulus de conditionnement, c’est à dire le signal que 
l’animal est en train d’apprendre, peut aussi fort probablement avoir un impact sur la 
performance de l’animal dans sa tâche. Par pertinence on désigne le degré à partir duquel un 
animal prête attention à un stimulus, et dans des termes psychologiques cela détermine la 
quantité d’attention qu’un animal prête à un stimulus au cours du processus d’apprentissage. 
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Par exemple, la pertinence d’un signal de couleur peut dépendre de la gamme de couleur qu’un 
animal a expérimenté dans le passé et en particulier ce qu’il a déjà appris à propos des stimuli 
dans son environnement. L’aposématisme (stratégie à travers laquelle les animaux émettent des 
avertissements visuels, sonores ou chimiques) peut par exemple être à l’origine d’un biais de 
stimuli (ALATALO RV, MAPPES J. (1996)). Une étude s’est focalisée sur la comparaison de 
la performance de poissons et de primates dans une tâche avec un choix dichotomique 
(PRETOT L., BSHARY R., BROSNAN S.F (2016)). Dans cette tache les poissons ont fait une 
meilleure performance que les chimpanzés. La tâche d’origine (SALWICZEK L.H., PRETOT 
L., DEMARTA L., PROCTOR, D., ESSLER J., PINTO A. l. et al (2012)) impliquait de la 
nourriture visible. Une hypothèse est en effet que, même si les chimpanzés sont capables de 
faire des choix rationnels lorsque la nourriture est visible, la tâche puisse avoir constitué un 
véritable challenge pour eux à cause de la présence de ce signal extérieur, qui aurait attiré leur 
attention. 
 
  En expérimentation animale les recherches montrent qu’il est difficile de mesurer les 
capacités cognitives à proprement parlé car une réponse comportementale, une décision, est 
aussi liée à de nombreux facteurs internes en interaction avec l’environnement. La complexité 
de l’étude de la prise de décision au sein du règne animal semble montrer ici qu’elle est liée à 
la représentation que l’espèce et qu’un individu a de son environnement. Ils sont influencés 
entre autre par les habitudes, les expériences passées, la condition physiologique mais aussi par 
un contexte interne chez l’animal : celui de l’attention, la motivation, l’état énergétique et 
physiologique, la mobilisation de mémoires.  
 
 Un exemple de la complexité de la perception : quand la multimodalité s’en mêle 
(HOY R. (2005)) 
   L’intégration des différentes vues et sons isolés de notre environnement est réalisée de 
façon inconsciente au fur et à mesure de ce que nous vivons. Les neuroscientifiques en cognition 
savent que les mécanismes neurosensoriels responsables de l’intégration cohérente de nos 
perceptions sont complexes (BOLHIS J. (2000)). L’unité de la perception de notre monde peut 
cependant être rompue en cas de désordres neurologiques (SACKS O. (1985)) ou encore 
lorsque nous faisons l’expérience d’illusions sensorielles (NARINS PM, GRABUL DS, SOMA 
KK, GAUCHER P, HODL W. (2005) ; PURVES D. , LOTTO B. (2002)).  
 
  Les éthologistes et écologistes comportementalistes ont pu montrer que les animaux ont 
de nombreuses interactions sociales les menant à prendre des décisions comportementales 
(séduire puis se reproduire ou fuir, appeler au défi puis se battre ou fuir, etc…) De telles 
interactions sont mises en place grâce à des éléments sensoriels et des informations de multiples 
modalités que l’individu doit traduire pour agir et s’adapter. 
  L’étude de Narins et al.( NARINS PM, GRABUL DS, SOMA KK, GAUCHER P, 
HODL W. (2005)) intéresse les éthologues, les psychologues en psychologie comparée et les 
neuroscientifiques en cognition. Leur article est une contribution à la discussion autour de la 
« conscience animale » (GRIFFIN D. (2001)). Ils ont travaillé dans la forêt tropicale 
amazonienne en Guyane afin de disséquer le comportement territorial et agressif de l’espèce de 
grenouille Epipedobates femoralis. Dans cette espèce, le mâle émet des vocalises et présente 
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un gonflement du corps qui permet d’attirer les femelles sur son territoire. Lorsqu’un mâle entre 
sur le territoire d’un mâle résident, le premier s’approche et l’attaque. Dans cette étude les 
chercheurs ont confectionné une imitation de la grenouille capable d’émettre le même son et de 
reproduire le même gonflement corporel grâce à un contrôle à distance. Aussi, des études 
territoriales et comportementales préalables ont été réalisées afin de s’assurer que toute 
l’expérimentation puisse se dérouler dans les conditions les plus naturelles possible. 
 
  Les résultats ont montré que le mâle non-résident ne réalise pas d’approche exploratoire 
si le modèle de la grenouille n’est pas présent, même en présence du bruit caractéristique. De 
même, celui-ci n’attaque pas si le modèle est présent mais qu’aucun son n’est émis.  
Cela illustre la synergie et le pouvoir modulateur des modalités sensorielles lorsqu’elles sont 
une à une séparée dans un signal multimodal. Il y a de plus en plus d’appréciation de ces 
signalements multimodaux dans la communication animale, des Invertébrés (HEBETS E. A. , 
PAPAJ D. R. (2005)) aux Vertébrés (PARTAN S., MARLER P. (1999)). 
  Les auteurs n’ont pas seulement testé les intégrations sensorielles mais également 
spatiales et temporelles. Les résultats montrent qu’en dissociant temporellement le son du 
modèle visuel, il existe une durée au-delà de laquelle le mâle n’attaque pas. En dissociant 
spatialement le son du modèle visuel, une distance au-delà de laquelle le mâle n’attaque pas a 
aussi été mise en évidence. 
 
  Dans les neurosciences cognitives, le design expérimental de l’étude de la cohérence 
perceptuelle utilise le plus souvent la modalité visuelle de la perception (PURVES D. , LOTTO 
B. (2002)). Pourtant la confluence des processus visuels disparates en une vision perceptuelle 
cohérente n’est pas complètement comprise encore à l’heure actuelle. Il a été mis en évidence 
que la reliure de multiples courants d’informations au point de vue spatial et temporel a 
également lieu dans le cerveau. 
  Cette étude est riche en possibilités pour en apprendre plus sur d’importants mécanismes 
perceptuels comme l’attention sélective, la reliure sensorielle, la dominance sensorielle et les 
interactions multimodales, chacune d’entre elles sont des problèmes étudiés en cognition et 
perception humaine mais émergent tout juste dans les études comparatives chez les animaux. 
 
  Le pouvoir modulateur et synergique des interactions multimodales sensorielles, 
spatiales et temporelles a pu être mis en évidence dans ce cas. En y intégrant une multi-modalité 
plus large que la multi-modalité sensorielle telle que la considération des interactions 
multimodales sensorielles temporelles et spatiales ou encore les processus attentionnels, la 
dominance sensorielle,…cela suggère la complexité et la diversité des perceptions cohérentes 
inhérentes à une même situation. 
  Jusqu’ici nous nous sommes intéressés à l’aspect comparatif des capacités cognitives au 
sein des espèces à travers leurs performances de prise de décision suite à un apprentissage, un 
conditionnement dans une tâche cognitive donnée. Elle est très fortement influencée par la 
complexité de la perception qu’une espèce a de son environnement. Une modification du 
contexte environnemental externe mais aussi interne de l’animal à travers les designs 
expérimentaux rend délicate l’interprétation des performances cognitives chez les animaux. 
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  Finalement d’un point de vue comportemental l’étude de la prise de décision au sein du 
règne animal fait suite à une série de conditionnements de chaque espèce, de chaque individu. 
Que savons-nous des facteurs qui rentrent en compte dans le déconditionnement d’un individu ? 
S’attacher à regarder la flexibilité d’un animal dans une situation ne dispense pas de tous les 
biais perceptifs inhérents à un individu ou à une espèce puisque le déconditionnement n’est 
toujours que partiel. Pour autant l’étude de son mécanisme peut fournir des informations 
supplémentaires sur les élèments des mécanismes de la prise de décision.  
 
b. Conditionnement et flexibilité comportementale chez l’animal : comment cela 
fonctionne ? 
 
b.1. Conditionnement 
 
  L’importance de la capacité à effectuer des changements de règles rapidement et 
facilement a été fortement évoquée par Goldstein (GOLDSTEIN, K (1939) ; GOLDSTEIN, K 
(1940)). D’après lui, ces changements lorsqu’une réponse comportementale n’est plus 
appropriée, est une des caractéristiques de l’attitude « abstraite » à opposer à l’attitude 
« concrète » d’un individu. En tant que tel, il peut être regardé comme une mesure de 
l’intelligence ou comme un aspect de l’intelligence. 
 
 De l’hypothèse de l’existence de modes de réponse systématiques chez les animaux 
à celle de l’existence de prises de décisions plus flexibles. 
 
  La sélection et l’utilisation de schémas de réaction afin de résoudre un problème chez 
les animaux non humains a été démontré par Krechevski (KRECHEVSKI I. (1932)) qui pensait 
pouvoir montrer qu’un animal « répond d’une manière ordonnée systématique ». Il utilise le 
terme « hypothèse » pour décrire un mode de réponse d’apparence systématique. Cependant les 
données de ces expériences montrent qu’un animal (ici un singe) ne répond pas 
systématiquement en termes d’hypothèse mais peut aussi bien abandonner rapidement une 
hypothèse qui devient incorrecte pour adopter un nouveau mode de réponse correct. 
  L’étude d’une tâche d’innovation chez les hyènes suggère l’existence de trois 
composants cognitifs potentiels dans les mécanismes de l’innovation (HAUSER M. D. (2003)): 
le contrôle inhibiteur, le nouveau conditionnement, l’extraction d’une règle générale.  
  Que savons-nous exactement de l’étude des mécanismes de 
conditionnement/déconditionnement au sein du règne animal? 
 
 Définition du conditionnement classique et du conditionnement opérant 
 
  L’étude de la prise de décision chez les animaux à travers des tâches d’apprentissage, 
met en jeu des processus de conditionnements simples. Le conditionnement classique (aussi 
appelé conditionnement répondant, conditionnement de type I ou conditionnement pavlovien) 
est un concept du Behaviorisme proposé par Ivan Pavlov au début du XXe siècle. Cette théorie 
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s'intéresse aux résultats d'un apprentissage dû à l'association entre des stimuli de 
l'environnement et les réactions automatiques de l'organisme. Cette notion de réaction non 
volontaire est le principal point qui la différencie du conditionnement opérant.  
  Le conditionnement opérant s'intéresse à l'apprentissage qui aboutit à une action et tient 
compte des conséquences de cette dernière, rendant plus ou moins probable la reproduction du 
dit comportement. La réponse du sujet est donc volontaire, parce que motivé à être récompensé 
(BOUTON M.E (2002)). 
 
 Le processus de conditionnement 
 
  Le conditionnement se réalise de cette manière : l’animal est préexposé à un stimulus 
noté le stimulus A. Dans une deuxième phase l’apparition de ce stimulus est associée à celle 
d’un autre stimulus B tel que l’activation de l’appétit ou bien encore le sentiment d’aversion, 
ou de peur. Le stimulus A est alors appelé stimulus de conditionnement (SC) et le stimulus B 
est appelé stimulus inconditionné (SI). 
  On a alors deux possibilités pour tester la réversibilité de cet apprentissage : l’extinction 
ou l’inhibition aussi appelée contre-conditionnement. 
 
 Définition de l’extinction et du contre-conditionnement 
 
  Des réponses comportementales non désirées face à une situation sont modifiées par 
l’extinction ou le contre-conditionnement de la réponse. L’extinction consiste à présenter le 
stimulus conditionnant sans la réponse non conditionnée jusqu’à ce que la réponse conditionnée 
soit suffisamment réduite. Le contre-conditionnement consiste à remplacer progressivement 
une réponse conditionnée par une nouvelle. 
  A l’heure actuelle il y a de nombreuses mises en évidence sur le fait que la perte de la 
performance par extinction ou contre-conditionnement, ne signifie pas une destruction de 
l’apprentissage d’origine. L’alternative au « désapprentissage » implique un nouvel 
apprentissage, mémorisé comme le précédent. 
 
 La place du contexte sur le conditionnement classique, l’extinction, le contre-
conditionnement 
 
  Lorsque l’on modifie le contexte après un conditionnement on trouve souvent, de façon 
surprenante, peu d’effet sur le comportement qui reste conditionné ((BOUTON ME, KING DA 
(1983)) (BOUTON M. E., PECK C. A. (1989) ; HARRIS J.A., JONES M. L., BAILEY G.K., 
WESTBROOK R.F (2000)).  
 
  A l’heure actuelle de nombreux chercheurs suggèrent que le contexte soit un moyen qui 
permette les processus d’apprentissage (conditionnement et déconditionnement). Bouton décrit 
la variation d’une réponse conditionnée en fonction du contexte (BOUTON M. E., RICKER S. 
T. (1994)). Il montre que le souvenir de la préexposition au stimulus de conditionnement est 
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codé en termes de deux types de contextes qu’il nomme contextes physique et contexte temporel 
(BOUTON M. E. (1993)) et qu’ils séparent en contextes dits « exterieurs » et « intérieurs ». 
Exemples de stimuli contextuels mis en évidence chez les animaux et les humains, en 
laboratoire : 
  Contexte extérieur : espace, localisation, environnement visuel ; Contexte intérieur : 
l’état physiologiques ((CUNNINGHAM C.L. (1979)) ;(OVERTON D.A. (1985)), l’état 
hormonal (AHLERS, RICHARDSON (1985)), les émotions (ROELOFS S., BOLEIJ H., 
NORDQUIST R., STAAY F. J. VD. (2016)), l’humeur ((BOWER G.H. (1981)); (EICH E. 
(1995)), le manque (DAVIDSON RJ. (1993)), les récents évènements (RICKER, BOUTON 
(1996)), l’attente d’évènements (comme l’attente de ce stimulus incondittioné), le passage du 
temps (BOUTON M. E. (1993) ; ROSAS, BOUTON (1998)), 
  Contexte interoceptif crée par des médicaments, et chez l’Homme le contexte imaginatif 
ou mental (ex : stéréotypes) (NELSON J.B, BOUTON M.E (2002)).  
  Notons que ces études sur l’influence du contexte sur la performance après l’extinction 
ont été réalisées dans le cadre d’un conditionnement aversif ou aussi appétitif (BOUTON M. 
E., PECK C. A. (1989)). 
  Ces études sont en faveur de la possibilité de parvenir au déconditionnement d’un 
apprentissage dans le cas d’un conditionnement classique, c’est-à-dire non volontaire. Ce n’est 
jamais un « désapprentissage » mais à chaque fois un nouvel apprentissage, soit à travers une 
extinction soit à travers un contre-conditionnement. Les processus d’inhibition semblent 
généralisables à plusieurs contextes pour le contre-conditionnement (BOUTON M, NELSON 
JB. (1994) ; NELSON J.B (2002) ; NELSON J.B, BOUTON M.E. (1997)), et non pour 
l’extinction.  
  En effet, l’extinction est aussi permise par le contexte mais y serait limitée, donc 
contexte spécifique. Une des hypothèses est que l’extinction soit comme une second 
apprentissage en comparaison d’un premier (SWARTZENTRABER D., BOUTON M. E. 
(1992)) : c’est comme si le système d’apprentissage et de mémorisation codaient la seconde 
chose apprise à propos du stimulus comme une condition, une exception à la règle determinée 
par le contexte. 
Une spécificité de réponse liée au contexte peut donc apparaître lorsqu’il y a un second type 
d’information, incluant l’absence d’information, qui est associé au stimulus. La première 
association apprise elle est de toute façon indépendante du contexte et plus stable dans le temps 
(BOUTON M. E. (1993)). Quand le stimulus a deux significations possibles, le contexte peut 
permettre de déterminer la signification. C’est analogue à la manière dont le système verbal 
détermine le sens de mots ambigus.  
  La perte de l’inhibition est de toute façon liée au contexte. La restauration est permise 
par un retour au contexte de préexposition (HARRIS J.A., JONES M. L., BAILEY G.K., 
WESTBROOK R.F (2000)). Elle peut avoir dans plusieurs cas de figures : après plusieurs 
extinctions mais aussi après un contre-conditionnement. La mise en évidence qu’une 
restauration ou non d’un conditionnement après une inhibition dépende du contexte montre 
encore une fois la variation de la perception du stimulus de conditionnement en fonction de 
l’environnement et de l’expérience passée. 
  L’environnement semble donc être un moyen d’inhiber un apprentissage, de générer un 
nouvel apprentissage ou nouveau conditionnement, ou encore d’en restaurer un.  
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  La flexibilité d’un animal face à des conditionnements est un élément important pour 
lui permettre de s’adapter à de nouvelles règles. Cependant elle n’est pas toujours suffisante. 
La capacité créative et innovante est aussi importante (KAUFMAN A.B, KAUFMAN J.C 
(2005)). C’est le cas où l’inhibition d’une réponse aboutit à un comportement non appris et 
nouveau.  
  L’innovation est issue de la capacité créatrice d’un individu qui permet d’aboutir à un 
nouveau comportement. Ce nouveau comportement est issu de la génération de nouvelles 
possibilités, elle-même associée à une inhibition de réponse, qui renforce la génération de 
nouveautés (BENEDEK M., FRANZ F., HEENE M., NEUBAUER A.C. (2012)). C’est une 
sélection à partir de toutes les productions possibles générées afin de poursuivre des idées 
valables (KAUFMAN A.B, KAUFMAN J.C (2005)). Elle est permise par la mémoire de travail.  
  En bref, trois points sont extraits des bilans de recherches sur la cognition créative chez 
les humains et les animaux pour définir une capacité créatrice : l’inhibition de la réponse dont 
nous avons parlé, qui semble possible au moins par une modification de l’environnement, la 
mémoire de travail considérée comme une capacité cognitive à proprement parlé, la génération 
d’une nouveauté dont les facteurs d’origine sont certainement nombreux mais difficles à définir 
et à mettre en évidence.  
 
b.2. Innovation et créativité 
 
 Méthodes d’études rigoureuses des capacités d’adaptation comportementale  
  
  L’habilité à ajuster un comportement peut augmenter la probabilité de survie d’un 
animal. C’est le cas lorsque les conditions environnementales changent par exemple : des 
études montrent que de jeunes oiseaux, les Géospizes des cactus (Geospiza conirostris) ont 
acquis des capacités de faire les provisions nécessaires pour exploiter des sources peu familières 
lorsqu’il y a une sécheresse. Ceux-ci ont donc plus de chance de survivre que des juvéniles qui 
ont gardé leur comportement typique de la saison humide (GRANT B.R., FRANT P.R., 
(1989)). En effet, l’innovation est un processus qui génère l’apprentissage de nouveaux 
comportements chez un individu (RAMSEY G., BASTIAN M. L. , VAN SCHAIK C. (2007)). 
Cela permet aux animaux d’exploiter de nouvelles ressources, de s’adapter aux changements 
d’environnement, d’envahir de nouvelles niches, et mène à la diffusion de l’information 
d’adaptation à travers les groupes, en formant des traditions locales (RAMSEY G., BASTIAN 
M. L. , VAN SCHAIK C. (2007)). 
 
  La flexibilité du comportement a longtemps été un terme standard en psychologie et 
neuroscience, où elle est souvent quantifiée en utilisant la performance du sujet dans des tests 
de réversibilité de l’apprentissage (FELLOWS L.K., FARAH M.J., (2003)); (IZQUIERDO A., 
NEWMAN T.K, HIGLEY J.D., MURRAY E.A, (2007)); (HALUK D.M, FLORESCO S.B. 
(2009)). De nombreuses expérimentations ont été mises en place afin d’étudier les capacités 
d’inhibition des réponses chez des modèles animaux ou humains, et les recherches les plus 
nombreuses se sont focalisées sur les tâches d’apprentissage réversibles. Ces paradigmes 
impliquent l’apprentissage d’une nouvelle discrimination initiale (c’est à dire une association 
56 
 
entre un signal A et une récompense, pendant que des signaux B et C sont neutres), suivie d’une 
tâche de réversion (c’est à dire le signal B ou C maintenant associé à une récompense, pas le 
signal A). La maîtrise de cette tâche nécessite la capacité de remarquer un changement dans le 
renforcement, l’inhibition de l’apprentissage et former une nouvelle association cohérente avec 
la nouvelle réponse (LEE B., GROMAN S., LONDON E. D., JENTSCH J. D. (2007)).  
  Malgré son utilité en tant que mesure de la flexibilité, l’apprentissage réversible n’a 
jamais été démontré sur le terrain. A part pour quelques cas illustratifs, des différences intra-
spécifiques dans la flexibilité du comportement ont été difficiles à quantifier sur le terrain. A la 
place des tests d’apprentissage réversible, des mesures de la flexibilité sur le terrain se sont 
centrées sur de nouvelles tâches de résolution de problèmes(WEBSTER S.J., LEFEBVRE L. 
(2001)) et sur le comptage de la fréquence de prise de nourriture innovante dans le milieu 
sauvage (LEFEBVRE L., WHITTLE P., LASCARIS E., FINKELSTEIN A. (1997); 
OVERRINGTON S.E, MORAND-FERRON J., BOOGERT N.J., LEFEBVRE L. (2009)). Un 
désavantage de cette dernière approche est que les innovations dans les modes 
d’approvisionnement dans des espèces moins avancées cognitivement sont trop rares pour être 
concrètement utilisées comme mesure quantitative des différences inter individuelles dans la 
flexibilité du comportement (OVERRINGTON S.E, MORAND-FERRON J., BOOGERT N.J., 
LEFEBVRE L. (2009)). En plus, les organismes n’ont pas systématiquement besoin de dévier 
de leurs routines comportementales afin d’acquérir de nouvelles associations entre un stimulus 
et une récompense dans des conditions environnementales stables (TEBBICH S., STERENLY 
K., TESCHKE L., (2010)).  
  La majorité des études ont résolu des questions à propos de l’innovation en présentant 
des problèmes nouveaux à des animaux captifs, mais dont les réponses ne reflètent pas 
forcément les réponses propres à un contexte de groupe à l’état naturel. La présentation à des 
groupes sociaux d’animaux captifs (KENDAL R. L., COE R. L., LALAND K. N.(2005)) est 
assez réaliste, mais ne rend pas compte de tous les facteurs qui mènent à l’innovation dans la 
nature (RAMSEY G., BASTIAN M. L. , VAN SCHAIK C. (2007).; BIRO D., BIRO S.M 
(2010)). Inversement, des études sur l’innovation dans l’état naturel se sont largement appuyées 
sur des comptes rendus anecdotiques (DUCNAN R. P., BLACKBURN T. M., CASSEY P., 
LEFEBVRE L.(2005) ; LEFEBVRE L., READER S. M. , SOL D. (2004) ; OVERRINGTON 
S.E, MORAND-FERRON J., BOOGERT N.J., LEFEBVRE L. (2009)), rendant difficile 
d’affirmer avec certitude si un comportement est réellement nouveau ou non.  
  L’approche la plus pertinente est d’examiner des schémas d’innovation en présentant de 
nouveaux problèmes aux animaux dans leur environnement naturel. Des expériences de ce type 
ont été menées à terme, mais la cible taxonomique reste restreinte (MORAND-FERRON J, 
COLE E.F, RAWLES J.E.C , QUINN J.L (2011) ; OVERRINGTON S.E, MORAND-
FERRON J., BOOGERT N.J., LEFEBVRE L. (2009) ; WEBSTER S.J., LEFEBVRE L. 
(2001)). De plus, de telles études considèrent rarement les mécanismes par lesquels les animaux 
apprennent à résoudre de nouveaux problèmes, et leurs conclusions ne sont écrites qu’à partir 
d’échantillons de petites tailles (la plus grande étude est une étude récente à grande échelle 
réalisée sur les grandes mésanges sauvages Parus major, et les mésanges bleues, Cyanistes 
caeruleus (MORAND-FERRON J, COLE E.F, RAWLES J.E.C , QUINN J.L (2011)). Par 
exemple la prédiction que l’innovation puisse être causée par la faim ou de faibles états 
corporels doit encore être testée à l’état naturel. Les estimations de l’état corporel n’ont en 
général pas été reliées à la propension à innover (BOOGERT N. J., MONCEAU K., 
LEFEBVRE L. (2010) ; MORAND-FERRON J, COLE E.F, RAWLES J.E.C , QUINN J.L 
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(2011), n.d.; OVERINGTON S. E., CAUCHARD L., COTE K.-A., LEFEBVRE L. (2011) ; 
THORNTON A., LUKAS D. (2012)). Cependant ces estimations sont dérivées de mesures 
morphométriques qui ne reflètent peut-être pas l’état interne ou la véritable condition au 
moment du test de l’animal.  
  Malgré de nombreuses implications de la capacité de flexibilité comportementale et 
d’innovation, les facteurs qui mènent certains individus à innover demeurent peu connus.  
 
 L’innovation chez les animaux : quels sont les facteurs déclencheurs ? 
 
  Les tendances innovatrices pourraient être inversement reliées aux capacités 
compétitrices. L’innovation implique nécessairement des coûts, comme de la perte de temps, 
d’énergie et une exposition au danger. En conséquence, des individus qui ne peuvent pas 
physiquement entrer en concurrence avec les autres seraient particulierement plus enclins à 
prendre des risques pour développer des solutions face à de nouveaux problèmes (READER S. 
M., LALAND K. N. (2003)). Cette suggestion a de nombreux supports empiriques sur les 
Poissons (LALAND K. N., READER S. M. (1999)), les Oiseaux (BIONDI L. M., BO M. S., 
VASSALLO A. I. (2010) ; COLE  E. F., QUINN J. L. (2012) ; KATZIR G. (1982)); 
(MORAND-FERRON J, COLE E.F, RAWLES J.E.C , QUINN J.L (2011)), les Primates 
(KENDAL R. L., COE R. L., LALAND K. N.(2005) ; READER S. M., LALAND K. 
N.(2001)), chez lesquels des jeunes ou des individus plus bas dans la hiérarchie tendent à 
montrer une plus grande propension à innover. Chez certaines espèces certains individus 
atteindraient de plus hauts rangs et des capacités de competition précisément en étant innovants 
(BOUCHARD J., GOODYER W. , LEFEBVRE L. (2007) ; GAJDON G. K., FIJN N., HUBER 
L. (2006.) ; BOOGERT N. J., READER S. M., LALAND K. N. (2006)). Par exemple, J.Goodall 
a montré en 1986 qu’un jeune chimpanzée mâle, Pan troglodytes, a atteint le status d’alpha à 
travers l’utilisation innovatrice de bidons vides pour augmenter ses démonstrations de menaces. 
Alternativement, les individus dans de particulièrement bonnes conditions seraient capables de 
s’accorder du temps et de l’énergie nécessaires à l’innovation (l’hypothèse du “temps libre”) 
(KUMMER H.,GOODALL J. (1985)). Des animaux captifs, par exemple, montreraient des 
niveaux d’innovation plus importants car ils sont bien nourris et ne doivent pas chercher de la 
nourriture ou éviter des prédateurs. Similairement, de jeunes animaux seraient capables de 
s’investir dans l’exploration et l’innovation si leurs besoins énergétiques sont comblés par leurs 
ainés ((KUMMER H.,GOODALL J. (1985));(READER S. M., LALAND K. N. (2003)).  
  Les tendances innovatrices reflètent des différences de capacités compétitives à travers 
des facteurs comme l’âge, le rang, le sexe mais elles diffèrent également à l’intérieur de ces 
catégories là. Par exemple, l’innovation pourrait être associée avec la faim à court terme 
(LALAND K. N., READER S. M. (1999)) ou sur un plus long terme à des différences de 
courage ou néophobie (GREENBERG R. (2003) ; WEBSTER S.J., LEFEBVRE L. (2001)). 
Les tendances innovatrices sont aussi affectées par les réponses émotionnelles (GREENBERG 
R. (2003)) et la motivation. 
  Finalement, la capacité des animaux à générer des solutions innovantes peut aussi être 
déterminée par leurs capacités cognitives (HAUSER M. D. (2003)). Par exemple, la capacité à 
reconnaitre la structure causale de problèmes ou à généraliser rapidement à travers les différents 
problèmes faciliterait l’innovation. Cela expliquerait le grand nombre de publications sur le 
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comportement innovant chez les Oiseaux et les Primates, au cerveau plus développé, comparé 
aux individus dont le cerveau est moins développé. Cependant, la relation entre les facteurs 
cognitifs et la variation des tendances innovantes au sein et entre les espèces demeure peu claire. 
De nombreux cas d’innovation chez les animaux impliqueraient simplement des processus 
d’apprentissage associatifs conservés, présents à travers les taxons des Vertébrés et Invertébrés.  
D’autres travaux sont nécessaires pour comprendre la relation entre les capacités compétitives 
et les tendances innovatrices à travers les différents taxa et systemes sociaux. Si ces différences 
de flexibilité comportementales sont observables sur le plan phénotypique, certains suggèrent 
qu’elles puissent également être lisibles sur le plan génétique. Cela suggère que ces différences 
inter-individuelles ne soient pas uniquement liées au contexte (COLE  E. F., QUINN J. L. 
(2012)). 
 
c. L’enrichissement environnemental : une méthode d’optimisation de la flexibilité 
comportementale à l’état naturel 
 
  Les animaux expriment souvent les comportements qui semblent être adaptés à 
l’environnement dans lequel ils vivent. Dans de nombreux cas, le développement du 
comportement adaptatif semble être influencé et affiné par de premières expériences de la vie. 
Par exemple, des mâles épinoches (Gasterosteus aculeatus) chassent leur progéniture quelques 
jours après leur éclosion pour favoriser chez elle des réponses anti-prédatrices appropriées 
(HUNTINGFORD FA, WRIGHT PJ, TIERNEY JF, (1994)). De même, les signaux de 
navigation employés par différents pigeons voyageurs (Colomba livia) sont influencés par 
l'information la plus répandue dans l'environnement lors du développement des jeunes oiseaux 
; les oiseaux exposés aux conditions venteuses apprennent typiquement à diriger utilisant les 
signaux olfactifs et aéroportés (WILTSCHKO R, SCHÖPS M, KOWALSKI U (1989)), tandis 
que les pigeons élevés dans les greniers abrités prêtent plus d'attention aux points de repère 
visuels (BRAITHWAITE VA, GUILFORD T (1995)). De cette façon, l'expérience pendant ces 
phases précoces de la vie jouent un rôle significatif en produisant des phénotypes 
comportementaux qui sont bien adaptés à différents genres d'environnement ou de mode de vie. 
Des changements dans le cerveau, structurels et neurophysiologiques, soutiendraient des 
différences dans des phénotypes comportementaux. L’étude des cerveaux et répertoires 
comportementaux des animaux élevés en captivité permet de le montrer. Les animaux élevés 
en captivité ont généralement une diversité comportementale réduite, moins de flexibilité 
comportementale, et beaucoup de régions du cerveau sont plus petites et moins en activité 
comparées aux homologues sauvages (CLAYTON NS, KREBS JR.(1994) ; HEALY SD, 
GWINNER E, KREBS JR. (1996) ; KIHSLINGER RL, LEMA SC, NEVITT GA. (2006) ; 
MATHEWS F., ORROS M., McLAREN G., GELLING M, FOSTER R. (2005)). De telles 
réductions semblent être un sous-produit d'un environnement moins exigeant (PRICE EO. 
(1999) ; SALVANES AGV, BRAITHWAITE VA. (2005)). Plusieurs expériences avec des 
rongeurs de laboratoire ont exploré les effets de l'enrichissement environnemental dans les 
cages logeant les animaux (HARBURGER LL, NZEREM CK, FRICK KM. (2007) ; LEGGIO 
M.G, MANDOLESI L., FEDERICO F., SPIRITO F., RICCI B., GELFO F., PETROSINI L. 
(2005) ; MOHAMMED AK, WINBLAD B, EBENDAL B, LARKFORS L. (1990)). 
L'enrichissement, sous forme d'objets qui peuvent être manipulés (comme des morceaux de 
corde et de jouets) ou explorés et utilisés (comme des tubes) fournissent aux animaux des 
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expériences plus variables. En termes de comportement, il a été montré que l'enrichissement 
exerçait un effet positif sur la capacité d'apprendre et de se rappeler les nouvelles tâches 
(FALKENBERG T, MOHAMMED AK, HENRIKSSON B, PERSSON H, WINBLAD B, 
LINDFOS N. (1992) ; ICKES BR, PHAM TM, SANDERS LA, ALBECK DS, MOHAMMED 
AH, GRANHOLM AC. (2000)).  
  Ainsi les animaux qui se développent dans un état naturel ont l'avantage qu'une 
expérience directe leur permette de s’adapter aux exigences des environnements locaux. En 
revanche, les animaux qui sont élevés en captivité sont comportementalement mal équipés pour 
traiter le nouvel environnement. C’est pourquoi plusieurs études proposent que l'utilisation de 
l'enrichissement environnemental dans l'environnement captif aide à amorcer des mécanismes 
neuraux de base et leur plasticité comportementale, permettant une plus grande possibilité de 
survie de post-libération (SALVANES AG, MOBERG O, EBBESSON LO, NILSEN TO, 
JENSEN KH, BRAITHWAITE VA. (2013)). Dans le cerveau, il a été montré que 
l'enrichissement affecte la neurogénèse, la plasticité synaptique et la potentialisation à long 
terme de la région de l’hippocampe, une région liée à certaines formes de mémoires 
associatives. La pertinence fonctionnelle de la neurogénèse de l’hippocampe a été très étudiée, 
prouvant que les conditions environnementales et physiologiques telles que l'effort, l'exercice 
et l'étude peuvent la moduler. Dans le cadre de programmes de conservation où les animaux 
sont élevés et destinés à vivre en liberté, l'enrichissement environnemental a d’ailleurs été 
proposé comme addition positive à l'environnement d’élevage (RABIN LA. (2003)). Au cours 
de la dernière décennie, des études ont exploré les effets de différents genres d'enrichissement 
chez des poissons (BEREJIKIAN BA, TEZAK EP, RILEY SC, LARAE AL. (2001) ; BROWN 
C., DAVIDSON T., LALAND K. (2003) ; SALVANES A.G, MOBERG V.O, 
BRAITHWAITE V.A. (2007)). Même si les preuves à cette échelle ne sont pas encore 
suffisantes les résultats sont de plus en plus en faveur du fait que l'enrichissement augmente la 
flexibilité comportementale de poissons (BRAITHWAITE V.A, SALVANES A.G.V. (2005) ; 
LEE J.S.F, BEREJIKIAN B.A. (2008)). Tandis qu'il y a eu un grand succès en élevant des 
animaux pour des programmes de réintroduction, la survie de ces animaux une fois sortis a été 
généralement pauvre, et dans de nombreux cas les libérations ne permettent pas d’augmenter la 
biomasse des populations (FISCHER J, LINDENMAYER DB. (2000) ; SEDDON PJ. (1999)). 
Des environnements enrichis et des entraînements sont donc encore en exploration afin de 
favoriser le développement de la compétence et de la flexibilité comportementale, et faciliter la 
survie de post-libération (DOBSON A, LYLES A. (2000) ; MALONEY RF, McLEAN IG. 
(1995) ; SEDDON PJ, ARMSTRONG DP, MALONEY RF. (2007) ; SHIER D.M, OWINGS 
D.H. (2006)).  
 
 Les différents types d’enrichissement environnementaux  
(BLOOMSMITH, BRENT, SCHAPIRO (1991)) 
-  
L’enrichissement social avec des contacts directs ou indirects avec des congénères ou 
des Hommes. Les contacts indirects peuvent être visuels, olfactifs, auditifs. 
- Enrichissement du lieu d’habitat, qui met en jeu la psychologie (mettre en place des 
challenges, encourager l’exercice, …) 
- Un enrichissement physique qui implique une altération de la taille ou de la complexité 
de l’enclos, l’ajout d’objets, de substrats,… 
- Un enrichissement sensoriel : des stimuli visuels, auditifs, olfactifs, tactiles ou gustatifs. 
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- Un enrichissment nutritionnel : le type de nourriture, la manière de la délivrer. 
 
 Exemple de l’étude du comportement anti-prédateur 
 
  Les réintroductions et les translocations animales sont des interventions potentiellement 
importantes pour sauver des espèces de l'extinction, mais sont plutôt infructueuses. La mortalité 
due à la prédation est une cause principale d'échec. Les animaux qui ont été isolés dans des 
prédateurs, durant toute leur vie ou au-dessus de temps évolutionnaire, peuvent ne plus 
exprimer le comportement anti-predateur approprié.  
  Pour cette raison, les biologistes de la conservation commencent à inclure la formation 
anti-predateur dans des procédures de préparation de pré-libération. Ils décrivent les 
circonstances évolutionnaires et ontogénétiques dans lesquelles le comportement d'anti-
prédateur peut dégénérer ou être perdu, et tentent d’élaborer des principes pour prévoir quels 
éléments peuvent être renforcés ou récupérés. Ils observent que la formation de pré-libération 
a le potentiel d'augmenter l'expression du comportement anti-prédateur préexistent. Les 
techniques potentielles de formation impliquent les procédures de traitement classique où les 
animaux apprennent à partir de modèles de prédateurs, avec lesquelles l'émergence de réponses 
inadéquates peut surgir.  
  Selon ces chercheurs la faisabilité de la formation anti-prédateur dépend du type 
d'isolement (évolutionnaire ou ontogénétique) et des éléments spécifiques du comportement 
anti-predateur (manière d'éviter, reconnaissance, réponse) qui ont été perdus. Des animaux qui 
ont été isolés des prédateurs pour beaucoup de générations montreront vraisemblablement le 
comportement anti-prédateur modifié, bien que le taux de changement et les types de 
comportement perdus dépendent du degré avec lequel les processus perceptuels sous-jacents et 
cognitifs sont partagés avec d'autres traits comportementaux (COSS R. G. (1999)). En 
conséquence, le degré de perte est peu susceptible d'être simplement proportionnel au nombre 
de générations depuis l'isolement. Les preuves empiriques de la littérature psychologique et 
éthologique démontrent que beaucoup d'animaux améliorent non seulement l'efficacité de leur 
comportement anti-prédateur avec l'expérience mais se renseignent également sur des dangers 
nouveaux (BECK B. B., KLEIMAN D. G., DIETZ J. M., CASTRO I., CARVALHO C., 
MARTINS A., RETTBERG-BECK B. (1991)). Certaines études montrent que la survie post-
libération est améliorée par l'exposition à un prédateur vivant avant relâchement. Elles montrent 
aussi que l'élevage avec minimisation du contact humain et la formation avec un modèle de 
prédateur non vivant n'ont eu aucun effet sur la survie post-libération. En effet les réponses 
comportementales de pré-libération à un prédateur non vivant, dit « modèle », n'étaient pas des 
facteurs prédictifs de survie post-libération (VAN HEEZIK, SEDDON, MALONEY (1999)). 
Ces études seraient à étendre à un plus large éventail d’espèces. Ces résultats soutiennent 
fortement l'idée que les programmes de formation anti-prédateurs de pré-libération devraient 
fonctionner. Le défi sera de concevoir les techniques efficaces de formation qui engagent les 
mécanismes d'apprentissage typique des espèces, d'identifier et exploiter le potentiel pour la 
transmission culturelle (GRIFFITH S., REED C. (1989)). 
 
  L’environnement enrichit la plasticité cérébrale grâce à la création de nouvelles 
connexions inter-neuronales par le processus de neurogénèse. Ce qui est intéressant, et que 
semblent relever les chercheurs à l’heure actuelle est qu’un apprentissage peut être à l’origine 
de comportements nouveaux plus étendus. Par exemple au fur et à mesure que le comportement 
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anti-prédateur gagne en performance, la recherche de renseignements sur des dangers nouveaux 
se fait de plus en plus.  
 
  L’environnement a un réel impact sur les réactions comportementales. De nombreux 
facteurs environnementaux, appelés facteurs épigénétiques sont par ailleurs capables de 
moduler l’activité cérébrale. La science qui étudie l’influence de l’environnement sur 
l’expression des gènes de façon plus générale est l’épigénétique. 
  Un exemple peut être donné, celui décrit par Cédric Florian, au cours d’une conférence 
nommée « épigénétique et cognition : regarder au dela des gènes ». Sa présentation regroupe 
les résultats de recherches menées dans le centre REMEMBER (Centre de recherche sur la 
cognition animale) et le CBI (Centre de biologie intégrative). Il a été mis en évidence sur des 
souris, par un test nommé « le test du labyrinthe aquatique », que des protéines (ici des HDAC) 
étaient capables d’agir sur l’acétylation des histones responsables de transcriptions liées au 
processus de la mémoire (VECSEY C.G, HAWK J.D, LATTAL K.M, STEIN J.M, FABIAN 
S.A, ATTNER M.A, CABRERA S.M, McDONOUGH C.B, BRINDLE P.K,ABEL T., WOOD 
M.A (2007)). André Fisher, dans une publication pour Nature, reprend le test et compare deux 
souris, ayant subi les mêmes modifications que celles qui avaient permis de montrer l’action 
altérative qu’on les HDAC sur la mémoire. L’une des souris a été mise dans un environnement 
fortement enrichi, l’autre non. Les meilleurs scores de mémoire au test du labyrinthe sont 
obtenus par la première. Ceci a permis de montrer que des modifications épigénétiques, ici 
l’enrichissement environnemental, étaient capables de pallier des altérations du cerveau. 
D’autres exemples ont pu être cités tels que les études montrant qu’un comportement maternel 
chez la souris était à l’origine d’un codage normal des récepteurs aux glucocorticoides 
(WEAVER IC, CERVONI N, CHAMPAGNE FA, D’ALESSIO AC, SHARMA S, SECKL JR, 
DYMOV S, SZYF M, MEANEY MJ. (2004)). La progéniture ayant connu une mère maternelle 
présentait des réactions d’anxiété beaucoup plus faibles face à des situations stressantes que des 
souriceaux n’ayant pas reçu le même comportement de la part de leur mère. Le mécanisme 
biologique a pu être mis en évidence : il met en jeu des méthylations de facteurs de 
transcriptions des récepteurs aux glucocorticoides. Notons que la réversibilité des méthylations 
a aussi pu être observée suite à l’administration de molécules chimiques, suite à des 
modifications d’environnement mais aussi parfois de façon lente et spontannée.  
  Les facteurs épigénétiques sont nombreux : le sport, les radiations, les médicaments, le 
stress, la pollution, l’alimentation, les pratiques méditatives, … Il existe réellement un échange 
à double sens entre notre cerveau et son environnement.  
 
  Finalement, les données en matière d’états cérébraux sont trop peu nombreuses pour en 
savoir plus sur l’évolution des ondes cérébrales au sein de règne animal. La comparaison des 
comportements en captivité et à l’état naturel met en évidence que la définition d’intelligence 
animale est très relative aux conditions écologiques, ce qui en repousse les critères 
d’objectivation. Ce dont on est sûr c’est qu’il existe une forte composante environnementale 
dans les apprentissages. L’environnement modifie la représentation qu’un individu a d’un 
problème et de sa résolution et, comme c’est le cas de l’enrichissement environnemental sur la 
plasticité neuronale, peut également avoir un impact sur l’expression génétique à l’origine de 
ses comportements. 
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CONCLUSION 
 
  Il existe bien une latéralisation cérébrale fonctionnelle. Cependant il faut garder à 
l’esprit de ne pas catégoriser les aires cérébrales en les associant strictement à des fonctions. En 
effet la phrénologie est une science qui associe des « centres cérébraux » à des fonctions 
mentales. Cette hypothèse a amené à des notions erronées au cours de l’évolution des 
neurosciences. Le fonctionnement mental est bien le produit de plusieurs unités cérébrales ainsi 
que du fonctionnement coordonnée de systèmes formés par les interconnexions de ces unités. 
  Chez l’Homme l’exemple de spécialisation le plus connu se rapporte au langage, 
fonction assurée par des structures situées dans le cortex cérébral gauche. Le deuxième 
concerne la perception des informations sensorielles en provenance du corps. La représentation 
de l’espace en dehors du corps, de même que les processus émotionnels font l’objet d’une 
spécialisation hémisphérique droite. Cela ne signifie pas que le corps ou l’espace ne sont pas 
représenté dans l’hémisphère gauche mais les représentations ne sont probablement que 
partielles et ne font pas l’objet d’une intégration sensorielle (DAMASIO A.R, 1994).  
  L’étude comparative au sein des Vertébrés a montré une tendance fonctionnelle 
spécifique pour chaque hémisphère dans les fonctions suivantes : 
L’hémisphère gauche L’hémisphère droit 
Réponses avec considération préalable Réponses rapides 
Inhibition de la réponse immédiate Expression des émotions intenses, peur, fuite, 
agressivité 
Concentration de l’attention Attention globale, diffuse 
Analyse séquentielle Traitement de données parallèles 
 Attention sur les informations spatiales 
 Cartographie spatiale 
 
  A la suite de ces études il est important de retenir que chacun des deux hémisphères 
possède un fonctionnement séparé de l’autre mais que leur fonctionnement à terme demeure 
unifié et coopératif. La localisation anatomique n’est pas un unique élément déterminant dans 
les processus cognitifs, l’activité des aires cérébrales au cours du temps et le réseau neuronal 
auquel elles appartiennent sont autant d’éléments qui rentrent en jeu. Depuis longtemps, les 
mécanismes de la prise de décision ont été mis en relation avec la communication entre les deux 
hémisphères cérébraux à travers le corps calleux, puis plus récemment les communications 
thalamo-corticales. Des études en psychologie, psychiatrie, des études sur les processus 
cérébraux engagés lors de la méditation ont permis de s’intéresser au phénomène de 
latéralisation des ondes cérébrales et à celui d’entrée en cohérence des ondes cérébrales à travers 
diverses régions du cerveau. La cohérence entre deux régions cérébrales permet d’optimiser la 
création de réseaux neuronaux, aboutissant à un meilleur échange, à une meilleure coordination 
entre ces régions. Cette communication favorise entre autre la stabilité émotionnelle, les 
capacités cognitives, le raisonnement, les prises de décision. 
  En effet, l’étude des prises de décisions amène à se questionner sur la perception qu’un 
individu a des informations de son environnement à un instant donné. Les apports des 
neurosciences actuelles permettent de montrer qu’une expérience cognitive est générée par un 
contexte environnemental associé à un contexte mental (attention, concentration, 
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mémorisation : mobilisation des mémoires et donc aussi expériences passées). A un instant 
donné dans l’environnement extérieur tous les attributs d’un objet de l’environnement ne sont 
pas présents : seules les informations obtenues par les perceptions sensorielles peuvent être 
accessibles. Grâce à la capacité à supporter des évènements neuraux synchronisés dans des 
régions cérébrales éloignées, la résonance thalamocorticale est une explication possible de la 
cohérence de perception spatiale et temporelle dans le cerveau. 
Favoriser la synchronicité des neurones et redistribuer le travail à travers les différentes aires 
cérébrales est une modification du contexte interne, modifiant la perception finale qu’un 
individu a de son environnement et pourrait permettre d’aboutir à des raisonnements plus 
adaptés aux situations rencontrées. 
 
  L’étude des animaux montre que la prise de décision est liée à la perception qu’a une 
espèce de son environnement, elle-même influencée par ses habitudes, ses expériences passées. 
Les résultats des études sur la réversibilité d’un apprentissage, les prises de décisions 
automatisées, soutiennent l’importance d’un contexte environnemental interne et externe. 
L’environnement extérieur et intérieur constitue un contexte dans lequel se construit la 
connaissance. La mise en jeu des processus cognitifs dans les prises de décision chez les 
animaux est donc très difficilement évaluable lorsque l’on ne connait pas réellement la 
perception que ceux-ci ont de l’environnement, elle-même conditionnée par leurs expériences 
passées, leurs motivations,... Ainsi l’étude des capacités cognitives et l’appréciation de 
l’intelligence peuvent être questionnées : peut-on réellement mettre en évidence une forme 
d’intelligence en sortant de l’environnement naturel ? Cela met en évidence la difficulté de 
mettre en place des designs expérimentaux pertinents dans l’étude des capacités cognitives 
animales. Cela replace la créativité, les capacités d’adaptation, la flexibilité en tant que 
composantes de l’évaluation de l’intelligence mais relativise également la définition de 
l’intelligence qui semble justifiée par des adaptations évolutives et prend donc de nombreuses 
formes. Ces connaissances permettent par la même occasion de mieux comprendre l’intérêt que 
peuvent présenter les méthodes d’enrichissement environnemental sur la flexibilité 
comportementale. L’épigénétique permet par ailleurs aujourd’hui de démontrer que 
l’environnement, les expériences de vie, peuvent réellement avoir un impact sur l’expression 
des gènes et donc aussi sur les comportements.  
  Comme on a pu le noter plus haut, les états cérébraux sont importants dans les 
mécanismes de prises de décisions et donc dans les comportements. Cependant ce domaine est 
peu documenté pour le règne animal. Grâce à de récentes études l’origine des différentes ondes 
cérébrales a pu être reliée à différentes localisations cérébrales, même si les mécanismes de 
production de ces activités électriques sont complexes et non entièrement élucidés encore 
aujourd’hui. Les modèles de génération des oscillations eux sont nombreux et complexes. 
Chacune de ces bandes de fréquences ont déjà été observées chez des animaux mais les données 
restent insuffisantes pour comprendre l’évolution des ondes cérébrales au sein du règne animal. 
Même si certaines ondes Alpha prennent leur origine dans les couches IV et V du néocortex qui 
n’est pas présent chez tous les Vertébrés, les chercheurs ne pensent pas que la présence ou non 
des couches du cortex cérébral soit responsable de différences généralisables dans la forme du 
spectre de puissance, ni même la taille du cerveau et son degré de différenciation 
microscopique. Une des hypothèses est par ailleurs celle d’une évolution significative du degré 
et de la distribution de la synchronicité des ondes cérébrales lentes avec la complexité des 
cerveaux. Si les spectres de puissance sont assez différents entre Vertébrés et Invertébrés, les 
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enregistrements et le spectre de puissance se ressemblent chez tous les Vertébrés à part pour 
l’amplitude. L’absence d’autres différences entre les formes, les spectres de puissance et les 
dynamiques des EEGs parmi les classes de Vertébrés pose encore beaucoup de question à 
mettre en parallèle avec les changements dans l’anatomie cérébrale et les éthogrammes 
comportementaux.  
  Des états proches de l’état complet du cerveau, qui se traduisent par une plus grande 
cohérence cérébrale entre les hémisphères cérébraux dans toutes les bandes de fréquences, n’ont 
été mis en évidence que chez l’Homme jusqu’à aujourd’hui, notamment après des 
entraînements méditatifs, et en particulier au niveau du cortex préfrontal. D’autres facteurs sont 
peut-être à l’origine d’une augmentation de la cohérence cérébrale, comme la delphinothérapie. 
Si l’impact de l’état de cohérence cérébrale sur les prises de décisions à proprement parlé reste 
difficilement objectivable et mesurable, les effets positifs de la méditation favorisant cet état 
sont eux nombreux à avoir été publiés. Ils touchent, pour rappel, de nombreux domaines tels 
que : la dépression, l’anxiété, la stabilité émotionnelle, l’insomnie, le stress post-traumatique, 
l’hypertension , le cholestérol, le diabète, la fibromyalgie, les addictions, l’hyperactivité, 
l’intelligence, la créativité, la confiance en soi.  
  Ailleurs dans le monde, des projets pilotes pour l’enseignement de la méditation 
transcendentale s’ouvrent. Le gouvernement Britanique a récemment décidé de financer le 
support de ces écoles. Le gouvernement a également mobilisé des fonds afin de construire 
plusieurs nouvelles écoles de ce type. Au Brésil, le Ministère de l’éducation a décidé d’instaurer 
la méditation transcendentale comme une part standard du programme dans toutes les écoles 
publiques du pays. Dans les prochaines années environ 30 million d’enfants apprendront la 
méditation transcendentale. Au Mexique, et à San Francisco les autorités responsables de 
l’éducation financent actuellement aussi ces écoles. 
 
 
 
 
 
 
 
 
 
 
 
65 
 
DISCUSSION 
 
 Finalement, quelle définition pour objectiver une forme d’intelligence animale?  
 
  L’étude du comportement animal permet actuellement de voir que la définition de 
l’intelligence demeure un sujet de débat au sein de la communauté scientifique. Plusieurs 
théories existent à propos de la façon de définir et donc d’étudier objectivement l’intelligence. 
Certains axent leur étude de l’intelligence selon une théorie appelée « béhaviorisme ». Les 
béhavioristes s'intéressent particulièrement aux comportements observables et ne se 
préoccupent pas des processus mentaux internes qui interviennent dans l’apprentissage. 
L’apprentissage est considéré ici comme le résultat de l’apprentissage. Selon eux il y a 
apprentissage lorsqu’une réponse à un stimulus est donnée. Ils ne s’intéressent pas à tous les 
processus mentaux internes qui concourent à l’élaboration de la réponse. Leurs travaux ont 
systématisé la doctrine du courant behavioriste par la théorie S → R (c'est-à-dire le stimulus 
entraîne une réponse) signifiant ainsi une réponse directe de l’organisme à un stimulus 
provenant de l’environnement.   
  Au contraire des béhavioristes, les cognitivistes cherchent à mettre en lumière les 
processus internes de l'apprentissage. Pour eux l’apprentissage est un processus interne qui 
implique la mémoire, le raisonnement, la réflexion, l’abstraction, la motivation et la 
métacognition. L’apprentissage est considéré comme étant exclusivement une science 
s’intéressant aux activités de traitement de l’information. Pour eux, l’esprit est une « machine », 
un ensemble de processus de traitement des informations. L’individu est ainsi considéré comme 
un système actif de traitement des informations qui lui proviennent du monde extérieur. La 
théorie cognitive considère l’apprentissage comme un processus d’information durant lequel 
les sensations sont reçues à travers les sens qui sont dirigés vers le stockage sensoriel avant le 
traitement.  
  Enfin, l’approche constructiviste considère l’apprentissage comme un processus de 
construction des connaissances qui se réalise dans l’interaction entre le sujet pensant et 
l’environnement dans lequel il évolue. Pour construire ses connaissances, l’individu utilise les 
connaissances antérieures comme moyen de représentation, de calcul et de réflexion  sur sa 
propre action. Les connaissances anciennes jouant le rôle de processus d’assimilation des 
connaissances nouvelles. En effet ce que l’individu va apprendre dépend de ce qu’il sait déjà. 
La théorie piagétienne représente l’intelligence comme un système d’actions intériorisées ou 
d’opérations construites à partir de la coordination des actions que l’individu pose dans 
l’environnement. Piaget définit l’intelligence comme un instrument indispensable de 
l’adaptation de la personne à son environnement. L’intelligence se construit lentement. Selon 
Piaget, l’équilibration est un processus qui permet aux personnes d’adapter leurs 
comportements à l’environnement lorsqu’elles sont en présence de situations ou d’objets 
nouveaux et de réorganiser leurs structures intellectuelles lorsqu’elles apprennent des 
connaissances nouvelles. Von Glasersfeld en 1995, propose quatre principes fondamentaux 
pour la formation concernant le constructivisme : la connaissance est construite par l’apprenant 
et non transmise et stockée ; l’interaction sociale avec l’apprenant est au centre de la 
construction du savoir ; l’apprentissage nécessite l’engagement de l’apprenant actif qui 
construit ses représentations grâce à du matériel ou des personnes, à un contexte ; 
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l’environnement extérieur et intérieur constituent un contexte dans lequel se construit la 
connaissance. La cognition est fonctionnelle et adaptative. La cognition permet une 
organisation individuelle de ses propres expériences et non la découverte d’une réalité 
objective.  
 
 Modèle de psychologie cognitive pour la prise de décision et son application en 
clinique. 
 
  Comme nous l’avons vu en introduction autour de la prise de décision en clinique, 
certains psycholoques proposent un modèle de raisonnement pour la décision et l’action. Selon 
eux, deux systèmes de pensée peuvent être décrits (KAHNEMAN D. (2012)) . Ce concept a été 
proposé à l’origine par les psychologues Keith Stanovich et RichardWest et utilisé par divers 
auteurs dont Daniel Kahneman et Olivier Houdé. 
  Le système 1 est le système des raisonnements et pratiques automatiques. Il fonctionne 
automatiquement et rapidement avec peu ou pas d’effort, sans sensation de maîtrise délibérée.  
Le défaut du système 1 : il est peu fiable en raisonnement, il rend automatique les pratiques 
répétitives y compris quand inappropriées, il fonctionne par associations et prend mal en compte 
les statistiques, il est pollué par le mécanisme des stéréotypes. Comme le Système 1 fonctionne 
automatiquement, il ne peut pas être mis hors circuit et il est souvent difficile d’éviter les erreurs 
de la pensée intuitive. Cependant le contrôle systématique est coûteux en énergie. 
Kahneman distingue deux modes de la pensée pour le Système 1: «experte» et «heuristique»  
   - L’ «intuition experte» est automatiquement construite par le cerveau par l’analyse des 
points communs dans des situations rencontrées (capacité innée).  
   - L’ «intuition heuristique» est le résultat d’apprentissage (lecture, conduite automobile, 
musique avec un instrument). 
 
  Le système 2 est le système de raisonnement réfléchi. Il fonctionne à la demande et 
exige de la concentration et de l’effort, son fonctionnement est lent et conscient.  
  Le défaut du système 2 : il monopolise l’attention, il protège l’activité la plus importante 
et attribue des «fenêtres» pour les autres activités. Il peut «épuiser le contrôle de soi», il peut 
déconnecter pour se concentrer sur une tâche prioritaire. Alors l’individu n’est plus attentif à 
son environnement. La «déconnection» d’une personne dont l’attention est centrée sur une 
tâche a été démontrée par Christopher Chabriset Daniel Simons dans de nombreuses 
expériences, dont la plus connue est le «gorille invisible». 
  Quelques exemples de tâches du système 2, système de la réflexion : Lire un mot dont 
on ne connaît pas le sens, calculer 18 x 23, changer de direction alors qu’on conduit sur un 
parcours habituel. 
  Le système 1 se construit automatiquement par apprentissage. Selon les chercheurs, « 
plus on se familiarise avec une tâche, moins elle est gourmande en énergie ». Des études ont 
montré que l’activité cérébrale associée à une activité évolue quand la compétence se développe 
impliquant de moins en moins de régions du cerveau au fur et à mesure. 
  Le système 2 est mobilisé quand une question se pose à laquelle le système 1 n’a pas de 
réponse. Il s’agit d’une économie d’énergie en fonction de l’enjeu. «La répartition des tâches 
entre le système 1 et le système 2 est extrêmement efficace: elle minimise les efforts et optimise 
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la performance.»  
 
  Un autre système est nommé, le système 3 selon Houdé, qui contrôle le système 1 et 
permet le passage au système 2: il regroupe les mécanismes qui vont, consciemment ou non, 
débrancher le pilotage automatique. D’après Houdé, pour ne pas faire de faute de raisonnement, 
il faut «apprendre à résister à la première pensée», aux mécanismes venant de la vérification 
automatique, et savoir débrancher le système 1. 
 
  Selon ces chercheurs en psychologie, les prises de décisions mobiliseraient une certaine 
quantité d’énergie, et l’usage des différentes régions du cerveau serait différent selon la 
situation. Une situation familière nécessite moins d’énergie, moins de régions du cerveau. Le 
système 1, permettrait une économie d’énergie et un système 3 serait nécessaire à son inhibition 
pour passer à un système de pensée plus adapté, le système 2. 
 
  En effet, d’après Moran Cerf, un neuroscientifique à l’Université de Northwestern qui 
a étudié la prise de décision pendant plusieurs années, la prise de décision est un mécanisme 
qui demande de l’énergie. De nombreuses recherches ont montré que les humains avaient une 
quantité d’énergie limitée à dédier à leurs décisions. Choisir ses vêtements, que manger, où 
passer son temps libre,… demande déjà d’en utiliser une grande partie au quotidien. Cette 
fatigue provenant de la prise de décision est la plus récente découverte liée à un phénomène 
baptisé « ego depletion » par Roy.F.Baumeister professeur de psychologie à l’Université de 
Floride (MILLER H.C, PATTISON K.F, DEWALL C.N (2010)). Prendre des décisions 
reduirait l’énergie mentale et la volonté. Selon le professur R.F.Baumeister : « les meilleurs 
décideurs sont ceux qui savent quand ils ne doivent plus se faire confiance ». 
  La psychologie cognitive est l’étude des mécanismes de la cognition qui permet d’en 
savoir plus sur le raisonnement clinique. Il a par ailleurs été étudié à travers la psychologie 
cognitive dans une thèse vétérinaire (DUQUERROUX V.(2009)). Voici ce qui y est énoncé : 
  Chaque fonction de la cognition humaine renvoie à un aspect de la démarche clinique. 
Par exemple, l’attention est un mécanisme de contrôle de détection de l’anormal. La perception 
permet de caractériser l’anormal. L’organisation des connaissances permet de se représenter les 
cas cliniques. 
  La démarche clinique débute par le recueil des données. Ce processus est contrôlé par 
des mécanismes attentionnels qui filtrent l’information. Le recueil des données n’est pas neutre 
; il est influencé par les connaissances et les attentes du vétérinaire. Ainsi, détecter l’anormal 
n’est pas quelque chose d’inné : le clinicien novice doit apprendre à observer au fur et à mesure 
qu’il enrichit ses connaissances. 
  La « révolution copernicienne » illustrée par E. Kant à la fin du XVIIIème siècle dans 
la préface de la Critique de la Raison Pure permet d’expliciter cette difficulté en changeant de 
point de vue. Il différencie l’objet en soi de la représentation de l’objet par le sujet. Ce concept 
a d’intéressantes répercussions sur la représentation du problème par le clinicien et la 
représentation de ses connaissances. 
  En effet, les processus de raisonnement sont basés sur le processus hypothético-déductif, 
processus par lequel le médecin émet de manière inconsciente un certain nombre d’hypothèses 
qu’il teste ensuite lors de l’abord d’un problème clinique complexe. Des processus sont décrits, 
semblables aux processus décrits par les psychologues Keith Stanovich et RichardWest : un dit 
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analytique et un autre non-analytique. 
  Dans un cadre purement analytique, le médecin pourrait expliciter étape par étape son 
raisonnement sur une feuille de papier. A contrario, dans un cadre purement non analytique, le 
médecin serait incapable d’expliciter son raisonnement. Il sait simplement que c’est la bonne 
solution mais il est incapable d’expliquer l’imputabilité de l’hypothèse à la suite de son 
raisonnement. Nombre d’heuristiques ou raccourcis mentaux font partie de cet arsenal non 
analytique, faussement « intuitif ». En général, les processus analytiques sont plus longs, plus 
lourds mais plus sûrs d’utilisation en vue de la résolution d’un problème. A contrario, les 
processus non analytiques sont plus économes cognitivement, donc plus rapides mais moins 
souples d’utilisation.  
  Enfin, les experts ou cliniciens expérimentés exploitent beaucoup mieux ces processus 
non analytiques que les novices. Ces processus non analytiques constituent la base de «ce 
sixième sens » qui résulte d’une forme d’organisation de connaissances en réseaux richement 
interconnectés, formées par la somme de connaissances provenant de la littérature et de 
l’expérience. Les connaissances de l’étudiant elles sont plus éparpillées. Elles sont organisées 
en unités de connaissances faiblement interconnectées entre chaque discipline. Ainsi si le 
novice utilise des raccourcis mentaux comme les experts, il échouera probablement dans sa 
prise de décision.  
  Cependant on comprend aisément que si l’expertise implique une meilleure résolution 
de problème dans la plupart des cas courants face à des cas atypiques, les cliniciens 
expérimentés manquent de flexibilité : ils restent ancrés dans leurs scripts adaptés aux situations 
courantes. Ainsi, le « bon sens clinique » est un masque qui déforme les perceptions. Face à un 
cas atypique ou un manque de ressources en temps et en moyen, ce « bon sens » peut le tromper.  
Enfin, la psychologie cognitive appuie sur l’importance de la représentation que le clinicien a 
d’un problème donné. Selon elle, l’étudiant devra avant tout centrer toute son attention sur le 
motif de consultation et les circonstances d’apparition du trouble pour mieux se représenter le 
problème au sein de son réseau de connaissances. 
 
  Ces études sont en cohérence avec la présence d’un filtre de la perception qui dépend 
de la direction de l’attention, les attentes, les expériences passées, que nous avons évoquées et 
qui influencent tout le raisonnement. L’auteur évoque également le biais des décisions issu de 
la construction d’un réseau de connaissances que le clinicien expérimenté utilise dans un 
raisonnement non-analytique et qui met à mal la flexibilité face à de nouvelles situations par 
automatisme et économie d’énergie. Cette science met l’accent sur l’importance de la 
représentation d’un problème : « la prise de décision dépend plus de la représentation que le 
clinicien a du problème plutôt que du problème en lui-même ». En effet cette représentation 
implique l’expérience du clinicien et pas seulement de la formulation verbale des 
connaissances.  
  Les systèmes 1 et 2, le raisonnement analytique ou non-analytique sont-ils seulement 
une question de vitesse de pensée ? Il semble que la différence soit plus précisément due à une 
différence dans la mobilisation d’énergie lors de la réflexion. Cependant est-il si simple 
d’échapper à tous nos automatismes ? La réflexion se base-t-elle sur des représentations liées à 
l’expérience malgré nous?  
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 Et si la raison de nos décisions nous échappait plus que nous ne le pensions ? 
  Selon certains chercheurs, les prises de décisions seraient fortement influencées par le 
subconscient. D’après certains neuroscientifiques en cognition, comme Bruce Lipton, 
psychologues et sociologues, nous ne serions conscients que de 5% de notre activité cognitive 
et la plupart de nos décisions, actions, émotions et comportements dépendraient de 95% de 
l’activité de notre cerveau qui mettrait en jeu des données qui dépassent notre état conscient 
(ZALTMAN G. (2003) ; LIPTON B. H. (2005)) . Selon eux il existerait des mémoires 
implicites qui dirigeraient nos habitudes, nos compétences, nos comportements, nos réponses 
conditionnées, nos réflexes, réactions émotionnelles que nous prenons en compte dans notre 
pensée consciente. La recherche en neurosciences cognitives qui considère que l’état mental du 
cerveau est un aspect primordial de la performance cognitive a par ailleurs lancé de plus en plus 
d’études sur l’hypnose, espèrant rendre ce processus moins « mystérieux » aux yeux de la 
communauté scientifique. Une des idées intéressantes issue de ces récentes expériences est 
justement que l’hypnose altérerait l’état mental d’une façon qui permette aux informations 
extérieures de dominer sur des motivations qui seraient internes (POSNER M.I, ROTHBART 
M.K (2011)). Notons par la même occasion qu’un modèle neuropsychologique a mis en 
évidence que la susceptibilité à l’hypnose est liée à la capacité de passer d’un état d’activité 
cérébrale importante à gauche, à une inhibition de cet hémisphère, l’atténuation de son contrôle, 
et une plus grande activation de l’hémisphère droit (GRUZELIER J, BROW T, PERRY A, 
RHONDER J, THOMAS M. (1984) ; KENNETH R., GRAHAM, PERNICANO K. (1979)).  
L’auteur du livre Thinking Fast and Slow (KAHNEMAN D. (2011)), prix Nobel d’économie 
en 2011, a mis à profit plusieurs décennies de recherches universitaires pour montrer une trop 
grande confiance dans le jugement humain. Il défend également l’idée que les prises de décision 
que nous prenons ne seraient finalement prises qu’à partir de peu d’informations et que le 
raisonnement permettrait surtout de donner de la cohérence au choix qui est fait, à la solution 
qui est trouvée. 
  Les références bibliographiques de ce paragraphe mériteraient de faire l’objet d’une 
recherche critique plus poussée malgré la confirmation scientifique de leurs sources. 
Néanmoins il semblait intéressant de les citer car elles représentent l’actuelle marche en avant 
en matière de recherche et terminent d’ouvrir le débat sur les mécanismes de la prise de 
décisions. 
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DESCRIPTION DU PRINCIPE DE LATERALISATION CEREBRALE ET DE 
COHERENCE CEREBRALE, ET DISCUSSION AUTOUR DES MECANISMES DE LA 
PRISE DE DECISION  
Résumé 
La prise de décision en clinique est une tache cognitive complexe. Il existe une certaine division 
latéralisée du travail entre les deux hémisphères cérébraux. La cohérence cérébrale est l’activité 
en phase d’ondes cérébrales de même fréquence émises par différentes parties du cerveau. Cet 
état permet le liage des activités séparées du cortex, influence la perception, et est à l’origine 
d’améliorations cognitives et émotionnelles. A.R.Damasio affirme que les décisions naissent 
de calculs mentaux indissociables de la perception d’informations venant du corps, comme les 
émotions. Les ondes cérébrales ont été peu documentées chez les animaux. Dans les études 
comportementales, l’écologie d’une espèce modifie la perception de son environnement et 
donc ses décisions. Ces conditionnements sont à considérer dans la définition de l’intelligence 
animale. Des facteurs épigénétiques comme l’enrichissement environnemental ou la 
méditation chez l’Homme peuvent en tout cas moduler la flexibilité cognitive.  
Mots clés : latéralisation cérébrale, prise de décision, cohérence cérébrale, ondes cérébrales, 
perception. 
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DESCRIPTION OF THE CEREBRAL LATERALIZATION AND CEREBRAL 
COHERENCE PRINCIPLES, AND DISCUSSION ABOUT DECISION-MAKING 
Abstract 
Decision-making is a complex cognitive task. A lateralized work division can be observed 
between the two cerebral hemispheres. Cerebral coherence is the activity when brain waves of 
several brain areas and of same frequencies are in phase. This state allows the link of the 
separated cortex activities, which influences perception, and lead to cognitive and emotional 
improvement. A.R Damasio states that decisions are due to mental calculations but also 
necessarily to bodily information perception, emotions particularly. Brain waves activity is not 
documented a lot in animals. From a behavioural point of view, species ecology is proved to 
influence environmental perception and then decision-making. So these conditionings have to 
be considered towards the question of animal intelligence definition. Anyway, epigenetic 
factors like environmental enrichment and meditation for humans can modulate cognitive 
flexibility. 
Keyworlds : cerebral lateralization, decision-making, cerebral coherence, brain waves, 
perception. 
 
