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Context: Variability management (VM) is one of the most important activities of software product-line
engineering (SPLE), which intends to develop software-intensive systems using platforms and mass cus-
tomization. VM encompasses the activities of eliciting and representing variability in software artefacts,
establishing and managing dependencies among different variabilities, and supporting the exploitation
of the variabilities for building and evolving a family of software systems. Software product line (SPL) com-
munity has allocated huge amount of effort to develop various approaches to dealing with variability
related challenges during the last two decade. Several dozens of VM approaches have been reported. How-
ever, there has been no systematic effort to study how the reported VM approaches have been evaluated.
Objective: The objectives of this research are to review the status of evaluation of reported VM approaches
and to synthesize the available evidence about the effects of the reported approaches.
Method: We carried out a systematic literature review of the VM approaches in SPLE reported from 1990s
until December 2007.
Results: We selected 97 papers according to our inclusion and exclusion criteria. The selected papers
appeared in 56 publication venues. We found that only a small number of the reviewed approaches had
been evaluated using rigorous scientificmethods. A detailed investigation of the reviewed studies employ-
ing empirical researchmethods revealed significant quality deficiencies in various aspects of the used qual-
ity assessment criteria. The synthesis of the available evidence showed that all studies, except one, reported
only positive effects.
Conclusion: The findings from this systematic review show that a large majority of the reported VM
approaches have not been sufficiently evaluated using scientifically rigorous methods. The available evi-
dence is sparse and the quality of the presented evidence is quite low. The findings highlight the areas in
need of improvement, i.e., rigorous evaluation of VM approaches. However, the reported evidence is quite
consistent across different studies. Thatmeans the proposed approachesmay be very beneficial when they
are appliedproperly in appropriate situations.Hence, it canbe concluded that further investigations need to
pay more attention to the contexts under which different approaches can be more beneficial.
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Software product-line engineering (SPLE) [1–3] has gained
significant attention over the recent years. It is claimed that SPLE
provides a promising way to develop a large range of software-
intensive systems faster, better, and cheaper [2]. Some cases of
SPLE have reported improvements in the order-of-magnitude with
respect to cost, quality, and time-to-market [4]. The range of prod-
ucts, which a software product line aims to support, often differs
from each other to support different, individual customers or ad-
dress entirely different market segments. As a result, variability
is a key concept in SPLE. It refers to the ability of an artifact to
be configured, customized, extended, or changed for use in a spe-
cific context [5]. The variability in various artifacts to be used for
building different products in a software product line (SPL) must
be defined, represented, exploited, implemented, and evolved
throughout the lifecycle of that SPL [4]. This is what researchers
and practitioners mean when they refer to variability management
in SPLE [4,6]. This is also what we mean by variability management
in this research.
Variability management is a fundamental activity in SPLE [4]. It
is also considered one of the key feature that distinguishes SPLE
from other software development approaches or traditional soft-
ware reuse approaches [7]. Variability management (VM) is a
non-trivial undertaking as it involves extremely complex and chal-
lenging tasks, which need to be supported by appropriate ap-
proaches, techniques, and tools [7,8]. There has been a great deal
of research to address various challenges of variability manage-
ment. Feature-oriented domain analysis (FODA) method [9], which
was published in 1990, is one of the first contributions to variabil-
ity management. Since then, a large number of effort has been
spent on developing approaches for better managing variability.
Diverse approaches have been reported through various publica-
tion venues. However, there are only a few reviews of the literature
on VM in SPLE. Sinnema and Deelstra [8] have provided a detailed
classification of six variability modelling techniques that have been
selected to form a representation of a subset of available tech-
niques for variability modelling, which is an important aspect of
variability management. Svahnberg et al. [10] presented a taxon-
omy of variability realization techniques.
However, there has been no effort to systematically analyse
how variability management approaches have been evaluated,
and to systematically collect and synthesize the existing evidence
regarding the effects of the reported approaches. We believe that
these are important aspects to investigate as the results of rigorous
evaluation, e.g., in the form of evidence about the benefits and lim-
itations of the proposed approaches, can play an important role in
transferring the research outcomes to industrial practices [11].
Hence, we decided to conduct a systematic literature review of var-
iability management (VM) in SPLE in order to provide a snapshot ofcite this article in press as: L. Chen, M. Ali Babar, A systematic review of e
. Softw. Technol. (2011), doi:10.1016/j.infsof.2010.12.006the state-of-the-art with respect to evaluation of the reported
approaches.
We published an early report in EASE 2009 [12] from our sys-
tematic review, whose extended methodological details and find-
ings are reported in this paper. Compared with the early report
[12], this paper has made several revisions and extensions; some
of the more significant extensions include more details about the
used research methodology and identification of specific search
strings used for different search engines (Section 2), further find-
ings from more analysis of the data extracted to answer the initial
two questions (i.e., first two questions enlisted below) of this sys-
tematic review (Sections 3.2), complete tabulated scores for quality
assessment of each study (Table 11), an elaborative discussion and
enlisting of highly cited papers on VM approaches published with-
out evaluation components (Section 4); another major extension is
the addition of a research question aimed at synthesizing the liter-
ature studying the effects of various VM approaches (Section 3.5).
Some of the data and findings from this review were also used in a
study on the variability management challenges and solutions as
reported in [13]. The systematic review reported in this paper ad-
dresses the following research questions:
 How have the variability management approaches in SPLE been
evaluated?
 What is the quality of the reported evaluations of the variability
management approaches?
 What evidence is available about the effects of variability man-
agement approaches?
We believe the results of such a study will benefit both
researchers and practitioners. The review will provide researchers
with important research gaps regarding the evaluation of variabil-
ity management approaches. For the industrial readership, the re-
view will provide practitioners with useful information about the
evaluation of the available variability modelling approaches. They
can use the findings reported in this paper as a reference when
they select a variability management approach for their own set-
tings and situations.
The remainder of this paper is structured as follows: Section 2
describes the methodology of the systematic review which follows
the guidelines as presented in [14]. Section 3 presents the results,
while Section 4 discusses the results. Section 5 discusses the limi-
tations of the study. Finally, Section 6 finishes the paper by draw-
ing some conclusions based on the reported review.
2. Review method
This section reports the details about each step of the system-
atic literature review (SLR), called systematic review or review
hereafter, process followed in this study. A systematic review is avaluation of variability management approaches in software product lines,
Table 1
Phases and steps involved in a systematic review.
1. Planning the review
I. Identify the need for a review
II. Develop and validate review protocol
2. Conducting the review
I. Identify primary studies
II. Select primary studies
III. Assess the quality of primary studies
IV. Extract data
V. Synthesize data
3. Reporting the results
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the available evidence concerning a particular technology (i.e.,
method, technique, and tool) to understand the current direction
and status of research or to provide background in order to identify
research challenges. A systematic review enables researchers to as-
sess and interpret research pertaining to a research question, sub-
ject matter, or event of interest [15]. There can be several
motivating factors for carrying out a systematic review such as:
 to review the existing evidence regarding a treatment or tech-
nology, for example, to review existing empirical evidence of
the benefits and limitations of a specific method or tool for sup-
porting variability management;
 to identify research gaps that will lead to topics for further
investigation and/or;
 to provide a context/framework so as to properly place new
research activities.
We followed Kitchenham’s guideline for this systematic reviews
as reported in [14]. We developed and evaluated a protocol to de-
scribe the plan for the review. A systematic review involves several
steps, which can be grouped into three main phases: planning a re-
view, conducting a review, and reporting a review. Table 1 shows
the phases and steps involved in a systematic review. This section
details the procedure followed and relates it to the specifics of our
study.2.1. Planning the review
The steps involved in planning a review are: identification of
the need for a review, development of a review protocol and vali-
dation of the protocol.
Identification of the need for a review: The reason for conducting
this systematic review has partially been addressed in the intro-
duction and was motivated by the perceived need of systematically
extracting and synthesizing, and critically analysing the literature
on variability management in the context of software product lines
with respect to the evaluation of the published approaches. There
has not been any systematic study conducted on this topic that
could report the state-of-the-art with respect to the evaluation of
VM approaches developed since the publication of FODA [9], which
is considered one of the first approaches aimed to address variabil-
ity issues in software product lines. Such a study is expected to
provide useful insight about the status and nature of assessments
performed to support the claimed strengthens and to identify the
potential limitations of VM approaches. The outcomes of such a
study can identify the gaps which need immediate attention of
SPL as well as empirical software engineering researchers. The
findings from reviewing the evaluation of VM approaches can help
practitioners to determine which claims of the VM approaches
have been supported by scientific studies.
Development of a review protocol: The second step of planning is
the development of a review protocol, which specifies the stepsPlease cite this article in press as: L. Chen, M. Ali Babar, A systematic review of e
Inform. Softw. Technol. (2011), doi:10.1016/j.infsof.2010.12.006and procedures to be followed by researchers during a review. It
is a prerequisite to have review protocol defined and validated
for conducting a systematic review. It is also one of the main differ-
ences between a systematic review and a conventional literature
review. The protocol is expected to help researchers to ensure that
the results are not influenced by researchers’ expectations and de-
sires. A systematic review protocol usually has the following
elements:
 research questions to be answered;
 strategy to search for primary studies/papers;
 criteria and procedure for inclusion/exclusion decision when
selecting studies;
 checklist and procedure for assessing the quality of studies;
 strategy and procedure for data extraction and;
 procedure for synthesizing the extracted data.
In the following paragraphs, we describe each of the elements of
the protocol that we developed to guide the systematic review re-
ported in this paper. Next step was to design and test the search
strings to be used for finding the primary studies. It is vital that
major terms in a search string are determined from the topic area
being studied. The search strings used in this review were con-
structed using the following strategy, which is also used in other
systematic reviews:
 derive main terms from the questions based on the population,
intervention, and outcome to be studied;
 determine and include synonyms, related terms, and alternative
spelling for major terms;
 check the keywords in any relevant papers researchers already
knew for example [8,10,16], and initial searches on the relevant
databases;
 incorporate alternative spellings and synonyms using Boolean
‘‘OR’’;
 link main terms from population, intervention, and outcome
using Boolean ‘‘AND’’.
Following this strategy, and after a series of test executions and
reviews, we constructed the search strings as bellow:va<<software AND (product line OR product lines OR prod-uct family OR product families) AND (variability OR varia-
tion OR variant)>>Due to the varying nature of the search facilities and features
provided by the main digital sources of software engineering liter-
ature (such as IEEExplore, SpringerLink, and ACM Digital Library),
we realized that it was not possible to use a single search string
for all the literature sources. For example, when searching the
ACM Digital Library, we had to construct three search strings in or-
der to obtain searches that could be considered an equivalent to
another literature source such as IEEExplore or Springer). Other
researchers have also reported similar problems in using ACM
Digital Library for systematic reviews [17]. Hence, we decided to
design and use different search strings for different sources of lit-
erature like other researchers [18]. All the digital sources and their
respective search strings are shown in Table 2.
This is considered one of the limitations of conducting system-
atic reviews in software engineering caused by the variations in the
mechanisms of the search engines available [17]. However, we
made every effort to ensure that the search strings used were log-
ically and semantically equivalent if it was not possible to haveluation of variability management approaches in software product lines,
Table 2
Data sources used and their respective search strings.
ID Library Search string
1 IEEExplore (((software)<in>ti)<or>((software)<in>ab))<and>(((product line<or>product family)<in>ti)<or>((product line<or>product
family)<in>ab))<and>(((variability<or>variant<or>variation)<in>ti)<or>((variability<or>variant<or>variation)<in>ab))
2 ACM Digital library String 1: +abstract:’’product line’’ +abstract:vari⁄
String 2: +abstract:’’product family’’ +abstract:vari⁄
String 3: title:’’product family’’ title:’’product line’’
3 Citeseer library (Google) Software (‘‘product line’’ OR ‘‘product lines’’ OR ‘‘product family’’ OR ‘‘product families’’) (variability OR variation OR variant)
4 ScienceDirect TITLE-ABSTR-KEY(software AND (‘‘product line⁄’’ OR ‘‘product famil⁄’’)) and TITLE-ABSTR-KEY(variability OR variation OR variant)
5 EI compendex/inspec (((software AND (‘‘product line⁄’’ OR ‘‘product famil⁄’’)) WN KY) AND ((variability OR variation OR variant) WN KY)), English only
6 SpringerLink su:(software) AND (su:(‘‘product line’’) OR su:(‘‘product family’’)) AND su:(variability OR variation OR variant)
7 Web of science TS=((software AND (‘‘product line⁄’’ OR ‘‘product famil⁄’’)) AND (variability OR variation OR variant))
4 L. Chen, M. Ali Babar / Information and Software Technology xxx (2011) xxx–xxxsyntactically identical search strings for all the searched databases.
We performed several test searches with different search engines
digital libraries of software engineering literature. The results from
the test searches were continuously discussed in order to refine the
search string until we were fully satisfied with the capability of the
search string to bring the required material.
Considering the descriptive nature of the literature to be re-
trieved, we also decided to perform a pre-review search to ascer-
tain its general format and presentation and to inform the
development of the data extraction and synthesis strategies. The
pre-review search provided us with an initial indication of the
scope of the literature available on the topic studied in this re-
search. The pre-review search was performed using IEEExplore,
Science Direct, Citeseer, and Google Scholar.2
As an indication of inclusiveness, the results were checked for
three known relevant papers (i.e., [8,10,19]). All three relevant pa-
pers were found during the pre-review search. For further assess-
ment of the review protocol, we contacted an independent
expert on systematic reviews in software engineering and re-
quested feedback on our review protocol. The expert provided us
with very useful comments, which helped us to improve the
protocol.2.2. Conducting the review
Identification of primary studies: For identifying the candidate
primary studies, we carried out the search process based on our
own knowledge of published VM research and searches on elec-
tronic databases using the search strings listed in Table 2. Apart
from the electronic databases, we also manually checked two
sources for candidate papers:
 proceedings of the software product line conference (SPLC)
series;
 SEI’s technical reports on SPL (Note that SEI’s serial of technical
reports is the main channel of grey literature in the research
area reviewed in this study).
We decided to manually search proceedings of SPLC series be-
cause SPLC is the main venue for variability management research-
ers to publish their results and the proceedings of some early
editions of this conference are not included in any of the electronic
data sources listed in Table 2. We decided to manually search SEI’s
technical reports because SEI’s series of technical reports is the
main channel of grey literature in the research area.
Our search from all sources found 628 papers after removing
the duplicates. These papers were downloaded and imported into2 We decided not to use Google Scholar for the main search as it brought a huge
number of irrelevant studies in the pre-review search and we found that we could
find the studies from other search engines with a lot less irrelevant studies.
Please cite this article in press as: L. Chen, M. Ali Babar, A systematic review of e
Inform. Softw. Technol. (2011), doi:10.1016/j.infsof.2010.12.006an Endnote library where all duplicates were removed by using
the duplicate removal feature of Endnote. This was followed by a
series of manual checks to ensure no duplicates remained in the li-
brary. Each downloaded paper had an entry in the Endnote library
containing the publication title, abstract, author(s), source and date
stored. We did not restrict our search based on publication year.
We ensured that our search applied to journals, magazines and
conferences proceedings in the databases that we searched. How-
ever, we did not perform secondary researches by following the
references from all the found primary studies. We decided not to
follow this step for two reasons: all the well-known papers were
identified through our primary searches for the primary studies;
secondary searches based on the references of the studies retrieved
through the primary searches would have required significantly
huge amount of resources.
Selection criteria and procedure: During this step, each identified
candidate paper is assessed for inclusion or exclusion based on pre-
defined criteria. The selection criteria used in our review comprises
these points: the paper was included if it:
 introduced an approach to dealing with some aspect of VM in
SPLE or;
 reported an evaluation of an existing VM approach.
The paper was excluded if:
 it did not deal with VM in SPLE;
 it did not include an evaluation of a VM approach;
 it was a short paper.
The following specific subjects are intended when we refer to
‘‘variability management’’ in general: requirements variability; de-
sign variability; architecture variability; feature modelling; prod-
uct derivation; test variability. Any doubt whether or not a paper
addressed variability management was discussed among the re-
search team; if the doubt could not be resolved through discus-
sions, we included the paper in the next stage of the review.
The papers were selected based on careful reading of the ab-
stracts (and conclusions where necessary) of the papers identified
through all searches after removing the duplicates. Having applied
the selection criteria, we selected 261 papers for inclusion in the
rest of the review process. Since the main objective of this research
was to determine the status of evaluation of the published VM ap-
proaches, a second phase of the filtering was performed to exclude
papers where an evaluation of the reported approach was not pre-
sented. After this filtering, there were 146 papers left in the
process.
As shown in Fig. 1, only 97 papers qualified for data extraction
and appraisal purposes because we excluded 49 papers during the
data extraction phase. These papers were excluded for two
reasons:valuation of variability management approaches in software product lines,
Fig. 1. Study selection process.
Table 3
Quality criteria used in this review (taken from [20] without any changes).
1. Is the paper based on research (or is it merely a ‘‘lessons learned’’ report
based on expert opinion)?
2. Is there a clear statement of the aims of the research?
3. Is there an adequate description of the context in which the research was
carried out?
4. Was the research design appropriate to address the aims of the research?
5. Was the recruitment strategy appropriate to the aims of the research?
6. Was there a control group with which to compare treatments?
7. Was the data collected in a way that addressed the research issue?
8. Was the data analysis sufficiently rigorous?
9. Has the relationship between researcher and participants been considered
to an adequate degree?
10. Is there a clear statement of findings?
11. Is the study of value for research or practice?
Table 4
Attributes used for extracting the data.
Reviewer Reviewer’s name?
Review date Review/extraction date?
Title Paper title?
Authors Authors names?
Publication Publication context?
Publication year Date of publication?
Resource Where was the paper retrieved from?
Research method What was the research method used for the paper?
Method Name/description of approach?
Variability How does the approach support variability expression?
Evaluator Was the study conducted by third party researchers?
Evaluation method How is the approach evaluated?
Industrial
evaluation
Has the approach been evaluated in industrial case
studies?
L. Chen, M. Ali Babar / Information and Software Technology xxx (2011) xxx–xxx 5 the researchers included every paper for data extraction if they
were in doubt about excluding a particular paper after reading
the abstract and conclusion. However, a reading of the full
paper enabled them to completely apply the selection criteria;
 we decided to introduce the third exclusion criterion during the
data extraction phase, when we felt that the space limitation of
short papers might not have enabled authors to describe the full
details of the presented approaches and their respective evalu-
ations, if any.
Finally 97 primary papers were included in this systematic
review.
Assessing the publication quality: During a systematic review,
each paper is usually subjected to a quality assessment in order
to address [14]:
 Bias – A tendency to produce results that depart systematically
from the ‘true’ results. Unbiased results are internally valid.
 Internal validity – The extent to which the design and conduct
of the study are likely to prevent systematic error.
 External validity – The extent to which the effects observed in
the study are applicable outside of the study’s context.
We used two kinds of quality assessment. The first kind in-
tended to assess the quality of the papers with respect to their abil-
ity and suitability to answer our research questions, and with
respect to the impact on the drawn conclusions. The second type
served as an instrument to answer one of our main research ques-
tions. In a systematic review, the main purpose of quality assess-
ment is to assess the impact of the quality of the primary studies
on the conclusions drawn from the systematic review. For exam-
ple, if the quality of the primary studies is low, the conclusions
based on these primary studies are unlikely to be strong and reli-
able. Considering the objective of our research, the first kind of
quality assessment treated each paper equally assuming that each
of them was of sufficient quality as all but one of them were pub-
lished in peer reviewed journals, conferences, and workshops.
There was only one non-peer reviewed technical report published
by the Software Engineering Institute (SEI), which is considered
highly credible institute for software engineering research. We will
discuss the second kind of quality assessment used in this study
later.
Assessing the quality of reported evaluation studies: We also in-
tended to assess the quality of the reported evaluation studies of
VM approaches. For this purpose, we decided to use the quality
assessment criteria developed by Dybå and Dingsøyr [20,21], who
based their quality assessment criteria on the critical appraisal skills
programme (CASP) [22] and principles of good practice of conduct-
ing empirical research in software engineering [23].We onlymade a
fewminor changes to customize the detailed sub-criteria presentedPlease cite this article in press as: L. Chen, M. Ali Babar, A systematic review of e
Inform. Softw. Technol. (2011), doi:10.1016/j.infsof.2010.12.006in Appendix B of [20] for our study. A summary of the quality assess-
ment criteria is presented in Table 3. We present the findings from
assessing the quality of the reported evaluation studies using the
criteria described here in Section 3.4.
We decided to use a ternary (‘‘Yes’’, ‘‘Partial’’ or ‘‘No’’) scale to
grade the reviewed studies on each element of the quality assess-
ment criteria. To quantify the result, we assigned these values: 1 to
Yes, 0.5 to Partial, and 0 to No. The first author was responsible for
applying the quality assessment under the supervision of the sec-
ond author who applied the quality assessment to a smaller set of
randomly selected papers for verification purposes. Any disagree-
ment found was resolved through discussion. The same arrange-
ment of work distribution was kept for the next step of data
extraction and synthesis.
Extracting and synthesizing the data: Having gone through the
paper selection and quality assessment steps, the next step was
data extraction. Table 4 shows the attributes for which the datavaluation of variability management approaches in software product lines,
Table 5
Publication chronology of the papers included in review.
Year 1990 1995 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 Total
Papers 1 1 1 1 6 3 8 7 23 12 17 16 1 97
% 1.03 1.03 1.03 1.03 6.19 3.09 8.25 7.22 23.71 12.37 17.52 16.49 1.03 100
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sheet after reading each paper using the data extraction form pre-
sented in Table 4. Whenever there was a doubt about a piece of
data reported in the review paper, we resolved the doubt through
discussions until a consensus was formed (see Table 5).
During the data extraction, each paper was also rigorously scru-
tinized using the inclusion and exclusion criteria reported in Sec-
tion 2.2. If the discussions among the research team concluded
that the paper did not meet the selection criteria, the paper was ex-
cluded from the data extraction process. During data extraction,
we also captured short notes about the proposed method, variabil-
ity expression, evaluation method, and industry evaluation in
appropriate columns. We made every effort to capture as much
information as possible in those short notes but also to keep them
as succinct as possible in order to avoid any potential influence of a
taxonomic or classification framework on our results.
Meta-analysis is a common approach to synthesize the data in
secondary studies. However, we assert that the meta-analysis
based techniques may not be suitable for synthesizing the data ex-
tracted from the literature based on qualitative research [24]. Since
most of the papers in our review were expected to be grounded in
qualitative research, a meta-analytical approach was not suitable
for synthesizing the data extracted from the reviewed papersTable 6
Distribution of studies in different publication venues.
ID Pub. Channel # % ID Pub.
Channel
# % ID Pub.
Chann
1 SPLC 11 11.3 13 ISESE 2 2.06 25 COMP
2 SCP 6 6.19 14 JSS 2 2.06 26 EA
3 PFE 5 5.15 15 NODe 2 2.06 27 ENTC
4 RE 5 5.15 16 REFSQ 2 2.06 28 EO
5 ICSR 4 4.12 17 SPE 2 2.06 29 FACS
6 APSEC 3 3.09 18 AEI 1 1.03 30 FASE
7 ICSE 3 3.09 19 AuRE 1 1.03 31 GTTS
8 SERA 3 3.09 20 CAiSE 1 1.03 32 HICSS
9 ECBS 2 2.06 21 CAS 1 1.03 33 IASTE
10 ESEC/FSE 2 2.06 22 CERE 1 1.03 34 ICCS
11 GPCE 2 2.06 23 CIT 1 1.03 35 ICESS
12 IEE Proceedings-
Software
2 2.06 24 CN 1 1.03 36 ICFEM
Keys: AEI = Advanced Engineering Informatics; APSEC = Asia–Pacific Software Engi
CAiSE = Conference on Advanced Information Systems Engineering; CAS = Conference o
Comparative Evaluation in Requirements Engineering; CIT = Journal of Computing and I
and Applications Conference; EA = Early Aspects at ICSE: Workshops in Aspect-Orie
Engineering Computer-Based Systems; ENTCS = Electronic Notes in Theoretical Comput
Conference on Software Engineering and Advanced Applications; FASE = Fundamental Ap
and Component Engineering; GTTSE = Generative and Transformational Techniques in
Conference on System Sciences; IASTEDSE = IASTED International Conference on So
ICESS = International Conference on Embedded Software and Systems; ICFEM = Internatio
Software Engineering; ICSM = International Conference on Software Maintenance; IC
Proceedings-Software; IEEE Computer = IEEE Computer; IEEE Software = IEEE Softwar
International symposium on Empirical software engineering; JASE = Journal of Annals of S
Conference on Model Driven Engineering Languages and Systems; MOMPES = Internation
NJC = Nordic Journal of Computing; NODe = Annual International Conference on Obj
Networked World; OOIS = International Conference on Object-Oriented Informat
PROFES = International Conference on Product-Focused Software Process Improvement;
Conference on Requirements Engineering; REFSQ = International Working Conference
research conference of the South African Institute of Computer Scientists and Informatio
Programming; SEAS = International ICSE workshop on Software Engineering for Autom
Software Engineering Research, Management and Applications; SoSyM = Software & Sy
SPIP = Software Process Improvement and Practice; SPLC = software product line con
TRI-Ada = TRI-Ada; TSE = IEEE Transactions on Software Engineering; WCRE = Working C
Please cite this article in press as: L. Chen, M. Ali Babar, A systematic review of e
Inform. Softw. Technol. (2011), doi:10.1016/j.infsof.2010.12.006[17]. Hence, we decided to manually review and link the extracted
data in spreadsheets, where it had been stored using the attributes
shown in Table 4 as column headings and rows representing each
paper from which the data were extracted. Like other researchers,
[25], we also found that tabulating the data is a useful mean of
aggregation. We decided to use descriptive statistics (e.g., sum,
average) for analysing and reporting the findings from the ex-
tracted data. Apart from capitalizing on the storage structure and
different features provided by a commercial spreadsheet applica-
tion, we also manually scanned and synthesized the data based
on the short notes attached to the extracted data. We used fre-
quency analysis for determining the findings. Frequency analysis
has also been used by other systematic reviews, which mainly deal
with qualitative data [26].
3. Results
3.1. Overview of studies
We begin the presentation of the results from analyzing the
data extracted from the primary studies included at different
stages of this systematic review. Before reporting the findings
about the evaluation aspects of the reviewed VM approaches, weel
# % ID Pub. Channel # % ID Pub.
Channel
# %
SAC 1 1.03 37 ICSM 1 1.03 49 SEAS 1 1.03
1 1.03 38 IEEE
Computer
1 1.03 50 SEI-TR 1 1.03
S 1 1.03 39 IEEE
Software
1 1.03 51 SoSyM 1 1.03
1 1.03 40 IRI 1 1.03 52 SPIP 1 1.03
1 1.03 41 JASE 1 1.03 53 TOSEM 1 1.03
1 1.03 42 MoDELS 1 1.03 54 TRI-Ada 1 1.03
E 1 1.03 43 MOMPES 1 1.03 55 TSE 1 1.03
1 1.03 44 NJC 1 1.03 56 WCRE 1 1.03
DSE 1 1.03 45 OOIS 1 1.03
1 1.03 46 PROFES 1 1.03
1 1.03 47 QSIC 1 1.03
1 1.03 48 SAICSIT 1 1.03
neering Conference; AuRE = Automotive Requirements Engineering Workshop;
f the Centre for Advanced Studies on Collaborative research; CERE = Workshop on
nformation Technology; CN = Computer Networks; COMPSAC = Computer Software
nted Requirements Engineering and Architecture Design; ECBS = Conference on
er Science; EO = Engineering Optimization; ESEC/FSE = ESEC/FSE; FACS = Euromicro
proaches to Software Engineering; GPCE = Conference on Generative Programming
Software Engineering: International Summer School; HICSS = Hawaii International
ftware Engineering; ICCS = International Conference on Computational Science;
nal Conference on Formal Engineering Methods; ICSE = International Conference of
SR = International Conference on Software Reuse; IEE Proceedings-Software = IEE
e; IRI = International Conference on Information Reuse and Integration; ISESE =
oftware Engineering; JSS = Journal of Systems and Software; MoDELS = International
al Workshop on Model-Based Methodologies for Pervasive and Embedded Software;
ect-Oriented and Internet-based Technologies, Concepts, and Applications for a
ion Systems; PFE = International Workshop on Product-Family Engineering;
QSIC = INTERNATIONAL CONFERENCE ON QUALITY SOFTWARE; RE = International
on Requirements Engineering: Foundation for Software Quality; SAICSIT = Annual
n Technologists on IT research in developing countries; SCP = Science of Computer
otive Systems; SEI-TR = SEI Technical Report; SERA = International Conference on
stems Modelling (Journal of Springer); SPE = Software - Practice and Experience;
ference; TOSEM = ACM Transactions on Software Engineering and Methodology;
onference on Reverse Engineering.
valuation of variability management approaches in software product lines,
Table 8
The scheme for categorizing the evaluation approaches designed and used for this
review.
RA – Rigorous analysis
Rigorous derivation and proof, suited for formal model [28]
CS – Case study
An empirical inquiry that investigates a contemporary phenomenon within
its real-life context; when the boundaries between phenomenon and
context are not clearly evident; and in which multiple sources of evidence
are used [31]
DC – Discussion
Provided some qualitative, textual, opinion-oriented evaluation. e.g., compare
and contrast, oral discussion of advantages and disadvantages [29]
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publication venues and trends, and the kinds of approaches re-
ported in those papers.
3.1.1. Demographic data
With respect to the publication sources, Table 6 shows that
SPLC has the largest number of papers (11%, 11.34%), followed by
SCP journal (6%, 6.19%), PFE (5%, 5.15%), and RE (5%, 5.15%) confer-
ences. The reviewed papers appeared in 56 different publication
sources. There were 39 venues with only one reviewed paper pub-
lished. These 39 venues also included TSE, TOSEM and IEEE Soft-
ware. There was no paper published in the Empirical Software
Engineering Journal, which is a premier venue for publishing stud-
ies on empirical evaluation and assessment. These figures show
that literature on VM is scattered in different publication venues.
The premier events of the SPL community (i.e., SPLC, PFE) do not
have clear dominance. We found that most of the papers were pub-
lished in conferences or workshops (75 of 97, 77.62%), while only
21 (21.65%) papers appeared in scientific journals and 1 was a
technical report. Regarding the year of publication of the reviewed
papers, shows our review does not include any paper on VM pub-
lished prior to 1990 as our search string could not find any such pa-
per published before 1990. There were only four papers reporting
VM approaches published before 2000. However, from 2000 on-
wards, we found an increased number of papers published with a
peak in 2004 when there was also a special issue of Journal of
Science of Computer Programming on variability management in
software product-line engineering.
3.1.2. VM approaches identified from the reviewed papers
This study has identified 91 unique approaches reported to deal
with VM from different aspects and during different development
phases. Considering the main objective of this systematic review, a
detailed analysis and discussion on the different aspects of the
published VM approaches was not within the scope of the study re-
ported in this paper. However, we have also conducted a detailed
analytical review of a smaller set of VM approaches in a separate
study reported in [27]. That study reviewed 33 VM approaches
from different aspects (such as descriptive overview, chronological
history, issues addressed by them, types of variability models used,
and variability support for different lifecycle phases). For the study
reported in this paper, we have categorized the identified 91 ap-
proaches using a generic classification scheme based on the vari-
ability expression techniques used by each of the VM approach
published in the reviewed papers.
Table 7 shows different categories of the identified VM ap-
proaches reported in the 97 reviewed papers and their relativeTable 7
The kinds of VM approaches reported in the papers reviewed.
Nature of solution No. of
studies
Feature model 33
Using UML and its extensibility 25
Express variability as part of a technique that models the
architecture of the system
8
Using natural language 6
Expressed variability as part of a technique that models the
components of the system
5
Formal techniques based on mathematics 4
X-frames organized into a layered hierarchy 4
Domain-specific language 3
Ontology based techniques 3
Solution from the perspective of aspect-orientation 2
Orthogonal variability management 2
Configuration management based modelling 1
Using information visualization techniques 1
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proaches can be placed into more than one category). Our results
show that a large majority of VM approaches are based on feature
modelling and/or UML based techniques. There are also a small
number of approaches based on some other mechanism of express-
ing variability such as natural language, mathematical notation
and domain-specific languages. It is important to note that there
are very few approaches (4%, 4.40%) based on mathematical tech-
niques. These approaches can be evaluated by mathematical
proves, and are usually considered difficult to evaluate empirically.
For all other approaches, only empirical evaluation tends to be
suitable. Hence, a large majority of the VM approaches are quite
amenable to empirical evaluation.
3.2. Evaluation methods used in primary studies
The software engineering community has been emphasising the
importance of using scientifically rigorous evaluation methods for
assessing the software development approaches [28,29]. One of the
main objectives of this review was to identify the kinds of evalua-
tion approaches used by VM researchers. For classifying the evalu-
ation approaches reported in the primary studies, we did not find
any suitable classification scheme in the literature. For this study,
we decided to develop a scheme for classifying the evaluation ap-
proaches used in the reviewed studies based on the work of Glass
[30], Shaw [28] and Carmen et al. [29]. The scheme for categorizing
evaluation methods used in this review is shown in Table 8.
Table 9 presents the kinds of approaches used to evaluate the
VM approaches reported in the reviewed papers. It is evident that
‘‘example application’’ is the most frequently used means of evalu-
ation followed by ‘‘experience reports’’ and ‘‘case studies.’’ Other
evaluation approaches used are ‘‘laboratory experiment with soft-
ware subjects’’, ‘‘laboratory experiment with human subjects’’, ‘‘fieldEA – Example application
Authors describing an application and provide an example to assist in the
description, but the example is ‘‘used to validate’’ or ‘‘evaluate’’ as far as
the authors suggest [28]
EP – Experience
The result has been used on real examples, but not in the form of case studies
or controlled experiments, the evidence of its use is collected informally or
formally [28]
FE – Field experiment
Controlled experiment performed in industry settings [32]
LH – Laboratory experiment with human subjects
Identification of precise relationships between variables in a designed
controlled environment using human subjects and quantitative
techniques [33]
LS – Laboratory experiment with software subjects
A laboratory experiment to compare the performance of newly proposed
system with other existing systems [30]
SI – Simulation
Execution of a system with artificial data [33], using a model of the real word
[34]
valuation of variability management approaches in software product lines,
Table 9
Different evaluation approaches used in the reviewed papers.
Type of evaluation No. of studies Percent
Example application 57 58.76
Experience report 17 17.53
Case study 13 13.4
Discussion 4 4.12
Laboratory experiment with human subjects 2 2.06
Simulation 1 1.03
Laboratory experiment with software subjects 1 1.03
Field experiment 1 1.03
Rigorous analysis 1 1.03
SUM 97 100
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observed that ‘‘rigorous analysis’’ is usually applied when formal
methods are used in VM approaches. It is also a notable finding
that a majority of the evaluation approaches used in the reviewed
studies falls into the categories of ‘‘example application’’, ‘‘experi-
ence report’’, and ‘‘discussion’’, which are not scientific approaches
to rigorously evaluating a specific technology. We also found that
the authors of a large majority the reviewed studies claimed to
use case study methodology to evaluate their approaches. How-
ever, an analysis of those studies revealed that only a few of them
could meet the criteria for a case study reported in [31].
We also observed that many authors claimed to have their ap-
proaches evaluated using industrial case studies, however, they
provided a paragraph or less on the evaluation part of the reported
approach. An author claimed to use industrial experiment, which
was described in just one sentence. These findings reveal that a
large majority of the VM approaches awaits rigorous empirical
evaluation, which is important for successful technology transfer
[15].
An analysis of the temporal distribution of the evaluation ap-
proaches reported in the reviewed papers did not find a clear trend
of improvement. It was also found that a large number of recently
proposed VM approaches do not provide any rigorous evaluation of
their utility, which is very disappointing. Another significant find-
ing was the absence of replication studies. We found that 87 (96%)
of the presented approaches were evaluated in only one study.
There was only one study [35] that can be considered as an inde-
pendent evaluation. Rest of the approaches have been evaluated
by their developers themselves.3.3. Evaluation performed in an industrial setting
Software engineering research is expected to provide practitio-
ners with solutions to real problems [36]. This systematic review
was also aimed at determining the number of approaches evalu-
ated in an industrial context. Table 10 presents the results from
an analysis of evaluation methods used in industrial settings. It is
evident that a large majority of the reviewed approaches (65 out
of 91, 71.43%) have never been evaluated in an industrial setting.
Among those approaches that have been tried in industrial set-
tings, more than half of them were reported as experience reports.
Some of themwere reported as case studies. Few of themwere also
reported as example application. Only one of them was reported asTable 10
Industrial evaluation of the VM approaches reported in the reviewed papers.
Industrial evaluation/trial No. of approaches Percent
Not evaluated in industrial settings 65 71.43
Tried in industrial settings 26 28.57
SUM 91 100
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found that it was not clear how many of the approaches were
adopted in industry based on the reported trials. However, we ob-
served from the available data that only a small number of the ap-
proaches claimed to be evaluated in industry was accepted. One
common characteristic of these approaches was that all of them
were developed in close collaboration with industrial partners.
Hence, this finding supports the claim that industrial acceptance
of a technology can be a strong indicator of the success of the re-
search output.
3.4. Quality of evaluation
It has been indicated that we intended to assess the quality of
the reported evaluation studies included in our review. According
to the quality criteria described in Section 2.2, if the answer to
the first criterion was ‘‘No’’, it was expected that most of the
remaining criterion would not be applicable. Hence, we decided
not to apply the whole quality assessment criteria to the studies
using example application (EA), experience reports (ER) and dis-
cussion (DC) as the means of evaluation of the proposed ap-
proaches. The criteria were not applicable to studies using
rigorous analysis either. This decision left us with only 18 studies
to assess using the quality assessment criteria.
We only applied the 11 elements of the criteria (presented in
Table 3) on the selected papers as all studies were rated ‘‘Yes’’ on
the first criterion. However, there were only seven studies with a
clear statement of the aims of the reported research; others were
rated ‘‘Partial.’’ All studies had some form of description of the con-
text in which the research was carried out, but the context descrip-
tion of one study was not clear enough to gain a reasonable
understanding. There were only three studies, which provided
both justification and description of the research design used; all
other studies had some sort of description of the research design.
There were six studies that reported an appropriate recruitment
strategy, rest of the 11 studies went directly into the description
of the participants or cases without explaining how and why they
were identified and recruited.
We found only three studies that included one or more control
groups. The description of the data collection protocols and data
analysis procedures were reported in only 7 and 5 studies respec-
tively; others studies mentioned the data collection and analysis
protocols or procedures but did not provide any explanation or jus-
tification. None of the reviewed studies mentioned any possibility
of researchers’ bias. We found that five studies described both the
findings and discussed validity threats; other 13 studies did not
discuss any validity threats at all.
Table 11 presents the scores assigned to each of the 18 studies
on each of the criteria used for the quality assessment. Regarding
the score of individual studies as shown in Table 11, none of the re-
viewed studies scored more than 9.5 marks. Three studies scored 9
or more but below 10, two studies scored 8 and 8.5, two studies
scored 7, eight studies scored between 6 or more but below 7,
and two studies got the lowest score of 5.5 marks.
It is interesting to note that the authors of the highest scoring
study [37] and the second highest scoring study [35] appear to
have consulted the literature on evaluation methodologies as they
referenced the work on empirical evaluation approaches published
by researchers from the empirical software engineering commu-
nity such as [37–39]. Whereas, the authors of other studies do
not appear to have consulted literature on empirical software engi-
neering as there was no reference to any literature on performing
rigorous empirical evaluation. Table 11 also shows the average
score assigned for each criterion. It is evident that there is a signif-
icant gap regarding the recognition of researcher bias (scored 0)
and the control group to compared to the treatments (scoredvaluation of variability management approaches in software product lines,
Table 11
Detailed score card for the quality assessment of the 18 empirical studies (see Appendix C for these studies).
Study 1 2 3 4 5 6 7 8 9 10 11 Total
Research Aim Context R. design Sampling Ctrl. Grp Data. Coll. Data anal Bias Findings Value Total
S1 1 0.5 0.5 0.5 0.5 0 0.5 0.5 0 0.5 1 5.5
S2 1 0.5 1 0.5 1 0 0.5 0.5 0 0.5 1 6.5
S3 1 0.5 1 0.5 0.5 0 0.5 0.5 0 0.5 1 6
S4 1 0.5 1 0.5 0.5 0 0 0.5 0 0.5 1 5.5
S5 1 0.5 1 0.5 0.5 0 1 0.5 0 0.5 1 6.5
S6 1 1 1 0.5 0.5 0 1 0.5 0 0.5 1 7
S7 1 0.5 1 0.5 0.5 0 0 0.5 0 0.5 1 5.5
S8 1 0.5 1 0.5 0.5 0 0.5 0.5 0 0.5 1 6
S9 1 0.5 1 0.5 0.5 0 0.5 0.5 0 0.5 1 6
S10 1 1 1 0.5 1 1 1 1 0 0.5 1 9
S11 1 1 1 1 0 0 0.5 0.5 0 0.5 1 6.5
S12 1 0.5 1 0.5 1 0 0.5 0.5 0 0.5 1 6.5
S13 1 1 1 1 0.5 0 1 1 0 0.5 1 8
S14 1 0.5 1 0.5 1 0 0 0.5 0 1 1 6.5
S15 1 0.5 1 0.5 1 0 0.5 0.5 0 1 1 7
S16 1 1 1 1 0.5 1 1 1 0 1 1 9.5
S17 1 1 1 0.5 0.5 1 1 1 0 1 1 9
S18 1 1 1 0.5 1 0 1 1 0 1 1 8.5
Total 18 12.5 17.5 10.5 11.5 3 11 11.5 0 11.5 18
AVG 1 0.69 0.97 0.58 0.64 0.17 0.61 0.64 0 0.64 1
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criterion regarding the description of the context, there is a signif-
icant gap (scored around 0.60) that needs to be filled in order to
improve the quality of the evaluation of VM approaches in SPLE.
The details about the bibliographic information about the 18 pa-
pers to which quality assessment was applied can be found in
Appendix C.
3.5. Evidence about the effects of VM approaches
In order to answer the third research question, we investigated
the reported evidence about the effects of VM approaches. For this
analysis, we excluded the studies that used ‘‘discussion’’ or ‘‘rigor-
ous analysis’’ for evaluation of the reported approaches. We decided
to exclude the studies using these research methods because these
evaluation methods are not meant to provide evidence. We also
excluded studies using ‘‘example applications’’. The evidence based
on ‘‘example applications’’ is considered quite weak. Thus, we had
only 35 studies for this analysis.
During the investigation, we found that some of the 35 studies
did not provide clear and concrete statement of the observed evi-
dence (e.g., some papers merely stated that the approach is ‘‘prom-
ising’’ or ‘‘effective’’ without providing any further details). Many
experience reports that were included in our study did not clearly
report the effects of the applied approach. Some of these experi-
ence reports only described how a particular approach was used
without describing any specific effect of using the approach (e.g.,
merely stating that ‘‘the approach has already been applied in someTable 12
Number of studies that provided a clear statement of evidence-based effects.
Type of evaluation Number
of studies
Number of studies
providing clear evidence
Experience report 17 5
Case study 13 7
Laboratory experiment with
software subjects
2 1
Laboratory experiment with
human subjects
1 1
Field experiment 1 1
Simulation 1 0
Total 35 15
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the method has demonstrated the effectiveness of the method’’ [38]).
Several case studies were descriptive or illustrative, so the evi-
dence regarding the effects of the reported approaches was not
clearly stated. Hence, we decided not to synthesize the evidence
from the papers with vague descriptions of the effects of the re-
ported approaches. This decision left us with 15 papers as shown
in Table 12. For each of these 15 papers, we extracted the data
about the items such as the kind of product line on which the re-
ported approach was applied, size of the product line, effects, do-
main applied, and possible confounding factors.3.5.1. Synthesizing evidence
To synthesize the evidence for the reported effects of VM ap-
proaches, we organized the evidence around the aspects of the pre-
sented approaches’ effects. We call these aspects ‘‘attributes’’ (as
listed in the second column of Table 13). This list of attributes
was identified by going through each study and analysing the as-
pects of the reported effects of the presented approaches. Thus, this
list only includes the kinds of attributes that have been studied and
supported by the reported evidence. It does not mean that this is
the list of attributes affected by the reviewed VM approaches. To
avoid any interpretation bias, we tried to report what the authors
of the reviewed studies had stated in their papers instead of mak-
ing inferences about the used attributes.
It is shown in the second column of Table 13 that the attributes
studied are diverse in aspects and granularity. The studied attri-
butes cover the aspects of software development (e.g., productivity
and dependency on experts), quality attributes (e.g., maintainabil-
ity, flexibility of change, and ease of evolving), the complexity of
artefacts (e.g., program complexity, number of variable features,
and complexity of core models), and quality attributes regarding
runtime characteristics of the resulting system (e.g., memory usage
and performance). The studied attributes were also reported at dif-
ferent levels of granularity. For example, the attributes of test gen-
eration efforts and number of configuration iterations are
described at a more fine-grained level than the attribute of produc-
tivity. The differences in the level of granularity used indicate the
diversity of the focus of different approaches. We further clustered
the attributes reported by the studies to several attribute groups
(as shown in the first column of Table 13). Based on these groupsvaluation of variability management approaches in software product lines,
Table 13
Evidence about the effect of VM approaches in SPLE.
Attribute groups Attributes Positive effect Negative effect
Productivity Productivity [39–43,37,44–46] –
Test generation efforts [47] –
Number of configuration iterations [37,40] –
Complexity Lines of code [39,43] –
Program complexity [44] –
Num of variable features [48] –
Complexity of core models [49] –
Dependency on experts Dependency on experts [37,40] –
Maintainability Maintainability [50] –
Changeability Flexibility of change [44] –
Evolvability Ease of evolving [43] –
Identified number of variability Identified number of variability [51] –
Ability of detecting defect Ability in detecting defect – [35]
Memory usage Memory usage [39] -
Performance Performance [39] -
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fects of the reviewed approaches in the following paragraphs.
Table 13 shows that productivity is the most studied (12 out of
15, 80%) group of attributes with respect to the effects of VM
approaches. We found that all the reviewed studies reported an in-
crease in productivity after applying the proposed VM approaches.
One study [39] has reported that the required effort dropped from
88 man-days to 28 man-days. Sinnema et al. have reported an
enormous amount of reduction in man-hours required for product
derivation (i.e., derivation effort of a typical product reduced from
one day to within a quarter of an hour) [40]. Ardis et al. have re-
ported the productivity improvements of as much as four to one
[41]. The reduction of the overall development effort has been
reported in [42]; four to eight fold reduction of effort has been re-
ported in [43]; Sinnema and Deelstra [37] have reported that their
approach took only 38% of the required product derivation time pre-
viously recorded in the studied company. The effort for adding anew
feature can be reduced from 1 month to 3 days as reported in [44].
Beuche et al. have reported thatfinding anewworking configuration
used to be so complicated that the developers used only two or three
well know configurations. However, a new working configuration
could typically be createdwithin a fewminuteswhenusing CONSUL
[45]. Other researchers have also reported reduction in required test
efforts by using the VM approach [46].
The findings reported in these studies show that the degree of
productivity increase appears to be quite dramatic. The attributes
of test generation efforts and number of configuration iterations
are directly related to productivity. An increase up to 57% in reuse
benefit compared to application of single system testing tech-
niques was reported in [47]. It has also been reported that a typical
product derivation process can be reduced from 10–12 iterations
to 0–2 iterations [40]. 42% reduction in number of iterations has
been reported in [37].
Complexity of SPL artefacts is the second most (5 out of 15,
33.33%) studied group of attributes. All the reviewed studies
claimed reduction in complexity after applying the reported VM
approaches. A reduction of 26.5% in code size has been reported
in [39]; more than 22% reduction in lines of code of product line
architecture and 37% reduction in lines of code in the generated
product members have been reported in [43]. Batory et al. have re-
ported significant reduction in program complexity measured by
number of methods, lines of code, and number of tokens per class
[44]. Loesch and Ploedereder have reported a reduction of 50% in
the number of variable features after applying variability optimiza-
tion [48]. Estublier and Vega have reported a 10-fold reduction in
the core model size [49].
Reduced dependency on experts has been also reported in [40]
and [37]. It has been reported that some tasks that originally couldPlease cite this article in press as: L. Chen, M. Ali Babar, A systematic review of e
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engineers that were not involved in developing a product family
when using COVAMOF [40]. Based on another study, it has been re-
ported that the engineers that had not been involved in the devel-
opment of a product family were able to derive new products in
100% of the cases when using COVAMOF, compared to 29% of the
cases without COVAMOF [37].
Lee et al. have reported an increased maintainability as a result
of applying their VM approach reported in [50]. The increase of
maintainability was measured by the number of functions that
had to be modified or added when specific hardware devices and
communication protocols were changed. It has been reported that
the number of functions affected by the change was dramatically
reduced after applying ASADAL method [50].
Batory et al. have reported an increased flexibility in change [44].
Anease in evolving SPL architecturehas been reported in [43]. Junior
et al. have reported that more variabilities were identified after the
introduction of variability management process [51].
The ability in detecting defect has been studied by Denger and
Kolb [35]. The researchers compared two defect detection tech-
niques (i.e., code inspections and functional testing) to investigate
their defect finding potential on reusable components with vari-
able features. The study found that both techniques were ineffec-
tive in identifying variant-specific defects. This is the only study
in our review that has reported negative effects of the VM ap-
proach evaluated in this study.
Apart from the abovementioned attributes, one study (i.e., [39])
also reported positive effects of the reported VM approach on
memory usage and performance. It has been reported that the
product created using XVCL, XML-based Variant Configuration Lan-
guage, ran almost 7.5% faster than the corresponding original prod-
uct and the memory usage decreased by 8.4%.
It can be observed that all the reviewed studies, except the one
reported in [35], have reported positive effects of the proposed VM
approaches on the studied attributes. The synthesized results show
that the reported evidence about the effects of VM approaches is
quite sparse. However, the reported evidence appears to be quite
consistent, which is one of the four key elements that determine
the strength of evidence according to the GRADE (Grading of Rec-
ommendations Assessment, Development and Evaluation) system
[55]. It is also interesting to note that almost all the reviewed stud-
ies did not appear to have paid attention to control and manage the
impact of confounding factors, especially other SPL practices, on
the observed effects of the evaluated VM approaches.
3.5.2. Studied objects
The VM approaches reported in the reviewed studies have often
been applied to different kinds of software product lines in order tovaluation of variability management approaches in software product lines,
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lines or artifacts used for evaluating the reported VM approaches
as the studied objects. We believe that this is an important aspect
to investigate for obtaining a concrete understanding of the re-
ported evidence about the effects of VM approaches.
We also assert that the characteristics of the studied objects can
have important implication for the relevance and applicability of
the evaluated approaches to industrial practices. We gathered as
much information as possible based on the description available
from the papers that reported the approaches. For example, the
description of the size of a product line that a particular approach
was applied to was quite diverse and sometimes very vague. Dur-
ing the data extraction stage, we tried to keep what the authors
stated instead of making our own inferences.
We summarize the gathered information in Table 14. It can be
seen from Table 14 that most of the approaches (12 out of 15,
i.e., 80%) were tried on software product lines from the industrial
or real World settings. Most of these product lines were large
and drawn from different domains such as web-based systems,
embedded systems, safety critical systems, and operating systems.
Hence, the results from such studies should be quite relevant to
industrial settings.4. Discussion
The findings from this systematic review have revealed that
variability management research in software product lines has
produced a diverse set of approaches (i.e., 91 different approaches
such as feature modelling, decision modelling, and orthogonal
VM). However, this study has revealed that a large majority of
these approaches await rigorous evaluation. A significant number
of the reviewed approaches do not provide any evidential support
for the claimed utility of the proposed approach. The results also
reveal that researchers have used various evaluation approaches
to provide the evidence for supporting the presented VM ap-
proaches. The evaluation approaches used by a large majority of
the researchers can be categorized as ‘‘example application.’’ How-
ever, it should be noted that we applied the criteria for reporting
case studies reported in [52] quite strictly. That is why there mayTable 14
The objects studied using VM approaches reported in the reviewed papers.
Study
ID
Product lines Type Domain
[39] An Industry Role-Playing-Game product line Industrial Mobile Game
Games
[47] Siemens AG Medical Solutions HSIM Industrial Medical Solu
radiologists
[51] Workflow Management Systems Research
system
Workflow Ma
[40] Intrada product family of Dacolian B.V. Industrial Complex inte
[41] Systems in 25 domains Industrial Over 25 dom
[42] e-TS product lines Industrial e-Travel Syst
[43] Web Portal Product Line Industrial Web Portal
[37] FindComponents product line, part of the
whole product line
Industrial Intelligent tra
[44] FSATS (Fire Support Automated Test
Systems)
Real world Fire Support
[45] Pure operating systems Industrial Operating sy
embedded sy
[48] A subsystem of the product line called X Industrial Not stated, R
[46] NA, 2000 examples Example NA/not stated
[50] Elevator Control Software of LGIS Industrial Elevator Cont
[49] Workflow product line Apel V4 Industrial Process supp
[35] Two pieces of program with variants Pieces of
program
NA/not stated
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been categorized as case studies during our assessment because
their reporting might have missed certain pieces of information ex-
pected to be included in a case study as recommended by Runeson
and Höst [52].
This study has also revealed that a large majority of the studies
(80.41%) report evaluation of the presented approaches using sci-
entifically less rigorous evaluation approaches such as ‘‘example
application’’, ‘‘experience report’’ and ‘‘discussion’’. This finding indi-
cates a general lack of robust assessment of the large majority of
the VM approaches. It should also be noted that some studies pro-
vided only one or two lines of statements about the evaluation
claimed to be performed. Apart from a general lack of rigorous
evaluation, a detailed investigation of the reviewed studies
employing empirical research methods revealed several quality
deficiencies in the majority of the reported studies on most (8 of
11, 72.73%) of the elements of the quality assessment criteria used.
However, it should be noted that some of these approaches were in
their early stages of development. Some authors also reported that
they intended to rigorously evaluate the reported approaches in
future.
The results also reveal a general lack of replicated studies, as
95.60% of the proposed approaches have been evaluated by only
one study. The results show that almost all of the studies, except
one [35], were conducted by the researchers who proposed the ap-
proaches. This might have caused some bias and subjectivity to the
reported effectiveness of the proposed approaches. Moreover,
without independent evaluation and replication, it is difficult to
develop any useful theoretical foundations for a phenomenon or
provide solid and reliable evidence to support a particular technol-
ogy. We also note that most of the evaluation studies of the re-
viewed VM approaches do not show any depth of enquiry or a
strong evidence to support the claims made in support of the pro-
posed approaches. This lack of replicated studies also makes the
conduction of meta-analysis almost impossible. This confirmed
that our decision of not performing meta-analysis was correct.
Another important issue that this systematic review has re-
vealed is the lack of industrial evaluation of the reported ap-
proaches. Hence, like other disciplines of software engineering
(e.g., requirements and software architecture), evaluation of a largeSize
s, Role-Playing- 4 members, small
tions, Workplaces for Not stated, the system is part of Siemens AG Medical
Solutions
nagement Systems 24 variabilities in use case diagram
lligent traffic systems Not sated, real product line, seems large
ains Large
ems Analyzed 10 e-Travel Systems
More than 10 different products have been built
ffic systems The SPL is large in the company 11 million lines of code,
the experiment was run on a module called
FindComponents, which is also a product line
Not sated, inferred large
stem for deeply
stems
Consists of 321 classes implemented in around 990 files.
The domain model had around 250 features
obert Bosch 75 features, the full product line has over thousand
features and several thousand source files
2000 generated examples
rol Software 490 features
ort systems Real size operational applications
Variant 1 had 566 lines of code; variant 2 had 699 lines
of code
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which needs much more efforts from researchers and practitioners
than it has received over the two decade of VM research and
practice.
With respect to the publication channels, the reviewed primary
studies are quite scattered. Contrary to a general perception that
some well-known publication channels of VM in SPLE will be the
dominant sources of studies, the dominance of these well-known
channels is not very clear. The implication of this finding for
researchers is that limiting the scope of search of primary studies
to a short list of well-known publication channels is likely to miss
a large number of primary studies, which may only be detected
through extensive searches during a comprehensive literature re-
view like ours.
With respect to the evidence of the effects of VM approaches, all
but only one study [35] reported positive effects of the reported
approaches. Many of the reviewed studies reported huge positive
effects. However, the evaluation methods used do not appear to
be scientifically rigorous. It can be said that the lack of scientific
rigor regarding the applied evaluation methods might have hidden
some confounding factors that could have contributed to the huge
positive effects (e.g., dramatic productivity improvements). It
might have also hidden the pre-conditions of successfully applying
variability management approaches. Based on the reported evi-
dence, it can be concluded that if a VM approach is successfully ap-
plied, significantly positive results can be expected. The empirical
research efforts should give attention to the question: under what
condition different VM approaches could be successfully applied.
Based on this review, we can also assert that one major challenge
of empirically assessing VM approach is to isolate the effectiveness
of the evaluated approach from other software engineering prac-
tices (e.g., SPL practices and software configuration management
practices). Without such isolation, it is difficult to ascertain the real
effect of the evaluated approaches.
When excluding the papers without an evaluation component
during the paper selection stage of our review (see Section 2.2),
we also paid attention to the potential impact of the excluded pa-
pers based on the number of citations reported on Google Scholar.
We noticed that some of the papers that proposed VM approaches
but did not have evaluation components were excluded from our
systematic review. However, these papers appear to be considered
quite influential by software product line community as these pa-
pers were highly cited. We decided to enlist some of such papers in
Table 15, which shows that all of them got more than 40 citations.
Generally the citation number for papers in Table 15 is higher than
the number of citation of those papers with an evaluation compo-
nent included in this systematic review. One possible explanation
for this finding can be that the researchers in this community
may not pay much attention to whether or not an approach has
been scientifically evaluated. We also found that the papers in
the area of VM of software product lines rarely reference empirical
research methodologies published by researchers in empirical soft-
ware engineering community; for example, guidelines for empiri-
cal studies [23], reporting controlled experiments [53], and caseTable 15
Highly cited papers on VM approaches without evaluation.
Authors Year No. of citations (on 12/09/2010)
Felix and Len [54] 2001 132
Batory et al. [55] 2002 91
Krueger [56] 2002 63
Muthig and Atkinson [57] 2002 53
Muccini and Van Der Hoek. [58] 2003 43
Bachmann et al. [59] 2004 62
Czarnecki et al. [60] 2004 344
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ness about the available empirical evaluation methods reported by
the empirical software engineering community. To improve the
status of empirical evaluation of VM approaches, there appears
to be an important need of an increased interaction between the
software product line and Empirical Software Engineering (ESE)
communities. Through such interactions, the SPL researchers can
learn about different aspects of the available empirical evaluation
methods, while the ESE researchers can become aware of evalua-
tion problems in VM research.
The findings from this systematic review have revealed that the
status of evaluation of VM approaches is unsatisfactory rather poor
in certain areas. Not only is the available evidence sparse, but the
quality of the reported evaluations is very low. Hence, any estimate
of the potential effect of the reviewed VM approaches based on the
available evidence can hardly be considered reliable. Empirical
evaluation and assessment are expected to play a vital role in rig-
orous evaluation of the VM approaches. While the findings of this
systematic review have several implications for the SPL research-
ers and practitioners, it also identifies the areas where empirical
software engineering community can be encouraged to work with
the SPL community to improve the state of the practice of rigor-
ously evaluating research outcomes.5. Limitations
The findings of this systematic review may have been affected
by certain limitations such as bias in selection of the reviewed pa-
pers, inaccuracy in data extraction, inaccuracy in classifying the re-
ported evaluation approaches, and inaccuracy in assigning scoring
to each study on each element of the quality assessment criteria
used for this study.
We triedourbest to search all papers thathadpublishedonVMin
SPLE. However, it is possible that we may have not found those pa-
pers whose authors might have used other terms for variability
management in the early stages of the research on VM or because
of the reasons reported by other researchers for their systematic re-
views [20,61]. Our systematic review may also have missed those
VM approaches that have been commercialized but have not been
reported in the literature with an evaluation component. Since we
mainly relied on search engines to retrieve the primary studies,
the quality of the used search engines could have influenced the
completeness of the identified primary studies. We do not consider
this point as a limitation of our review rather an observation, which
many other systematic reviewers have reported.
We also found that many papers lacked sufficient details about
the design and execution of the reported studies. That was why
sometimes we had to infer certain pieces of the required informa-
tion. There is, therefore, a possibility that the extraction process
may have resulted in some inaccuracies.
The process of classifying the evaluation approaches used (such
as case study, example application, and field experiment) involved
subjective decisions by the researchers. To minimize these limita-
tions, whenever there was doubt about evaluation method used in
a particular paper, we discussed the reported evaluation method
from different perspectives in order to resolve all discrepancies.
The subjectivity involved in assessing the quality of the reported
studies is another limitation that should be taken into account
while interpreting the results of this systematic review.6. Conclusions
Variability management (VM) is a key activity in software prod-
uct-line engineering [2]. It has been studied for almost 20 years
since the early 1990s [9]. A large number of VM approaches havevaluation of variability management approaches in software product lines,
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attempt to systematically investigate how the VM approaches have
been evaluated and what evidence regarding their effectiveness is
available. To fill this gap, we conducted a systematic review of
evaluation of VM approaches in SPLE.
We identified 628 papers from searching the literature, of
which 97 papers qualified for data extraction phase after applying
the inclusion/exclusion criteria as described in Section 2. These 97
papers reported 91 different VM approaches. A large majority of
them are based on feature modelling and/or UML based tech-
niques. There are also a small number of approaches based on
some other mechanisms of expressing variability such as natural
language, mathematical notation, and domain-specific languages.
Our systematic review has revealed that VM approaches have
been evaluated using a diverse set of evaluation approaches, rang-
ing from ‘‘example application’’ to ‘‘field experiment.’’ However, a
large majority of the papers (80.41%) used ‘‘example application’’,
‘‘experience report’’, and ‘‘discussion.’’ These kinds of approaches
lack scientific rigor and discipline. We also found that a large
majority of the VM approaches (95.60%) were evaluated by only
one study. Moreover, it has been revealed that 71.43% of them have
never been evaluated in an industrial setting. These results indicate
that a majority of the published VM approaches lack robust assess-
ment. A detailed investigation of the studies employing empirical
research methods revealed that a majority of the studies were defi-
cient on most (8 of 11, 72.73%) of the elements of the quality
assessment criteria used. Hence, we can conclude that the status
of evaluation of VM approaches in software product-line engineer-
ing is quite dissatisfactory.
With respect to the evidences of the effects of VM approaches
provided by the evaluation studies, except one study [35], all oth-
ers reported positive effects of the reviewed VM approaches. The
reported positive effects include improvement of productivity,
reduction of complexity, reduction of dependency on experts,
improvements on the maintainability, changeability, and evolv-
ability of the product line. Some of the reported positive effects
are even dramatic (e.g., several folds of productivity improvement).
On the other hand, the lack of scientific rigor and quality of the
evaluations may hide some confounding factors that might have
contributed to the positive effects reported. Despite these limita-
tions, the existing evidence indicates that SPLE in general and
VM in particular are indeed promising in improving productivity
as well as quality of the produced products.
We believe the findings from this review can provide an impor-
tant contribution to both practitioners and researchers as it can
provide them with useful information about different aspects of
the VM research outputs. For practitioners, we have identified
and synthesized the available evidences of the effects of VM ap-
proaches in software product line from very broad literatures.
The low quality of evaluation studies revealed by this systematic
review can help practitioners to correct misunderstanding and
over interpretation of the reported effects of VM approaches in
the literature. For researchers, the revelation of paucity of empiri-
cal evidence and the scattered distribution of papers over a large
number of publication venues can be useful information for those
who are going to do literature review in this area.
The results also highlight the areas, which need immediate
attention by researchers to collaborate with practitioners as more
active collaboration between these two communities is expected
to result in VM technologies, which would have higher potential
of industrial adoption. Moreover, the findings of this systematic re-
view should also be of interest to the empirical software engineer-
ing community as there is a vital need for conducting high quality
empirical studies of VM approaches reported in the literature and
the empirical software engineering community is well placed to
make significant contributions in this respect by performingPlease cite this article in press as: L. Chen, M. Ali Babar, A systematic review of e
Inform. Softw. Technol. (2011), doi:10.1016/j.infsof.2010.12.006independent evaluation of the available VM approaches. For the
software product line research community, it is very important
that they follow a two-pronged strategy: development of new ap-
proaches to managing variability in increasingly large and complex
family of systems, and rigorous evaluation of the existing and new
VM approaches in order to increase the likelihood of their indus-
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