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The electric field dependence of the direct annihilation 
rates for positrons in neon and argon are calculated. This is done by 
using a systematic description of the scattering process. The momentum 
transfer cross sections and the effective charges for positron 
annihilation are calculated within the framework of the polarized 
orbital method which has worked well for electron-atom scattering.
The perturbed orbitals of neon and argon were calculated by Hartree- 
Fock perturbation theory in the Sternheimer approximation. The 
momentum transfer cross sections and effective charges thus calculated 
were used in the appropriate diffusion equation to determine the 
experimentally observable annihilation rates appropriate to the 
exponential decay region of the annihilation spectrum. The result­
ing annihilation rates are found to be extremely sensitive to the low 
energy behavior of the cross sections and effective charges. Good 
agreement between theory and experiment is obtained only by making 
judicious choices for the components of the distortion included in the 
calculations. It is thus concluded that the positron-atom scattering 
process is considerably more sensitive to the details of the mutual 




The positron was first predicted by Dirac as the anti-particle 
of the electron in his formulation of the relativistic quantum theory 
of electrons. The positron was subsequently discovered in cosmic 
radiation by Anderson in 1932, Since the time of this discovery many 
investigations have been carried out on understanding the nature of 
the interaction of positrons with material media. Many of these 
experiments proved that the positron is a useful tool for investigations 
into the nature of the material itself. One such example is the use 
of positrons in the study of Fermi surfaces in metals (Ferrell (1956)).
In recent years there has been considerable interest in the 
study of slow positrons processes in gases. An early success of such 
investigations was the discovery by Deutsch (1951) of positronium, a 
bound positron-electron system which had been predicted by Mohorovicic 
(193*0 . Subsequent measurements by Weinstein, Deutsch, and Brown (195*0 
on the hyperfine splitting in orthopositroniurn (see chapter II, Section 
B-2) provided an experimental verification of the theory of quantum 
electrodynamics to terms of order O Ca , where OCQ is the fine structure 
cons tant.
While many important results were obtained from studies of 
the bound positron-electron system, little was known about the detailed
2
nature of the interaction between the atomic electrons and those 
positrons which do not form positronium. At very low energies in gases 
two other processes, direct annihilation and elastic scattering, 
dominate over positronium formation. Many recent experiments have been 
aimed at measuring the annihilation rates for positrons in gases and 
liquids. Such measurements are capable of yielding indirect informa­
tion about the interactions of low energy positrons in material media.
Considerable interest in these techniques was generated by 
the recent discovery of a velocity-dependent annihilation rate in 
certain noble gases. This velocity dependent rate was first observed 
in Argon by Tao ,et aj_, (1964), Falk and Jones (1964) and Paul (1964). 
Consequently, the detailed nature of the elastic scattering cross 
section and the direct annihilation cross section could be studied 
experimentally. The basis of this procedure is discussed in later 
chapters of this dissertation.
Further research was undertaken in an effort to explore in 
greater detail the specific velocity dependence of the elastic scatter­
ing and direct annihilation cross sections. It was soon found that the 
observed annihilation spectrum was strongly influenced by the applica­
tion of static electric fields to the gases. The application of 
electric fields serves to increase the mean velocity of the positrons. 
Thus, by varying the fields additional information can be obtained 
about the velocity dependence of the cross sections over a wide energy 
range.
The direct measurement of elastic positron-atom scattering 
cross sections has been hampered by the lack of efficient positron beam
3
sources (Groce, et aj[. 1969). Recent developments along these lines 
have yielded some results for helium (McGowan et aj_. (1969)) > but that 
effort has since been terminated. Thus, the study of the annihilation 
of positrons in gases provides, at present, the only basis upon which 
to compare the theoretical calculations of positron-atom scattering cross 
sections with experimental results. However, this technique has not 
as yet been fully exploited. Although several calculations of elastic 
cross sections have been made for most of the noble gases, few of these 
were used to obtain annihilation rates with which experimental com­
parisons could be made. The calculations which were carried to this 
point were not made entirely from first principles. That is, semi- 
emperical potentials containing adjustable parameters were used to 
represent the positron-atom interaction in the computation of the 
elastic scattering process.
Therefore, there exists a need to modify and extend the 
theoretical methods to obtain the experimentally measurable annihilation 
rates. When this is done, the connection between the experimental and 
theoretical aspects of slow positron processes can be exploited to judge 
and then improve the methods of atomic collision theory.
The work reported in this dissertation is concerned with a 
calculation of the rates of annihilation of positrons in neon and argon. 
This work was limited to these particular noble gases for several 
reasons. Firstly, argon was the first gas in which a velocity dependent 
annihilation rate was observed. Secondly, both neon and argon are 
monatomic gases and thus are easy to work with both experimentally and 
theoretically. Thirdly, a greater amount of experimental data exists
for these gases than for other gases (with the possible exception of 
helium). Finally, some work on helium along the same lines as used in 
this dissertation has been done previously and is reported elsewhere 
(Montgomery and LaBahn (1970)). Hydrogen is the simplest system to 
work with theoretically. However, since it is very difficult to work 
with experimentally, very little data is available on hydrogen. Thus, 
hydrogen has not been considered in this dissertation.
The object of this dissertation is to calculate the direct 
annihilation rates of positrons in neon and argon. These rates were 
averaged over the velocity distribution of the positrons in order to 
obtain rates which can be compared with experimental rates. Only the 
longest lived component of the direct annihilation spectrum is con­
sidered. A uniform, static electric field is assumed to be present 
in the gas. The computed annihilation rates, as functions of the 
applied electric field, are compared with experimental results. The 
calculation is made for positrons whose energies lie well below the 
threshold for positronium formation. In addition, the effects of 
virtual positronium formation have been neglected.
The calculation of the direct annihilation rates requires a 
solution of the positron-atom elastic scattering problem. The scatter 
ing problem has been attacked in this dissertation by the polarized 
orbital method in the adiabatic approximation. The required perturbed 
orbitals have been calculated by the Sternheimer (195*0 method.
This dissertation proceeds according to the following outline 
In Chapter II a brief survey of slow positron processes in gases is
5
presented, A review of current experimental and theoretical results 
for the direct annihilation of positrons in noble gases is given in
the last two sections of Chapter II. In Chapter III the methods used
in making the calculations are presented. The positron-atom scatter­
ing equation is discussed in section B of Chapter 111. The calculation 
of the perturbed orbitals, the momentum transfer cross sections, and 
the direct annihilation rates is discussed in section C of this 
chapter. In section D the velocity distributions of the positrons and 
the velocity averaged annihilation rates are discussed. The results 
of these calculations are presented and compared with other theoretical 
and experimental results in Chapter IV. A discussion of the results
and conclusions is given in Chapter V.
CHAPTER II
A Survey of Positron Annihilation 
in Noble Gases
A. Introduction
In this chapter a brief review of recent literature pertinent 
to a study of positron annihilation processes in noble gases will be 
given. More complete surveys of the literature can be found in the 
excellent review articles of Green and Lee (196*0 and Fraser (1968).
The experimental and theoretical aspects of the annihilation 
problem will be reviewed separately since there is not much overlap 
between them. This review will be preceded by a general discussion 
of slow positron processes in noble gases, including a discussion of 
the positron energy range of interest to this dissertation.
B. Slow Positron Processes in Gases
This discussion is concerned with the various processes
through which positrons in gases may pass until they are annihilated
and the energy ranges in which each process is important. Consider a
typical annihilation experiment in which positrons are injected into
22the gas by a positron source such as Na ♦ Initially, these positrons 
are distributed in velocity space with energies ranging up to a 
maximum of 5^2 Kev. Figure 2.1 gives a schematic representation of 
the various annihilation mechanisms possible and the energy regions in 
which they are of importance.
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1. Ionization and Inelastic Collisions
In the energy region from 542 kev down to about 100 ev, 
it has been found that ionization and inelastic collisions with the 
gas atoms are the dominant processes. As a result, positrons in this 
region lose energy very rapidly. For example, Falk (1965) has calcu­
lated that the time required for a positron to drop from an initial 
energy of 500 kev down to 5 kev by means of these processes is about
0.7 nsec in argon at 10 atm. of pressure. During this short time 
interval, very few positrons are theoretically expected to annihilate 
(Heitler (1954)) or form positronium. This conclusion has been 
verified experimentally by Gerhart e_t aj_. (195*0 and Kendall and 
Deutsch (1956). Moreover, experiments of Heinberg and Page (1957) on 
the angular correlation of the radiation produced by positron-electron 
annihilations indicated that the energies of the annihilating positrons 
were on the order of a few electron volts or less.
Ionization can occur down to the ionization energy of the 
atoms, whereas inelastic collisions can occur even below this level. 
However, below about 100 ev other processes compete, as discussed in 
the following sections.
2. Positronium Formation and Molecular Complex Formation.
Below 100 ev positronium formation becomes significant.
There exists numerous review articles on the studies of positronium and 
its formation in gases (Deutsch (1953), Green and Lee (1964), Fraser 
(1968)). Only a few of the important properties of positronium will 
be discussed here.
Pos i t ron
Source
Rapid energy loss 
few ann ih i1 at ions 100 ev
Ionization 
and elastic 
col 1 is ions Pos i tron i um 
formationDi rect 
Annihilat ion
Ineiast ic and 
elast ic 




O-Pos i tron i um
p-pos i tron ium r 0







Figure 2.1. A schematic of the possible annihilation 
mechanisms of slow positrons in gases.
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Positronium is the bound state of a positron and an electron.
Its structure is very similar to that of the hydrogen atom except that 
the energy levels are modified by a factor of 2 due to the lower 
reduced mass of the posItron-electron system. Thus, the binding 
energy of positronium is 6 .8 0 ev.
In the ground state, positronium may exist in either the
1 ^singlet, S, or triplet, -'S, states. These are referred to respectively 
as parapositronturn, for which the total spin is zero, and orthopositronium, 
for which the total spin is one. One would expect, statistically, that 
positronium would form in the singlet state ]/k of the time and in the 
triplet state 3/*+ of the time. However experiments in argon (Falk and 
Jones (196*0 indicate that this is only approximately true in material 
media. Excited states of positronium have not been conclusively 
observed to date (Duff and Heymann (1963))-
The positronium atom is obviously not a stable system since 
the positron and electron can easily annihilate resulting in the 
emission of gamma radiation. For a free positronium atom two or more 
gamma rays must be emitted in order to conserve energy and momentum.
In a material media single gamma ray emission is also possible since 
excess momentum can be absorbed by the surrounding atoms. For gases 
in which the density is not extremely high one can neglect this 
process. Selection rules (Jauch and Rohrlich (1955)) require that 
the decay of orthopositronium should proceed by the 38" process, 
whereas calculations indicate that the 2^ decay is preferred by para- 
positronium. The free lifetimes of singlet and triplet states have
9
been calculated by Jauch and Rohrlich (1955). Their results are
1.2 5  * |0 Set.
%Y ~ \.39 x 10 sec.
An important process, experimentally, is the quenching of 
Orthopositronium. Quenching refers to the process in which the life­
time of orthopositronium in a material medium is shortened. The 
various modes and rates of quenching are discussed in detail by 
Fraser (1968). Basically, all of these modes may be described as 
follows. The orthopositronium atom, being in a region of high electron 
density, has a high probability of undergoing a collision with an 
electron (bound or free) whose spin is opposite to that of the bound 
positron. The positron in the orthopositranium may annihilate directly 
with the incident electron or these two particles may form paraposi- 
tronium, the short lived bound state. In either case, the positron 
annihilates before it would annihilate if it remained in the ortho­
posi tron ium state.
The fraction of positrons which form positronium is a quantity 
which is often measured experimentally in attempts to better under­
stand positronium formation mechanisms. A summary of results for 
various gases has been given by Green and Lee (196*0* By qualitative 
arguments Ore (19*̂ 9) has estimated limits upon the fraction of positrons 
which form positronium and has determined the energy region in which 
positronium formation is most probable. A summary of his conclusions
10
follows.
Let Ej be the ionization energy of the gas atoms and Eg be
the binding energy of positronium (6 . 8  ev). Positronium in its
ground state can be formed only if the positron energy is greater than
a threshold energy E , = E, - E (figure 2.1). This formation istn r i d
most likely to occur in a region called the "Ore gap", which is the 
region between the first excited state, Eexc, of the gas atoms and 
Ethr- The ®re 9aP exists only if Eexc^^thr* For energies above 
^exc* a ôm'c excitation competes with positronium formation. Above 
Ej, positronium is formed with energies greater than 6 , 8  ev and would 
thus tend to break up in collisions with other particles. Positronium 
formation in excited states is also improbable as it must compete with 
atomic excitation. On this basis, Ore has argued that the fraction f of 
positrons which form positronium is bounded by:
The Ore gap exists in all noble gases.
Molecular complex formation refers to the process by which a 
positron and one or more gas atoms form a bound state. Molecular 
complexes most likely result between a positron and two or more gas 
a toms.
Very little is known at this date about the contribution of 
this process to the overall annihilation spectrum, however, it is thought
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that this process does not: compete significantly with the others 
discussed here. Paul and Saint-Pierre (1963) have presented some 
experimental evidence for the existence of a molecular complex.
3. Direct Annihilations
By direct annihilation, we mean the immediate annihila­
tion of a free positron with an electron (bound or free). This pro­
cess becomes competitive at positron energies below about 100 ev and 
continues down to the positronium formation threshold. It is the 
only means of annihilation for positrons whose energies are below 
the threshold for positronium formation.
The cross section for direct annihilation was first calcu­
lated by Dirac. He assumed that the positron and electron are free 
particles and thus can be represented by plane waves. For the 2V 
annihilation process, Dirac's spin-averaged result for non-relativistic 
velocites is
c t & y)= if if c/V
(2 .1)
where rQ is the classical radius of the electron, c is the speed of 
light and v is the relative velocity of the positron with respect 
to the electron. The details of this calculation are given by Jauch 
and Rohrlich (1955)* On the basis of this cross section the annihila­
tion rate in a material medium is given by
12
A -  Tie o; (2r) it  = -neir r* c
(2.2)
where ne is the effective density of electrons in the medium. Note 
that this rate is independent of the velocity of the positron. This 
fact is most important; its consequences with respect to experimental 
results will be discussed in the following sections.
A collision between a positron and an electron can occur in 
the singlet spin state 's, which occurs with a probability of 1/4 , or 
in the triplet spin state with a probability of 3/4. As was the 
case for positronium, selection rules prevent the annihilation of the 
S state by the 28 process so that equation (2.2) represents only 
annihilations due to collisions in the state. However the relative 
probabilities of these two processes has been shown to be (Falk (1965))
P a , / P 2 ,  =  1 / H 1 5
(2.3)
Thus the 3if annihilations contribute very little to the observed 
spectrum and thus can be ignored.
The number density of electrons, ng , in equation (2.2) is 
more usually written as
T i e =  "n. 2 (2.4)
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where is the number density of atoms and Zg^ is the effective 
number of electrons per atom with which a positron can annihilate.
4. Elastic Col 1 is ions
Elastic positron-atom collisions occur at all energies. 
They are not as effective, however, as inelastic processes in the 
slowing down of positrons whose energies lie in the region above the 
threshold for positronium formation. This is a consequence of the 
fact that very little energy can be transferred in elastic collisions 
between particles of very different masses. From elementary considera­
tions it can be shown that the fractional energy loss of a positron 
which undergoes an elastic collision with an atom (initially at rest) 
is
(2.5)
m is the mass of the position, M is the mass of the atom and 9- is the 
angle through which the positron is scattered. Thus the energy loss 
of the positron cannot be more than k m/M, a small number for noble 
gas atoms.
Below the threshold for positronium formation elastic scatter­
ing is very important since no inelastic processes are then possible. 
Since the time required for a positron to reach the positronium forma­
tion threshold is very short, the time for thermalization of a positron 
is essentially the time required for the positron to drop down to
thermal energy from Hthr* Thus the thermalization time is entirely 
a function of the elastic scattering cross section.
Of great importance to the work considered in this disserta­
tion is the influence which the elastic collision process exerts upon 
the velocity distribution of the positrons at thermal energies. As 
will be discussed in the next chapter, the velocity distribution 
function is to be found by solving the Boltzmann equation which in­
volves the momentum transfer cross section for the elastic scatter­
ing of positrons by the gas atoms. It will also be seen that the 
positron annihilation rate is very highly dependent upon the elastic 
scattering process through its dependence upon the velocity distribu­
tion function and the effective charge with which the positron can 
annihilate (Chapter III, section C-4).
5. Summary
Positrons initially injected into gases at relatively 
high energies (5^2 kev) slow down very rapidly due to ionization (of 
gas atoms) and inelastic collisions until their energies are on the 
order of the ionization energy of the gas atoms. Between this level 
and the threshold (E^p) for positronium formation inelastic 
collisions, direct annihilations and positronium formation are the 
dominant competing processes. Below E^j. only elastic collisions and 
direct annihi lations(mostly by the emission of 2 gamma rays) can 
occur.
15
C . Review of Experiments
in this section, a review of the major experimental contribu­
tions to the problem of the annihilation of positrons in noble gases 
will be given. Interpretations of experimental results and comparison 
of these results with current theoretical predictions will be discussed. 
In Section D some specific theoretical papers will be reviewed.
1. The Annihilation Spectrum
Excellent reviews of work done before the mid-^SO's on 
slow positron processes in gases have been given by Deutsch (1953) 
and De Benedetti and Corben (195^+). The early studies in this field 
were oriented towards gaining knowledge about positronium and its 
properties and formation in gases. Significant progress in this 
direction was made by Marder _et ajL (1956) who performed experiments 
on the effects of electric fields on positronium formation in gases. 
Their results were subsequently given theoretical interpretation by 
Teutsch and Hughes (1956). Further investigations by Obenshain and 
Page (1962) substantiated the results of Marder .et aj_, (1956). These 
electric field experiments provided some early estimates of the elastic 
scattering cross sections of positrons from noble gas atoms.
However, these earlier studies did not reveal much detailed 
information about the way in which those positrons, which do not form 
positronium, annihilate with atomic electrons. It was thought that 
the direct positron annihilation spectrum exhibited a pure exponential 
decay governed by the Dirac rate of equation (2.2). On this basis one 
expects to find the direct annihilation rate to be proportional to the
16
atomic density N^, and thus proportional to the gas pressure at constant 
temperature. This pressure dependence was observed in the early 
exper iments.
In the early 19601s some interest began to be generated in 
the study of the direct annihilation spectrum. Falk and Jones (1963) 
observed pressure dependent annihilation rates in argon and krypton 
while Paul and Saint-Pierre (1963) observed similar effects in several 
hydrocarbon gases. Although the pressure dependence of these results 
was in agreement with the Dirac rate, the magnitudes of the observed 
rates were not in agreement. In some cases the observed rates differed 
from the Dirac rate by several orders of magnitude. For argon and 
krypton the observed rates were respectively 1 .96 and 1.87 times 
larger than those predicted by the Dirac rate, assuming that all of 
the electrons in the gas atoms can participate in the annihilation 
process. Similar discrepancies were found in O2 , N2 and CO2 , whereas 
in hydrocarbons the observed rates were about one hundred times larger 
than the Di rac rate.
The formation of a positron molecular complex (discussed in 
the previous section) was offered as a tentative explanation of 
these anamously large annihilation rates (Paul and Saint-Pierre (1963), 
Green and Tao (1963)). It was suggested that the close association of 
a positron with the atomic electrons in such a complex would greatly 
enhance the annihilation rates.
The possibility of the formation of a positron-molecular 
complex was investigated theoretically by Khare ej: a_K (1964). They
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showed, by a variational calculation, that a bound state of a positron 
and a helium atom is possible, with a binding energy of 0 .55 ev. 
Furthermore, they suggested that such a bound state is even more 
likely to exist in the heavier gases such as argon, krypton and the 
hydrocarbons. However, the results of Khare et a_L are not in 
agreement with the variational calculation of Gertler _et aj_. (1968) 
who showed that the mass of a positron must be 2.4 times the mass of 
an electron in order for a positron-he1ium bound state to exist. The 
calculation of Khare et, a_L now appears to be fallacious (Massey 
(1967)). Thus it seems highly unlikely that the formation of a 
positron molecular complex can enhance the annihilation rate of 
positrons in gases.
A considerable advance in experimental techniques was made 
possible with the advent of high resolution coincidence counting 
equipment. Using this improved equipment a new feature was discovered 
in the annihilation spectrum of Argon through independent research by 
Tao et aj.. 0964), Paul (1964) and Falk and Jones (1964). In the early 
part of the annihilation spectrum they found a .flat shoulder which 
had previously been unobserved. This shoulder was followed by the 
usual exponential decay.
A typical experimental annihilation spectrum, for several 
values of the applied electric field, is shown in Figure 2.2. These 
results, obtained by Falk e_t aj,. (19&5) > were taken on argon at a 
pressure of 10.5 atmospheres and a temperature of 25° C. This figure 
shows a plot of the observed counting rate versus time (in nano seconds).
(b) E = 329 V/CM
(c) E = 682 V/CM
(b)
10 J
0 20 40 60 80 100 120 140 160
TIME tnsec)
Figure 2.2. The direct positron annihiiation spectra in argon 
for several values of applied electric field. These results were 
obtained by Falk et al. (1965). Both the random coincidence back­
ground and the orthopositronium component have been subtracted. The 
argon pressure was 10.5 atm. at 25° C.
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The origin of the time axis, i.e., the "birth" of a positron, is
determined by observing the prompt 1 . 2 9 mev gamma ray which is
o oemitted after the beta decay of a Na nucleus. The annihilation of 
the emitted positron is recorded by observing the 0 .51 mev gamma ray 
released In this event. Thus, the count rate in figure 2.2 is actually 
the annihilation photon count rate. The random coincidence background 
has been subtracted out in the plot. The various features of the 
spectrum are:
(1) The "prompt peak," This is the large early time peak 
occurring at about 35 nsec. in figure 2.2. It is due almost entirely 
to the annihilation of parapositronium from positrons in the Ore
gap region (Paul (1964), Osmon (1964), Falk (1965))* which has a 
relatively short lifetime. The remainder of the peak is due mostly 
to annihilations in the source and the walls of the container.
(2) The flat shoulder, which occurs in a small region near 
40 nsecs. This effect was not observed in the earlier experiments 
because of lower resolution equipment and the presence of larger amounts 
of impurities in the gases,
(3) The direct annihilation region. This is the straight line 
region immediately following the shoulder. Since the ordinate is 
scaled logarithmically, the slope of this line corresponds to the 
direct annihilation rate.
(4) The region of the annihilation of orthopositroniurn. This 
region is the long tail of the exponential decay.
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(5) The electric field effects. It is seen in Figure 2.2 
that an increase in the applied electric field decreases the direct 
annihilation rate and the shoulder width.
2. Identification of the Shoulder
The shoulder region of Figure 2.2 could result from 
either the orthopositronium component or the free positron (i.e., 
direct)'component, or perhaps some combination of these. Considera­
tions, by Paul (1964), of the relative intensities of these two 
components led to the conclusion that the positronium component could 
contribute at most only 20%  to the shoulder, whereas the direct 
component could contribute the whole amount. However, to obtain any 
appreciable contribution from the positronium component a mechanism 
for delaying the formation of orthopositronium must be available.
An adequate mechanism has not been found. In addition, experiments
by Paul and Saint-Pierre (1963) on the annihilation of positrons in
propane and ethane indicate that there is no build up of positronium 
after the prompt peak.
Paul (1964) proposed that the "shoulder" belongs entirely to 
the direct annihilation component of the spectrum. This implies that 
the annihilation rate of the direct component must not be constant 
over this region.
3. Interpretation of the Experimental Results
The inadequacy of the Dirac rate in explaining the
experimental observations above is apparent from the previous dis­
cussions. Briefly, it was found that the observed annihilation rates
20
were significantly larger than the Dirac rates. Furthermore, a 
shoulder was observed in the annihilation spectrum, indicating a 
non-constant rate.
Falk_et‘ aj_. (1965)) tha t the direct annihilation rate is velocity 
dependent (the Dirac rate is independent of velocity). Then, the 
experimentally observed annihilation rate is this velocity dependent 
rate averaged over the velocity distribution of the positrons. It 
will be dependent upon time through the time dependence of the 
positron distribution. That is, if f (v, t) represents the velocity 
distribution function and ra (v) the velocity dependent annihilation 
rate, the "direct" part of the annihilation spectrum is governed by,
where N(t) is the number of initial positrons which have not yet 
annihilated at time t, and dN/dt is the count rate (Figure 2.2).
is then interpreted as representing the complete thermalization of 
the positrons, i.e., the distribution function becomes independent of 
time, so that a pure exponential decay (with constant rate) is observed. 
This region of the direct annihilation spectrum is then governed by
Subsequently, it was proposed (Paul (196*0, Osmon (1964),
(2.6)
The straight line part of the "direct" annihilation region
21
d  N  tf) ^  ^ i
j r ~  =  -  a  N < * >
L ** (2.7)
where "X a is the direct annihilation rate. Since the end of the 
shoulder region indicates the complete thermalization of the positrons, 
the shoulder width is a measure of the,slowing down time of the 
pos i trons.
The velocity distribution function can be found by solving 
the Boltzmann equation. This problem is very similar to the problem 
of the diffusion of electrons in gases which has been studied quite 
extensively for a number of years by several authors (Morse, Allis, 
Lamar (1935) j Margenau (19^6), Holstein (19^6), Frost and Phelps 
(1962)). The Boltzmann equation describing the analagous process 
for positrons In gases is discussed in Appendix A, Suffice it here 
to say that the distribution function depends upon the momentum 
transfer cross section for elastic scattering, the velocity dependent 
annihilation rate, the positronium formation rate, and the applied 
electric field. The calculation of a direct annihilation rate thus 
requires a complete description of the positron gas atom scattering 
process. This will be the topic of the next section.
The experimental results shown in Figure 2.2 for argon 
demonstrate the dependence of the observed annihilation rate upon the 
electric field. These results show that the observed annihilation 
rate decreases as the electric field increases. The electric field
serves to increase the mean velocity of the positrons. Thus we might 
expect to find that the velocity dependent annihilation rate, 
for argon is a decreasing function of the positron velocity. This 
qualitative feature of ^,(ir)for argon is verified by the calcula­
tions of Orth and Jones (19&9) and this dissertation (Chapter IV).
The basic features of the annihilation spectrum have been 
reviewed above, mainly for argon. Qua 1 i ta t i vel y , the discussion is 
valid for neon and other rare gases. The qualitative features taken 
from the references listed above are sufficient for most of the 
discussion of this dissertation. However, there have been some recent 
quantitative refinements of some of the results (Mi 1 ler et a_l_. (1968), 
Orth and Jones (19&9)). These will be discussed later In comparison 
with the results of the calculations of this dissertation (Chapter IV) 
D. Review of Theory
This section presents a brief review of some of the more 
recent theoretical studies of the positron direct annihilation process 
The calculation of the direct annihilation rate for positrons in gases 
involves:
(1) Solution of the positron-atom elastic scattering problem 
to obtain the momentum transfer cross-section and the wave functions 
of the scattered positron.
(2) Computation of the velocity dependent annihilation 
rate fc(v>.
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(3) Solution of the appropriate Boltzmann equation for 
the velocity distribution of the positrons. The Boltzmann equation 
depends upon the momentum-transfer cross section and the velocity 
dependent annihilation rate.
(4) Integration of the velocity dependent rate 
over the energy distribution of the positrons to obtain
These points are discussed in greater detail in Chapter III. 
However, for the purposes of this review, some of that discussion 
will be anticipated here. In the previous section it was noted that 
the annihilation rate is proportional to the effective charge, Zeff> 
with which a positron can annihilate. The effective charge is 
essentially the electron density at the position of the positron, 
averaged over all positron positions (Ferrell (1956)). Thus
~  I ^  (2,£
where Xa and Xs are the collective coordinates of the atomic electrons 
and the positron, respectively, is the number of electrons in 
the atom. ¥  is the total wave function of the system. As such, 
it should include the distortion of the atomic electron cloud 
caused by the perturbing positron. The importance of including this 
distortion is demonstrated by the results of this dissertation for 
neon and argon and by other calculations for helium (Drachman (1966), 
Montgomery and La Bahn (1969)).
2k
Most of the following discussion will be concerned with the 
posltron-atom scattering problem since it is of primary importance 
to the calculation of direct annihilation rates. For neon and argon, 
the few cases in which a complete computation of annihilation rates 
has been done will be discussed qualitatively. The results of those 
papers will be given in Chapter IV and compared with the results of 
this dissertation. Some general features of the posItron-atom 
scattering process will be discussed first.
1. The Elastic Scattering of Positrons by Atoms
Although the study of electron-atom elastic scattering 
has been a subject of great interest for many years, the correspond­
ing positron problem has only recently generated a similar amount of 
interest. The theory of positron-atom elastic scattering differs 
from electron-atom scattering in the following respects:
(1) Exchange effects are absent because the positron 
ts distinguishable from the atomic electrons.
(2) The mean static coulomb potential is repulsive for 
the positron whereas it is attractive for the electron. This potential 
is the potential produced by the atomic nucleus and the atomic electron 
cloud in the absence of any distortion caused by an external perturba­
tion.
(3) Positronium formation (either real or virtual) 
may occur in positron-atom scattering.
Property (l) above is important from a purely theoretical 
standpoint. That is, positron scattering affords a means of testing
1
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various theoretical methods without the added complication of exchange 
effects which make electron scattering calculations difficult (Massey 
(1967)). However, positronium formation can cause new complications 
not found in electron-atom scattering.
Since hydrogen is the simplest system with which one can 
work, it is not surprising that most attention has been given to the 
positron-hydrogen scattering problem. In fact, in the energy region 
below the threshold for positronium formation this problem is 
essentially solved (Fraser 1968). Most of the work on this problem 
is summarized by Mott and Massey (1965)- Of special note are the 
definitive variational calculations of Schwartz (1961) and Armstead 
(1964), and the variational lower bounds of Hahn and Spruch (1965) 
and Kleinman et a 1. (1965). Also noteworthy is the calculation of 
Drachmann (19&5) who used the adiabatic polarization potential of 
Dalgarno and Lynn (1957). These results form a criterion for testing 
other methods which can be applied to more difficult problems. An 
interesting comparison of these various methods (including the polarized 
orbital method) can be found in the review article of Fraser (1968).
2. Pos i tron-Helium
The positron-helium problem is of more importance to this 
dissertation than is the positron-hydrogen problem. Helium is more 
difficult, theoretically, than hydrogen. However, experimental 
annihilation rates that are not available for hydrogen, do exist for 
Helium (Osmon (1964), Falk (1965) > Leung and Paul (1968), Lee et al. (1968)).
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In the last five years significant progress has been made on 
the positron-helium problem with the appearance of several interest­
ing approaches. Apparently the most successful of these is the 
modified polarized orbital method of Drachman (1968). This method has 
been compared with several others in a recent paper {Montgomery and 
LaBahn (1970)). The effective charge calculated by Drachman (shown in 
a comparison with other methods in figure 2.3) agree quite well with 
experiment (Leung arid Paul (1969).
Drachman's method consists of a modification of the usual 
Ansatz used in the polarized orbital method (See Chapter 111) of 
Temkin (1959). Drachman's Ansatz contained two functions representing 
the motion of the positron, one multiplying the unperturbed atomic wave 
function and the other multiplying the correction due to the perturbation. 
The resulting scattering equation then consists of a pair of coupled 
equations for these two functions. A nice feature of this method is 
that the results obtained would satisfy a rigorous lower bound principle, 
provided that exact unperturbed atomic wave functions are used and the 
energy is below any inelastic threshold.
Also shown in Figure 2.3 are the results of adiabatic-dipole 
(AD) and the extended-polarization-potential (EP) approximations 
(Callaway ot a_K (1968)). The adiabatic-dipole method is essentially 
the basic polarized orbital method of Temkin (1957) In which only the 
dipole component of the perturbation correction is retained. On the 
other hand, all multipole components of the perturbation corrections 
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Figure 2.3. The effective charges for helium. The chained 
curve is the result of the calculations by Drachman (1968). The AD 
and EP curves are the results of the adiabatic-dipole and extended- 
polarization potential calculations of Gallaway et a 1. (1968). The 
dashed curves are from the calculations of Kraidy and Fraser (1967) 
where (Ps) indicates only virtual positronium formation was considered 
while (Ps+Pol) indicates that both virtual positronium and helium 
polarization were included. Two experimental estimates by Leung and 
Paul {1969) are indicated by LP.
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Some results of Fraser and Kraidy (1967) are also shown in 
Figure 2.3. Their result labeled (Pol) is essentially the same as 
the adiabatic dipole (AD) result except that the unperturbed atomic 
wave function was used in calculating the effective charge (Chapter 111). 
Thus, the importance of including the perturbation in calculations of 
the effective charge is apparent. Also shown are their results obtained 
by considering the effects of virtual positronium formation with 
distortion (Ps + Pol) and without distortion (Ps).
Although the (EP) method of Callaway _et aj_. (1968) did not 
produce effective charges as good as those of Drachman, there is some 
evidence that the momentum transfer cross sections obtained from this 
method may be quite good. Some recent beam experiments of Groce et a 1. 
(I969) are consistent with their (EP) results. In addition, annihila­
tion rates, as functions of applied electric field, calculated with 
their cross sections and Drachman's effective charges agree quite well 
with experiment.
Figure 2.4 shows a comparison of the results of various methods 
with the experimental points of Lee et aJ_.(19S9). The (EP) and (AD) 
results are those of Callaway, .et aj. while (EPD) and (ADD) are the 
results obtained by using the momentum transfer cross sections of 
Callaway, _et a_h, in conjunction with the effective charges of Drachman. 
The corresponding results of Fraser and Kraidy (1967) are also shown.
3. Pos i tron-Neon
Unfortunately, a complete calculation of the direct 
annihilation rate of positrons In neon does not exist. Relatively
HELIUM 
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Figure Z.k. The annihilation rate for positrons in helium 
as a function of applied electric field. The open circles are the 
experimental data of Lee, Orth and Jones (1969). The curves labeled 
EPD and ADD correspond respectively to use of the EP and AD diffusion 
cross sections of Callaway et aj^ (1968) with Drachman's effective 
charge (Figure 23). The remaining curves are for the same works referred 
to in Figure 2.3.
28
little work has been done on positron-neon collisions and in only one 
case is there a calculation of the effective charge for positron 
annihilation.
One of the earliest calculations of positron-neon scattering 
was done by Massey and Mcussa (1957) as part of their investigation 
into the importance of polarization effects in positron-atom scatter­
ing. Their calculation proceeded in two steps. First, the s and p wave 
phase shifts were computed by taking the interaction potential to be 
that due to the mean static field of the atom. Then, to these results 
were added corrections to account for an additional potential represent­
ing the polarization effects, of the form
Vp =  - £  CL £ / (  R
(2.9)
where is the experimental polarizabi1ity of the atom, e is the
electonic charge and RQ is an adjustable parameter. The corrections 
to the phase shifts were calculated by the Born approximation. The 
results of this paper indicated the importance of including distortion 
effects in positron-atom scattering calculations.
Malik (1961) calculated elastic scattering cross sections for 
positrons in neon using variational methods (Kohn and Hu I then). The 
scattering potentials were taken to be analytic approximations of the 
Hartree potentials. -Only the s-wave was included. From his results,
Ma1ik concluded that either a strong polarization potential needs to be
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Included in the positron-atom interaction, or else virtual positronium 
formation plays a dominant role in the scattering.
The best calculation to date is that of Massey, Lawson and 
Thompson (1966). They neglected virtual positronium formation but 
included polarization effects by means of the Temkin-Lamkin procedure. 
Only the 2p-d dipole component of the polarization potential was 
calculated. The required perturbed orbital was found by means of 
Sternheimer‘s approximation (Sternheimer (195*0). Their total cross- 
section indicated a strong possibility for the existence of a Ramsauer- 
Townsend effect at very low energies. At a mean positron energy of 
15 ev their momentum transfer cross section is much larger than that 
suggested by the experiments of Marder et aJL (1956). They used an 
undistorted atomic wave function in their calculation of the effective 
charge Zeff. Further analysis of their results will be given in 
comparison with results of this dissertation (Chapter IV).
k. Pos i tron-Argon:
The situation for argon is somewhat different than that 
for neon. Two papers have recently appeared in which complete calcula­
tions of the direct annihilation rate as a function of the applied 
electric field have been made (Orth and Jones (1967)> (1969)). How­
ever, these papers were of an exploratory nature in that polarization 
effects were included semi-empiricalIy. In this respect, then, the 
theoretical situation is as bad for argon as it is for neon.
In addition to neon, Massey and Moussa (1957), and Malik (1961) 
have calculated corresponding cross sections for argon. Massey et a 1.
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(1966) also calculated cross sections for argon, but. unlike their neon 
calculation they did not use the polarized orbital method of Temkin. 
Instead, a semi-empirical potential of the form of equation(2.8) was 
used to represent the polarization effects. The resulting total 
cross section exhibits a rather flat and shallow minimum at about 
1.2 ev. Their result at 9 e v is 2.7'7T<2>0 , which is closer to the
2t
experimental value 2. O '7C 0 , of Teutsch .et a_K (195*0 than are
their corresponding results for helium'and neon. The effective charges 
were again calculated with an unperturbed atomic wave function. These 
effective charges appear to be much too low to agree well with experi­
ment.
A more complete calculation for positrons in argon has been 
made by Orth and Jones (1967, 1969). They computed the longest lived
component in the "direct11 annihilation region of the spectrum as a 
function of the applied electric field. This component is represented 
by the straight line portion of the direct annihilation region and 
is constant wi th respect to time.
The polarization effects were represented in the calculations 
of Orth and Jones by semi-empirica1 potentials with adjustable para­
meters, somewhat like the calculation of Massey ej: a_L. (1967) - Two of
their calculations were made with a potential of the form of equation
n a jj jj.
(2.9) with A 0 = 0.62 a o and f\Q = 2.5 a o . They have also made a
calculation with the potential
S
,  .. ,, _ 2 -<f „  <-»■/R „ )  \VD =- /2«e r (1- e )
P (2.10)
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Where f̂ 0 ~ I£f.OCU0 . Equation (2.9)with ^  —  0* 6-2. CL0 
yielded the best fit to experiment. Orth and Jones did not include 
the distortion of the atomic electrons wave function in their calcu­
lation of the effective charge. The results of this paper will be 
discussed further in comparison with the results of this disserta­
tion in Chapter IV.
5. Summary
A short summary of the current theoretical situation 
is given below:
(i) Helium: Calculations of the longest lived component
of the direct annihilation rate as a function of the applied electric 
field have been made for helium. Excellent agreement with experimental 
results have been obtained by using the extended polarization potential 
cross sections of Callaway e£ aj_. (1968) in conjunction with the 
effective charges obtained by the modified polarized orbital method 
of Drachmann. This calculation neglected virtual positronium formation.
(ii) Neon: A calculation of the direct annihilation rate has
not been made for neon. However, the positron-neon scattering problem 
has been studied. Perhaps the best calculation to date is that of 
Massey et al. (1967) who used Temkin's polarized orbital method.
Effective charges were also computed by Massey et a 1. but distortion 
of the atomic electrons was not accounted for in this calculation.
(iii) Argon: The direct annihilation component has been
calculated as a function of the applied electric field by Orth and
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Jones (19^7) 1969). However, their calculation was of an exploratory 
nature only. That is, they used semi-empirical potentials with 
adjustable parameters to represent the polarization interaction between 
the positron and the atom. Virtual positronium formation was neglected. 
A solution of the positron-argon elastic scattering problem from first 
principles has not yet been made.
CHAPTER 1 I I
THEORY
A. I ntroduct ion
From the summary at the end of Chapter I I it is clear that 
further theoretical work needed to be done on positron annihilation 
in neon and argon. The need is especially great for argon since 
extensive experimental results exist for this gas. Only a few
experimental results presently exist for neon.
The results of the recent calculations of the annihilation 
rates in helium indicate that several points are important in order to 
obtain good agreement with experimental results. Firstly, it appears 
that the polarized orbital method, in some form or modification, should 
be used in the scattering calculation. Secondly, it is important to 
include the distortion of the atomic electron distribution in the 
calculation of the effective charge. Thirdly, good results at thermal 
equilibrium may be expected even though virtual positronium formation 
is ignored.
This chapter presents the theory of a calculation of the long-
lived component of the direct annihilation rate as a function of an
applied electric field for positrons in neon and argon. As indicated 
in the preceding paragraph, the basis of this calculation is: (a) the 
use of the polarized orbital method to solve the scattering problem,
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(b) the use of the distorted atomic electron wave function in calculating 
the velocity dependent annihilation rate, and (c) the neglect of real 
and virtual positronium formation.
The scattering problem will be solved by the polarized orbital 
method in the adiabatic dipole approximation. In helium, it was seen 
that the adiabatic dipole approximation method is not as good as 
Drachman’s method or the extended polarization potential method of 
Callaway e£ a 1. (1968). However, these latter methods are very 
difficult to apply to atoms heavier than helium. Moreover, a recent 
calculation of the binding energy of H- using various forms of the 
polarized orbital method has been made by Oberoi and Callaway (1970).
The results obtained by these methods were compared with the result 
obtained by the Rayleigh-Ritz variational method. It was found that 
the adiabatic-dipole method gave better results than other methods 
except Drachman's method. Thus, the use of the adiabatic-dipole method 
in the present calculation is expected to be satisfactory.
Only the longest-11ved component of the direct annihilation 
rate will be considered. This component is most important only when 
essentially all of the positrons are at thermal energies. Therefore, 
we shall limit the energy range of interest to the region below the 
threshold for positronium formation (See figure 2.1 ). This means that 
real positronium formation can be neglected provided that the applied 
electric field is not too strong. For very strong electric fields, a 
significant number of positrons are raised above the positronium
formation threshold, so that positronium formation becomes important.
The calculation of the direct annihilation rate presented in 
this chapter proceeds in several steps. First, the positron-atom 
scattering problem must be solved. This is discussed in Section B. 
Next, the velocity dependent annihilation rate is calculated as in 
Section C. And finally, the diffusion equation, which is a function 
of the momentum transfer cross section and the velocity dependent 
annihilation rate, is solved as discussed in Section D.
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B. The Scattering Equation
1. Positron-Atom Elastic Scattering:
We wish to consider the collision of a free positron with a 
spherically symmetric atom in the energy region below the threshold for 
positronium formation. In this region, only elastic scattering and 
direct annihilation are possible. The interaction between the positron 
and the atom may be thought of as composed of several parts; the mean 
static field of the atom, the induced polarization of the atom by the 
continuum positron and the effects of virtual positronium formation.
The mean static field is the interaction produced by the 
unperturbed Hartree-Fock distribution of the atomic electrons. It is 
static in the sense that it is not dependent on the coordinates 
{positron and velocity) of the external positron.
The induced polarization interaction consists of a potential 
which arises from the distortion of the atomic electron distribution 
produced by the field of the external positron. That is, the field 
of the positron "polarizes" the atom, thereby inducing a potential 
which acts back upon the positron. This potential is not static, being 
dependent in general upon the position and velocity of the positron.
The calculation of an exact polarization potential is very 
difficult. Therefore most calculations of this potential are based 
upon several simplifying assumptions. At very low energies, the most 
commonly employed approximation is the adiabatic approximation. This 
approximation is based upon the assumption that the velocity of the 
incoming particle is small compared to the velocities of the atomic
37
electrons so that the distribution of these electrons can instantane­
ously respond to the changing position of the incoming particle.
Several extensions of this approximation have been made 
recently to the problem of positron-helium scattering. The most 
notable of these, as discussed in Chapter II, are the extended polariza­
tion potential method of Callaway et a I. (1968) and the modified 
polarization potential method of Drachman (1968). These methods are 
aimed at accounting for the dependence of the polarization potential 
upon the velocity of the incident particle.
The results of Callaway et aj. are of significance to the 
method of this work. They derived a potential, called the distortion 
potential, which accounts for the leading velocity dependent correction 
to the adiabatic polarization potential. Furthermore they found that 
If one expands the adiabatic polarization potential in a multipole 
expansion then the leading term of the distortion potential and the 
monopole part of the adiabatic polarization potential approximately 
cancel each other. This indicates that if one neglects velocity 
dependent effects, then the monopole part of the adiabatic polariza­
tion potential should also be neglected. In addition, the dipole 
part of the adiabatic polarization potential is large compared to the 
higher order multipoles, so that we may keep only this term. The 
result is called the adiabatic-dipole approximation. According to the 
results of Callaway et_ aj . , we should expect this approximation to 
work quite well. Further justification of this approximation is found 
by examining a recent calculation by Drachman (1968), whose modification
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of the polarized orbital method has led to formal improvement in the 
predictive capabilities of this method. As discussed in Chapter II, 
the results of Drachman's method will satisfy a rigorous lower bound 
principle provided that one knows the exact unperturbed atomic wave 
function and the energy is below any inelastic threshold. The 
original Temkin-Lamkin form of the polarized orbital method is incapable 
of yielding results which are subject to any type of bounding principle.
A crucial test of Drachman's method along with the original 
Temkin-Lamkin formalism and the many variations of this in common 
usage today has recently been performed by Oberot and Callaway (1970).
In order to perform a really crucial test, they have not considered a 
scattering problem but rather have examined the binding energy of H . 
This was done so that the Rayleigh-Ritz variational principle would 
apply and thus the relative merits of various wave functions are 
assessable in terms of the binding energy they predict. The results 
of Oberoi and Callaway's calculations are that Drachman's method is 
definitely superior to any other form of the polarized-orbital method.
It predicted a binding energy only 2 %  above the assumed exact value.
All other methods yielded energies which were in error by more than 10% 
except for the adiabatic-exchange-dipole form of the Temkin and 
Lp.mkin formalism. This method gave an energy within 7.5% of the 
exact value but is a form not amenable to the variational bound 
principle.
The method of Drachman is exceedingly difficult when applied 
to atoms larger than helium, whereas the adiabatic dipole approximation
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Is, In comparison, easy to apply to such atoms. We have thus used 
this approximation with some confidence, according to the discussion 
above, that it will yield a reasonable description of the collision 
process.
Virtual positronium formation contributes an effective 
positron-atom interaction analagous to the electron exchange inter­
action in electron-atom scattering problems. This interaction arises 
from the fact that an expansion of the total state vector of the 
system, in any given basis set, must contain state vectors represent­
ing each physical process, such as positronium formation. This is 
true even though the energy of the positron is below the threshold 
for positronium formation. We shall neglect virtual positronium 
formation because we believe that its effects are of the same order 
of magnitude as higher order corrections to the polarization potential.
2. The Polarized Orbital Method
In this section, we will give the formalism necessary to per­
form a calculation in the adiabatic-dipole approximation of the 
polarized orbital method. The formalism is employed in the calculation 
of the elastic momentum transfer cross section and scattered wave functions 
of positrons in neon and argon. These atoms, being spherically symmetric, 
give rise to spherically symmetric polarization potentials.
Therefore, standard potential scattering techniques can be 
used to solve the scattering equation. Since the ratio of the mass
-5
of the positron to the mass of the gas atom is about 10 for neon and 
-610 for argon, then we can assume that the atom remains stationary
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throughout the scattering process. This means that the lab and the 
center of mass coordinate systems are essentially the same.
Let ' t  C x j  be the wave function for the unperturbed ground 
state of the target atom. This atom is assumed to have a closed shell 
configuration, containing electrons. The notation Xa is used to 
represent the assembledge of coordinates (and spins where necessary) 
for the atomic electrons.
In the presence of the external positron at a position X, the 
wave function t < x  ) will be distorted by the Coulomb field of the 
positron. We denote this distorted wave function by 
We can write it as
< &
T  (**; X*) =  X  <*-) +• C X.; X j
(3.1)
where ^  (X represents the correction to the atomic wave function
due to the perturbing positron. The total wave function for the collision 
process may then be written as
T  ^
'l C *a, 5 (3.2)
where |s the wave function for a scattering positron with wave
lk
vector momentum k.
The atomic wave function is presumed to be known while
the positron wave function must be determined. There has been
serious discussion recently of just what constitutes the correct
and Peacher 1968; Drachman 1968; Duxler, et al. 1969; Oberoi and
Callaway 1970). The outgrowth of these discussions is basically that
within the framework of the polarized orbital method based upon the 
Ansatz (3.2) for the total wave function. However, there is a simple 
"prescription" originally proposed by Temkin and Lamkin (1961) which 
has yielded good to excellent results wherever it has been applied. 
This is to project onto the Schrodinger equation, involving Ansatz
and the positron.
The Temkin and Lamkin prescription can be obtained in the 
following way: Let H be the total Hamiltonian of the system. We
can write it as
procedure for determining (Cal laway, et a_k 19 6 8; Mittl eman
there is no "absolutely correct" procedure for determining
(3 .2) with the unperturbed atomic wave function , and retain in
the correction, only those components which give rise to the
long range ( - 0i/r*) d ipole polarization interaction, where OL 
is the dipole polarIzabiIity and r is the distance between the atom
1 = 1^ 1 ) ru  -  I ri ~  5 1 anel n  is
:ial part of X: , the coordinates of the I
The sums in equation (3.*0 are over all atomic electrons. K s is the
kinetic energy operator for the scattered particle.
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K s  ^  (3.5)
V(Xa, Xs) is the (non-relativistic) potential energy of the inter­
action between the scattering positron and the target atom
VC**, >0 = ** _ f jl_
5 &  Is (3-6)
Let E be the total energy of the system. Then, the equation 
for (j} (Xs) is determined by taking
f  ̂ * C O LH-E] ¥(x.;xs)d^=0
(3.7)
E may be written as
E = E + Ea + bk (3.8)
wi th
(3.9)
the energy of the atom and
Ek “ k2 (3.10)
^3
the kinetic energy of the scattering particle when these are at 
infinite separation.
Upon performing the indicated operation in equation (3.7) 
the equation for <| } or scattering equation, for the case of 
positron-atom collisions becomes
[ks-*-Vt0O + VpcxJ>-Ej<£oo = 0 (3 . 1 0
where Vc represents the interaction with the mean static field 
of the atomic electrons,
~ V(X«.,XS) cjx*. (3.,2)
and V is the polarization interaction,
P
X <Xs> dxa (3'l3)
In keeping with Temkin and Larrikins' prescription, 
only those components of are retained which lead to the long 
range dipole polarization interaction. In such cases, the correction 
will be orthogonal to "P by symmetry,O
J  y f c  **•>\  c x., xs -) d  xa  =  o  a-
for all xs , and this has been used in obtaining equation (3.11) from 
equation (3.7).
We are now prepared to solve the collision problem, equation 
(3*11), provided that we can find"\» to within a reasonable degree of 
accuracy. This is the subject of the first part of the next section 
where a formalism is given for finding an approximate"^. We shall 
return to the scattering equation (3.11) after this formalism is 
developed.
C . Calculation of the Momentum Transfer Cross Section and the Velocity 
Dependent Annihilation Rate.
The polarized orbital method which was discussed in the 
previous section provides us with the formalism for calculating elastic 
scattering cross sections and scattered positron wave functions. The 
latter are necessary for calculating the velocity dependent annihilation 
rates. The scattering equation is to be solved for positron energies 
from zero up to the positronium formation threshold for neon and argon.
The calculation of the potentials V (Xs) (equation (3.12)) and 
Vp(Xs) (equation (3.13)) which enter the scattering equation requires 
a knowledge of the unperturbed atomic wave function fa and the 
correction term "V. The unperturbed atomic wave function was taken 
to be the Hartree-Fock wave function. Noble gas atoms have a closed 
shell electron configuration. Thus the unperturbed Hartree-Fock wave 
functions for these atoms can be represented as a single determinant 
of mutually orthonormal one electron wave functions, H.; , in the form
_ i.
del. | U | Cxl)U i (x,JLj —  U z Cx2 ) j (3.15)
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We are neglecting spin dependent interactions in our atomic Hamiltonian 
j l~(CL , equation (3.4). Therefore, the one electron wave functions 
U ;  C X O ,  called spin-orbitals, can be written simply as the product 
of a spatial wave function (orbital) times a spin wave function. The 
orbitals are taken to be orthogonal to each other, so that
for all pairs i, j. These spin orbitals have been calculated and 
tabulated for the elements in the first third of the periodic table 
by Clement! (19&5). This calculation was accomplished by the Roothan 




where the C are constants and the basis functions
are Slater type orbitals with integer quantum numbers, i.e.,
(3.18)
where the usual spherical harmonics.





The correction term")c, which accounts for the distortion of 
the atom due to the electric field of the positron, has been computed 
using Hartree-Fock perturbation theory. The calculation was made to 
first order in the potential V(Xa, Xs) using several fairly standard 
approximations. The first of these is the adiabatic approximation 
wherein one assumes that the perturbing particle moves so slowly in 
comparison to the motion of the atomic electrons as to be an essentially 
stationary perturbing charge. Two other approximations, to be discussed 
below, effect a simplification of the Hartree-Fock equation for*\,.
To first order, the perturbed atomic wave function
can be obtained from the unperturbed atomic wave function hi**} 
by replacing in turn each spin orbital ) i n equation (3.15) by
u  . c x < ) —  U i )  -f- w - ( X £ j ks )
where W. Xs) is a first order correction to U t- 
The correction term *V.(xa; xs) can then be written as
=  [ Z l ]  2 l  q e i  | u / * , ) ...
L"t
... U £.,ĉ ,) W.C*ti*,)Ui+, C x ... / (3.19)
Using expressions (3.15) and (3.19) we can write the potentials “XT (*s) 
and iKs) in more convenient forms:
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Vcx.s)--£ U o o f  \jJ (X,;XS) cjx. 
r £-( J  r/s C ' (3.19)
The method used to calculate the first order perturbed orbitals, 
tot is discussed below.
1. Hartree-Fock Perturbation Theory
The Hartree-Fock equations under the action of an 
arbitrary field for any order of perturbation are discussed in detail 
by Allen (1959). We present here a summary of the first order 
perturbation theory.
In the absence of any external perturbation the spin-orbitals 
satisfy the well known Hartree-Fock equations
Y  z c .
&  J  FT ‘I** UJW  ~ 0- - (3.20)Iz
where the wave functions are assumed to be transformed such that the
energy parameter matrix is diagonal, with matrix elements G t- .
The summations 2. and ^  are respectively extended over all 
J J//
occupied states and over all occupied states with spin parallel to 
the I th state.
In the presence of the external positron, each atomic 
electron experiences an additional potential
I f l X . j i ( s ) =. (3.20
which can be treated as a perturbation provided that the positron 
is sufficiently far away from the atom. The Hartree-Fock equations 
for the perturbed orbitals"\JL-t̂  (Xj) are then
L - v H (3.22)
where, by definition, is the operator
(cO* (<*)
-  y  I  f  Uj J  (d)jy J 1 j ( i) (3.23)
We now expand the spin-orbitals and energy parameters to 
first order in the perturbation 
(d)
ttj (X|) =  K ;  <X,) +  w .  (X,j Xj) (3.21.)
U> _  CO
L +  £ ;  (3.25)
Substituting these expansions into equation (3.22) and equating 
terms of equal magnitude in the perturbation yields
■ * \ . - e c ] u i w = > 0 (3.26)
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which Is just the unperturbed H-F equation (3.20) and
[-<- H?* -ej « , u m
+ [Z2J U*Xx) Wj l*X1 Xl'~ At + v<*n K.)
-d°i  u f W - z * j  -^ r ( x o  ^  ^l -j 1 «/✓/ ^  'IZ
- z .  zj -x f ' - * * '  * < * £ & » )  w o y  X’)^ V j ( * , ] =  O  (3,27)
Equation (3.26) has been used to eliminate some terms in this express­
ion which involve the unperturbed spin-orbitals.
The conditions of orthonormality on the spin-orbitals are 
(J.)* (4)
LJ ~ J  1
(3.28)
o r  d
dCj  — J  U L Cx) U j  C x ) c U
J
* r %
U j (x) \fj^(x)dx + J  \a)j (k ) U t d O d x
We note that equation (3.26) and (3-27) comprise a set of 
coupled integral-differential equations for ^  Cx) and VsAfcjX,). However, 
equation (3.26) is just the unperturbed Hartree-Fock equation whose 
solutions are presumed to be known. Thus we need only to consider the 
set of equations (3.27). For atoms larger than helium this set of 
equations is extremely difficult to solve. However, two approximations,
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originally proposed by Sternheimer (195*0, greatly simplify the form 
of equations (3.27) The accuracy of these approximations has been 
verified by Kaneko (1959). Kaneko calculated the electric polarizabi1ity 
of helium by solving the exact set of equations (3 .27) and compared 
the result with that obtained by invoking Sternheimer's approximations. 
The rigorous solution gave a polarizabi1 ity about 3C% smaller than 
the approximate solution.
Equations (3.27) are complicated to solve because of the 
terms which couple each perturbed orbital V/ j with every other 
perturbed orbital Wj . The first approximation which we made is to 
neglect the strongly coupling terms
and
2, P  W i  Xs) U l  CXa) Uj <Xa> VJ[ (X>; Xs) ^  ^  ̂
J// ^  **z j
Physically, this approximation means that in calculating the 
perturbation to a particular spin-orbital we are neglecting
fir
the perturbations of the other spin-orbitals UjO:) in the term
In other words, we could obtain the simplified form of equations 
(3.27) by making the following substitutions in equation (3.20):
 >  U i  +  U7;
S L --------->  (C. +. ^
V„F Ui -------- -- V*’p ( K i + W ; )  + V
were we define asnr
CM
(3 .29)J J  l*Z
-  Z z f  U i - t Ui —  ^  c Uj +
J '/ J  w
Even with this approximation, equations (3-27) are still 
coupled by the term
o C (Xz) Ckx) j
^  J ----------- E  d H  IA5 <X,)J// u ,tL
The second approximation thus involves this term. We assume that
each spin-orbital experiences the same fractional change due to the 
perturbation, i.e.,
Ŵ-Cx,*,) ̂  v/; (Xj W
U i W  « J C «  (3 30)
for all occupied states i,j. Equations (3.27) can now be written
as
r.tf _ &  + 2 * r w  ̂
L  ' H j u rtz j// J Hz
(3.31)
“ 6 J  \A/; (X,;X5 ) = Qei —  V  J XLi <*,)
v/e can further simplify this equation by using the unperturbed H-F 
equation (3.26) to eliminate the summations on the right.
The result is easily seen to be
<X'> _  3 {-& <■*') Ui (x'->j J W ;  (X,J Xs)
— ~~ i s (*** x*yj \l i cx,)
(3.32)
where -#(x,) ~  — V Z -  -
For the reasons which were discussed in the earlier sections 
of this chapter, we want to keep only the dipole part of the inter­
action potential V  . Assuming that the perturbing positron is 
located on the Z  —  axis, we can expand 2/* as
- ZV ( x 0 x 5) =
/  1
~ -2 H  £  Ccostx„x3>)
t = ° 51 (3.33)
where and are respectively the lesser and greater of
IX# I and IXsl , is the usual Legendre polynomial and cos (Xt, j<s ) 
is the cosine of the angle between Xf and Xs. The dipole part of 1/ 
is the L=1 term in this expansion.
Calling this term l/f we have




The first order correction to the energy parameter Is 
given by (Slater (I960))
(0
€ i -  < U l I v I U i )
(3.35)
For y' = \ft j this has the form
0)
I u - (>*/£>/V ) /  cos 6 r-Zch~de?<£(cosG)
The argument of this integral is an odd function with
(3.36)
respect to the integral over cos $■. Thus = 0  for the dipole
part of if .
We can now reduce equation (3.32) to a radial equation. The 
perturbed part of a spin-orbital with quantum numbers n 1 m can be 
written as (Thompson (1966))
W  Cx,;v5) =  V  f  Cr'‘ rA  / < ^ V (?J>
&  r< (y L  (3-37)
where
/
l/a C 0  M  J (3.38)
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with the restriction that Jl—JL-1 except when/ —  o » for which/ 
only. The symbols (*»/»(> I*/*** } Lj M  ) stand for the Clebsch-Gordon 
coefficients. Substituting equation (3.37) into equation (3.32) 
gives the equation for the radial function U.-^^ >jJ
V - d t  , Al'+Q-MX+i)  ; , . . .
^  (3.39)
—  2. < 11 / y-)
U »X ^
where UL^k(xt) stands for the reduced radial part of the unperturbed 
spin-orbital K..(X,3 . Because of the source term on the right hand
side, this equation must be solved separately in the regions r^ rs 
and ri <  re Continuity of the wave function requires that the1 5 4
solution of equation (3-39) be continuous in magnitude and slope across
the boundry rj = rg . This can be accomplished in the following way.
For r» <  r write I ^ s
% L  C V f fe)
+  a  <*>. v \  y
's y\&~>X (3,40)
and for r̂  ^  rs ,
w » w (r' > £ ) =  s  y  +  b  C D
^  V'nt+jL' ni-*L'




tjf (K) is a solution of the homogenous part of equation
(3.39), and we require it to be finite at the origin (r̂  = o) .
• • 9 /O C®*)Similarly, U ^ ^  C*7) is a solution of the homogeneous part,
finite at infinity. A,,, , (rc) and B , <fc) are matching
constants (constant w. r. t. r^) which are chosen so that the boundary
conditions on the wave function are satisfied (Bethe (193*0 > Reeh
( I960 ) ) .
, A procedure similar to the one above has been used by 
Thompson (1966) in his calculation of electron-neon and electron- 
argon elastic scattering cross sections. However, Thompson invoked 
an additional simplifying approximation in neglecting the perturbation 
entirely whenever r̂  >  rg. This approximation was first proposed 
by Temkin and Lamkin (1961) and is aesthetically unsatisfying in that 
the resulting wave function does not satisfy the continuity require­
ments. Nevertheless, Thompson's calculations were in good agree­
ment with experiment. Other calculations based upon this method 
have sometimes given better results than those based upon a properly 
continuous wave function (Mittleman and Peacher (1968); Duxler 
et al. (I969)).
A calculation of the perturbed orbitals for all the electronic 
states of atoms as large as neon and argon would be very tedious and 
fortunately not necessary. This is due to the fact that the inner­
most shells are very tightly bound and are thus perturbed very little 
compared to the outermost electrons. We have thus considered only 
the outermost s and p shells in our calculation. The resulting polariza- 
bilities and polarization potentials are discussed and compared with the
results of other authors in Chapter IV.
2. Calculation of the Polarization Potential and the 
Mean Static Field
The formalism developed in the last section provides 
us with a means of calculating the adiabatic dipole polarization 
potential*^ CXS) , equation (3.19). The summation in equation 
(3.19) extends over all occupied states of the atom. We can rewrite 
equation (3.19) as
where a factor of 2 has been included to account for the summation 
over the spin quantum number ms . Only the dipole part, equation 
(3.3^)» of the positron-atom interaction potential has been included. 
We can immediately integrate out the angular parts of (3.^2). Using 
equation (3.37) for j *s ) and
vrM=-+z
ntvn. P(cos(x,,£s)) W
V?iW = -zZ (x,0,1,0 /x',o)
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We see from this expression that Vp depends only upon rs = I xs I as 
would be expected since we are dealing with closed shell (and there­
fore spherically symmteric) atoms.
Let us consider the form of equation (3.^) in the limit 
as rs  > CK> • We can rewrite it as
Vcrs> =-z y  » m + n  >> oW,of  ̂
■nti'
E f  ̂  ^  (3 24.31)
~h 1 Kdrt K » i t’* )u o t< A >  +- rs f  ~ ~ U  crt) u  ^ > is) ~7
In the limit £ — * O o  only the first integral in this expression 
remains. Referring to equation (3-^0) it is seen that
V P  < v  -  « A *  o . « )
where OL is a constant called the polarizability, and can be 
written as
■nxxl (3.^7)
Using equations (3.^0) and (3.^5) we find
co
a  =  C  I r d r  ~ U  ir) ° U  ti-; (3 .48)
7>l'~x  J  n i  O n x - *  t ‘o
where C = 8 for ^6 » p — > d and C = 4 for CY and GtJ  • 3 '"S— > P *np— > ‘
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The mean static field of the atom, given by equation
(3-18) can be written In a convenient form as was done for V in
P
equation (3.45). Substituting equation (3.33) into (3.18) and 
integrating out the angular dependence we obtain
zZX  O C  *1+0 [jr <;> I
O
+ i T i > v » n«c J
° (3.49)
where ZL (r) is again the reduced radial function of the spin- 7u. r
orbitalW. (X) . A factor of 2 has been included to account for
the sum over spin. The calculation of \^(>$) can be further simpli­
fied by noting that
Fdlr = f  j  -  ir I
5 Ja S o S \  (3*50)
where F is an arbitrary function of r.
S ince
oo
y  \ in  c - i  f £( r =
s JL ' KTU-m-»ns O s
(3.51)
then we can write
K>
c s )  = - y  Z a x 4’l)j L ' f r ~ t ]  I H i H  ^  <3,52)
cf> (V = Z y (As)
t J  ** 'JL.O
Momentum Transfer Cross Sections
The scattering equation (3-27) has-been solved by the 
method of partial waves. We can write the positron wave function 
as
& x  ( s;.
ito (3.53)
for a positron initially incident upon the atom along the Z -  axis 
with energy Jc* . Since the potentials and Vc contain no angular
dependence, the expansion (3.53) allows us to easily reduce the 
scattering equation to a radial equation. Substitution of equation 
(3.53) into equation (3 .27) yields
Y C 5 ^ ] < p o - s, =  o  (3 5lt)
The reduced radial components of the scattering wave function 
satisfy the usual boundry conditions,
j P ( o )  =  o
j f c o o  (3-55)
Where ^  is the scattering phase shift and %  is a normalization
constant. For the purpose of performing a numerical calculation of
the phase shifts it is necessary to use the asymptotic form
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where a n o r m a l i z a t i o n  c o n s ta n t  and it anJ
a r e  the  s p h e r i c a l  Bessel  f u n c t i o n s .
By m a tch ing  the  num er ica l  s o l u t i o n s  o f  eq u a t io n  (3 .5*0  to  
the  fo rm (3 .56 )  a t  some f i n i t e  p o i n t  R, the phase s h i f t s  
can be found .  [ t  can be shown (La Bahn and Ca l laway (196*0) t h a t  
t h e  d e s i re d  phase s h i f t s ,  ^  ( J ^ = o o )  — 
are  g iven  by
co
ia-n ^  = tan ̂ (W-lc  V M  [  ^  ( i t )
J g  (3.57)
-i* z  I- ta.n -»x co J r d.Y'
where V"Cv) is the total positron-atom interaction potential. We 
note that the integral on the right hand side involves tan 
However, for large R we can approximate tan by tan V * 0
in this term. The phase shifts calculated in this dissertation were 
obtained by this method.
Having found the partial wave phase shifts, the momentum 
transfer cross section can be calculated by the well known formula 
(Mott and Massey (1952))
£ u + ! )  s < * * < v W
X  (3.58)
Thiss cross section is needed in order to calculate the velocity 
distribution of the positrons by the method described in section 0 of 
this chapter.
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The Velocity Dependent Annihilation Rate 
Let C£(lO be the cross section, per electron, for the 
direct annihilation of a positron whose velocity is XT in a given 
medium. The direct annihilation rate of positrons in this medium 
is given by:
t o d  =  N ' v a ^ ( v ) (3.59)
where Neff is the effective electron density in the medium; i.e., 
the density of those electrons in the medium which are capable of 
annihilating with a positron. As indicated by equation (3.59)> £  
is, in general, a function of the relative electron-positron 
velocity IT .
The direct annihilation cross section was first calculated 
by Dirac (1930) for the annihilation of an initially free electron- 
pos itron pair into two photons. This calculation was discussed in 
Section B-3 of Chapter II. The spin averaged result of Dirac for the 
two photon annihilation process is
cr = T r/c/lr (,.60,
where l£ is the classical electron radius and c is the speed of light, 
The details of the Dirac calculation can be found in Bjorken and 
Drell (1964).
According to equation (3.59) the direct annihilation rate 
corresponding to the Dirac cross section is
K =  (3.6D
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where 7ie is the density of the target electrons, which are assumed 
to be free.
The Dirac rate is independent of the positron velocity. For 
this, and other reasons discussed in Chapter II, the Dirac rate proved 
to be inadequate in explaining many experimental observations for the 
annihilation of positrons in material media.
The failure of the Dirac rate for positron annihilation in 
material media results from the assumption that the target electrons 
are free. In reality, there are very few free electrons available in 
inert unionized gases, so that the majority of the annihilations occur 
with electrons which are bound to the gas atoms.
The Dirac rate, equation (3.61) can be easily generalized to 
include annihilations in material media. This can be done by noting 
that when the electrons are bound to atoms, the effective electron 
density, in equation (3.59) is not equal to the total electron
density 7?e Instead, one might expect that should depend upon
the distributions of the electrons about the gas atoms and also upon 
the interaction between the incident positron and the atoms. For a 
uniform monatomic gas we rewrite the effective density as
/ V eff “  A / Z e£f (3 .6 2)
Where N is the density of atoms and is the effective number of
electrons per atom which can annihilate with a positron.
The correct generalization of the Dirac rate was first given 
by Ferrell (1956). His generalization, for non-relativistic velocities,
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is obtained most simply by replacing "tte in equation (3.$1) by equation 
(3.62) for Ne^ .  In addition, Ferrell noted that Zg.^ must depend 
upon the probability distribution of the atomic electrons averaged 
over all positions of the positron, each position being weighted by the 
probability density of the positron.
For non-relativistic positrons Ferrells result is
(3.63)
(3.6*0
£ ( V )  =  N 7 T  i f c  ZetfLV)
where the effective charge per atom is
=  J  /  i  <T 0 *  - dxs
that is, corresponds to the electron density at the position of
the positron averaged over all positron positions.
The wave function equation (3.6*0 is the total
wave function for the scattering system composed of the target atom 
and the incident electron. Therefore, it is of the form of equation 
(3.2). We can thus write the integrand of equation (3.64) as
*5)/*= L /Tfco.;/*
+ \ (x*i xs)J I <f>tx(3-65)
In this expression, we have retained only the first-order correction to 
the perturbed atomic wave function in order to be consistent with our 
first order treatment of the distortion effects.
The reduced radial part of the positron wave function ^(*s) 
satisfies the asymptotic form of equation (3.55) The normalization
6if
constant N kl in this expression can be determined in the following
way. If we allow the interaction between the positron and the gas
atom to go to zero then equation (3.63) must reduce to the Dirac rate,
equation (3.61). This implies that (IT) must equal Z  , the
actual number of electrons per atom. Since a free positron may be
tfc-xrepresented by a plane wave ( (Xs) <=x J ) we see from
equations (3.6*f) and (3.65) that this is the case provided that 
<p(Xs ) is normalized to give unit incident flux density. Thus, for
JL i k- x 'an unscattered positron we should take —  £. 3
Comparing the asympotic form of a plane wave with equation (3.55) gives
us N kl= l/k.
It is clear from the discussion above that expression (3.63) 
for the direct annihilation rate in a medium contains the assumption 
that the incident flux density of positrons has been normalized to 
unity. This point must not be neglected when comparison between theory 
and experiment is made.
Finally we note that the generalized direct annihilation rate, 
equation (3.63) is a function of the incident positron velocity lr 
in contrast to the Dirac rate, equation (3.61), which is constant. The 
dependence of ^  on the positron velocity comes through Z e M  wh ich, 
according to equation (3.65) is a function of ^  (Xs) . This de­
pendence upon V  is of great importance in explaining experimental 
results and will be discussed further in section D of this chapter.
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D, The Diffusion Equation
We have shown in previous sections how the rate for the direct 
annihilation of positrons with electrons has been generalized to include 
annihilations which occur in gaseous media, it was shown that the 
generalized annihilation rate, ^  Cir) , is a function of the incident 
positron velocity V  . This dependence was a consequence of the 
fact that the electrons in a medium are, in general, not free but are 
bound to atoms comprising the medium.
As a result of this velocity dependence, the annihilation rates 
as observed in the laboratory are not the same as those calculated by 
formula (3 .6 3). We can see why this is so by considering a typical 
positron annihilation experiment. It is very difficult to produce 
well defined mono-energetic positron beams in the laboratory. Thus, 
the usual procedure is to place a positron source, such as N * z 
in a gas filled container. This particular source emits a 1.28 Mev 
photon coincident with each positron produced. This initial photon 
is used to trigger a device for detecting the photons resulting from 
the eventual annihilation of the positron. In this way the life time 
of each positron ejected into the gas is measured.
The results, taken over many annihilation events yield annihila­
tion spectra similar to those shown in Figure (2.2). The various 
regions of such spectra were explained in some detail in section c-1 
of Chapter I I.
The positrons emitted into the gas by the source have
initial mean energies around 0.51 Mev. However, due to collisions with
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the gas atoms, they are generally of a somewhat lower energy when 
annihilation occurs. In addition,' the energy of each positron when 
annihilation occurs is not necessarily the same for all positrons.
In fact, one may think of such an experiment as being one in which a 
"gas" of positrons, having some distribution of energies about a 
mean energy are allowed to diffuse through and annihilate within the
annihilation events due to positrons of different energies and thus 
it Is not possible to measure the annihilation rate as function of 
the positron's velocity. However, the results of these experiments do 
give us an annihilation rate which is the average (over the velocity 
distribution of positrons) of the velocity dependent rate £  (Lr)# 
These experiments are often performed on gases in which a 
uniform static electric is applied. The effect of the applied field 
is to increase the mean velocity of the positrons. By measuring the 
average annihilation rate for various values of electric field one can 
obtain the averaged annihilation rate as a function of the average 
positron velocity. Thus, qualitative behavior of the functional form 
of ^  Clr) may be inferred from such results.
section we saw that the region of the annihilation spectrum correspond­
ing to direct annihilations may be described mathematically by:
gas.
In such experiments one cannot readily distinguish between
We may correlate this discussion with the interpretation of 
the annihilation spectrum as discussed in section (ll-C-1). In that
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where N (t) is the number of positrons which have not yet annihilated 
at time t and Nq is the number of positrons initially present.
The distribution function ■fc D'f.) describes the velocity 
distribution of the positrons at time t. It is defined such that, 
when ’ft&s'tJ is properly normalized, the product
is the number of positrons which have velocities in the volume element 
V  in velocity space, surrounding V  ■ Thus, -p£^t) 
may be thought of as being the probability for finding a positron in 
the element d SV  at time t. Let us now turn to the problem of find­
ing a distribution function which correctly describes the velocity 
distribution of the positrons in the energy region of interest.
The classical velocity distribution of a positron gas diffusing 
through an atomic gas can be found by solving the appropriate Boltzmann 
equation. Assuming that the spatial distribution of the positrons is 
uniform, the Boltzmann equation takes the form (Teutsch and Hughes (1956))
Jdrrft ^  ^ - ’ft (3.67)
The term on the left represents the drift of the positrons in velocity 
space. In the presence of a uniform static electric field E  
this term can be written as
3  f  (*?,+)*] _  d-filfjir) r
J r  T t — +
M - t (3 .68)
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where CL > the acceleration due to an applied electric field is
cc
^  (3.69)
and 's the gradient with respect to the velocity coordinates.
The term on the right hand side of equation (3.67) accounts 
for all processes which either remove positrons from the distribution 
or scatter them from one region of velocity space into another.
Very few direct annihilations occur for positrons whose
velocities are above the threshold for positronium formation, IT
T
(Chapter 1l-Sec. B ).
Therefore we may assume, for our determination of -f~(ir,i;) 
that the average positron velocity is below Tfj provided that the 
applied electric field is not too large. In addition, we may cut off 
the integration over V  in equation (3.66) at 'V'T .
For large values of the applied electric field, a greater number of 
positrons may have velocities above Z/T due to the acceleration 
of the field so that this approximation might no longer be accurate.
When the average positron velocity is below the threshold 
for positronium formation there are only three processes which can 
cause significant changes in the positron velocity distribution. These 
processes are: (l) elastic scattering of positrons by atoms, (2) direct
annihilation, and (3) positronium formation. Positronium formation is 
negligible except possibly when the average positron velocity is near 
v r , for then, a significant part of the distribution function
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will extend into the region above U^-
The right hand side of equation (3 .67) can be written as 
a sum of these processes:
analogous to the problem of determining the velocity distribution of
The only difference in the two problems is the last two terms on the
and positronium formation. These terms, of course, are not present in 
the electron diffusion problem. However, these two terms represent 
processes which completely remove positrons from the system and are 
thus easy to calculate if the cross sections for these processes can be 
found. Therefore, we might expect that the methods of solving the
d_£W >
b t  %-t
s J Ja. f
The Boltzmann equation appropriate to our problem is found 
by equating equations (3.68) and (3 .70)
elastically colliding electrons in gases (Morse, Allis and Lamar (1935)).
right hand side of equation (3.71) which represent direct annihilation
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Boltzmann equation which have proven successful for the electron problem 
might work well for the analogous positron problem.
A successful method for solving the Boltzmann equation for the 
problem of electron diffusion through gases was first proposed by 
Lorentz (1952) and further developed by Morse, Allis, and Lamar (1935), 
and Margenau (19^6). The method is based on an expansion of the 
distribution function in spherical harmonics.
We are assuming that the applied electric field is in the z- direction 
so that the distribution function has azimuthal symmetry. If the electric 
field is not too large we can retain only the first two terms in 
expansion (3.72). Assuming that the ratio of the positron mass to 
the atomic mass is small, several approximations lead to a pair of 
coupled equations in and -f? ( U^irJ,





t,(Vt- t ) z d  £„(.*,*)
~ 5 1 r
(3.7*0
where:
& =  acceleration due to the applied electric field 
= elastic momentum transfer rate 
C = direct annihilation rate
CL
£ =  positronium formation rate
H =  Boltzmann constant B
T  = temperature of atomic gas in degree Kelvin 
im= positron mass 
M  = atomic mass
The approximations and essential steps involved in the deriva­
tion of equations (3.73) and (3.7*0 are reviewed in Appendix A. Equa­
tion (3.73) has an additional term not included in equation (3.71).
This is the term containing the temperature on the right hand side of 
equation (3.73)» and it accounts for the thermal motion of the atoms. 
This term has been derived by Chapman and Cowling (1935) on the assump­
tion that the energy distribution of the gas atoms is Maxwellian. It 
is important in our problem because we are seeking solutions in the 
energy region where the positron energies are comparable to the thermal 
energy of the gas atoms.
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The approximations discussed above have produced good results 
for the problem of electron diffusion in gases, in addition to these 
approximations, which work well for electron diffusion, we can make 
several others for positron diffusion in neon and argon.
Falk (1965) has shown that -p( f /p*\ ’ .
For neon and argon, this ratio is quite small, so that we wilt use only
fo, the isotropic part of the distribution.
We will also assume that the applied electric field, E, is
sufficiently small that only a negligible number of positrons are
accelerated to energies above the positronium formation threshold.
The positronium formation rate (ir) is then small in comparison
with the direct annihilation rate • Thus, we shall solve
equation (3.73), the so-called diffusion equation, without the last 
term, £  (ir;
The diffusion equation is a partial differential equation 
whose independent variables are V" and ~t and is similar in form 
to the wave equation. Thus it can be solved by the method of separa­
tion of variables. The general solution of this equation can be 
written as an expansion
■ f c i r , t ) =  £  f t  i v )  e 6" *
* - 0  H  (3.75)
where &  and Q. satisfy the eigenvalue equationTt Q yt
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Let us now return to a discussion of the annihilation spectrum 
of Figure 2.2. We noted previously that the region of the spectrum 
which represents only direct annihilations is composed of a "shoulder" 
followed by a straight line. The shoulder region was subsequently 
identified with a time dependent annihilation rate as indicated by 
equation (3.66). This time dependence is a direct result of the general 
time dependence of ■Ft . A s  seen from the form of equation
(3.75), the time dependence of each eigensolution of the diffusion 
equation is of the form of an exponential decay.
The straight line portion of the direct annihilation region 
is seen to be a pure exponential decay characterized by a constant 
decay rate *X.A .
For this region,
N  ( * )  -  N q  &  (3.77)
Thus equation (3.66) must be of the form
J _  d N » )  _
cii \  &  (3 ?8)
To see how the right hand side of equation (3.66) can reduce 
to the right hand side of equation (3.78) let us consider the eigen­
value expansion of equation (3.75). For convenience let us denote the 
smallest eigenvalue by £o. When t becomes sufficiently large we can 
approximate fc by the first term in expansion (3.75).
(3.79)
Thus, equation (3.66) becomes
r *
t0 (If,*) ~  fjtr) e
This is of the form of a pure exponential decay with the constant 
decay rate =  £  and so
\  ~ J tW f'WcCv
(3.81)
Since the integrand is independent of angles (in velocity 




This equation clearly demonstrates the interpretation that the 
observed annihilation rate ^  is the velocity average of the 
microscopic rate £  CO")
Thus the importance of the velocity dependence of JQ as 
indicated in the previous section is now apparent. When £  is 
independent of the positron's velocity, as for example in the Dirac 
rate, we have =  £  . According to equation






The beginning of the straight line exponential decay region 
corresponds to the attainment of collisional equilibrium for the 
positrons. That is, if annihilations did not occur, then the distribu­
tion function would be independent of time at equilibrium.
A calculation of the complete solution, equation (3.75) would 
be somewhat lengthy since each eigensolution would be required. In
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addition, experimental results are usually given in terms of the 
longest lived component, as a function of the applied
electric field. Therefore we shall calculate only this component as 
a function of the applied field.
The boundry conditions for are obta ined in
the following way. Substitute equation (3-79) into equation (3.76)
with > i = o  and =, . Then multiply this result by 4-7TV
and integrate over velocity. Using the normalization condition, 
equation (3 .83), the following result is obtained.






+  M  V  t  Z itr)}
(3.84)
Comparing this with equation (3.81) shows that the second integral term 
in this equation must vanish. The integrand is a perfect differential 
and so it must vanish at the limits of integration. Thus we obtain 
the boundry conditions.
[ £  ♦ S F * ]  &  *  *
(3.85)
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for V  — 0 j Go . With the exception of the term accounting for 
the thermal motion of the gas atoms this boundry condition is identical 
to that of Teutsch and Hughes (1956), which was obtained by requiring 
that the radial particle current vanish at lut*—  D y oo  
The calculation of the longest lived component, 
of the annihilation rate requires a solution of equation (3.76) with 
y\ - 0 and =■ £ a . That is, we must solve
-  ̂  q-Cv) =  5 r«£>a' , K8t,*.wt'V Jo v *  dxr I  I j f T  + -JL_v )̂J
«  5 J  jL ir
+ (3.86)
But we note that this equation contains which in
turn is found from equation (3.82). But this equation requires a 
knowledge of . Thus equations (3.82) and (3.86) constitute
a pair of coupled equations for X#. anc* C &)
We have solved these equations by an iterative procedure.
First, an approximate solution of equation (3-86) is found. Then, 
this solution is used to obtain an estimate of X> A* v 'a equation
(3.82). This value of ~Xa. then enables us to obtain a better 
solution of equation (3.86). This process is continued until the 
values obtained for ^  converge to within the desired degree of 
accuracy.
A very good approximate initial solution of equation (3.86)
can be obtained by assuming that Y* (ir) is constant. Then, according
6.
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to equation (3.82) and the normalization condition on
we have "A* “  * Therefore the left hand side of equation
(3.86) cancels with the last term on the right hand side. A single 
integration of this result with subsequent application of the boundry 
condition, equation (3.85), yields
where the prime indicates an approximate result. This can easily be 
integrated to obtain
This result clearly demonstrates the effect of the applied electric field. 
That is, the electric field adds energy to the positron distribution, 
thereby raising the temperature and mean velocity of the positron gas.
The numerical methods used in solving the diffusion equation 
are discussed in Appendix B.




In the absence of an applied electric field ( CL —  0)̂  
the approximate solution, ^ /  , is Maxwellian. For a constant
collision rate, J the approximate distribution is also
Maxwellian, but with an effective temperature
C H AP TE R IV
CALCULATIONS AND RESULTS
This chapter presents the results of the calculations which 
were made according to the formalism developed in the previous chapter. 
Additional discussion of the detailed nature of some of the calcula­
tions is given. The results are presented separately for each atom 
and are compared with other currently available theoretical and 
experimental results.
A. Neon
There has been relatively little previous work done on positron 
annihilation in neon either theoretically or experimentally. Since 
few guidelines exist for neon, we have considered two slightly different 
calculations in this dissertation. The final results of these calcula­
tions are given in the following sections and compared with one other 
calculation and the only currently available experimental data point.
1 . Potentials and Polarizabj1ities
In order to solve the positron-neon scattering equation 
(3.11), the mean static field (>£) and the polarization potential 
must be calculated. The formalism for calculating these potentials 
was developed in section C of Chapter 111.
From equation (3.52) we see that the mean static field 
is relatively easy to calculate since only the unperturbed atomic
80
spin-orbitals are required. Using equation (3.52) and the atomic spin- 
orbitals of neon as given by Clementi (1965), we obtained the result 
shown in Figure 4.1. The mean static field is large and repulsive 
near the nucleus. Outside the atom (beyond one Bohr radius) the mean 
static field becomes very small so that in this region, the total 
potential seen by the positron is dominated by the polarization potential.
The polarization potential Vp is defined by equation (3.13). 
This equation shows that we must first calculate "Sc , the perturba­
tion correction to the atomic electrons' wave function. The first 
order correction was written, according to equation (3.19),
in terms of first order corrections W j  to the unperturbed spin- 
orbitals U-i . Thus the perturbation to each electronic state can 
be calculated separately. However, the innermost shells of neon (and 
argon) are tightly bound and are thus weakly perturbed. Therefore we 
have retained only the perturbations to the outermost subshells 
(2s and 2p for neon) in ~)t.
As mentioned above, we have considered two different calcula­
tions for neon. These correspond to two different choices for the 
perturbation . In the first calculation we have retained in”X
only the perturbation of the 2p subshell. Furthermore, in calculating 
the perturbed orbitals, » we have kept only the 2p-d term in
expansion (3.37). The results of this calculation are labeled 
"(2p-d)" in what follows.
The second calculation which we made consisted of adding the 
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Figure 4.1. The mean static field of neon plotted as a 
function of r, the distance between the positron and the atomic nucleus, 
In units of Bohr radii.
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normalized such that the asymptotic form of their sum yielded a 
polarization potential with a polarizabil i ty of 2.7 a 0 , the ex­
perimental value. The results of this calculation are labeled 
"(2p-d) + (2s—p) norm.".
The choice of the components of the perturbed orbitals included 
in these two calculations was based upon a consideration of the 
polarizabi1 ities they contribute. In Table 4.1 are listed the polariza­
bil ities which were calculated (equation (3*48)) for the 2p-d and 2s~p 
components of the perturbation. These results are compared with some 
results of Thompson (1965), Dalgarno and Parkinson (1959), and Kaneko 
(1959). All of these calculations were made using Sternhelmer's 
approximation (Chapter 111 Section C). The differences in the results 
are probably due to the use of different unperturbed atomic wave 
functions by the various authors.
Kaneko (1959) has calculated the contributions to the polariza­
bil ity from all components of the perturbed orbitals. His results, 
listed in Table 4.1, show that the >1= I shell contributes only about 
.03% of the total polarizabi1ity. As was suggested above, the contribu­
tions of the inner shells are negligible. The 2p-s component contributes 
less than of the total polarizability. The 2s-p and the 2p-d com­
ponents each contribute 38% and 59% respectively, and their sum 
accounts for about 97% of the total polarIzabi1ity. Therefore the 
ls-p and 2p-s components have been neglected in the calculations 
reported in this dissertation.
Table 4.1. The dipole polarizabi1itles of neon.
3
The values are In units of aQ . The experimental 
result was taken from Bornstein (1950).
NEON
Component This Work Kaneko (1959)
Dalgarno £■ 
Thompson (19&5) Parkinson Exp.
(1959)
ls-p .0013
2s-p 1.343 1.42 .06
2p-s .150
2p-d 2.148 2.29 2.20 2.51
Total 3.491 3.86 2.20 2.57 2.67
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The sum of the 2p-d and 2s-p components of polarIzabil ity is 
larger than the experimental value of 2.67.
The method (Chapter III, sec C) which we used to calculate the 
perturbed crbitals and the dipole polarizabilities involves a practical 
difficulty. The term £ %!->■ Crt
in equation (3.39) is not continuous at the nodes of "Uot (r) .
We have used linear interpolation to smooth the discontinuous term 
near the points of discontinuity. A similar procedure was used by 
Dalgarno and Parkinson (1959). They concluded that the polarIzabiIity 
is insensitive to the smoothing process and that the uncertainty in 
the values of polarizability for the 2s shell is unlikely to exceed 
10%.
The polarization potentials which result from the 2p-d and 
2s-p components of the perturbation are shown in figure 4.2(a), It is 
interesting to note that the 2s-p polarization potential is larger than 
the 2p-d polarization potential for small r. However, the 2p-d 
polarization potential has a larger polarizabi1ity than the 2s-p 
potential and dominates the latter in the region beyond a few Bohr 
radii. Comparing the sum of the mean static field and the polariza­
tion potential we find that the 2p-d component actually gives rise to 
a larger overall interaction.
The sum of the 2p-d and 2s-p polarization potentials, each 
normalized such that their sum yields the experimental value of the 
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Figure 4.2. The polarization potentials for neon. The 2p-d 
and 2s-p polarization potentials are shown in (a). Their sum, 
normalized to the experimental polarizabi1ity is shown in (b), All 
of these potentials are everywhere negative.
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2. The Momentum Transfer Cross Sections
Shown in Figure 4.3 are the momentum transfer cross 
sections which were obtained from the (2p-d) and the (2p-d) + (2s-p) 
(normalized) polarization potentials. Only the contributions of the 
first four partial waves have been included in the calculation of 
these cross sections.
Also shown in comparison is the result of Massey, Lawson and 
Thompson (1966). Their calculation was much like ours in that the 
polarized orbital method in the adiabatic approximation was used. They 
kept only the 2p-d component of the perturbed orbital in their calcula­
tion. This component yielded a polarizabi1ity which was the same as 
that of Thompson (1965) (See Table 4.1).
The primary difference between our calculation and the 
calculation of Massey et al. is the way in which the perturbed 
orbitals were calculated, A3 discussed in section (llt-C-1), Massey 
et a 1. neglected the perturbation when the incident positron is 
"inside" the atomic electrons. This approximation yields a discontinuous 
perturbed orbital; however, reasonably good results have been obtained 
for electron-atom scattering by this method (Thompson (1985)).
An interesting feature of the (2p-d) + (2s—p) (norm.) result 
in Figure 4.3 is the existence of a Ramsauer minimum occurring at a k 
of about 0.24 . The existence of such a minimum was suggested
by Massey et a 1. Since their result did not have a definite minimum, 
Massey e£ al. concluded that their polarization potential seriously 
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Figure 4.3. The diffusion cross sections for neon. The 
results of the present calculations are shown by.the curves labeled 
(2p-d) and (2p-d) & (2s-p) Norm. The remaining curve is from the 
calculations by Massey, Lawson and Thompson (I966).
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Ramsauer-Townsend effect Is given in Chapter V.
3. The Effective Charge ______
The results for the effective charge for the annihilation 
of positrons in neon is shown in Figure 4.4. The results of Massey, 
Lawson, and Thompson (1966) are also shown.
Our calculations of Z eff has included the effects of the 
distortion to the atomic electron distribution by keeping ~)c 
in the wave function of the atomic electrons whereas the calculation of 
Massey £t aj_. employed the undistorted wave function. Comparison 
between their result for arid our (2p-d) result indicates that,
for neon, this distortion is significant.
4. The Annihilation Rate
In this section the results for the longest lived component 
of the velocity averaged annihilation rate in neon is 
presented. The results are shown in Figure 4.5 as a function of a 
uniform static electric field applied to the gas. P is the gas 
pressure (in atmospheres). A gas temperature of 25°C has been assumed 
in these calculations.
The only experimental data presently available on neon Is a 
preliminary result obtained by Roellig (1969) for an electric field of 
zero and a temperature of 77°K. Our (2p—d) + (2s-p) (norm.) result 
appears to yield best agreement, differing from Roellig‘s result by 
about 10%,
Massey Lawson and Thompson (1965) did not use their results 
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Figure 4.4. The effective charges for neon. (Labeling of 
curves has same meaning as in Figure 4.3).
X0/P (10•sec"1-  atmos*1)
o o — — —






ro o  cn zoj
Figure 4.5. The annihilation rate for positrons In neon as 
a function of applied electric field. The open circle Is an experi­
mental value by L. 0. Roellig (private communication 1969). (Label­
ing of curves has same meaning as in Figure 4.3)*
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obtain the maximum annihilation rate which their results can yield by
substituting the maximum of their into equation (3.82). We
find that their results cannot give an annihilation rate (per unit
6 -i -ipressure) greater than ,44 x 10 sec -atmos
The rates *\a /  P , which we have plotted in Figure 4.5 
are the velocity averages of the microscopic rates \Ta (v) 
which are proportional to the effective charges. As the electric field 
increases, the mean velocity (i.e. k) of the positron distribution 
increases. Therefore we might expect that the structure of the K / p  
curves to be similar to those of . Comparing these results,
it appears that the rapid initial drop in the /  P  curves indicates 
that the average velocity increases quite rapidly as E/P is increased. 
This initial rapid drop is followed by a region in which the annihila­
tion rate is nearly constant. In this region the average velocity is 
nearly constant.
B. Argon
A large amount of experimental data for positron annihilation 
in argon has been gathered within the last ten years. In addition, a 
few calculations of an exploratory nature have recently been made. Our 
calculations are the first to be made from first principles.
We have considered four different calculations for argon.
This was done in an attempt to determine which components of the 
perturbed orbitals best describe the distortion of the atom.
1. Potentials and Polarizabi1ities
The mean static field of argon, calculated by equation 
(3.52) using the unperturbed atomic wave functions of Clement!, is
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shown in Figure 4.6. Some "wiggles" are seen in vc in the region
between r— >2o.0 and lT = M a o. These wiggles are due to the shell 
structure of the atomic electrons. This structure was also present in 
the mean static field of neon, but it was much less pronounced, and 
therefore not visible in the plot of V  for neon (Figure 4.1).
The first three calculations which we made involve the 3p-d 
component of \  and the fourth also involves the 3p-Sj and 
3s-p components. As was the case for neon, the computation of these 
components also required the smoothing of the discontinuities encountered 
in equation (3.39). The polarizabi1ities calculated from the various 
components of ^  are shown in Table 4.2.
The polarizabi1ities shown in Table 4.2 show that the Sp-d 
component is clearly the dominant one, contributing about 86% of the 
total polarizabi 11 ty. It is also clear that the 71»/ and>i=j2. com­
ponents can be neglected since they constitute less than .2% of the 
total polarizabi1ity. Although the 3s-p and 3p~s components are 
relatively large they are of opposite sign, and thus cancel each 
other to some extent. Their combined polarizabi1ity accounts for about 
of the total. Since the polarizabi1ities do not clearly determine 
the importance of the (2s-p) + (2p-s) contribution to the distortion 
of the atom we have decided to include these terms In one of our 
calculations.
The polarization potentials which we obtained for the various 










Figure 4.6. The mean static field of argon, r (a0) is the 
distance between the nucleus and the positron in Bohr radii.
Table 4.2. The dipole polarizabi 1 ities of
3
argon in units of aQ . The result of Wilkner 
and Das (1957) was obtained by a variational 











3p-d 14.07 13.9 14.2
Total 16.52 16.2 14.2 13.7 11.0
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Figure 4.7. The polarization potentials for argon. All of
these potentials are everywhere negative except the 3p-s potential 
which is everywhere positive.
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shown, in figure 4.7(b) is the sura of the 3p~d, 3p-s and* 3s-p com­
ponents compared with the 3p“d component. These are basically the two 
potentials which were used in calculating the results which follow.
An important point to note is that the 3p_d potential is larger 
than the (3p-d) + (3p_s) + (3s-p) potential in the region between
f* Ziz 1,2,5 (&0 and. y* ~  S , 0  0LO even though the polar i zab i I I ty 
of the latter is greater than that of the 3p~d potential. This happens 
because the 3p-s potential is relatively large and positive in this 
region.
2. The Momentum Transfer Cross Sections
Shown in Figure 4.8 are the momentum transfer cross section 
for the 3p-d and (3p-d) +(3p~s) + (3s-p) polarization potentials. Also 
shown is the result obtained by normalizing the 3p“d potential to the 
experimental value of the polarizabi1ity.
The curve labeled Massey et a_l_. is the result obtained by 
Massey, Lawson, and Thompson (1966). However, unlike their calculation 
for neon, their result for argon was obtained by the use of the semi- 
empirical potential, equation (2.9), to represent the polarization 
potential. This potential was of the same form as the potential which 
Holtzmark found successful in describing the scattering of slow electrons 
by atoms.
Also shown in Figure 4.8 is a result obtained by Orth and 
Jones (1969). This result was obtained with the semiempirica1 polariza­
tion potential of equation (2.10). The experimental value
n 8
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Figure 4.8. The diffusion cross sections for argon. The
results of the present calculations are shown by the curves labeled 
(3p-d), (3p-d) Norm, and (3p-ci) £• (3p~s) 6- (3s—p). The remaining two 
solid curves are from the calculations by Massey, Lawson and Thompson 
(1966) and Orth and Jones (I969). The dashed curve is from the analysis 
of the experimental annihilation rates by Falk (I965).
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The dashed curve in figure 4.8 is a result obtained by Falk 
(1965). Falk's cross section and effective charge (shown in Figure 
4.9) were calculated by a self-consistent analysis of the diffusion 
equation, yielding analytical forms which were reported to reproduce 
his experimental anihilation rates. However, we found that Falk's 
results actually give an overestimation of the annihilation rate for 
small E/P.
3. The Effective Charge ^  e-F-F
Our results for the effective charge for positron annihila­
tion in argon are shown in Figure 4.9. Our results are labeled 3p~d,
3p-d (norm.) and (3p-d) + (3s—p) + (3p~s). These labels indicate the 
type of polarization potential used in the calculation. As was done 
for neon, we have included the distorted atomic electron wave function 
in our calculation of for argon.
The effective charges of Falk (1965), Orth and Jones (1969) 
and Massey e£ âj_. (1966) are also shown in Figure 4.9- The calculations 
of Orth and Jones, and Massey et a]., were made with undistorted atomic 
electron wave functions. However, semiempirical potentials with an 
adjustable parameter were used in obtaining the scattered positron wave 
functions in these calculations. Thus it is difficult to draw any 
conclusions from their results about the importance of distortion in 
Z  e-W • We have also made calculations on 2; eFF for argon with 
neglect of the distortion of the atomic electron wave functions and 
have found that the distortion enhances 2^ by as much as 28.%
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Figure 4.9. The effective charges for argon. The chained
curve is from an analysis of the temperature dependence of the zero- 
field annihilation rate by Miller, Orth and Jones (1968). The remain­
ing curves are for the same works referred to In Figure 4.8.
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changed by as much as 28%.
An estimation of Z  eff from experimental results by Miller, 
Orth and Jones (1968) is also shown in Figure 4.9. Comparison of this 
result with that of Falk indicates that the of Falk is too large,
as was indicated by our calculation of the annihilation rates using 
Falk's results.
4. The Annihilation Rate
We have made four different calculations of the velocity 
averaged annihilation rate for positrons in argon. The results are 
shown in Figure 4.10. The results labeled 3p-d, 3p-d (norm.) and 
(3p-d) + (3s-p) + (3p-s) correspond to the cross sections and effective 
charges given in the preceding sections. In addition to these calcula­
tions we have made a fourth calculation in order to obtain better 
agreement with the experimental results. This calculation was made by 
using the normalized 3p-d momentum transfer cross section with the 
unnormalized 3p"d effective charge. The improvement in the 3p-d 
result demonstrates the importance of the momentum transfer cross 
section in determining the shape of the annihilation as a function of 
E/P.
The result of Orth and Jones (1969) has a shape very much like 
our 3p-d result but theirs is in better agreement with the experimental 
results at low values of E/P. Their other result, labeled Jones and 
Orth, agrees well with the experimental results for E/P >  30 volts 
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Figure 4.10. The annihilation rate for positrons in argon 
as a function of applied electric field. The experimental data are 
indicated by the open circles due to Falk (1965) and solid dots due 
to Orth and Jones (1969). The results of our calculation using the 
(3p-d) Norm, diffusion cross section (Figure 4.8) with the (3p-d) 
(unnormalized) effective charge (Figure 4.9) are shown by the curve 
labeled (3p-d) with Norm. Oĵ . The remaining curves are for the same 
works referred to in Figure 4.8 with the addition of the results of 
the simplified diffusion analysis by Jones and Orth (1967).
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Although some of these calculations approach the experimental 
results, none have produced good quantitative agreement with experi­
ment, nor have any produced the correct slope as a function of E/P for 
the annihilation rate. Further discussion of these results is given 
in the next chapter.
CHAPTER V
CONCLUSION
The results of our calculations which were presented in 
Chapter IV were not in overly good agreement with the experimental 
results. However from our results we can infer some of the 
qualitative features of the interaction of positrons with neon and argon 
atoms. We can also evaluate the merit of the methods and approxima­
tions used in the calculations of this dissertation.
Our calculated values of polarizabi1ity were compared in 
Chapter IV with the results of several other calculations which 
differed from ours only in the unperturbed atomic wave functions used. 
The large variance in these results for both neon and argon indicates 
that the calculation of the distortion of the atomic electron distribu­
tion by the Sternheimer method is very sensitive to the unperturbed 
atomic wave functions used.
The importance of making the perturbation correction, 
everywhere continuous has been demonstrated by our results for neon.
It was seen that our 2p-d annihilation rates were much closer to the 
experimental result than the 2p-d calculation of Massey ^t a_K (1966) 
in which a discontinuous was used.
Our results for the momentum transfer cross sections exhibit 
two interesting features. First, our results indicate that a Ramsauer-
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Townsend effect exists for the scattering of positrons by neon and 
argon. The Ramsauer minimum is very strong in neon. In argon, the 
minimum is somewhat shallower and occurs at slightly higher energies 
than for neon. This behavior is just the opposite of that for electron 
scattering where it has been found that the Ramsauer minimum is very 
weak in neon but very prominent and closer to zero energy in argon.
A Ramsauer minimum results mainly from the behavior of the 
s - wave cross section at very low energies. All of the s-wave 
cross sections which we calculated, for both neon and argon, exhibited 
a very strong minimum. However, for the 3p"d argon calculation, the 
minimum in the s-wave cross section occurred at an energy high enough 
such that the other partial wave cross sections make significant 
contributions. Therefore, as higher partial wave cross sections were 
added, the minimum was washed out.
The existence of Ramsauer minima in the cross sections which 
we calculated clearly demonstrates the importance of the distortion in 
the interaction between the positron and the atom. Without distortion 
the potential seen by the positron is purely repulsive and thus 
incapable of producing a minimum in the cross section (Massey, e_t a 1. 
(1966)).
The second interesting feature of our momentum transfer cross 
sections is the variation in our results as the amount of distortion 
included in the calculation changes. Our results for neon indicated 
that the scattering increases as more distortion is included in the 
interaction. However, when we consider argon, we see that the cross
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section decreases in the region below k  ~  0. 3 £ 3 t and
increases in the region above this point as more distortion is included. 
In addition, for argon the Ramsauer minimum becomes more pronounced 
and moves inward as the distortion increases. Massey et a_l_. (1966) 
have suggested that the Ramsauer minimum should move outward as the 
distortion increases, as we found for neon.
Furthermore our results for the effective charge indicate that 
the positron is less able to penetrate into the atomic electron 
distribution as the distortion is increased for neon while the opposite 
is found for argon.
An explanation for this effect may be found by an examina­
tion of the sum of Vc and V for neon and argon. At very low energies 
s-wave scattering dominates. Therefore we may neglect the centrifugal 
potential in the scattering equation and thus the total effective 
potential at low energies is just the sum Vc + Vp. Vc is everywhere 
positive and Vp is everywhere negative. Therefore their sum exhibits 
a node at some moderate value of r (two or three Bohr radii). A com­
parison of V + V with the momentum transfer cross sections which c p
they yield suggests a correlation between the nodes of the potentials 
and the Ramsauer minima of the cross sections. We see that the Ramsauer 
minimum becomes stronger and moves inward as the node in the potential 
moves outward. Moreover, the cross section at zero energy rises sharply 
as the node in the potential moves inward. Thus it appears that the 
short range behavior of the polarization potential near its node is as 
important as its long range, —  OC /  ^ behavior for positron-
atom scattering.
3b
The Influence of the momentum transfer cross section on the 
shape of the annihilation rate versus electric field curve is illustra­
ted by our 3p"d and 3p~d (norm.) results for argon. These results 
were obtained by using the same effective charge but with different 
momentum transfer cross sections. The normalized 3p-d cross section, 
which has a stronger Ramsauer minimum, causes the average velocity of 
the positrons to increase more rapidly than does the unnormalized 
cross section. Thus the 3p_d (norm.) annihilation rate decreases more 
rapidly as the electric field is increased than does the 3p_d result.
Orth and Jones (1969) found the same behavior in their results. 
They observed that the "break" in the annihilation rate curves (i.e., 
the point where the annihilation rate begins to drop rapidly) is a 
function of the relative sizes of the two terms in the coefficient of 
af/av in the diffusion equation. Our results and those of Orth 
and Jones show that the "break" is very sensitive to changes in the 
momentum transfer cross section.
Our 2p-d + 2s-p calculation for neon, which overestimated the 
distortion, gave better results than the 2p-d calculation which under­
estimated the distortion. This presumably results from our initial 
neglect of virtual positronium formation which contributes an attractive 
interaction (Cody ej: a_L (1964)).
On the other hand we obtained better results with less distortion 
in our argon calculation. This seems to indicate that a better calcula­
tion of the distortion effects is more important than the inclusion of
95
virtual positronium formation for improving the results.
We may thus conclude that a proper description of positron- 
atom collisions requires more rigorous calculations than for electron- 
atom collisions. The analysis of the positron-atom scattering process 
through the diffusion equation provides a very accurate and sensitive 
means to check both the asymptotic form of the positron wave function 
(i.e., the phase shifts which determine the momentum transfer cross
annihilation spectra measurements provide a wealth of information about 
positron-atom interactions which have as yet scarcely been exploited 
to their full potential.
sections) and its close range behavior (via As such, positron
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This Appendix presents a summary of the derivation of the
v
diffusion equation (3.73). The essential features of this derivation 
are discussed in more detail by Chapman and Cowling (1952). We shall 
consider the problem of the diffusion of positrons through a monatomic 
gas in the presence of a uniform static electric field.
Let •f - ( be defined such that = the
number of positrons in volume element in velocity space at time
t. We shall assume a uniform spatial distribution. Then 
satisfies the Boltzmann transport equation:
—  =  - a . - %  f(K-t) +- 1
d *  _ L  (A.D
where CU =  &  E /  1*1* is the acceleration of the
positrons due to an applied electric field f  . We shall neglect 
positron-posItron collisions and for the moment neglect the thermal 
motion of the gas atoms. Then, at energies below the threshold for 
excitation and ionization of the atoms we can write the collision term 
as the sum of three parts: (l) elastic positron-atom collisions (2)
direct annihilation of free positrons (3) positronium formation.
Equation (A.l) is thus a continuity equation in velocity space for the 
positrons. The contribution of each of these terms is calculated below:
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1. Elastic Col 1isions
Consider a volume element d  Y  = £}J J , V
a 2
in velocity space. Let N = the density of scattering atoms. Let 
cr c it, y ) be the elastic cross section for the scattering of a 
positron of velocity V" through angle (see Figure A.l).
We wish to calculate the time rate of change of the number of positrons 
in JL Y  . The probability per unit time of an electron in being 
deflected into solid angle dsx is
T ( i r , t ,  JLo>) =  N  v c r  ( v . f )  d a . (A.2)
The number of positrons in which enter c L s x  is
Hence the total number per unit time leaving JLY 
is obtained by integrating over all solid angles:
J  J . a  f ( Vj ^ d < * )  T c  v; ^  A u > )  d X
-  N v  f  c v, ^  Jt<X) i f  da<5'(irJ ip)
(A.3)
Similarity, the probability per unit time that a positron 
in c£-V* will be scattered into died is





Figure A.I. The coordinate system in velocity space for an 
elastic scattering event.
But, by conservation of energy and momentum we can show that the 
Initial and final velocities must satisfy:
/
“  = 1 + JL (1 - cosy')
(A.5),
Where m’= positron mass and M = mass of scattering atom. Here 
we are assuming that the target atom is at rest. Equation (A.5) fixes
V  for a given *Y/ . Therefore to calculate the number of
positrons entering JL Y  per unit time we need only to integrate over
angles obtaining
f T (v", V//, dco -f (v.-t) dr'
V*
= N  ctco f ir cr* Qk  -fcv'±J v* JLv'du*
if.-Nv-drj -fc <?;*) dco'
“  (A.6)
where we obtained the last expression by using equation (A.5) which gives
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The total rate of decrease of the number of positrons per unit volume 
in velocity space due to elastic collisions is found by subtracting 




According to equation (A.5) we see that since > «  i 
we can expand the second term in equation (A.7) as a function of 1T/ 
about IT :
fCvjcp', C T ( u - > ' ; = .  ■pfVj o', <p', +) c T [tx, V'J
+• (I-Cos i>') (A.) ^  j y  f(u,«; <p' *) (T(ir,V>)J
4 -------
(A. 8)
Keeping the first two terms of this expansion in equation (A.7) gives:
<9 ■£ (v, fj
J  E v a  p/ifj
co'
o-O’-.KW +





The angular parts are still difficult to handle. However, for the 
case of an applied electric field adong the V *  -  axis, we can 
drop the dependence on azmuthal angles. Then, using a method due to 
Lorentz (1952) we can expand the distribution function in spherical 
harmonics:
T(V, 0,0 = f0 ( v,t) +  COS e  £  (V,*)
(A. 10)
As long as the applied electric field is not too strong the anisotropy 
of the distribution Is small so that we can neglect higher order terms 
in equation (A.9). Substituting this into equation (A.9) gives:
9 T(% &,t) =  N V (cose-cosb) f furt)c n i/,0 JL(J
~h ^
ltx M  dirJ (I- cosVOcr(v,H‘)
(A.U)
In this expression, terms of order "̂ 1
have been neglected. Holstein (19^6) has evaluated these integrals,
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The coordinate system used is shown in Figure A.2. It is seen that
cLto' - sin ycLyj.-)? 
c o s d  ^  cos a  co5 op +  sin B s in  ^  cos V 
IT  =  U  cos "'p +- ( T /*s inip s in V j(u x  1</  
s / n  e )
Using these relations one can show that equation (A.11) reduces to:
=  -cose -ft (Vjt) r;ar)
±  J L  rri d  r  ^  P
'U"x M  d V  [ V  T0( ^ r ^ C t r ) J
(A. 12)







This can be written in the more usual form of a rate expression by 
defining the momentum transfer cross section O ^  ( U-)
t
IT
Figure A.2. The coordinate system in velocity space for the 
evaluation of equation (A.11).
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as:
r- F  S(v)-J 3 7 T ' ( / -  costy)s)-ftf crĉ-f)
° (A. 14)
then
£  C if) =  N  I t  0 7  (»■)
(A.15)
2. Direct Annihilations and Positronium 
Format ion
The effect of elastic collisions on the Boltzmann equation 
resulted from the removal or addition of positrons in a given volume 
element in velocity space by elastic scattering. Two other major 
processes to be considered are direct annihilations and positronium 
formation. However, since the cross sections P I  M  and G"T
T
have no angular dependence, then the contributions to the Boltzmann 
equation due to these processes can be written as:
=  -  N v a ^ l t r )
3 - f  1





or, using equation (A.10):
Z t l  d f
where
i i  1 s - f  1Ti + W  Jf =  ~ [
-h cose -P'dr^l
(A. 18)
£ ( t r )  -  N v  } _  m u  o r  ctt).
3• Drift Due to Electric Field.
We can also simplify the first term on the right in 
equation (A.l) by use of expansion (A.10). Assuming that the field 
is along the polar axis we have:
a  - v v £ Ci?,-fcJ =  a  -|t = CL cose
~t (X V  L ~  | -*- C M  — J
a i r
(A. 19)•2. a, z
We can write l^j “ IT C O S  0  . But since we are neglect­
ing spherical harmonics of order higher than the first, we are 
justified in replacing TJt, by its average value I T / O  .
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Thus,
^"f = a cos q
B I T
-— Q- _ 3 r  x r> ~7
3ir*- av Lv  u (u-t)7
(A.20)
4. The'Diffusion Equation
We can now obtain a set of coupled equations for -P6 (bj-f-) 
and -Pj tlTf-fr) by substituting the contributions of equations (A.12) 
(A.18) and (A.20) into equation (A.l). Equating coefficients of the 
spherical harmonics of zeroth order and first order gives:
3  f ,
J t = ~a J l T ' t  [.»>>+ £
3  f .  <A'2'
^  ~ ~ 3 %  f a  ( ^ )  +- ^  >l oa]
+. rf .po (a.22)
Falk has estimated the sizes of the various terms in equation 
(A.21) and has shown that one can neglect the other terms in comparison 
to the first two on the right hand side. With this simplification
Ill
we can uncouple these two equations. From equation (A.21):
-P = _ &L. a
' 3>(v)
Substituting this into equation (A.22) gives
af" L -S-fcLt d L  + n j r  (L 3 n xu- + rsv 3- 2ir rs alF
[ r a ( t ^  I ' f W j  P £
(A.23)
In this derivation we have neglected the thermal motion of the 
scattering atoms, i.e., we assumed fixed scattering centers. However, 
we are interested in processes which happen at positron energies com­
parable to the thermal energies of the scattering atoms. A correction 
term accounting for the thermal motion of the scattering atoms has been 
derived by Chapman and Cowling (1952), assuming that the atoms have a 
Maxwel1-Boltzmann distribution. The derivation is straightforward but 
quite tedious, thus only the result will be given here. The result 
of including this correction in equation (A.23) is:
_  i
v 3 3 i x l l Z rs




where the term containing , the Boltzmann constant, is the 
correction derived by Chapman and Cowling.
Equation (A.24) gives us the isotropic part of the distribu 
tion function. However, this is all we really need for our purposes 
since equation (A.10) shows us that the net number of positrons in 




Numerov's method (Milne (1949)) has been used in this 
dissertation to solve the scattering equation (3.11) and the equation 
(3.39) for the perturbed orbitals.
The diffusion equation (3.36) has been solved by the iterative 
procedure discussed In section D of Chapter 111. The coefficient 
functions of the diffusion equation involve the momentum transfer and 
direct annihilation cross sections. The numerical solution of the 
diffusion equation required a knowledge of the momentum transfer and 
direct annihilation cross sections at more values of k than were con­
venient to calculate. Thus we fitted our cross sections to the 
effective range form of O ’Malley, et al. (1962),
C T ( f O  = a 0 + a, k -t- k2 JLn. k +- O (IS
The diffusion equation was solved by two methods. Sloan's 
method (Sloan (1968)) was used to solve the diffusion equation directly. 
The diffusion equation was also solved by transforming it to an equation 
in which the first derivative is zero and then using Numerov's method to 
solve this transformed equation. These two methods produced results which 
were in good agreement.
All integrals in this dissertation which required numerical 
evaluation were evaluated by Simpson’s rule.
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