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Abstract 
This thesis is concerned with the study of splitting for bounded and completely 
bounded Hochschild cohomology of von Neumann algebras. 
Having as a starting point the notions of a split and a split exact complex, 
which are standard in homological algebra, we define five types of splitting for the 
(completely) bounded Hochschild cohomology group of A, with coefficients in X, 
?-tC(b) (A, X). In general we could say that the study of splitting is the study of the 
invertibility of the coboundary map 8'. We show that all types of splitting are 
closely connected to geometric properties of the space of n-coboundaries B(A, X) 
and of the space of n-cocycles Z(A, X) and discuss the relation between the 
different types of splitting. 
Then we define module actions on spaces of maps from, into and between 
A-modules. Given an A-module X and a space Y we make L(Y, X) into an A-
module containing X. The modules .C(Y, X) inherit duality and normality from 
the module X; the completely bounded case is particularly interesting since we 
have to define a matricial norm structure on the tensor product of two matricially 
normed spaces U and V such that the tracial dual of U® V is completely isometri-
cally isomorphic to the space of completely bounded maps from U into the tracial 
dual of V. On the other hand we define a module structure on L' (X, Y) 
which 
generalises the notion of the dual A-module of X. The completely bounded case 
is again non-trivial because we must consider a new matricial norm structure on 
£b(X, Y) generalising the matricial norm structure of the tracial dual. Duality 
and normality of £(X, Y) are also discussed. 
We continue by studying the relation between splitting and the modules 
.C(Y, X). We show that whereas the vanishing of ?-1(A, X) does not imply 
the vanishing of 7-t(A, £(Y, X)), for all spaces Y, the splitting of 9i(A, X) 
immediately implies the splitting of ?-((A, £(Y, X)), for all spaces Y. We also 
prove that the third type of splitting of 'i 1  (A, X) is equivalent to the vanishing of 
H(A, L(Y, X)), for all spaces Y. The groups 7i 1  (A, X*) and '1t 1 (A, 
L' (X, y*)) 
are related in a similar manner. 
We finish with an investigation of splitting for the Hochschild cohomology of 
von Neumann algebras. We start by showing that the averaging results of John-
son, Kadison and Ringrose can be reformulated to similar results about split-
ting. This leads to splitting for both the bounded and the completely bounded 
Hochschild cohomology complex of an amenable von Neumann algebra, with co-
efficients in a normal bimodule. We continue with the exceptional case of the 
cohomology into 13(H). There the splitting of 7L b (M, 13(H)) implies injectivity 
for M and in most of the cases the same holds for splitting of ?-((M, 13(H)). 
Similar results are obtained in the more general case of the cohomology into an 
injective von Neumann algebra containing M. After that we prove that in all 
the cases where the Hochschild cohomology groups of a von Neumann algebra are 
known to vanish, they also split. 
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Chapter 1 
Introduction and preliminaries 
1.1 Introduction 
Hochschild cohomology of Banach, C and von Neumann algebras was devel-
oped by Johnson, Kadison and Ringrose in their work in the late 1960's and 
early 1970's, which itself arises on the one hand from Hochschild's work on the 
cohomology groups of associative linear algebras and on the other hand from 
questions concerning derivations, which go back to Kaplansky's work in the early 
1950's. The vanishing of Hochschild cohomology groups yields stability results 
about certain characteristics of the algebra -for example perturbations (see [J5] 
and [RaeTay] or [SSm1], Chapter 7) and extensions (see [Ri2], Section 2.3 or [Ri3], 
Section 2.2)- and results about derivations. More generally the vanishing of the 
cohomology groups, for all bimodules belonging in a particular family, offers char-
acterisations for group algebras, C* a1gebras and von Neumann algebras. If the 
cohomology groups don't vanish, then they provide invariants which we can use 
to classify a class of algebras. Although such invariants have not been obtained 
using Hochschild cohomology groups, the "Elliott program" for the classification 
of C* a1gebras via K-theory offers an example of such a use of homological invari-
ants in C* algebras theory (for more information on the K-theory of C*
algebras 
see [B!], [Da] and [We-0]). 
Although we present the constructions and the results of Chapters 2, 3 and 
4 for Banach algebras (in the bounded case) and for operator algebras (in the 
completely bounded case), the whole project started by trying to answer the fol-
lowing question concerning Hochschild cohomology groups of von Neumann alge-
bras: for which von Neumann algebras M do the groups 7-1'(M, £(M, M)) and 
'1-t(M, £(M, 13(H))), where * means either bounded or completely bounded, 
vanish? 
In the fields of C* and von Neumann algebras investigations concerning Hoch-
schild cohomology groups have proven to be very fruitful. First of all a cohomolog- 
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ical property, amenability, has been used by Connes to characterise injective von 
Neumann algebras and by Haagerup to characterise nuclear C* algebras. More-
over questions concerning cohomology groups were one of the main motivations 
behind the introduction of the Haagerup tensor product, by Effros and Kishi-
moto, and of completely bounded multilinear maps, by Christensen and Sinclair, 
in the 1980's; those two notions in their turn were central in the birth of the, now 
flourishing, field of operator spaces. Lately a connection between cohomological 
questions and decomposition properties of von Neumann algebras has started to 
emerge. And last, but not at all least, a still open cohomological problem -are 
all derivations from a C*-algebra, acting on a Hubert space H, into 13(H) inner?-
has been proven to be equivalent to one of the most famous unanswered questions 
about C* algebras, the similarity problem. 
Later in the thesis we will give the definitions of an amenable Banach/operator/ 
von Neumann algebra and discuss in detail some of their properties. We would 
like to try to explain in a few words why the notion of amenability is so impor-
tant. In general we can say that we call an algebra amenable if its cohomology 
groups vanish for all bimodules contained in a certain family. If we manage to 
choose the right family, then we are richly rewarded. We can construct a module 
and a cocycle from the algebra into the module and then use the vanishing of the 
cohomology group of the algebra, with coefficients in that module, to obtain an 
"invariant mean" for the algebra. 
1.1.1 Overview of the thesis 
All chapters, and many sections, of this thesis begin with a discussion which 
describes most of the results that they contain and a review of the existing results, 
where that applies, related to their topic. In the following few paragraphs we will 
try to point out the central theme of each chapter. 
Section 1.2 contains most of the definitions and results about matricially 
normed spaces and Hochschild cohomology that the reader will need to go through 
the thesis. In the part about matricially normed spaces we present some new con-
structions related to the reversed tracial dual of a matricially normed space. We 
define a matricial norm structure on the space of completely bounded maps be-
tween two matricially normed spaces which generalises the matricial norm struc-
ture on the reversed tracial dual. We also define two matricial norm structures on 
the tensor product of two matricially normed spaces, which give duality results, 
similar to the well-known duality between the projective tensor product and the 
space of bounded linear maps, for the reversed tracial dual and the standard and 
the reversed tracial matricial norm structure on the space of completely bounded 
maps. 
In Chapter 2 we introduce the main idea of the thesis, the notion of splitting 
of Hochschild cohomology groups. We define five different types of splitting. The 
first four depend on the existence of a right inverse for the coboundary operator. 
The differences between them follow from choosing different domains for this 
inverse. The fifth type of splitting depends on the existence of a decomposition of 
the identity map on the space of cochains in terms of two consecutive coboundary 
operators and their right inverses. Whereas the study of Hochschild cohomology 
groups offers information about the relation between cocycles and coboundaries, 
the study of splitting provides mainly results about the complementation of the 
spaces of cocycles and coboundaries in the space of cochains. In the bounded 
case those results are proven to be equivalent to splitting. The same does not 
hold for the completely bounded case, because of the lack of an inverse mapping 
theorem for completely bounded maps. Many times when we study the splitting 
of cohomology groups the sum is more than the parts, i.e. the splitting of two 
consecutive cohomology groups gives us results that don't follow from either of 
the two splittings. 
Chapter 3 is concerned with two ways of generating modules from a given 
module. Let A be a (Banach/operator) algebra, X be a (Banach/completelY 
bounded) A-bimodule and Y be a (Banach/matricially normed) space. Then we 
can make the spaces of (completely) bounded maps from Y to X and from X to 
Y, C 1 (Y, X) and C 1 (X, Y), into A-bimodules. The module actions on the first 
one are pointwise. The module actions on the second one generalise the module 
actions on dual modules. In the completely bounded case those two modules 
don't have the same matricial norm structure (the matricial norm structure on 
£(Y, X) is the standard one and the matricial norm structure on £b(X, 
Y) 
is the reversed tracial one defined in Section 1.2). We show that the modules 
,C1 (Y, X) and C 1 (X, Y) are closely related, respectively, to the module X and 
to its dual module X* . In particular if the nth cohomology group of A, with 
coefficients in L (Y, X), vanishes, then so does the nth cohomology group of A, 
with coefficients in X, and if the nth cohomology group of A, with coefficients in 
L (X, Y), vanishes, then the nth cohomology group of A, with coefficients in 
X'', 
also vanishes. 
In Chapter 4 we investigate the relation between the topics of the two previ- 
ous chapters. We start by proving that if A is a (B anach /operator) algebra, 
X is a (Banach/operator completely bounded) A-bimodule and Y is a (Ba-
nach/matricially normed) space, then, for all five types of splitting, the splitting 
of a cohomology group of A, with coefficients in X, is equivalent to the split- 
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ting of all the cohomology groups of A, with coefficients in modules of the form 
L(Y, X), and if A is a (Banach/operator) algebra, X is a (Banach/L' completely 
bounded) A-bimodule and Y is a (Banach/matricially normed) space, then the 
splitting of a cohomology group of A, with coefficients in X, is equivalent to the 
splitting of all the cohomology groups of A, with coefficients in modules of the 
form £(X, *) Then we show that the third type of splitting of a cohomology 
group of A, with coefficients in X or X', respectively, is characterised by the van-
ishing of all the cohomology groups of A, with coefficients in modules of the form 
L' (Y, X) or L' (X, Y*) respectively. This last result leads to the definition of a 
local version of amenability, X-amenability. The discussion about X-amenability 
shows in particular that the cohomology complex of an amenable algebra, with 
coefficients in a dual module, always splits. 
In Chapter 5 we discuss the splitting of cohomology groups of von Neumann 
algebras. Using several results about conditional expectations, we prove that the 
splitting of the first completely bounded cohomology group of a von Neumann 
algebra M acting on a Hubert space H, with coefficients in 8(H), implies that 
M is injective and that in many cases the same is true in the bounded case. We 
also show that, in all the cases where we know that the cohomology group of a 
von Neumann algebra, with coefficients in itself, vanishes, this group splits. 
1.1.2 Notation 
Chapters 2, 3 and 4 are more or less self-contained. A knowledge of func-
tional analysis together with the information about matricially normed spaces 
and Hochschild cohomology contained in Section 1.2 is enough to go through 
them (the terminology that we use when we refer to Banach algebras is the same 
with [BoD]). In Chapter 5 we use many notions and results concerning von Neu-
mann algebras. We have tried to give the definitions for most of the terms and 
exact references for most of the results. Anything else can be found in any of 
the standard texts on C- and von Neumann algebras ([Dii], [Di2], [KR1], [Sail, 
[StZ], [Ta]). 
Most of the notation will be explained when we encounter a symbol for the 
first time. We would like to clarify some simple notational matters here. The 
set of natural numbers is always denoted by N (it will be clear from the context 
whether 0 is contained in N or not) and the set of complex numbers by C. For any 
set S the identity map from S to S will be denoted by ids . We always consider 
vector spaces over C. If V and U are vector spaces, then we will denote the space 
of linear maps from V into U by £'(V, U). We will denote by C(V1 , ..., V; U) the 
space of n-linear maps from the Cartesian product of the vector spaces V1,...,V 
into the vector space U. If V1 = ... = V,, then we will write C(V, U) instead 
of £'(V1 , ..., V,; U). The tensor product of the vector spaces V and U will be 
denoted by V ® U. If X is a normed space, then we will denote its dual by X*. 
If X is a normed space and Y is a complemented subspace of X, then X e Y will 
denote a closed subspace of X with X = Y (X e Y). If X and Y are normed 
spaces, then the space of bounded linear maps from X into Y will be denoted 
by £(X, Y). We will write C(X) instead of L ' (X, X). The space of bounded 
n-linear maps from X 1 x .... x Xn into Y will be denoted by £(X1, ..., X,; Y). 
We will write £(X, Y) instead of C(X, ..., X; Y). We will denote the projective 
tensor product of two normed spaces X and Y by XY. If S is a subset of a 
normed space X, then Span(S) will denote the linear span of S in X and Span(S) 
will denote the norm closure of Span(S). The inner product on a Hilbert space H 
will be denoted by < .,. >. We will denote the space of bounded linear operators 
from a Hubert space H into a Hilbert space K by 8(H, K). We will denote 
13(H, H) by 8(H). 
1.2 Preliminaries 
1.2.1 Matricially normed spaces 
The notions of a matricially normed space and a completely bounded map are 
used in many places in this thesis. Since the subject is quite young there exists 
no book containing an account of the basics of operator space theory which we 
could use us a reference. Even if we refered the reader to Pisier's unpublished 
notes ([Pi7]) we would have to give the definitions of the tracial and the reversed 
tracial dual of a matricially normed space which are not discussed there. Thus 
we have decided to devote the first part of the preliminaries to a brief discussion 
of matricially normed spaces. We will give all the definitions and properties of 
matricially normed spaces which we will need in later parts of the thesis. In every 
definition and result we will give a reference to the paper or papers where, to the 
best of our knowledge, it first appeared. We will also introduce a new matricial 
norm structure on the space of comp1eely bounded maps between two matricially 
normed spaces V and U, Lb(V, U), and two new matricial norm structures on 
v®U. 
The origins of the theory of operator spaces can be traced back to the study 
of completely positive and completely bounded maps between subspaces of C* 
algebras. Let H be a Hubert space. Then, for all n E N, the space ofnxn matrices 
with entries from 8(H), M(!3(H)), can be identified with the space of bounded 
linear operators on the direct sum of n copies of H, B(H). If V is a subspace 
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of 13(H), then, for all ri E N, M(V) inherits a norm from M(F3(H)) = 5(H). 
We will call V equipped with the sequence of norms {II.Ijs(Hn)}nEN an operator 
space. To keep track of all those norms we have to replace bounded maps with 
completely bounded maps. If V and U are operator spaces and 4) : V — U is a 
bounded linear map, then, for each n E N, we can define a bounded linear map 
M(V) —* M(U) with On ((V ii)) = (4)(v 3 )), for all (v23 ) e M(V). We call 
4) completely bounded if 110111b =: supflEN 110nd <00. Completely bounded maps 
were introduced by Arveson at 1969 ([Ar], Definition 1.2.1). They can be used to 
obtain information about some very interesting problems in operator algebras and 
operator theory, e.g. similarity problems (see [Pil]), the derivation problem for 
C* algebras (see Section 5.3), the bounded projection problem for von Neumann 
algebras (see Sections 5.2 and 5.3) and the Hochschild cohomology problem for 
von Neumann algebras (see Section 5.4). Moreover completely bounded maps can 
be described in a very simple way. If H is a Hilbert space, A is a C* a1gebra  and 
4): A —+ 13(H) is a completely bounded map, then there exist a *... representation 
ir of A on a Hilbert space K and T,S E 13(H,K) with II4)II6 = IITIIIISII, such 
that 4)(a) = T* ir (a)S, for all a E A ([P1], Theorem 7.4). Completely bounded 
maps into 13(H) can be decomposed into sums of completely positive ones. That 
yields a Hahn-Banach type theorem for completely bounded maps ([H5], [P2], 
[W]). The first and the third of the above mentioned results hold if we replace the 
C* a1gebra  A with an operator space V (see [SSm1], Theorem 1.3.1 and Corollary 
1.3.2). Paulsen's book ([P1]) and the review paper by Christensen and Sinclair 
([CS2]) give very nice accounts of the theory of completely bounded maps between 
subspaces of C* a1gebras . 
We can generalise the notion of completely bounded maps to normed spaces V 
equipped with a sequence {II.IIn}nEN of norms on M(V) which satisfy two simple 
conditions. Before we give the required definitions we fix some notation that we 
will use in the rest of the thesis. Let V be a vector space and n, in, ni , n2 , inj, M2 E 
N. We will denote the vector space of n x m matrices with entries from V 
by Mn ,m (V). If (vu ) E M(V), then (v 23 )' is the m x n matrix (v). If 
(v) E M 1 , 2 (V) and (v) E Mm1 ,m2 (V) 1  then we will write (v) (v) for the 
s
S 
(n 1 + mi ) x (n 2 + m2 ) matrix with (v) in the upper left corner, (v i ) in the lower 
right corner and zeros elsewhere. For each v e V we will denote by v 0 In the 
n x ri matrix with v's on the diagonal and 0's elsewhere. We write 0 for any 
n x m matrix with 0's everywhere (if n and m are not clear from the context, 
then we will write On,m). We will denote the space of n-rows of elements of V, 
M1 ,(V) = {(v i , ...,v) I v1, - - -, Vn e V}, by Row(V) and the space of n-columns 
of elements of V, M,1 (V) = {(vi, ..., vn)T v1, ..., Vn e V}, by Coln (V). We 
F;] 
will denote I1I(C) by M,. If (afl ) e M, then II(aj3)ll is the norm of (au ) as a 
bounded linear operator on C. 
Definitition 1.2.1. ([Ri]) Let V be a normed space and {II.IIfl}flEN be a sequence 
of norms, where, for each n EN, I I -I In is a norm onM(V) (from now on we will 
call the norms matrix norms). We will say that V is a matricially normed 
space if the following two conditions hold: 
M1. II(vi3) @ OIIn+m = II(v)II 
for all n,rn E  and all (v) E M(V). 
.A42. II(c)(vi)(/3ij)IIm :5 II(aij)IIII(vij)IInIl(,@ij)II 
for all Ti C N, all (v) C M(V) and all (aj), (f3 3 ) E M,. 
Remark 1.2.1. Let V be a matricially normed space. 
Mn (V) is a matricially normed space, for all n C N. 
Mnm (V) is completely isometrically isomorphic to M(M(V)) and to 
Mm (Mn (V)), for all n, rn C N (see Definition 1. 2.3 for the definition of a complete 
isometry). This allows us to write elements of Mnm (V) in the form (v) with 
	
1 < 	n and 1< s,t 	<m. 
IIvstIli 	II(v)lI >1<j,<fl IIvijIIi, for all 1 < s,t < n, all n C N and 
all (v 3 ) C M(V) ([Ri], Proposition 2.1.(2)). 
In general when we talk about matricially normed spaces we will not as-
sume that they are Banach spaces. It follows immediately from (iii) that if a 
matricially normed space V is a Banach space, then so is Mn (V), for all n C N. 
If V is a matricially normed space, then we can make Mn,m (V) into a 
normed space, for all n, m C N, if we embed it into Mk (V), where k = max{n, m}, 
by adding either k - n zero rn-rows, if k = rn, or k - rn zero n-columns if k = n. 
We will denote the norm on M n ,m (V) obtained this way by ILIIn,m In particular 
Row(V) and Col n (V) are normed spaces for all ii C N. 
Definitition 1.2.2. ([Ri]) Let V be a matricially normed space. 
We will say that V is an L°° matricially normed space if 
1(v) 	(vt)IIn+m = max{II(vjj)lIn, II(vt)IIm} 
for all n,m C N and all (v) C M. (V), (v i ) C M. (V) 
We will say that V is an LP matricially normed space, for 1 p < 00, if 
II(vij) 	(Vt)In+m = (II(vij)I + lI(vt)II)" 
for all n,m C N and all (v) C M(V), (v i ) C Mm(V). 
Definitition 1.2.3. Let V and U be matricially norrned spaces and qS: V —* U 
be a linear map. For each n e N, we define On : M(V) — M(U) by q'((v jj )) = 
(cb(v 3 )), for all (v 3 ) E M(V) (On  is called the n-amplification of ). We will 
say that q is completely bounded if SUPnEN InIIi(Mn(V),ML(U)) < 00. We will say 
that 0 is a complete isomorphism if 0 is a completely bounded invertible map with 
completely bounded inverse. We will say that 0 is a complete isometry if O n  is an 
isometry for all n E N. We will say that 0 is a complete contraction if IIIIcb 
Remark 1.2.2. Let V and U be matricially normed spaces. 
We will denote the space of completely bounded linear maps from V into 
U by £Cb(V,U). If we define lII 	= SUPnENIInhI(I(v),I(u)), for all 0 E 
/ Cb(V, U), then (L b (V, U), II.II) is a normed space. 
If V is an L' matricially normed space and U is an L" matricially normed 
space, with 1 <p <p' < 00, then L ' (V U) = {O} ([Ri], Theorem 5.3). cb 
If V and U are Banach spaces and : V —+ U is an invertible bounded 
linear map, then, by the inverse mapping theorem, the inverse of 0 is bounded. 
The same does not hold for completely bounded maps, i.e. the inverse of an in-
vertible completely bounded linear map (between matricially normed spaces which 
are Banach spaces) is not automatically completely bounded as the following ex-
ample shows: Let 12 be the separable Hubert space and C and R be the subspaces 
Of 13(12) defined by C = span({e ij Ii < i}) and R = span({e ji 1 1 < i}). If V is 
the subspace of CEB QO R (see Proposition 1.2.13(i) for the definition of the l sum 
of matricially normed spaces) defined by V = {u ED uT I u E C} and 0: V —* C 
is defined by cb(u e uT) = u, for all u ED u  E C QO R, then we can easily see 
that 0 is a completely bounded linear map (with 	CL, < 1). On the other hand, 
for each n E N, db(C fl , R,) = n, where Cn = span({e 12 I 1 < j < n}) and 
Rn = span({e 21 1 1 < i < n}) and db(.,.)  is the completely bounded analogue of 
the Banach-Mazur distance (see [Pi7], pp.17-18,). Therefore q'r' is not completely 
bounded. 
Remark 1.2.3. Let V and U be matricially normed spaces and 0 : V -4 U 
be a linear map. For each n E N, we define On : Row(V) —* Row,(U) by 
= (çb(v i ),...,(v)), for all (v 1 ,...,v) e Row(V). We will say 
that 0 is row bounded if SUPnEN II0nIIr.(R n(V),Thwn(U)) < oo. We will denote the 
space of row bounded linear maps from V into U by L (V, U). It is easy to see that 
£(V, U) equipped with the norm hOur SUPnEN II0nIIr(Row(V),Rown(U)) becomes 
a normed space. Moreover every completely bounded map 0 is row bounded and 
11011 :!~ hOur hIqSIIcb. Similarly we can define column bounded maps. 
It is easy to see that an operator space is an L matricially normed space. 
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Ruan's major achievement, which gave birth to operator space theory, was to 
prove that the converse is also true. If V is an L°° matricially normed space, 
then there exist a Hubert space H and a complete isometry 0 : V -* 13(H) 
([Ru, Theorem 3.1, see also [ER4] for a simple proof). From now on we will not 
distinguish between operator spaces and L°° matricially normed spaces. 
Let V be an L" matricially normed space and U be a closed subspace of V. 
Then, by Remark 1.2.1(iii), M(U) is a closed subspace of MII (V), for all meN. 
Hence U is an L" matricially normed space with the sequence of matrix norms 
that it inherits from V. Moreover V/U becomes an LP matricially normed space 
if we identify M(V/U) with K(V)/K(U), for all n E N. 
Proposition 1.2.1. ([Ri], Theorem 4.2) Let V be an LP matricially normed 
space and U be a closed subspace of V. If we define 
I(v +U) JIM. (VIU)  = II(v) 
for all n C N and all (v 3 + U) E Mn (V/U), then V/U is an L' matricially normed 
space. Moreover the quotient map q: V -+ V/U is a complete contraction. 
In the category of matricially normed spaces the notion of a complemented 
subspace is replaced by that of a completely complemented subspace. If V is a 
matricially normed space and U is a subspace of V, then we will say that U is 
completely complemented in V if there exists a completely bounded projection 
p : V -p U. If U is a completely complemented subspace of V and p : V -+ 
V e U is a completely bounded projection, then we can easily see that the map 
i -: V/U -+ V defined by r(v + U) = p(v), for all v e V, is completely bounded. 
We move now to the dual of a matricially normed space V. First of all we have 
to decide which is the correct "dual object" for the category of matricially normed 
spaces. It must be clear by now that it is the space of all completely bounded 
linear functionals on V. It turns out that if f is a bounded linear functional on V, 
then f is completely bounded with Ilf IIcb = If II ([P1], Proposition 3.7). So the 
"dual object" of V is the dual Banach space V* of V. To finish the construction 
of the dual matricially normed space of V we must equip V* with a sequence 
of matrix norms. This is where we encounter the first dichotomy in the theory 
of matricially normed spaces. There are two ways to define norms on M (V*) 
(actually we will present three ways, but the second and the third are variations 
of each other). The first one is the right one when we are working in the category 
of operator spaces, but is not compatible with the notion of a dual completely 
bounded bimodule that we will use (see Section 1.2.2). On the other hand the 
second one makes us leave the category of operator spaces (but not the category 
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of matricially normed spaces), but works perfectly for dual completely bounded 
bimodules. 
Proposition 1.2.2. Let V be a matricially normed space. The dual 
V*  of V 
becomes a matricially normed space if we define 
I1(f3)II = sup{(f(v3t))Il I II(vt)II < 1,m E N} 
for all n e N and all (f) E M,(V*). We will denote V equipped with the 
sequence of matrix norms {II.II} by V*  and call it the standard dual of V. The 
space V is always an operator space. If V is an operator space, then the canonical 
embedding v '-+ i : V -+ V** is a complete isometry. We will call a matricially 
normed space V a dual matricially normed space if there exists a matricially 
normed space U such that V is completely isometrically isomorphic to U'. 
Remark 1.2.4. (i) The standard dual of a matricially norrned space was defined 
independently in [BP], Example 2.10, and [ER 2], Section 2. It was studied in 
detail in [B2j. All the three above mentioned papers are concerned with the case 
of an operator space V. The complete isometricity of v i-+ 1', when V is an 
operator space, was proved in [BP], Theorem 2.11 and in [ER2], Theorem 2.2. 
(ii)We can easily see that 1 1(fij )IIn coincides with II(fij)IIb(v,i1fl) if we define 
(f) V -~ Mn  by (f 3 )(v) = (f23 (v)), for all v E V. 
Proposition 1.2.3. Let V be a matricially normed space. The dual 
V*  of V 
becomes a matricially normed space if we define 
II(f 3 )Il = sup {I 	fij 	I I I I(v)Il n 1 } 
1 i,j n 
for all n E N and all (f) e M,2 (V*). We will denote V* equipped with the 
sequence of matrix norms 111.11 t I by Vt* and call it the tracial dual of V. If V 
is an LP matricially normed space, 1 < p < Do, then V is an L' matricially 
normed space where 1 + 1 = 1. The canonical embedding v '-f i : V - 
(V*) 
is a complete isometry. We will call a matricially normed space V a tracial dual 
matricially normed space if there exists a matricially nor'med space U such that 
V is completely isometrically isomorphic to U. 
Remark 1.2.5. (i) The tracial dual of a matricially normed space was defined in 
[ChE], p.161. Both the L" characterisations for V and the complete isometricity 
of v '-+ I were proved by Ruan ([Ri], Theorem 5.1 and Corollary 2.4 respectively). 
(ii) II(f)II coincides with I(fi)IIt(M(v),c) if we define (f) : K(V) - C 
by (f 3 ) ((v 3 )) = 	 <ij 	for all (v23 ) e M(V). 
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Proposition 1.2.4. Let V be a matricially normed space. The dual V* of V 
becomes a matricially normed space if we define 
IRf)IIt = sup{ 	f 3 (v i ) I I II(vij)IIn 	1} 
1<i,j<n 
for all n e N and all (f) E M(V*). We will denote V equipped with the 
sequence of matrix norms {II•II} by V and call it the reversed tracial dual of V. 
If V is an LP matricially normed space, 1 <_ P < 00, then 1' is an Lq matricially 
normed space where 1  + 1= 1. The canonical embedding v '—* i,: V —* (V) is a 
complete isometry. We will call a matricially normed space V a reversed tracial 
dual matricially normed space if there exists a matricially normed space U such 
that V is completely isometrically isomorphic to U. 
Remark 1.2.6. (i) The reversed tracial dual of a matricially normed space was 
defined by Effros and Ruan ([ER1], p.145). The IJ characterisations and the 
complete isometricity of v —* '13 can be proved exactly in the same way as for the 
tracial dual. 
(ii) It is obvious that 11(f)11t coincides with II(f)II (Mc:v),c) if we define 
(f) M(V) —f C by (f) ((v)) = 	
for all (v) E M(V). 
Let us mention here that Blecher proved that if V is an operator space, then 
V** is completely isometrically isomorphic to (Vt*) ([132], Theorem 2.5). It is 
easy to see that a similar result holds for V** and (1'). 
From now on we will concentrate on the reversed tracial dual. The construc-
tions presented in Propositions 1.2.6, 1.2.7, 1.2.8 and 1.2.9 have counterparts for 
the tracial dual. 
As we mentioned in Remark 1.2.4(1) the matrix norms associated with the 
standard dual of a matricially normed space coincide with .lIcib(v,) if we think 
of a matrix (f) E W (V*) as a map from V into W defined by 
(f 3
) 
(v) = (f 3 (v)), 
for all v E V. In a similar manner we can think of a matrix (çb) e M (L b
(V, U)) 
as a map from V into M(U) defined by ()(v) = (Oij  for all 
v e V, and 
get a matricial norm structure on ,CCb (V, U). 
Proposition 1.2.5. Let V and U be matricially normed spaces. Then £b(V, 
U) 
becomes a matricially normed space if we define 
II()II n = SUP {( ij (vst))iI nm I II(v)II 	i,m E NJ 
for all n E N and all (qj)  e Mfl(C b (V, U)). We will denote £,,(V, U) equipped 
with the sequence of matrix norms {Il.II}eN by C'Cb (V, U). We will call this 
matricial norm structure the standard matricial norm structure on,CCb (V, U). If 
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U is an L" matricially normed space, then C1  (V, U) is an I? matricially normed cb 
space. 
Remark 1.2.7. (i) The standard matricial norm structure on £,,(V, U) was de-
fined independently in [BP], Example 2.10, and in [ER1], p.140. The I)' charac-
terisations are trivial. 
(ii) If V is a normed space and U is a matricially normed space, then we can 
make L (V, U) into a matricially normed space if we define 
= sup{Il((v))lln I 11VII < 1 } 
for all n E N and all (q5) E U)) ([ER11, p.140). 
In a later part of the thesis (Section 3.2.2) we will need a matricial norm 
structure on L' (V, U) generalising the matricial norm structure on V,. 
To get 
cb 
the matrix norms 	associated with V we identified a matrix (f) E M,(Vt) 
with a linear functional on M(V) defined by (f 3 ) ((v 2 )) = > 1<i,j<n f3 (v3 ), for all 
(v13 ) E M(V), and defined 
1(f1)11t to be the bounded norm of this functional. 
We have already mentioned that bounded functionals are completely bounded 
and their bounded and completely bounded norms coincide and so Il(f)ll = 
lI(fij)llcb((v),c) To generalise this matricial norm structure to 
L' (V, U) we cb 
have to identify n x n matrices of elements of £b(V, U) with maps from Mn (V) 
into U and take their completely bounded norms. 
Proposition 1.2.6. Let V and U be matricially normed spaces. Then L' (V, U) cb 
becomes a matricially normed space if we define 
iI(cij)lIt = sup{Il( 	
St)) II m I Il(J)llnm 	1,m E N} 
1<i,j<n 
for all n E N and all (q3) E Mn (C b (V, U)). We will denote £ b  (V, U) equipped 
with the sequence of matrix norms 111.11rt by £b (V, U)rt. We will call this ma-
tricial norm structure the reversed tracial matricial norm structure on £b(V, U). 
If V is an L' matricially normed space, then £ b (V, U)rj is an operator space. 
Before giving the proof of Proposition 1.2.6, we will prove a lemma, similar to 
[Ru, Proposition 2.2.(2), which we will need for the proof. Both in the following 
lemma and in the proof of Proposition 1.2.6 we will denote (>1<jj<fl (v)) by 
(qij)m((J)), for all n,m E N, (q5 ) E M,C b (V, U)) and (va) E  Mnm (V). 
Lemma 1.2.1. Let V and U be matricially normed spaces, n, r E N, () E 
M(f,(V,U)) and (pq) e Mr (I b (V,U)). Then 
rt 
Il(4) 	('1'pq)IInr 
= 5UP{II(ij)m((V)) + ( pq)((w))li m  I (vj) 	(w)IInm+rm 	1,m E N}. 
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Proof. Call the above defined supremum a. It is easy to see that a < II(Oij) ED 
(Ppq)II+r On the other hand take (zn) E Mnm+rm(V) with  (4)IInm+rnz 1 
and for all 1 < s, t < m let (v be the upper left n x n corner and (w t) 	 ) 
be the 
lower right r x r corner of (zn). A straightforward calculation shows that 
((ij) 	(bpq))m((4j)) = (4 jj ) m ((V)) + ( V)p q )m((WpStq  
Moreover II(v1) 	(wjq)IInm+rm < 1, by [RI], Proposition 2.2.(1). Thus II(3) 
(Ppq)IIr= D 
Proof of Proposition 1. 2.6. M  follows immediately from Lemma 1.2.1. If n, m E 
N, (023 ) e M. (L' U)), (a 3 ), (/3w ) E M and (vj) E Km (V), then we can 
easily see that 
((ajj )(q jj )(13ij )) m ((vJ)) = (4ij)m(((I3ij) ® Im )(v)((aij) ® Im )).ij 
M2 follows immediately from (1.1) and M2 for V. To finish the proof suppose 
that V is an L' matricially normed space. If n,r,m E N, (qS) E 	 ( ,Cclb 
(bpq ) E 	 U)), (vj) e Mnm (V) and (w) E M,, (V), then obviouslypq 
II (t.ij)m((v)) + ( bpq)m((w))lIm ij 
St 
< max{II(jj)lIn, (I)pq)lI r }(II('L)II nm + II('ij)IIrm) 	(1.2) 
But 
II(v1)iInn + Il(w)IIrm 	lI(v,) 	(W)Ilnm+rm 	 (1.3) 
since V is an L 1  matricially normed space. It follows immediately from 
(1.2), 
(1.3) and Lemma 1.2.1 that Lb(V, U) is an operator space. D 
Remark 1.2.8. (i) T/ is completely isometrically isomorphic to £.b(V, C)rt, 
for 
all matricially normed spaces V. 
(ii) If V is a rnatricially normed space and U is a normed space, then L,1 (V, U) 
becomes a matricially normed space if we define 
Il( ij )IIt = sup{ 	q jj (vjj)l I II(v)II 	1 } 
1<i,j <n 
for all n e N and all (jj) E  MCC(V, U)). We will denote C 1 (V) U) equipped 
with this matricial norm structure by L c' ( V, U)rt. 
If V and U are vector spaces, then L' (V, U*) is isomorphic to (V ® U)*. 
For 
Banach spaces V and U the same relation holds for bounded maps and the pro-
jective tensor product (see [BoD], Proposition 42.13 and the following Remark). 
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As we have seen so far there are two different matricial norm structures on V' 
and two different matricial norm structures on C 1 (V, U). Thus to extend the cb 
above mentioned result to matricially normed spaces we have to define a different 
tensor product for each combination of those structures. For the standard dual 
and the standard matricial norm structure on £b(V, U) such a tensor product 
has been constructed, the operator space projective tensor product V' 03 U of V 
and U([BP], pp.286-287, and [ER2], Section 3). In the following three proposi-
tions we construct two tensor products giving similar results for £,,(V, U) and 
£Cb(V, Ur*t ) rt when one of the spaces V and U 
is an operator space and the other 
is an V matricially normed space. 
Proposition 1.2.7. Let V and U be matricially normed spaces, such that one of 
them is an operator space and the other is an V matricially norrned space, and 
V 0 U be their algebraic tensor product. If we define 
IIXIIrt = inf{lI(v jj )IImj(uij )IIm i X = 	 0 u3 , in E N} 
1 i,j  <m 
for all x e V ® U, then lI.Ilrt is a norm on V 0 U. We will denote V (9 U 
equipped with the norm Il.Il-t by VU. Then (V&U)* is isometrically isomorphic 
to £ b (V,U, t ). 
To prove Proposition 1.2.7 we will need the following lemma. 
Lemma 1.2.2. Let U be an L 1  matricially normed space, m E N, (u) E Mm (U)
and fEU*. Then 
tr(l (f (u 3 )) I) 	If IIII(ij)lIm 
where tr Mm  —* C is the canonical trace on Mm with tr(Im ) = M. 
Proof. From the polar decomposition of the matrix (f (u)) there exists a unitary 
matrix (c jj ) e Mm  such that I (f (u)) 1= 	Then 
tr(l (f (u 3 )) I) = tr((a 3 )(f(u3))) 




< (cEf) III (u) urn 
= II()(f 0 Im)IIII(Uij)IIm 
~ If ®1rn I1Il(ttij )IIm 
= If IIIRuij)IIrn 
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where the fourth step follows from the definition of the matrix norms on U, the 
sixth from M2 for U and the seventh from U being an operator space (since U 
is an L' matricially normed space). 	 0 
Proof of Proposition 1.2.7. Throughout the proof we will denote >1<i j<m v ® 
uji  by (v 3 ) ® (u 3 ). Without loss of generality we assume that V is an op-
erator space and U is an L 1  matricially normed space. To show that I•11rt 
is well-defined let x = 1<k<rn Vk ® Uk E V 0 U. Then x = (v23 ) 0 (u23 ), 
where (v 13 ) E Mrn (V), with Vi, ..., V y  in the diagonal and zeros elsewhere, and 
(u23 ) E Mm (U), with Ui, ..., Urn in the diagonal and zeros elsewhere, and hence 
IIXIIrt :5 lI(tjj)IImII(Ujj)Ilm < 00. 
The next step is to prove that if JjX jjrt = 0, for some x e V 0 U, then x = 0. 
We will do that by proving that IIXIIA 	lIXIlrt, for all x E V 0 U, where 
is the injective normed space tensor product norm on V 0 U (for the definition 
of1 1.11 ,\ see [BoD], Definition 42.7; there I. 	is denoted by w(.) and called the 
weak tensor norm). Let x = (v 3 ) 0 (u23 ) E V 0 U and f e V, g E U, with 
If II, IIII 	1. Using the previous lemma and a well-known inequality about the 
canonical trace tr : M, -+ C we get 
I 	f(v 3 )g(u) =1 tr((f(v3))(g(u,))) 
1<i,j<rn 
~ II(f(v))IIt(I (g(ujj))  I) 
II(ij)IIrnII(iij)IIrn. 
Taking the infimum over f e V" and g e U*, with 1 1f II, II :5 1, on the left hand 
side of the previous inequality, we get IxIlA < II(tij)lImII(Uij)IIrn. But the infimum 
of II(Vjj)IIrnII(Uij)IIm over m e N and (v 3 ) e Mm (V) and (u 3 ) e Mm (U) with 
x = (v 3 ) 0 (u23 ) is equal to IIIIrt and hence IIxILx < IIxIIi.t. 
To prove the triangle inequality take non-zero x, y e V®U and (v) e M(V), 
(v t ) E M,(V), (u 3 ) E M(U) and (u) E Mm (U) with x = (v) 0 (u 23 ) and 
y = (v)®(u t ). If = 1(v)1I, 13 	II(v.t)lIm, (apq ) = 	 and (bpq ) = 
(au) 	then a straightforward calculation shows that x + y = (apq) 0 (bpq ) 
and thus 
Ix + YlIrt :5 (apq ) nm II(bpq )IIn+rn. 	 (1.4) 
Since V is an operator space, apq )II n+m = 1. Moreover 1(bpq)Iin+rn is equal to 
II (v)  IIII (u 3 ) un + II (v) IIrnII (Ut)IIm. Combining those two observations with (1.4) 
we get IIX+YIIrt :!~ IXIIrt+IIYIlrt. It follows immediately from the definition of hurt 
and the matricial norm structure on U that the map 4 £Cb (V, U) -~ 
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rt 
(VU)* defined by 'J!4,(v®u) = qf(v)(u), for all q E £(V,U), all v E V and all cb 
U E U is an isometric isomorphism. 	
0 
rt 
Remark 1.2.9. (i) The tensor product VU has been defined in [Iti], Section 
, in the special case where V is a C* algebra  A and U is the space of trace class 
operators on H, C, (H). A similar tensor product was defined in [EKi], pp. 263-4 , 
for V = 8(H) and U = C1 (H). 
(ii) If V is an operator space and U is an LP matricially normed space, with 
1 <p < 00, (or the other way round), then Ker(lI.IIrt) = V®U. To see that take 
non-zero v E V and u E U. Then, for each m E N, v ® U = El<km(V) (9 u = 
(v®Im )®(u®Irn) and hence IIv®ullrt II®In2IImIIU®ImIIm = IIvIImh1'PIIuII. 
Proposition 1.2.8. Let V be an operator space, U be an L' matricially normed 
space and V®U be their algebraic tensor product. The vector space V®U equipped 
rr 
with the sequence of matrix norms {11.11t} defined by 
II(x)1 	- jflf{II(t' st )IImII()IImn I (xv) = ( 	I V ® us), rn E N} In - 1<s,t<m 
for all n e N and all (x) E Mn  (V ® U) is an L 1  matricially normed space. We 
will denote it by V® rtU and call it the right reversed tracial tensor product of V 
and U. Moreover (V(grtU) t  is completely isometrically isomorphic to f_ 1 (V, U). cb 
Proof. Throughout the proof we will denote E 1<s,t<m Vst ® u by (V 3 t) ® ('i4). 
It is obvious that II. rt coincides with II. lirt. Following in the steps of the proof 
of the previous proposition we can show that is a norm on MTI (V (9 U) 
for all n E N. Mi for V® rtU can be proved using MI for U and the following 
relation (which can be proved in a similar manner to the proof of Lemma 1.2.1): 




= inf{II(vst)IImII(u)(W)II(n+r)m I (xe ) = (v)®(u), (ypq) = (v)®(w), m E N}. 
(1.5) 
M2 for V® rtU follows from M2 for U and a straightforward calculation. To 
prove that V ® U is an L 1  matricially normed space let (x 23 ) e Mn (V ® U) and 
(ypq) E Mr (V®U). If (v et ) e Mm (V), (uJ) E Mmn(U) and (w) E Mm
r(U) with 
(x) = (v3t ) ® (u) and (ypq) = (v st) ® (w), thenpsq 
II(xi3)IIn + jI(ypq)IIr :!~ II(vst)IIm(II(u)IInm + II(w)IIrm). 	(1.6) 
Since U is an L' matricially normed space II()Ilnm + II(W)IIrm = t() 
(
W st  Combining (1. 5), (1.6) and the last relation we get that Ij(x 3 )IIn + Pq 
11(Ypq)jIr 	11(x23) 	(Ypq)IIn+r. It is obvious that II(x)II + I(ypq)Ilr ~! II(1i)  ED 
(ypq) IIn+r and therefore V®,-U is an L 1  matricially normed space. It is trivial to 
show that the map 0 '—p To : £(V, U) - + (V® rtU) t  defined in the proof of 
Proposition 1.2.7 is a complete isometry. 	 0 
Proposition 1.2.9. Let V be an L' matricially normed space, U be an operator 
space and V®U be their algebraic tensor product. The vector space V®U equipped 
with the sequence of matrix norms {11.11t} defined by 
II(xij )IIt = inf{Il(v)IImnII(ust)IIm I (x v ) = ( 	V isjt 	 N} 
1<s,t<m 
for all n e N and all (x) E Mn (V (9 U) is an L' matricially normed space. We 
will denote it by V rt  ®U and call it the left reversed tracial tensor product of V and 
U. Moreover (V rt (DU) is completely isometrically isomorphic to f- 1 W, U)rt. cb 
Proof. It is similar to the proof of Proposition 1.2.8. 	 0 
We can easily see that {11.11Tt} and {11.11t} also define matricial norm struc- 
tures on the completion of V ® U with respect to the norm 
If V and U are Banach spaces, then VU is isometrically isomorphic to UV 
(and thus £(V, U*)  is isometrically isomorphic to £(U, V*)). Similar relations 
hold for the operator space projective tensor product, the standard dual and 
the standard matricial norm structure on £ b (V, U) ([BP], Proposition 5.4). The 
following proposition describes an analogue of those results for the reversed tracial 
constructions. 
Proposition 1.2.10. Let V be an operator space and U be an L' mat ricially 
normed space. Then the following hold: 
V® rtU is completely isometrically isomorphic to U rt  ®V. 
£(V, U) is completely isometrically isomorphic to C 1 (U, V)rt.cb 
Proof. Let J: V®rtU -4 U rt®V be defined by J(v(9u) = u®v, for ally E V 
and all u e U. If n e N and (x) e M(V ® U), then 
' ' 'I Irt 





\11 	I = inf{II(vst )II m II(ujjSt jii mn (x) = 	v (& u),m E N} ij 
1<s,t<m 
— Il 	" t — 	 un 
which shows that J is a complete isometry and thus proves (i). (ii) follows from 
(i) and Propositions 1.2.8 and 1.2.9. 
	 [• 
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Remark 1.2.10. We can show directly that the second part of the previous propo-
sition holds for all matricially normed spaces V and U. 
We finish our discussion of tensor products with a tensor product of matri-
cially normed spaces that has no analogue in the category of Banach spaces, 
the Haagerup tensor product. It would not be an exaggeration to say that the 
Haagerup tensor product and its twin notion of completely bounded multilinear 
maps (see Definition 1.2.4) are the elements of the theory of operator spaces that 
make it such a powerful tool in the study of operator algebras (we will see many 
examples of that throughout the thesis; one that we will not refer directly to, 
but is hidden behind some of the results in Section 5.4, is the non-commutative 
Grothendieck inequality proved by Haaegrup and Pisier in [H21 and [Pi2]). 
Proposition 1.2.11. Let V and U be matricially normed spaces and V ® U be 
their algebraic tensor product. If (v) E Mn , m (V) and (u 23 ) E Mm ,n(U), then we 
will denote the ii x n matrix (>1<k<m  Vik ® Uk3) by (v) ® (u 13 ). For all n e N 
and all (x) E MT1 (V (9 U), we define 
II(x)II = inf{ 	I(Vj)IIfl,mkII(Uj)IImk,n I (x v ) = 	(vt) 0 (um i , ...,m E N}.ii 
1<k<L 	 1<k<1 
Then 11. 11 h is a norm on M(V ® U), for all n e N. The completion of V® U, 
with respect to I.II equipped with the sequence of matrix norms 
111.11 h
}flEN is a 
matricially normed space. We will denote it by V®hU and call it the Haagerup 
tensor product of V and U. The vector space V 0 U equipped with {II.I}flEN 
is also a matricially normed space denoted by V®hU. If V and U are operator 
spaces, then 
II(x)II = iflf{II(Vjj)IIn,mII(Uij)IIm,n I (x v ) = (v) 0 (u23 ),m e N} 
for all n E N and all (x) E M,2 (V 0 U) and V®hU and V®U are operator 
spaces. 
The normwhen V and U are operator spaces, was introduced by Effros 
and Kishimoto ([EKi], Section 2). The matrix norms 11.11h  , n > 1, for operator 
spaces were introduced by Paulsen and Smith in [PSm]. The Haagerup tensor 
product of matricially normed spaces was studied by Blecher and Paulsen ([BP], 
Section 3). It is called the Haagerup tensor product because of the previous use 
of 11.11 in [H4]. There are very nice accounts of the Haagerup tensor product in 
[Pi7], Chapter 3, and in [SSm1], Section 1.4. 
Another notion that we will need is that of a completely bounded multilinear 
map. 
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Definitition 1.2.4. Let V1 , ..., V, and U be matricially norrned spaces and 0 
V1 x ... xV-4Ubeann-linearmap. For each mEN, we  define q5 m :Mm (Vi )X 
Mrn (Vn) —~ Mm (U) by 
1\ 	(v'.)) = ( ..., 	 U 
1k1,k2,...,k_i<m 
for all (v) e Mm(Vi), ..., (vs) E 	 We will say that q is completely 
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bounded fSUPmEN jinILC(Mm(vi).... M(Vn);Mm(U)) <00. We will say that 0 is com- 
pletely contractive if IIIIcb < 1. We will denote the space of completely bounded 
n-linear maps from V1 x ... x V, into U by £(V1, ..., V,.; U). 
As in Proposition 1.2.5 we can make £(V1, ..., V; U) into a matricially normed 
space by identifying (q\) ..., V,; U)) with an n-linear map from 
Vi x ... xVn into Mm (U). 
Proposition 1.2.12. Let V1 ,.. .,V and U be matricially normed spaces. Then 
V; U) becomes a matricially normed space if we define 
cb 
j(ij)IIm = sup{( (ij)r((Vt), "., (v)))IImr I II(t)IIr, "., II()IIr 	1,r e N}st 
for all m e N and all (j) e Mc: .0 th(  Vl, ..., 1/a ; U)). If U is an L" matricially 
normed space, then so is Cb(V1, ..., V; U). 
Remark 1.2.11. (i) Completely bounded multilinear maps were defined in [CS1]. 
The representation theorem for completely bounded linear maps can be ex-
tended to completely bounded multilinear maps. If H is a Hubert space, 
are C* algebras  and q : A1 x ... x A n —+ 13(H) is a completely bounded n-linear 
map, then there exist * representati ons ir of A on a Hilbert space K, 1 < 
and T e B(H 1 ,H), 0 < i < n, where H0 = H 1 = H, with IIQIIcb 
IT0  II.IITII and q5(ai, ..., a) = T0ir1 (a i )Ti ... ir(a)Tn , for all a1 E A,, ..., an 	A n 
([CS1], Theorem 5.2, see also [PSm], Section 3, for a generalisation to operator 
spaces). 
£b(V1, V2 ; C) is isometrically isomorphic to (V 1(&
h V2 )* ([PSm], Propo-
sitions 1.3 and 	For results on the standard dual of the Haagerup tensor 
product see [BSm] and [ER 3]. We don't know of any results describing the re- 
versed tracial dual of V1ØhV2. 
It is easy to see that the space C,(V1, ..., V; U) is not isomorphic to the 
space £,(V1 , £'(V2, ..., V12 ; U)). In particular L b (V1, V2 ; C) and £,(V1, V2*) arecb 
not isomorphic. 
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There are two other notions of complete boundedness for multilinear maps. 
The first one is that of matricially bounded or jointly completely bounded multi-
linear maps introduced in [BPI, Definition 5.3, and [ER2I, Section 2. If £rnb(  V, U; C) 
is the space of matricially bounded bilinear forms on V x U, then £b(V, U; C) 
is completely isometrically isomorphic to ,,(V, U*) and to (V (08 U)*. The sec-
ond is that of reversed tracially completely bounded multilinear maps (see [Bi], 
[HIt] and [1t2] for the normalised version of those maps). Matrix norms can be 
constructed on the space of those maps giving results similar to the previous 
one for the reversed tracial dual, the reversed tracial matricial norm structure on 
L' (V, U) and the two reversed tracial tensor products. cb 
We finish our account of matricially normed spaces with the definition of l 
and 1' direct sums of a family of matricially normed spaces {VA  I A E Al. The 100 
direct sum is obtained by identifying M(l°°(VA I A E A)) with l°°(M(VA) I A E 
A), for all n E N. The 1' direct sum is obtained by identifying 1 1 (V\ I A E A) with 
the predual of l°°(V I A E A). Both definitions are due to Blecher ([B2], p.23). 
He defined l°° and 11  direct sums for families {V), I A E Al of operator spaces, but 
it is easy to see that the definitions also hold for families of matricially normed 
spaces. 
Proposition 1.2.13. Let {V A I A E A} be a family of matricially normed spaces. 
l°°(V), I A e A) will denote the vector space l°°(VA I A E A) equipped with 
the matrix norms {II.II°}flEN defined by 
(5' tr Z3\ 	_ 	f ij\ - SU 
AEA 
AEA 
ev) e M, 1 (l°°(VA A E A)) and all n EN. for all (EA  
l'(V,, I A e A) will denote the vector space l'(V) % I A E A) equipped with 
the matrix norms {1I.II1}neN defined by 
II(v?)II = 	 I (f) e BALL(M m (l°° (Y A E A))),m E N} 
AEA 	 AEA 
for all ( AEA v) E M,(l(Vx IA E A)) and allri EN, where BALL (M rn (l°° (Vj 
A E A))) is the unit ball of Mm (l°° (V A E A)). The canonical maps i,\, : V 0 
1 1 (V I A E A) and q 0 : l'(VA A E A) —+ VA 0  are respectively a complete isometry 
and a completely contractive map, for all A0 E A. 
Similar definitions hold for finite families of matricially normed spaces. 
Remark 1.2.12. For . a different definition of 1 1 direct sums of operator spaces 
see [Pi71, Section 2.5. Pisier has also defined P direct sums of operator spaces, 
for 1 <p < oo, using interpolation (see [Pi7], Section 2.8). We will not use those 
direct sums. 
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1.2.2 Hochschild cohomology 
Cohomology groups of associative linear algebras were introduced by Hochschild 
in a series of three papers ([Hol], [Ho2], [Ho3]) in the 1940's. During the 1950's 
and 1960's there was much interest in questions concerning derivations on Banach 
algebras (see [BoD], Section 18) and on Ct- and von Neumann algebras (see the 
introduction to Section 5.4 for more information). That lead to the introduction of 
bounded Hochschild cohomology groups in [Kam] and in [Gui in the early 1960's. 
What really put the study of bounded Hochschild cohomology on the map was 
the pioneering work of Johnson, Kadison and Ringrose in the late 1960's and 
early 1970's ([Ji], [J2], [JKRi], [KRi4], [KRi5]). In the mid 1980's Christensen, 
Effros and Sinclair defined completely bounded Hochschild cohomology groups in 
[CES]. 
In this section we are going to give the definitions concerning modules and the 
Hochschild cohomology complex which we will use in the thesis. Almost every-
thing we will say (and much more about A-modules and Hochschild cohomology 
of Banach, C- and von Neumann algebras) can be found in [BoD], Sections 9, 
43 and 44, [J2], [J4], [J6], [Pal], [Pie2], [Ri2l, [Ri3] and [SSm1]. 
We start by recalling the definition of an A-module if A is an associative linear 
algebra. 
Definitition 1.2.5. Let A and 13 be associative linear algebras over IF and X be 
a vector space over F. We will say that X is a left A-module if there exists a 
bilinear map (a, x) '-+ ax : A x X -* X with a 1 (a2x) = (ai a2 )x, for all a1 , a2 E A 
and all x E X. Similarly we can define a right A-module. We will say that X 
is an (A, 13)-bimodule if X is both a left A-module and a right 13-module and 
(ax)b = a(xb), for all a e A, all b E 13 and all x e X. We will call an (A, A)-
bimodule an A-bimodule. 
From now on we will deal only with A-bimodules. It is easy to see that most 
of the definitions and constructions concerning A-bimodules that we will discuss 
have analogues for one-sided A-modules and (A, 13)-bimodules. 
1.2.2.1 Bounded Hochschild cohomology 
We start with four definitions concerning Banach A-bimodules, a small discussion 
of ways to construct Banach A-bimodules from given Banach A-bimodules and 
the definition of dual A-bimodules. 
Definitition 1.2.6. Let A be a Banach algebra and X be a Banach space. We 
will say that X is a Banach A-bimodule if X is an A-bimodule and the maps 
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(a, x) -+ ax Ax X -+ X and (a, x) i-+ xa: Ax X -+ X are bounded bilinear 
maps, i.e. if there exists K > 0 such that jIaxII Kilalilixil and lixall :5 KIlalIlIxIl, 
for all a E A and all x e X. If  < 1, then we will say that X is contractive. 
Obviously we can define normed A-bimodules which are not Banach spaces. 
We will only consider Banach A-bimodules. 
Definitition 1.2.7. Let A be a Banach algebra and X be a Banach A-bimodule. 
If A is unital with unit element e, then we will say that X is unital if 
ex = x = xe, for all x e X. 
If A has a bounded approximate identity {e.x}AEA, then we will say that X 
is essential, or neounital, if 1im xE A(ex) = x = 1imAE A(xe.x), for all x E X. 
We will denote the set of elements of X that commute with A, {x E X I 
ax = xa, for all  E A}, by Z(A,X). If Z(A,X) = X, then we will say that X 
is abelian. 
The annihilator of X in A is the set AnnA(X) = {a E A I ax = 0 = 
xa, for all  E X}. If AnnA(X) = A, then we will say that X is annihilating. If 
AnnA(X) = {0}, then we will say that X is faithful. 
Definitition 1.2.8. Let A be a Banach algebra and X and Y be Banach A-
bimodules. If q : X —+ Y is a bounded linear map, then we will say that 0 is 
a bounded A-module map, or A-modular map, or A-module homomorphism, if 
0(ax) = aq(x) and çb(xa) = O(x)a, for all a e A and all x E X. We will say that 
X and Y are A-module isomorphic if there exists an invertible bounded A-module 
map 0 : X —+ Y. We will denote the set of bounded A-module maps between X 
and Y by £(X, Y: /A). 
Definitition 1.2.9. Let A be a Banach algebra, X be a Banach A-bimodule and 
Y be a closed subspace of X. We will say that Y is a closed A-submodule of X 
if ay E Y and ya E Y, for all  e A and ally E Y. We will say that  is a 
complemented A-submodule of X if there exists a bounded projection p X —+ Y 
which is an A-module map. 
Let A be a Banach algebra. It is easy to see that if X is a Banach A-
bimodule and Y is a closed A-submodule of X, then X/Y becomes a Banach 
A-bimodule if we define the module actions of A on X/Y by a(x + Y) = ax + Y 
and (x + Y)a xa + Y, for all a E A and all x E X. If {XA I A E A} is a 
family of uniformly bounded Banach A-bimodules (i.e. if there exists K > 0 with 
IIaxAII < KIIaIIIIxAII and  IIxAaII KIlalIlIxAll, for all a E A, all E X 
and all 
E A), then 1(X,\ I A E A), 1 < p oo, and co (XA I A E A) are Banach A-
bimodules with module actions defined coefficientwise. If A is the unitisation of 
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A and X is a Banach A-bimodule, then X becomes a unital Banach A-bimodule, 
denoted by , with (a @ t)x = ax + tx and x(a e t) = xa + tx, for all a t E A 
and all x E X. Obviously if B is a Banach algebra and J: B -* A is an algebra 
homomorphism, then any Banach A-bimodule X becomes a Banach B-bimodule 
with the module actions defined by bx = J(b)x and xb = xJ(b), for all b E B and 
all x E X. 
A notion that is in the centre of the study of bounded Hochschild cohomology 
is the notion of a dual A-bimodule. If A is a Banach algebra and X is a Banach 
A-bimodule, then it is easy to see that the dual of X, X, becomes a Banach 
A-bimodule if we define 
	
(af)(x) = f(xa) and (fa)(x) = f(ax) 	 (1.7) 
for all a e A, all f E X and all x e X. We will call modules of that form 
dual A-bimodules. We can easily see that a Banach A-bimodule X is a dual A-
bimodule if and only if there exists a Banach space X,, such that X is isometrically 
isomorphic to (X)* and the maps x '-4 ax : X -* X and x xa: X -+ X are 
weak* continuous for all a E A. Obviously a weak* closed A-submodule of a dual 
A-bimodule is also a dual A-bimodule. 
We can now define the bounded Hochschild cohomology complex of a Ba- 
nach algebra A, with coefficients in a Banach A-bimodule X. For each n > 1 
let £(A, X) be the space of bounded n-linear maps (which we will also call 
(bounded) n-cochains) from An into X and £(A, X) = X. The coboundary 
map 8 : £(A,X) —~ L'(A,X) is defined by 
= ax - xa 	 (1.8) 
for alix EX and allaE A and by 
a()(a1,...,a+i) =a i (a2, ...  ) an+i ) 
• :ii: (_1)'(ai, ... a/a1, ..., anti) 	(1.9) 
1<k<n 
• (_1)tm+(ai,...,an)an+i 
for all n > 1, all 0 E .C(A, X) and all a 1 , ..., a 1 E A. It is obvious that, for all 
n > 0, 3' is a well-defined bounded linear map, with 
1119n1l<n  + 2K, where K 
is the bound of the module actions. A tedious, but straightforward, calclulation 
shows that 3tm911 = 0, for all n > 1 ({Hol}, p.60, or [SSm1], pp.2-3). Hence we 
can form the bounded Hochschild cohomology complex of A, with coefficients in 
X, 
 al 	2 	
a2 
Lo (A, X) -4.C(A, X)--C(A, X)- ~ ... 
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For all n > 1 we will denote Ker(ô') by Z(A, X) and Irn(a') by 13(A, X). 
We will call the elements of Z(A, X) (bounded) n-cocycles and the elements 
of 13(A, X) (bounded) n-coboundaries. Since &ô' = 0, B(A, X) is a linear 
subspace of Z(A, X). Thus we can take the quotient Z(A, X)/l3(A, X). This 
quotient is called the nth bounded Hochschild cohomology group of A, with coef-
ficients in X, and is denoted by fl(A, X). Note that Z(A, X) coincides with the 
set of bounded derivations from A into X (i.e. bounded linear maps D : A -~ X 
with D(ai a2 ) = aiD(a2)+D(al)a2, for all a 1 , a2 e A) and B(A, X) coincides with 
the set of inner derivations from A into X (i.e. maps of the form 8°(x): A —p X 
with ô° (x)(a) = ax - xa, for all a E A, where x E X) and thus W 1 (A,X) = {0} 
if and only if all the bounded derivations from A into X are inner. (Obviously 
Z ° (A, X) = Ker(D° ) = Z(A, X). We can define B(A, X) to be equal to {0} 
and take the 0th bounded Hochschuld cohomology group fl(A, X) = Z(A, X). 
We will consider cohomology groups only for n > 1.). We will say that '7I(A, X) 
vanishes if W ' (A, X) = {0}. We must mention here that B(A, X) is not always 
a norm closed subspace of Z(A, X) (see [KLRi], Example 6.2) and therefore 
fl(A, X) is not always a normed space. 
A very useful technique in the study of Hochschild cohomology groups is the 
reduction of dimension trick discovered by Hochschild ([Hol], Section 3) for the 
purely algebraic case and extended to the bounded case by Johnson ([J2], Section 
1.a). If A is a Banach algebra and X is a Banach A -bimodule, then, for all 
n > 1, £(A, X) becomes a Banach A-bimodule with the module actions of A 
on £(A,X) defined by 
(a)(ai , ..., a,) = a(ai , ...) a,) 
and 
(a)(a i ,...,an) =(aa 1 ,...,a) 
• 	>1 (_1)'(a,al,...,akak+l, ... ,an) 
1<k<n-1 
• (-1)(a, a 1 , ..., a_i)a 
Then the natural isometric isomorphism J : L'(A,X) -~ 
defined by J()(a)(ai , ..., a) = 	(a, a1 , ..., an), for all F E £(A, X) and 
all a,al , ..., an E A, induces an isomorphism between the cohomology groups 
fl 1 (A,X) and 	A,I(A,X)). 
We finish our discussion of bounded Hochschild cohomology with the definition 
of an amenable and an n-amenable Banach algebra. 
Definitition 1.2.10. Let A be a Banach algebra. 
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We will say that A is amenable if '1-t(A, X) = {O}, for all dual A-
bimodules X and all n e N. 
For each n E N, we will say that A is n-amenable if?-t(A,X) = {O}, for 
all dual A-bimodules X. 
Remark 1.2.13. (i) Amenable Banach algebras were defined by Johnson ([J2], 
Section 5). One of the earliest results about bounded Hochschild cohomology was 
Johnson's characterisation of amenable groups (see Section 5.1 for the definition 
of amenable groups) in terms of amenability of their group algebras: if G is a 
locally compact group, then L 1  (G) is an amenable Banach algebra if and only if 
G is an amenable group ([J21, Theorem 2.5). 
(ii) The study of n- amenability for n > 1 was initiated by Effros and Kishimoto 
([EKi], Section 3). The term n-amenable is due to Paterson ([Pa2]). 
If A is a Banach algebra and X is a dual A-bimodule, then, for all 
n > 1, the reduction of dimension module L(A, X) is also dual. Thus if A is 
rn-amenable, then A is (rn + n)-amenable, for all n > 1. In particular if A is 
1-amenable, then A is amenable. 
A Banach algebra A is amenable if and only if there exists a virtual 
diagonal for A, i.e. an element M of(AA)** with aM = Ma and lr**(M)a = 
for all a e A, where the module actions of A on AA are defined by a(a i (9a2) = 
(aai ) ® a2 and (ai ® a2 )a = a1 ® (a2a), for all a, a1 , a2 E A, a is the element 
of A** corresponding to a and ir : AA -4 A is defined by ir(a i 0 a2 ) = a1 a2 , 
for all a1 , a2 E A (see [Ji], Theorem 1.3 or [BoD], Theorem 43.9). A similar 
characterisation of n-amenability of A, in terms of n-virtual diagonals, which are 
generalisations of virtual diagonals, has been obtained, if A is unital, by Effros 
and Kishimoto ([EKi], Theorem 3.1, see also [Pa2], Theorem 3.2). 
Remark 1.2.14. We can also view bounded Hochschild cohomology of Banach 
algebras as a relative homology theory. This is the approach developed by Helem-
skii ([He]). We will not use this approach in this thesis. 
1.2.2.2 Completely bounded Hochschild cohomology 
If A is a C* algebra  and V is an operator space, then the Christensen-Sinclair rep- 
resentation theorem for completely bounded multilinear maps (Remark 1.2.11(u)) 
gives a nice description of the spaces V), for which no analogue exists in Cb 
the bounded case. This was the main motivation behind the introduction of com-
pletely bounded Hochschild cohomology groups (and vice versa). For those groups 
to be well-defined the coboundary map an must map 14(A, V) into £' (A, V)cb 
and be completely bounded. That happens if we consider algebras which are 
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operator spaces and have completely bounded multiplication and modules which 
are operator spaces and have completely bounded module actions. We start with 
the definitions of those algebras and modules. 
The correct category of algebras to consider when we study completely bounded 
Hochschild cohomology are operator algebras. We will call a normed algebra A 
an operator algebra if it is a subalgebra of 13(H) for some Hilbert space H and 
is equipped with the natural sequence of matrix norms {II.IIB(Hn)}neN. If A is 
an operator algebra, then the multiplication (ai , a2 ) t— a1 a2 : A x A — A is a 
completely contractive bilinear map. On the other hand if A is a normed algebra 
which is an operator space and has completely bounded multiplication, then A is 
completely isomorphic to an operator algebra (completely isometrically isomor-
phic if A has a unit element of norm 1 or a contractive approximate identity and 
the multiplication is completely contractive) as it was proved in [BRS], Theorem 
3.1, [R2], Theorem 2.2, and [133], Theorem 2.2 (there is a very nice account of 
those results in Chapter 4 of [Pi7]). 
Definitition 1.2.11. Let A be an operator algebra and X be a matricially normed 
space. We will say that X is a completely bounded A-bimodule if X is an 
A-bimodule and the maps (a, x) i — ax : A x X —* X and (a, x) i —* xa 
A x X —+ X are completely bounded bilinear maps, i.e. if there exists K > 0 
such that II(1<kn akxk3) In < KII(a1j) 	(x v ) In and (>1<k<n  xkakJ) I 
KII(ajj)IInII(xij)IIn, for all n e N, all (a23 ) e M(A) and all (x) E M(X). If 
K < 1, then we will say that X is completely contractive. We will call X an op-
erator completely bounded A-bimodule if X is an operator space. We will call X 
an LP completely bounded A-bimodule, for 1 < p < 00, if X is an L" matricially 
normed space. 
Remark 1.2.15. If A c 13(H) is an operator algebra and X is a subspace of 
13(H) such that axb E X, for all a, b E A and all x e X, then X is an operator 
completely contractive A-bimodule. All operator completely bounded A-bimodules 
are of that form up to complete isomorphism, i.e. if X is an operator completely 
bounded A-bimodule, then there exist a Hubert space K and complete isomor-
phisms 0 X —+ 13(K) and ir : A —* 13(K), such that ir is an algebra homomor-
phism, with 0(axb) = 7r(a)0(x)7r(b), for all a, b e A and all x E X ([B4], Theorem 
2.2). If moreover A has a contractive approximate identity and X is an essential 
operator completely contractive A-bimodule, then 0 and ir are complete isometries 
([B4], Theorem If A is a C* algebra, then ir is a * representation ([CES], 
Corollary 3.3, [ER1], Theorem 2.1). 
It is easy to see that Definitions 1.2.7, 1.2.8 and 1.2.9 and the constructions 
described after Definition 1.2.9 have completely bounded counterparts. 
Suppose that A is an operator algebra and X is a completely bounded A-
bimodule. Which of the three matricial norm structures that we have defined on 
X makes it a completely bounded A-bimodule with the module actions defined 
as in (1.7)? A straightforward calculation shows that the answer to this question 
is the reversed tracial dual X of X ([ER1], pp.148-9). We will call a completely rt 
bounded A-bimodule X a dual completely bounded A-bimodule if there exists a 
completely bounded A-bimodule Y with X = Yr*t  and the module actions of A 
on X are defined as in (1.7) (with Y in the place of X). 
If A is an operator algebra and X is an operator completely bounded A-
bimodule, then, for all n E N, the coboundary map 
an  defined as in (1.8) and (1.9) 
maps £d,(A, X) into £'(A, X) and is completely bounded with 1119 n1j, :5 n+2K cb 
(the L°° property of both A and X is essential in proving that). Thus we can form 
the completely bounded Hochschild cohomology complex of A, with coefficients 
in X, 
£(A, X)-+C(A, X)--f,(A, X)!4... cb 
As in the bounded case we define, for all n > 1, Z,(A, X) to be the kernel of 3', 
B(A, X) to be the image of 8' and 9-1,(A, X) to be the quotient of Z,(A, X) 
by l3 b (A, X). We will call flCb(A, X) the nth completely bounded Hochschild co-
homology group of A, with coefficients in X. The elements of £(A, X) will be cb 
called (completely bounded) n-cochains, the elements of Z,(A, X) (completely 
bounded) n-cocycles and the elements of 5(A, X) (completely bounded) n-
coboundaries. Obviously 8°  (x) is completely bounded for all x E X and thus 
the spaces B,(A,X) and L3(A,X) coincide. 
As we mentioned in Remark 1.2.11(iv), the space £'(A, X) is not isomorphic cb 
to the space £Cb (A, £(A, X)). Thus the reduction of dimension trick that we cb 
discussed in the bounded case does not apply here. 
The notions of an amenable and an n-amenable Banach algebra are replaced 
in the completely bounded case by the notions of a completely amenable and a 
completely n-amenable operator algebra. 
Definitition 1.2.12. Let A be an operator algebra. 
We will say that A is completely amenable if'Hb(A, X) = {O}, for all dual 
operator completely bounded A-bimodules X and all n e N. 
For each n E N, we will say that A is completely n-amenable if 1t6 (A, X) = 
{O}, for all dual operator completely bounded A-bimodules X. 
Remark 1.2.16. Due to the lack of a reduction of dimension trick an analogue 
of Remark 1.2.13(iii) does not hold here, i.e. complete rn-amenability of A does 
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not imply complete (m+n) -amenability of A. In particular completely 1-amenable 
does not imply completely amenable. We don't know of any characterisations of 
complete n-amenability in terms of n-virtual diagonals. An argument involving 
the minimal operator space structure on a Banach space X, MIN(X), and the au-
tomatic complete boundedness of all bounded maps from an operator space Y into 
MIN(X) ([Pi7], p.16) shows that complete n-amenability implies n-amenabiltity, 
for all n E N. On the other hand 1-amenability implies complete 1-amenability 
since 13(A,X) = 8 ' (A, X) 
Remark 1.2.17. Ruan has developed a different kind of completely bounded co-
homology ([R3], [R4]). He considered algebras with matricially bounded multipli-
cation and modules with matricially bounded module actions and constructed the 
complex (L b (A, X), 19n). Moreover he introduced a notion of amenability, opera-
tor amenability, for that cohomology complex. We will not deal with that kind of 
completely bounded cohomology. We believe that the constructions and the results 
of Chapters 2, 9 and 4 hold there as well. 
1.2.2.3 Normal Hochschild cohomology 
If A is an operator algebra, then it inherits the ultraweak topology from 
8(H). 
The existence of this topology on A leads to the definition of normal A-bimodules 
and normal cohomology groups. 
Definitition 1.2.13. Let A be an operator algebra and X be a dual A-bimodule. 
We will say that X is a normal A-bimodule if the maps a '-+ ax : A -* X and 
a '-+ xa : A -+ X are ultraweak weak* continuous for all x E X. 
It is easy to see that a weak* closed A-submodule of a normal A-bimodule is 
a normal A-bimodule. 
If A is an operator algebra and X is a normal A-bimodule, then the cobound-
ary map 9' maps the space of n-linear separately ultraweak weak* continuous 
maps I(A, X) into the space of (n + 1)-linear separately 
u1traweak weak* con-
tinuous maps £'(A, X). That allows us to define the normal Hochschild coho-
mology complex of A, with coefficients in X, 
,C0 (A, X) - --*I(A, X) - ~1(A, 
The nth normal Hochschild cohomology group of A, with coefficients in X, 
9,(A, X), is the quotient of Z(A, X) = Ker() by 8(A, X) = Im(9' 1 ). 
In a similar manner we can define normal completely bounded A-bimodules 
(see [ER1], Theorem 4.1, for a representation theorem for normal completely 
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bounded A-bimodules X, when A is a von Neumann algebra and X has a predual 
which is a Banach space), the normal completely bounded Hochschild cohomol-
ogy complex of A, with coefficients in X, and the normal completely bounded 
cohomology groups X). 
For von Neumann algebras we have the following notion of amenability (see 
the openning discussion in Section 5.2 for more information on amenable von 
Neumann algebras). 
Definitition 1.2.14. Let M be a von Neumann algebra. We will say that M is 
amenable if fl(M, X) = {O}, for all normal M-bimodules X and all n E N. 
Using reduction of dimension, we can easily see that M is amenable if and 
only if W 1 (M, X) = {O}, for all normal M-bimodules X. 
1.2.2.4 13-relative Hochschild cohomology 
The notion of module maps defined in Definition 1.2.8 can be extended to multi-
linear maps. 
Definitition 1.2.15. Let A be a Banach algebra, X and Y be Banach A-bimodules 
and qS X —+ Y be a bounded n-linear map, n > 1. We will say that 0 is a 
bounded A-module, or A-modular map, if 
for all a e A, all x 1 , ..., Xk, Xk+1, ..., x,- e X and all 1 < k < n-1.  We will 
denote the set of all bounded n-linear A-module maps between X" and Y by 
/A). 
If A is a Banach algebra, B is a subalgebra of A and X is a Banach A-
bimodule, then li maps £'(A, X /13) into £'(A, X : /13). That allows 
us to define the bounded B-relative Hochschild cohomology complex of A, with 
coefficients in X, 
£(A, X /B)(A, X : /B)(A, X: /B)... 
where J(A, X : 18) = {x e X I bx = xb, for all b E B}. The nth bounded B-  
relative Hochschild cohomology group of A, with coefficients in X, 7-t(A, X: /8) 
is defined in a similar manner to the ones defined previously. We can also define 
the groups ?in (A,X : /8), H(A,X: /5) and ?-( Cb(A,X : 18). 
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A slightly different version of 8-relative Hochschild cohomology can be defined 
if we assume that the elements of £A, X : 113) have the properties of Definition 
1.2.15 together with the property that 4(ai, ..., a) = 0 if any of the ak 's, 1 < k < 
n, is an element of B. We will not consider this version. 
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Chapter 2 
The splitting of the cohomology 
In this chapter we will discuss the notion of splitting for Hochschild cohomology 
groups and the Hochschild cohomology complex. For a minute we go back to 
the purely algebraic case. Let us consider an associative linear algebra A and an 
A-bimodule X and form the Hochschild cohomology complex 





The vector space L (A, X) can be decomposed into the direct sum of its subspaces 
ff1 (A,X) and C1 (A,X) e 13'(A,X). On the other hand C''(A,X) can be 
decomposed into the direct sum of Z'(A, X) and £''(A, X) e Z' (A, X). 
Since Z'' (A, X) and 1?' (A, X) are, respectively, the kernel and the image of 
the coboundary map ô -1 , those decompositions give rise to a map 
-+ 
with 9n_1ôn-1 = 8n-1 We can see that both an- ISn and sö 1 are projections, 
with Im(8 1 8) = 13'(A,X) and Im(sa"') = £''(A, X) e Z''(A,X). 
Thus if we take two consecutive such maps s,, and the map O''s + s1O 
is a projection that maps L(A,X) onto C1(A,X)  e (Z(A,X) e B(A,X)), 
which is isomorphic to C(A, X) e W(A, X). So, if ?-(Th(A, X) vanishes, then 
9 -1 s + s+iO' = idn(A,x). (For a more general discussion on the same lines 
see [We], pp.15-16). Those ideas lead to the definition of a split complex which 
is standard in homological algebra. 
Definition 2.0.1 ([We], Definition 1.4.1) A complex 
C = . . . 
On-1,- 	Oii 
is called split if, for all it e N, there exist maps s : C -+ C, 1 such that 
= 871+1 . The maps s n  are called splitting maps. If in addition C is 
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acyclic (exact as a sequence), we say that C is split exact. 
A natural question that arises in the study of the cohomology theory of Banach 
algebras, which is related to the ideas discussed in the previous paragraph, is the 
following: Suppose that A is a Banach algebra and X is a Banach A-bimodule. 
If fl(A, X) vanishes, i.e. if any bounded derivation from A into X is an inner 
derivation, can we recover, in a "good" way, for any derivation D e Z'(A, X), 
an element x E X, with D = O°(x)? This question can be reformulated in the 
following way: Does there exist a bounded linear map s1 : Z,1 (A X) —p X, with 
a°s1 (D) = D, for all D e Z(A,X)? A careful glance at the map s 1 , will show 
that it has the same defining property as a splitting exact map of Definition 2.0.1, 
but instead of being defined on £(A, X) it is defined on Z,1 (A X). Obviously 
the previous question can also be asked for n> 1 and for the completely bounded 
cohomology. 
The discussion so far gives us five ways to define splitting for bounded and 
completely bounded cohomology groups. The first two depend on the existence of 
a map sn from B(A,X) or £(A,X) into L 1 (A,X) with 
an— 1 snan-1  = 
and correspond to the homological notion of a split complex. The third and the 
fourth depend on the existence of a map Sn from Z(A, X) or £ 1 (A, X) into 
£ 1 (A, X), with 3n_1 S () = , for all 0 e Z,(A, X) and correspond to the ho-
mological notion of a split exact complex. The fifth depends on the existence of 
a pair of maps 8n:  L(A, X) -+ £ 1 (A, X) and sH1 : £'( A, X) —4 £(A, X), 
decomposing the identity on £(A,X) into the sum + s +i'• It is 
obvious that in all five cases the corresponding- continuity conditions must hold 
for the maps Sn. Although defining types of splitting with the splitting maps s 
defined on B(A, X) or on Z(A, X) instead of L(A, X) seems to be an unre-
quired complication those types of splitting turn out to be quite interesting. The 
first one (8n from B(A, X) into £ 1 (A, X) with ôn_IS nôn_ 1 = ô'), although 
being very weak, is related to injectivity for von Neumann algebras as we will 
show in Section 5.3. The second one (S n from Z(A,X) into £'(A,X) with 
5n_1(5) = , for all 0 e Z(A, X)) is the only one on which the averaging and 
lifting results for the cohomology of von Neumann algebras can be applied (see 
Section 5.1). 
There are two central themes in the study of splitting. The first is the relation 
between the existence of splitting maps and the complementation of (A, X) 
in £(A, X) and of B(A, X) or Z(A, X) in L(A, X) (in the purely algebraic 
case this complementation is automatic and hence splitting maps always exist, 
as we mentioned in the first paragraph). In general we tend to think of the 
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study of Hochschild cohomology as the study of the relation between cocycles 
and coboundaries. The above mentioned connection shows that studying the 
Hochschild cohomology complex we can also obtain information about the way 
B.' (A, X) and Z' (A, X) "sit" inside .C(A, X). The second theme is the interac-
tion between the splitting of consecutive cohomology groups. 
We will study first the bounded case, then the completely bounded one and 
finish with the case of the bounded relative cohomology. 
We could have defined similar types of splitting for normal cohomology groups. 
There the categorically correct type of continuity for the splitting maps would 
have been weak* continuity. We don't have enough space to study this normal 
version of splitting. Moreover in the cases where we use splitting arguments for 
the normal cohomology groups in Chapter 5 we only have to consider bounded 
splitting maps. 
2.1 Splitting of the bounded Hochschild coho-
mology 
In this section we study the notion of splitting for the bounded Hochschild co-
homology. In the first part we will study the notion of splitting for bounded 
Hochschuld cohomology groups. We will define five different types of splitting for 
the group fl(A, X). As we will see all five types of splitting are equivalent to 
geometric properties of the spaces Z'(A, X), B(A, X) and Z(A, X). After 
defining each type of splitting we will give its geometric characterisation. The 
splitting of fl(A, X) depends on the existence of certain maps, which we call 
splitting maps. For each type of splitting we will give the properties of the set of 
splitting maps, which show that the individual splitting maps are not important. 
After doing that we will give the relation between the type of splitting we are 
studying and the ones previously defined. When we have defined all five types 
of splitting, given their geometric characterisations and the properties of their 
respective sets of splitting maps and studied the relation between them, we will 
give some algebraic properties of splitting (i.e. a reduction of dimension result 
and some remarks about how splitting behaves with respect to isomorphic mod-
ules, submodules, quotients and direct sums of modules, unital modules and the 
unitisation of the algebra). We will finish with a remark about the relation be-
tween the splitting of the first bounded cohomology group of an algebra A, with 
coefficients in an A-bimodule X, and the complementation of Z(A, X) in X. 
In the second part of the section we will study the splitting of the bounded 
Hochschild cohomology complex. The main result is that the third, fourth and 
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fifth type of splitting coincide on the complex and so we don't have to distinguish 
between them on that level. 
2.1.1 Splitting of the bounded Hochschild cohomology groups 
Definitition 2.1.1. Let A be a Banach algebra and X be a Banach A-bimodule. 
We say that the nth bounded cohomology group of A, with coefficients in X, splits 
(I) if there exists a bounded linear map 
S n : Bcn 	- 
with 
an_is = d1n(A,X) 
The map Sn  is called a splitting map of the first kind. 
The following proposition gives a geometric characterisation of split (I). In 
particular it shows that if 7t(A, X) splits (I), then B(A, X) is a closed subspace 
of £(A, X) and so 9-1(A, X) is a Banach space. 
Proposition 2.1.1. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n E N, the following are equivalent: 
The nth bounded cohomology group of A, with coefficients in X, splits (I). 
Z'(A,X) is complemented in £_i(A,X) and !3(A,X) is a closed 
subspace of £(A, X). 
Proof If fl' (A, X) splits (I), then there exists a bounded linear map 
S n B(A,X) —+ 
with On_1s  = dBn(A,X). Given E £_i (A, X), the condition for split (I) implies 
that 
= sn (8Th_i sn (an_l ())) = 
and thus 5n8 	and idcn_1(A,x) — 	are bounded projections. Obviously 
idc -1 (A ,x)  — sa'' 1 maps £ 1 (A,X) into 
Z_i(A,X). Moreover, if 4 is an 
(n — 1)-cocycle, then 
(idr 1 (A,x ) — sa')() = 0 - s (8n_ 1 ()) = 
and hence Irn(idrn_1(A,x) — s5n_l) = Z'(A,X). Therefore 
Z_i(A,X) is 
complemented in L'(A, X). To show that 13 (A, X) is closed, take a se- 
quence Jan-1  (0,.)I,-EN in 13(A, X) converging to some 	E £'(A, X). Then 
of 
{ a-'(5m)}meN is Cauchy and hence 18n . m )} m EN converges to some q E 
£'(A, X). Therefore 





and so 0 E 13n (A X), which proves that B(A, X) is closed. 
Conversely suppose that Z'(A, X) is complemented in £ 1 (A, X) and 
B(A,X) is a closed subspace of .C(.A,X). Since Z'(A,X) = Ker(5') 
is complemented in £ 1 (A,X) and 8(A,X) = Im(5" 1 ) is closed, from the 
inverse mapping theorem, B(A, X) is isomorphic to L' (A, X) ê Z'(A, X) 
and so there exists a bounded linear map 
71 : 13(A,X) -4 
with (& —' ir)(I') = , for all 0 E B(A, X), i.e. 71 is a splitting map of the first 
kind. 	 D 
Remark 2.1.1. In [J6], pp.253-, Johnson gave the following definition: If A is 
a Banach algebra, X and Y are Banach A-modules and 0 : X —+ Y is a bounded 
A-module map, then q is called admissible if Ker(q) is a complemented subspace 
of X and Im(cb) is a closed subspace of Y. This definition can be generalised 
to bounded linear maps between normed spaces. We will call a bounded linear 
map 0 : X —+ Y between the normed spaces X and Y admissible if Ker() is 
complemented in X and Irn(q) is closed in Y. If X and Y are Banach spaces and 
: X -4 Y is an admissible map, then there exists a bounded map 0 : Im(çb) —+ X 
with 00 = dIm (4,). Using this terminology the result of the previous proposition 
can be rephrased in the following way: ?-(A, X) splits (I) if and only if 5 - 
admissible. 
We must mention that the complementation of Z 1 (A,X) in £'(A,X) 
does not imply by itself that ?in  (A X) splits (I) (see the remarks following Propo- 
sition 2.1.23). 
In the following proposition we show that the set of splitting maps of the first 
kind is a closed convex set which is stable under addition with maps mapping 
Bcn into Z'(A,X). 
Proposition 2.1.2. Let A be a Banach algebra and X be a Banach A-bimodule. 
If the nth bounded cohomology group of A, with coefficients in X, splits (I), then 
the following hold: 
37 
The set of splitting maps of the first kind is a convex closed subset of 
£(B(A, X), 	'(A, X)). 
If Sn  is a splitting map of the first kind and 
7= {F e (13(A,X),L'(A,X)) I .T'(B(A,X)) c Z'(A,X)} 
then the set of splitting maps of the first kind is the equivalence class of sn  in 
£,(B(A, X), £ 1 (A, X))/T. 
Proof. (i) It is obvious that the set of splitting maps of the first kind is convex. 
Moreover if {s}EA  is a net of splitting maps of the first kind converging, point-
wise on B(A, X), to a map s, then it is easy to see that s, is a splitting map 
of the first kind. 
(ii) It is easy to see that if (F E T, then 3n-19n-1 = 0 and therefore 
t9''(s + 	(19 n-1 	
= 5n_1() 
for all 3n_1(0)  e 13(A,X), i.e. s,,, + (F is a splitting map of the first kind. On 
the other hand if s, and s' are splitting maps of the first kind, then 
an-1  (s - 
s,)(O 1 ()) = 0, for all 	1 (q5) E B(A,X) and so s - s' E Y. 	 LI 
We move now to the second type of splitting. Its only difference from the first 
type is that the splitting maps are defined on the whole of C(A, X) and not just 
on B(A,X). 
Definitition 2.1.2. Let A be a Banach algebra and X be a Banach A-bimodule. 
We say that the nth bounded cohomology group of A, with coefficients in X, splits 
(II) if there exists a bounded linear map 
Sn : £(A,X) - L'(A,X) 
with 
= 8n-1 
The map Sn  is called a splitting map of the second kind. 
The following proposition gives a geometric characterisation of split (II). 
Proposition 2.1.3. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n E N, the following are equivalent: 
The nth bounded cohomology group of A, with coefficients in X, splits (II). 
Z 1 (A,X) is complemented in £'(A,X) and 13(A,X) is comple- 
mented in £(A,X). 
Proof If the nth bounded cohomology group of A, with coefficients in X, splits 
(II), then there exists a bounded linear map 
S, £(A,X) -~ £(A,X) 
with a1 s5n-1 = an-1. As in Proposition 2.1.1, we can prove that idcn_ 1 (A,x) — 
s5' is a bounded projection that maps 	'(A,X) onto Z'(A,X). More- 
over since 
(as)2 = (5 1 sô 1 )s = 
an- 1 Sn is a bounded projection. It is easy to see that irn(ô 1 8) 
= B(A,X) 
and therefore B(A, X) is complemented in £(A, X). 
Conversely suppose that Z 1 (A,X) is complemented in £'(A,X) and 
8(A, X) is complemented in .C(A, X). As in Proposition 2.1.1, there exists 
a bounded linear map 
71 : 13(A,X) —p £(A,X) 
with (8'7r)('') = , for all O e B(A, X). Moreover, since Bcn 	X) is comple- 
mented in L (A, X), there exists a projection 
p: L(A,X) —f £(A,X) 
with Im(p) = Bcn 	Now if 
S : L(A,X) -+ .C'(A,X) 
is defined by Sn = 71p, then given 0 E .C 1 (A, X) we get 
= o(ô()) = 
and so Sn  is a splitting map of the second kind. 
	 K 
In particular the previous proposition implies that if 9-1 (A, X) splits (II), 
then ?(A, X) is a Banach space isomorphic to Zcn 	X) e B(A, X). 
Using the previous proposition we can see that the simplest case of split-
ting of the second kind arises when 8(A, X) = {O} (since then Z 1 (A, X) 
C'(A,X) and so Z'(A,X) is complemented in £'(A,X) and B(A,X) iscn 
complemented in £ (A, X)). For example, if A is a Banach algebra and X is an 
abelian Banach A-bimodule, then the first bounded cohomology group of A, with 
coefficients in X, splits (II). 
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The existence of a splitting map of the second kind s, : L'(A, X) —+ L -- '(A, X) 
does not imply that ?in  (A, X) = { O}. To see that let A = A(1U) be the disc alge-
bra and X = C, with the module actions of A on X defined by f  = f(z o )A = Af, 
for all f E A(D) and all A E C, where z0 E imt(ID). Then fl(A, X) does not 
vanish ([J21, p.88). On the other hand using the previous observation we can see 
that fl(A,X) splits (II), since X is an abelian A-bimodule. 
The following proposition gives the properties of the set of splitting maps of 
the second kind. 
Proposition 2.1.4. Let A be a Banach algebra and X be a Banach A-bimodule. 
If the nth bounded cohomology group of A, with coefficients in X, splits (II), then 
the following hold: 
The set of splitting maps of the second kind is a convex closed subset of 
£(C(A, X), C'(A, X)). 
If Sn  is a splitting map of the second kind and 
7- = {I e £(r A,X),C 1 (A,X)) I I(B(A,X)) c z 1 (A,X)} 
then the set of splitting maps of the second kind is the equivalence class of Sn in 
£(jA, X), £'(A, X))/Y. 
Proof. It is similar to the proof of Proposition 2.1.2. 	 0 
For the following three types of splitting we will give the properties of the sets 
of splitting maps right after their geometric characterisation without any further 
comments. In all three cases the proofs are similar to that of Proposition 2.1.2. 
We can see from Proposition 2.1.3 that the splitting of the second kind of the 
nth bounded cohomology group of A, with coefficients in X, gives us information 
about both £ 1 (A, X) and £(A, X). So if two consecutive cohomology groups 
1-t(A, X) and 7-t'(A, X) split (II) we have information about £'(A, X) com-
ing from both those splittings. In the following proposition we show how this 
information can be combined. 
Proposition 2.1.5. Let A be a Banach algebra and X be a Banach A-bimodule. 
If both the nth and the (n+1)th bounded cohornology groups of A, with coefficients 
in X, split (II) and s, and Sn+1  are splitting maps of the second kind, then the 
map 
5's + s71ô' : £(A, X) —+ L(A, X) 
is a bounded projection, with 
Irn(5' 1 s + s 1 a) = C(A, X) e (Z(A, X) eL3 cn (A, X)). 
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Proof. As we showed in the proof of Proposition 2.1.3, ô''s is a bounded pro- 
jection that maps £(A, X) onto B(A, X) and s,-+i3' is a bounded projection 
mapping £(A, X) onto £(A, X) e Z(A, X). Now the result follows immedi- 
ately, since 13(A,X) c Z(A,X). 	 0 
It is obvious from the definitions of splits (I) and (II) that the second type of 
splitting is stronger than the first one. The following proposition gives the exact 
relation between them. 
Proposition 2.1.6. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n e N, the following are equivalent: 
The n-th bounded cohomology group of A, with coefficients in X, splits (I) 
and T3(A,X) is complemented in £(A,X). 
The n-th bounded cohomology group of A, with coefficients in X, splits 
(II). 
Proof. It follows directly from the geometric characterisations of the first and the 
second type of splitting (Propositions 2.1.1 and 2.1.3). 	 0 
Remark 2.1.2. We could have defined an intermediate type of splitting between 
the first and the second one, by demanding that the splitting maps are defined on 
Z(A, X). Obviously the splitting of that type is equivalent to the complementa-
tion of Z 1 (A,X) in £'(A,X) and of I3(A,X) in Z(A,X). Moreover it 
is stronger than the first one and weaker than the second. As it will not appear 
in any of the cases we will discuss in Chapter 5, we decided not to deal with that 
type of splitting. 
We continue with the definition of the third type of splitting. 
Definitition 2.1.3. Let A be a Banach algebra and X be a Banach A-bimodule. 
We say that the nth bounded cohomology group of A, with coefficients in X, splits 
(III) if there exists a bounded linear map 
S n : Z(A,X) -+ 
with 
an_ls = idzn(A,x) 
The map sn is called a splitting map of the third kind. 
In the following proposition we give a geometric characterisation of split (III). 
Whereas the two previous types of splitting do not imply the vanishing of the 
cohomology group, the third one does. 
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Proposition 2.1.7. Let A be a Banach algebra and X be a Banach A-bimod'ale. 
Then, for all n e N, the following are equivalent: 
The nth bounded cohomology group of A, with coefficients in X, splits (III). 
Z' (A, X) is complemented in r -1 (A, X) and 91(A, X) = {O}. 
Proof. Suppose that 9-( (A, X) splits (III). Then there exists a bounded linear 
map 
Sn: Z'(A,X) -+ C'(A,X) 
with an-1 Sn = idzn(A,x). Obviously that implies the vanishing of fl(A, X). 
Moreover, as in Proposition 2.1.1, we can prove that id-1(Ax) - sc9'' is a 
bounded projection, with Im(idn-1(A,X) — S n DTh_1 ) = Z'(A, X). Therefore 
Z 1 (A,X) is complemented in C 1 (A,X). 
Conversely suppose that fl(A, X) = { O} and Z 1 (A, X) is complemented in 
£'(A,X). Since Z'(A,X) is complemented in .C'(A,X) and B(A,X)(= 
Zcn X), since 1(A, X) = {O}) is closed, there exists, as in the proof of Propo-
sition 2.1.1, a bounded linear map 
ir: Zcn 	- 
with (ô''7r)(0) = ', for all ' e Zcn 	X). Hence it is a splitting map of the 
third kind. 	 El 
Although the condition "Z'(A, X) is complemented in £'(A, X)" in (ii) 
of the previous proposition appears to be quite weak it is not. In Section 5.3 we 
will show that there are many cases where 7i(A, X) does not split (III) although 
it vanishes. 
Proposition 2.1.8. Let A be a Banach algebra and X be a Banach A-bimodule. 
If the nth bounded cohomology group of A, with coefficients in X, splits (III), 
then the following hold: 
The set of splitting maps of the third kind is a convex closed subset of 
£(Z(A, X), L - '(A, X)). 
If Sn  is a splitting map of the third kind and 
7_= {*:I:  e £ (Z1(A,X),_1(A,X)) I (Z(A,X)) c  Z'(A,X)} 
then the set of splitting maps of the third kind is the equivalence class of Sn  in 
£(Z(A, X), £'(A, X))/Y. 
The example of the disc algebra and the module C that we discussed after 
Proposition 2.1.3 gives an example of a cohomology group which splits (II), and 
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thus (I), but does not vanish, which implies that it does not split (III). On the 
other hand it is easy to see that the third type of splitting implies the first one. We 
have not been able to find an example of a bounded Hochschild cohomology group 
that splits (III), but not (II) (to get such an example we need to find a Banach 
algebra A and a Banach A-bimodule X such that Z' (A, X) is complemented in 
£ 1 (A,X), 7t1(A,X) = {O} and Z(A,X) is not complemented in .C(A,X)). 
We will discuss the relation between the first three types of splitting, together 
with their relationship to the fourth one, after we have defined the fourth type of 
splitting and discussed its properties. 
Definitition 2.1.4. Let A be a Banach algebra and X be a Banach A-birnodule. 
We say that the nth bounded cohornology group of A, with coefficients in X, splits 
(IV) if there exists a bounded linear map 
Sn : L(A,X) -~ 
with 
= 
for all 0 e Z(A, X). We call Sn  a splitting map of the fourth kind. 
In the following proposition we give a geometric characterisation of split (IV). 
Proposition 2.1.9. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all ri E N, the following are equivalent: 
The nth bounded cohomology group of A, with coefficients in X, splits (IV). 
Z'(A, X) is complemented in C' (A, X), Z(A, X) is complemented 
in L(A, X) and ?-t(A, X) = {O}. 
Proof. (i) 	(ii) Let 
L(A,X) -4 .C 1 (A,X) 
be a splitting map of the fourth kind. Obviously 7((A, X) = {O}. Moreover, 
as in Proposition 2.1.1, we can prove that id-1(A,x) - s1 O' is a bounded 
projection with image Z'(A, X). On the other hand if 0 e £(A, X), then 
= 	'sn(ö''(sn(cb))) = 
since B(A,X) c Z(A,X), and so 8's, is a bounded projection. It is easy 
to see that Irn(ô 1 sn ) = Zcn 	and therefore Z cn 	is complemented in 
£(A, X). 
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(ii) => (i) As in Proposition 2.1.7, we can prove that there exists a map 
Zrn 	—* 
with an_hr = idz (A,x). Since Z(A, X) is complemented in £(A, X), there 
exists a bounded projection 
P: £(A,X) — Z cn  
If q e Z'(A,X), then ô'ir(p(q)) = 0n1 ir(q5) = 	and thus s = 7rp is a 
splitting map of the fourth kind. 	 U 
An immediate consequence of the previous proposition is that if Zcn 	X) = 
{0}, then the nth bounded cohomology group of A, with coefficients in X, splits 
(IV). 
Proposition 2.1.10. Let A be a Banach algebra and X be a Banach A-bimodule. 
If the nth bounded cohomology group of A, with coefficients in X, splits (IV), then 
the following hold: 
The set of splitting maps of the fourth kind is a convex closed subset of 
£C(A, X), L 1 (A, X)). 
If Sn  is a splitting map of the fourth kind and 
T= {cI E £(J(A,X),C'(A,X)) 	(Z(A,X)) C Z'(A,X)} 
then the set of splitting maps of the fourth kind is the equivalence class of sn in 
f,((A, X), £'(A, X))/Y. 
Using again the example of the disc algebra and its module C we can see that 
the first and the second type of splitting do not imply the fourth one. On the 
other hand, as we show in the following proposition, the fourth type of splitting 
implies the other three. 
Proposition 2.1.11. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n e N, the following are equivalent: 
The nth bounded cohomology group of A, with coefficients in X, splits (I), 
Bcn 	X) is complemented in £ 1 (A, X) and 7t(A, X) = {O}. 
The nth bounded cohomology group of A, with coefficients in X, splits (II) 
and '1-t(A, X) = {O}. 
The nth bounded cohornology group of A, with coefficients in X, splits 
(III) and Z(A, X) is complemented in £(A, X). 
The nth bounded cohomology group of A, with coefficients in X, splits 
both (II) and (III). 
The nth bounded cohomology group of A, with coefficients in X, splits 
(IV). 
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Proof (i) <=> (ii) It follows immediately from Proposition 2.1.6. 
(iii) Since ?-((A, X) splits (II), Z'(A, X) is complemented in 
£'(A, X) and 13(A, X) is complemented in £(A, X), by Proposition 2.1.3. 
The first one together with the vanishing of ?-((A,X) implies that '1-((A,X) 
splits (III), by Proposition 2.1.7. 
= (iv) Since the nth bounded cohomology group of A, with coefficients in 
X, splits (III), Z'(A, X) is complemented in £ 1 (A, X) and H(A, X) = {O}, 
i.e. Z(A,X) = B(A,X), by Proposition 2.1.7. Thus, by Proposition 2.1.3, 
H(A, X) splits (II). 
(ii) Since 7tn(A, X) splits (III), fl(A, X) = {O}, by Proposition 2.1.7. 
c
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(iii) 	(v) It follows from Propositions 2.1.7 and 2.1.9. 	 El 
It is easy to see that the equivalence between (i) and (iii) holds if we omit 
"B(A, X) is complemented in .C(A, X)" in (i) and "Z(A, X) is complemented 
in £(A, X)" in (iii). That gives us the relation between the first and the third 
type of splitting. 
Although (iii) and (v) of the previous proposition show that the third type of 
splitting is weaker than the fourth one, we have not been able to find an example 
of a bounded Hochschild cohomology group that splits (III), but does not split 
(IV). A bounded Hochschild cohomology group that splits (III), but does not 
split (II), will provide us with such an example. 
In a manner similar to Proposition 2.1.5, we can see that if both fl' (A, X) 
and ?in  (A X) split (IV), then qn- 1 Sn and s1 i9' are bounded projections that 
map £(A, X) onto Zcn  X) and £(A, X) e Z(A, X) respectively and so 
n-1 S + s,+iô' = id(A,x). That leads us to the definition of the fifth type of 
splitting. 
Definitition 2.1.5. Let A be a Banach algebra and X be a Banach A-bimodule. 
We say that the nth bounded cohomology group of A, with coefficients in X, splits 
(V), if there exist bounded linear maps 
s, : L(A,X) —+ r'(A,X) 
and 
s1 : £' (A,X) —~ £(A,X) 
with 
n-1 Sn + s+1a n= id Cn  
We call the pair (sn , s 1 ) a pair of splitting maps of the fifth kind. 
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In the following proposition we characterise the fifth type of splitting geomet-
rically. 
Proposition 2.1.12. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n e N, the following are equivalent: 
The nth bounded cohomology group of A, with coefficients in X, splits (V). 
Z' (A, X) is complemented in C' (A, X), Z cn 	X) is complemented 
in £(A, X), B'(A, X) is complemented in £'(A, X) and '1-t(A, X) = {O}. 
Proof. Let (sn , s+1) be a pair of splitting maps of the fifth kind. Then the 
coboundary condition 9'Y' = 0 implies that both Sn and s,i are splitting 
maps of the second kind. Thus, by Proposition 2.1.3, Z'(A,X), Z(A,X) 
and 5'(A,X) are complemented in £'(A,X), £(A,X) and £ 1 (A,X) 
respectively. Moreover if 0 E Z(A, X), then 
= '9's() + s119'(') = 9fl_1(5()) 
and therefore 71n (A, X) = {0}. 
Conversely, as in Propositions 2.1.3 and 2.1.5, we can prove that since Z'(A, X) 
is complemented in £'(A, X), B(A, X) (since ?-t(A, X) = {0} and so Zcn X) 
= 8(A,X)) and Zcn 	are complemented in £(A,X) and B'(A,X) is 
complemented in L n+1 (A,x), there exist bounded linear maps 
Sn : £(A,X) - 
and 
s+i : £1(A,X) - £(A,X) 
such that a 1 s + s+i5 is a projection with 
Im(an —l S" + s+18) = £(A, X) e (Z, (A X) e Bcn  X)) 
But ?-((A,X) = {0} and so Zcn 	= 13(A,X), i.e. 	1 s + s
+ 8n 
idcn(A,x) and thus 7-(A,X) splits (V). El 
Proposition 2.1.13. Let A be a Banach algebra and X be a Banach A-bimodule. 
If the nth bounded cohomology group of A, with coefficients in X, splits (V), then 
the following hold: 
The set of pairs of splitting maps of the fifth kind is a closed convex subset 
of £(L(A, X), £ 1 (A, X)) x £(J.' (A, X), L(A, X)). 
If (Sn, s i ) is a pair of splitting maps of the fifth kind and 'T is the set 
of pairs ((D, '1) in £(L(A, X), £'(A, X)) x £C 1 (A, X), £(A, X)) which 
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satisfy the condition ô'-1 = _i9fl, then the set of pairs of splitting maps of 
the fifth kind is the equivalence class of (8 n , s+i)  in .C(L. 1 (A, X), £'(A, X)) x 
£ (A' X), £(A, X))/T. 
As we said after Proposition 2.1.3, if A = A(D) and X = C, with the module 
actions of A on X defined by Af = Af(zo) = f A, for all f E A and all A E 
X, where z0 e int(1fl), then the first bounded cohomology group of A, with 
coefficients in X, splits (II). Moreover if we define 
i(A,X) -* i(A,X) 
by ir(q5)(f) = çb(a, f), for all q E 'C2 (A X) and all f E A, where a(z) 	z - 
for all z e D and f(z) = (z - zo)'(f(z) - f(z o )), if z z 0 , and /(zo ) = f(z o ), 
a: £(A,X) -~ £(A,X) 
by or = id(A,x) + a'ir, and 
r : f,(A, X) -~ £(A, X) 
by r(q5)(f) = f(z o )a()(1, 1), for all 4 € 
L 2 (A X) and all f € A, where 1 is the 
identity 1(z) = 1 of A then s2 = T - ir is a splitting map of the fourth kind. 
Before we show that let us make two remarks that we will need in the proof. If 
jo = If € A I f(z o ) = O}, then it is easy to see that 
af=f 	 (2.1) 
for all f € 10 and that 
(flf2) - = /112 	 (2.2) 
for all f' E 'o and all f2 € A. Consider 0 € Z(A, X). Then (2.1), (2.2) and 
= 0 imply that 
-(f1,f2) = a1(lr(q5))(fl,f2) 	 (2.3) 
for all fi € 10 and all 12 € A. On the other hand since 0 € Z(A, 
X), 0' (0) e 
Z(A, X) and thus a()(1, f) = f(z o )a()(1, 1), for all f € A. From this it is 
easy to see that 
fi (zo )a()(1, 12) = 191 (r())(f f2) 	 (2.4) 
for all f', 12 E A. Every f € A can be written in the form (f - f(z o)1) + f(z
o )1, 
where f - f(z o )1 (=- I0 . Hence, by (2.3), for all fl, f2 € A, 
ô1 (ir())(fi, f2) = — q5(fi, f2) + fi(zo)(1, f2) 
+ fi (zo)8'(ir())(l, f2) 
(fl, f2) + f i (zo )a(q)(l, 12) 
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Using (2.4) we get that a' ((T - 	= . Therefore 7j2 (A, X) splits (IV). (The 
proof that 82  is a splitting map of the fourth kind is a rephrasing of the proof of 
[J2], Proposition 9.1.(1)). But as we mentioned before '1-((A, X) does not vanish 
and so by Proposition 2.1.12, it does not split (V). So split (II) of 9-t(A, X) and 
split (IV) of ?-1'(A, X) do not imply split (V) for ?-((A, X). As we will prove 
in the following proposition, for ?-L(A, X) to split (V) we need fl(A, X) to split 
(III) or (IV) and t 1 (A, X) to split (II). 
Proposition 2.1.14. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n e N, the following are equivalent: 
(i) The nth and the (n+1)th bounded cohomology groups of A, with coefficients 
in X, split (II) and '/-t(A, X) = {O}. 
(ii) The nth bounded cohomology group of A, with coefficients in X, splits 
(III) and the (n+1)th splits (II). 
(iii) The nth bounded cohomology group of A, with coefficients in X, splits 
(IV) and the (n+1)th splits (II). 
(iv) The nth bounded cohomology group of A, with coefficients in X, splits 
(V). 
Proof. (i) = (iv) and (iv) = (iii) follow from the geometric properties of the 
second, the fourth and the fifth type of splitting (Propositions 2.1.3, 2.1.5, 2.1.9 
and 2.1.12). On the other hand (iii) = (ii) follows from Proposition 2.1.11 and 
(ii) = (i) follows from Propositions 2.1.7 and 2.1.11. 0 
The previous proposition shows that if 9-L(A, X) splits (V), then fl(A, X) 
splits (IV) (and hence (III)) and fl 1 (A,X) splits (II). Does the fifth type of 
splitting of 9i(A, X) imply that ?i'(A, X) splits (III) or (IV)? The next propo-
sition shows that for that to happen we also need ?-I'(A, X) = {O}. We have 
not been able to find an example of a bounded Hochschild cohomology group 
jn
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which splits (V), but fl'(A,X)  does not split (III) or (IV). 
Proposition 2.1.15. Let A be a Banach algebra and K be a Banach A-bimodule. 
Then, for all n E N, the following are equivalent: 
The nth and the (n+1)th bounded cohomology groups of A, with coefficients 
in X, split (II), 7-1(A, X) = {O} and ?-t' (A, X) {O}. 
The nth and the (n+1)th bounded cohomology groups of A, with coefficients 
in X, split (III) and Z'(A,X) is complemented in £'(A,X). 
The nth bounded cohomology group of A, with coefficients in X, splits 
(III) and the (n+1)th splits (IV). 
The nth and the (n+1)th bounded cohomology groups of A, with coeffi-
cients in X, split (IV). 
(v) The nth bounded cohomology group of A, with coefficients in X, splits (V) 
and fl'(A,X) = {O}. 
Proof. It follows directly from Propositions 2.1.11 and 2.1.14. 	 D 
In the following seven propositions we give some algebraic properties of split-
ting. Since all of them hold for all five types of splitting and the proofs are similar 
we give the proof only for split (IV). 
As we mentioned in Section 1.2.2, fl 1 (A, X) is isomorphic to fl(A, .C 1 (A, X)). 
Using this isomorphism we will show that the splitting of fl (A, X) is equiva-
lent to the splitting of H(A, £'(A, X)). That allows us to consider only the 
case of the first bounded cohomology group when we study general properties of 
splitting. 
Proposition 2.1.16. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n > 1, ?-t(A,X) splits (I), (II), (III), (IV) or (V) respectively if 
and only ifl'(AL - '(A,X)) splits (I), (II), (III), (IV) or (V) respectively. 
Proof. If 
J: .C(A,X) -* £(A,iZ(A,X)) 
is the canonical isomorphism defined by J()(a)(ai , ..., an-1) = 1(a, a1 , ..., an-1), 
for all 1 E £(A, X) and all a, a1 , ..., a_1 € A, then 




£(A,X) -~ L(A,X) 
and 
J(A,X) - 
are the coboundary maps. Using (2.5) we can prove that if 
Sn : £(A,X) - .C'(A,X) 
is a splitting map of the fourth kind then so is S 1 = sJ' and if 
S : L ' ,(A 	'(A,X)) -+ 
is a splitting map of the fourth kind, then Sn = S 1 J is also a splitting map of the 
fourth kind. 	 fl 
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It is obvious that if A and B are isomorphic Banach algebras and X is a 
Banach A- (and thus B- ) bimodule, then, for all n E N, ?-(A, X) splits (I), (II), 
(III), (IV) or (V) respectively if and only ?-t 1 (B, X) splits (I), (II), (III), (IV) or 
(V) respectively. 
The following two propositions show that splitting is a property that respects 
module isomorphisms and complemented submodules. 
Proposition 2.1.17. Let A be a Banach algebra and X and  be two isomorphic 
Banach A-bimodules. lithe nth bounded cohomology group of A, with coefficients 
in X, splits (I), (II), (III), (IV) or (V) respectively, then the nth bounded co-
homology group of A, with coefficients in Y, splits (I), (II), (III), (IV) or (V) 
respectively. 
Proof. If J : X -4 Y is an A-module isomorphism, then it is easy to see that, for 
all n E N, the map 
J, : £(A,X) -+ £(A, Y) 
defined by J()(ai ,...,a) = J(I(ai ,... ) a)), for all t1 E £(A, X) and all 
a1 , ..., an  E A is an isomorphism, with J10 = LY 1 J, where 
L(A,X) -+ L:L+l(A, X) 
and 
£(A, Y) -* L 4 (A, Y) 
are the couboundary maps. If now s : L(A, X) -* £(A, X) is a splitting map 
of the fourth kind, then Sn : £(A, Y) -~ L 1 (A, Y) defined by S = J_1sJ;' 
is also a splitting map of the fourth kind. 0 
Proposition 2.1.18. Let A be a Banach algebra, X be a Banach A-bimodule 
and Z be a complemented A-submodule of X. If the nth bounded cohomology 
group of A, with coefficients in X, splits (I), (II), (III), (IV) or (V) respectively 
then: 
The nth bounded cohomology group of A, with coefficients in Z, splits (I), 
(II), (III), (IV) or (V) respectively. 
The nth bounded cohomology group of A, with coefficients in X/Z, splits 
(I), (II), (III), (IV) or (V) respectively. 
Proof. (i) Since Z is a complemented A-submodule of X, there exists a bounded 
projection p : X -+ Z, which is an A-module homomorphism. Now, for each 
n E N, define 
£(A,X) -p £(A, Z) 
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with p(4)(ai ,...,a) = p(I(ai ,...,a)), for all 	e £(A,X) and all a1 ,...,a E 
A. Then, since p is an A-module homomorphism, a'pn = Pn+'On and hence if 
£(A,X) —* £'(A,X) is a splitting map of the fourth kind, then so is 
Sn = Pn_lSn 
(ii) Since Z is complemented in X, there exists a closed submodule Z' of X 
which is isomorphic to X/Z. Obviously Z' is also complemented in X and thus 
the result follows from (i) and Proposition 2.1.17. 0 
Remark 2.1.3. The converse of (i) of the previous proposition does not hold. In 
Section 5.3 we will give an example of a Banach algebra A, a Banach A-bimodule 
X and a complemented A-submodule Z of X where W 1 (A, Z) splits (III), but 
fl(A,X) does not split (III). 
Part (i) of the previous proposition shows in particular that if the cohomology 
group 7i(A, X 1 X) splits, then so do 9i(A, X 1 ) and 7-{(A, X 2 ) and, more 
generally, that if for a family {X A  I A E Al of uniformly bounded Banach A-
bimodules and for some 1 <p < oc, fl(A, l"(XA A E A)) splits, then fl(A, X) 
splits, for all A e A. In the following proposition we show that the converse holds 
always in the finite case and for p = oo in the infinite case. 
Proposition 2.1.19. Let A be a Banach algebra. Then the following hold: 
If X 1 and X2  are Banach A-bimodules and ?-(A, X 1 ) and ?-((A, X 2 ) 
split (I), (II), (III), (IV) or (V) respectively, then 'H(A, X 1 X 2) splits (I), 
(II), (III), (IV) or (V) respectively, for all 1 <p < oc. 
If {X A I A E A} is a family of uniformly bounded Banach A-bimodules 
and ?in  (A XA) splits (I), (II), (III), (IV) or (V) respectively, for all A e A, and 
there exists a family {s 	A E A} of splitting maps of the first, second, third or 
fourth kind, with sup.EAIIsII < oo, or a family {(s, 	A E Al of pairs of 
splitting maps of the fifth kind, with supAEAIIsII < CX) and SUpAEAII5+1II < 00 
then '1-t(A, l°°(X,, I A E A)) splits (I), (II), (III), (IV) or (V) respectively. 
Proof. (i) If, for each n E N, the map 
J : £(A,X 1 )L(A,X2) —+ i(A,X 1 X2) 
is the canonical isomorphism defined by 
= 0(a1 ,...,an ) 
for all 	e £(A, X 1 ) 	L(A, X 2 ) and all a1 , ..., a,, E A, then it is easy to 
see that 
) = J+1 
(an  () an (0)) 	 (2.6) 
:Y ç 
:: 
for all 	e L(A, X 1) £(A, X2), where 
£(A,X 1 X2) -+ £ 1 (A,X 1 eX2) 
-* 
- 'C _+  
are the coboundary maps. If now 
£(A,X 1 ) -* £'(A,X i ) 
and 
s : £(A,X2) - 
are splitting maps of the fourth kind, then (2.6) implies that the map 
S :C(A, X 1 X 2 ) -+ £ 1 (A, X 1  ED X 2 ) 
defined by 
S(I) = J_1 (s(J,'('I)i) 	8(J 1 ((D)2)) 
for all e £(A,X 1 e X2 ), where J'()1 and J 1 ()2 are the £(A,X i ) and 
Cc (A, X2 ) direct summands of J; 1 (I) respectively, is a splitting map of the fourth 
kind. 
(ii) It is similar to the proof of (i). Let us just remark that we need supA E A IsII 
<00, for 	AEA s(J,'(I).) to belong in £'(A, 1°°(X. A E A)). 	
[I] 
When we study the Hochschild cohomology of unital algebras we only need 
to consider unital modules. To prove that, we first show that the cohomology 
groups vanish when the algebra acts trivially on the one side of the module and 
then decompose any module X into a direct sum of the unital one eXe and 
eX(1 - e), (1 - e)Xe, (1 - e)X(1 - e) which have trivial actions on one or both 
sides of them ([J21, pp.9-10 and p.12 or [Pie2], Proposition 0.1, for the bounded 
case, and [Hol], p.61, for the purely algebraic case) and thus get that ?-(A, X) 
and fl 2 (A, eXe) are isomorphic. In the following two propositions we shall prove 
that the same thing holds for splitting. 
Proposition 2.1.20. Let A be a unital Banach algebra and X be a Banach A-
bimodule. If A acts trivially on the one side of X, then 9i 1 (A, X) splits (I), (II), 
(III), (IV) and (V), for all n e N. 
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Proof We can, without loss of generality, assume that A acts trivially on the left 
of X (i.e. that ax = 0, for all a e A and all x E X). If e is the unit element of 
A, then define 
s 1 : f(A,X) —* X 
by s (q) = —çb(e), for all 0 E £(A,X). Now if q E Z'(A,X) and a E A, then 
= —a(e) + q5(e)a = q5(e)a = q5(ea) - eq5(a) = O(ea) = q(a) 
where the second and the fourth equality follow from the trivial action of A on 
the left of X and the third from 0 being a cocycle. Hence 7-(A, X) splits (IV). 
Now if A acts trivially on the left of X, then it also acts trivially on the left of 
£'(A, X), for any n> 1. Thus for n> 1 the result follows using the reduction 
of dimension technique established in Proposition 2.1.16. 0 
Proposition 2.1.21. Let A be a unital Banach algebra, with unit element e, and 
X be a Banach A-bimodule. Then, for all ii E N, the following are equivalent: 
H(A,X) splits (I), (II), (III), (IV) or (V) respectively. 
fl(A, eXe) splits (I), (II), (III), (IV) or (V) respectively. 
Proof. (i) = (ii) It follows from Proposition 2.1.18(1), since eXe is a comple-
mented submodule of X. 
(ii) = (i) We can write X as the direct sum of the modules eXe, (1 — e)Xe, 
eX(1 - e) and (1 — e)X(1 — e). Since A acts trivially at least on one side of the 
last three we get the result from Propositions 2.1.19 and 2.1.20. 0 
In his second paper on the cohomology of associative linear algebras Hochschild 
showed that if A is an associative linear algebra with unitisation A and X is an 
A-bimodule, then -h- (A X) W- (A, , for all n E N ([Ho2], Theorem 2). This 
result also holds in the bounded case ([Pie2], Proposition 0.2). We will briefly 
discuss how that can be proved and then show that a similar result holds for split-
ting. For each n e N, let 5' : £(A, X) — £'(A, X) and / : £(A, k) -+ 
£ 1 (A,X) be the coboundary maps. If J : £(A,X) —* £(A,X) is the re-
striction map, then it is easy to see that 
JL-1 = On_i 	 (2.7) 
On the other hand if I : £(A, X) _+ £(A, X) is defined by I(q)(a1 t i , ..., an (D
t) = q(ai , ..., an ), for all 0 e £(A, X) and all a1 	t1 , ..., an tn E A, then 





Moreover if 1 E £(A, X), with I(ã 1 , ..., d,)= 0, if dk = 0 ED 1, for some 1 < k < 
n, then 
= 	 (2.10) 
(2.7), (2.8), (2.9), (2.10) together with the following lemma, which is due to 
Hochschild ([Ho2], Lemma 1), give the isomorphism of 9I(A, X) and 7-1C (A, ). 
We give a slightly modified version of this lemma. 
Lemma 2.1.1. Let A be a unital Banach algebra, with unit element e, and X be 
a unital Banach A-bimodule. Then, for all n e N, there exists a bounded linear 
map 
K : £(A,X) -p 
such that, for all q e Z(A, X), (0 - 5'K(cb))(ai , ..., a,) = 0, if ak = e, for 
some 1 < k <n. 
Proposition 2.1.22. Let A be a Banach algebra, A be the unitisation of A and 
X be a Banach A-bimodule. Then, for all n e N, the following are equivalent: 
The nth bounded cohomology group of A, with coefficients in X, splits (I), 
(II), (III), (IV) or (V) respectively. 
The nth bounded cohomology group of A, with coefficients in X, splits (I), 
(II), (III), (IV) or (V) respectively. 
Proof. The notation is as in the preceding discussion. To prove (i) = (ii) suppose 
that s : L(A, X) —~ £'(A, X) is a splitting map of the fourth kind and 
define S : £(A,X) —+ £ 1 (A,X) by S, = Ifl_lsflJfl(id(A,Jj-) — L'K). If 
E ZC (A,X), then, by (2.8), 
= Ifl8' 1 5n Jn ((zd J  (A..k) — 
(2.7) implies that J, maps Zcn 	) into Z(A, X). Moreover it is obvious that 
(idfl(A,) — L'K)(I) e Z(A, Hence, since Sn  is a splitting map of the 
fourth kind, 
n 1 Sn ((I:) = In Jn ((dr( A, ) — 
Now using Lemma 2.1.1 and (2.10) we get that n_15() = I which shows that 
Sn is a splitting map of the fourth kind. 
Conversely if Sn : £(A, ) —+ £'(A, ) is a splitting map of the fourth 
kind, then we can prove that Sn = JniSnin is a splitting map of the fourth kind 
using (2.7), (2.8) and (2.9). 0 
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Remark 2.1.4. The previous result can be generalised to direct sums of algebras. 
We finish with a proposition relating the splitting of the first bounded co-
homology group 7i.(A, X) with the complementation of Z(A, X) in X. This 
proposition will be used in Section 5.3 to provide a link between splitting and 
injectivity for von Neumann algebras. 
Proposition 2.1.23. Let A be a Banach algebra and X be a Banach A-bimodule. 
If the first bounded cohomologj group of A, with coefficients in X, splits (I), (II), 
(III), (IV) or (V) and 
i(A,X) - X 
is a splitting map of the first, second, third or fourth kind or belongs in a pair of 
splitting maps of the fifth kind, then 
id — siO ° X -+ X 
is a bounded projection, with Im(idx — s i ô° ) = Z(A, X). 
Proof. As we have seen in Propositions 2.1.1, 2.1.3, 2.1.7, 2.1.9 and 2.1.12, if 
the nth bounded cohomology group of A, with coefficients in X, splits (I), (II), 
(III), (IV) or (V), then idn-1 (A,x ) — s0' is a bounded projection with image 
Z'(A, X). So in that particular case id — s 1 90 is a projection with image 
Z,0 (A, X) and the result follows since Z,0 (A X) = Z(A, X). 
Does the converse hold, i.e. does the complementation of Z(A, X) in X 
imply the splitting of 7L (A, X)? Unfortunately the answer is negative even for 
the first type of splitting as the following example shows. Take the C*a1gebra  A 
constructed in [KLRi], Example 6.2. The center Z(A) of A is equal to Ce, where 
e is the unit element of A, and therefore it is complemented in A. On the other 
hand 13 (A, A) is not a closed subspace of £' (A, A) and therefore, by Proposition 
2.1.1, ?L(A, A) does not split (I). 
2.1.2 Splitting of the bounded Hochschild cohomology com-
plex 
So far we discussed splitting for individual cohomology groups. As we have seen 
the information obtained from the splitting of two consecutive cohomology groups 
can be combined to give results stronger than the ones that follow from the 
splitting of the two individual groups (see Propositions 2.1.5, 2.1.14 and 2.1.15). 
That will become more clear in the following discussion about splitting of the 
cohomology complex. 
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Definitition 2.1.6. Let A be a Banach algebra and X be a Banach A-bimodule. 
We say that the bounded Hochschild cohomology complex of A, with coefficients 
in X, splits (I), (II), (III), (IV) or (V) respectively if the nth bounded cohomology 
group of A, with coefficients in X, splits (I), (II), (III), (IV) or (V) respectively, 
for all n E N. 
The geometric characterisations of the first and the second type of splitting of 
bounded Hochschild cohomology groups (Propositions 2.1.1 and 2.1.3) yield the 
following geometric characterisations for the first and the second type of splitting 
of the bounded Hochschild cohomology complex. 
Corollary 2.1.1. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then the following are equivalent: 
The bounded Hochschild cohomology complex of A, with coefficients in X, 
splits M. 
13(A, X) is a closed subspace of £(A, X) and Z(A, X) is complemented 
in £(A, X), for all n E N. 
Corollary 2.1.2. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then the following are equivalent: 
The bounded Hochschild cohomology complex of A, with coefficients in X, 
splits (II). 
f3(A, X) and Z(A, X) are both complemented in £(A, X) , for all 
nEN. 
The two previous corollaries show that the first and the second type of split-
ting do not coincide on the complex level. We mention here that the type of 
splitting of Remark 2.1.2 (same defining property with splits (I) and (II) but the 
splitting maps are defined on Zcn X)) would coincide with split (II) for the 
whole complex. 
In the following proposition we show that splits (III), (IV) and (V) are equiv- 
alent when we talk about the whole complex. 
Proposition 2.1.24. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then the following are equivalent: 
The bounded Hochschild cohomology complex of A, with coefficients in X, 
splits (III). 
The bounded Hochschild cohomology complex of A, with coefficients in X, 
splits (IV). 
The bounded Hochschild cohomology complex of A, with coefficients in 
X, splits (V). 
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Z(A, X) is complemented in £(A, X) and fl(A, X) = {O}, for all 
nEN. 
Proof. (i) ==> (iv) It follows from Propostion 2.1.7. 
(iv) = (iii) Let n e N. By the hypothesis, Z 1 (A,X), Z(A,X) and 
Z'(A, X) are complemented in £'(A, X), £(A, X) and £ 1 (A, X) respec-
tively and fl'(A, X), 7-1(A, X) and 7i 1 (A, X) vanish. Since 1-('(A, X) 
vanishes, I3 1 (A,X) = Z'(A,X) and hence the result follows from Proposi- 
tion 2.1.12. 
(iii) = (ii) It follows from Proposition 2.1.14. 
(ii) = (i) It follows from Proposition 2.1.11. 
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Since splits (III), (IV) and (V) are equivalent on the complex level we will refer 
only to the first, the second and the third type of splitting when we are talking 
about the complex. In the following proposition we give the relation between 
them. 
Proposition 2.1.25. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then the following are equivalent: 
The bounded Hochschild cohomology complex of A, with coefficients in X, 
splits (I) and ?-((A, X) = {O}, for all n E N. 
The bounded Hochschild cohomology complex of A, with coefficients in X, 
splits (II) and 1(A, X) = {O}, for all n E N. 
The bounded Hochs child cohomology complex of A, with coefficients in 
X, splits (III). 
Proof. (i) = (iii) follows from the remark after Proposition 2.1.11. (iii) = (ii) 
follows from Propositions 2.1.24 and 2.1.11. (ii) = (i) follows from Proposition 
2.1.6. 
2.2 Splitting of the completely bounded Hochschild 
cohomology 
We move now to the splitting of the completely bounded Hochschild cohomology. 
In the first part of the section we study the splitting of completely bounded 
Hochschild cohomology groups. As both the definitions and the properties of all 
five types of splitting are similar to the ones in Section 2.1, we will present them 
in a different order. We will start by giving the definitions. Then we will give the 
geometric properties of the five types of splitting and the relation between them. 
We will then show some algebraic properties and finish with a result about the 
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relation between the splitting of W 1J,(A, X) and the complete complementation 
of Z(A, X) in X and some remarks on how splitting of completely bounded 
cohomology groups and bounded cohomology groups are related. 
We used the expression geometric properties instead of geometric characteri-
sations, because whereas the splitting of completely bounded cohomology groups 
implies complementation results similar to the ones in the bounded case, the con-
verse does not hold, i.e. those complementations do not imply the splitting of 
completely bounded cohomology groups. That happens because of the use in the 
proofs in the bounded case of the inverse mapping theorem which does not hold 
for completely bounded maps. 
In the second part we will define splitting for the completely bounded Hochschild 
cohomology complex and prove that splits (III), (IV) and (V) are equivalent for 
the complex as in the bounded case. 
2.2.1 Splitting of the completely bounded Hochschild co-
homology groups 
We start by defining the five types of splitting for completely bounded Hochschild 
cohomology groups. The defining properties of the splitting maps are exactly the 
same with the ones in the bounded case. The only difference is that here we 
demand that the splitting maps are completely bounded instead of bounded. 
Definitition 2.2.1. Let A be an operator algebra and X be an operator com-
pletely bounded A-birnodule. 
We say that the nth completely bounded cohomology group of A, with co-
efficients in X, splits (I) if there exists a completely bounded linear map 
S n : B(A,X) --+.C'(A,X) 
with 
19 	Sn =  id(A,x).Cb 
The map Sn is called a splitting map of the first kind. 
We say that the nth completely bounded cohomology group of A, with 
coefficients in X, splits (II) if there exists a completely bounded linear map 
jn_l 
cb V'
f A X) 
with 
= on—i 
The map s, is called a splitting map of the second kind. 
We say that the nth completely bounded cohomology group of A, with 
coefficients in X, splits (III) if there exists a completely bounded linear map 
sn : Z,(A,X) —* £'(A,X) 
with 
öfl_lSn= idznb(A,x). 
The map s, is called a splitting map of the third kind. 
We say that the n-th completely bounded cohomology group of A, with 
coefficients in X, splits (IV) if there exists a completely bounded linear map 
(4,X) 	
A £" X) Cb cb V' 
with 
= 
for all 0 E Z,(A, X). We call Sn  a splitting map of the fourth kind. 
We say that the nth completely bounded cohomology group of A, with 
coefficients in X, splits (V), if there exist completely bounded linear maps 




3n15 + 	= id Cn  
We call the pair (sn , Sn+i)  a pair of splitting maps of the fifth kind. 
The following six propositions describe the geometric properties of the five 
types of splitting. Since the proofs are similar to the ones in the first section, we 
will only give a detailed proof for the first one. We will also explain there why in 
the completely bounded case the geometric properties do not imply splitting. 
Proposition 2.2.1. Let A be an operator algebra, X be an operator completely 
bounded A-bimodule, which is a Banach space, and ri e N. If the nth bounded 
cohomology group of A, with coefficients in X, splits (I), then Z'(A,X) is 
completely complemented in L'(A,X) and 13,(A, X) is a closed subspace of cb 
Ln c&(A, X). 
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Proof. Let s : 13(A,X) —+ £'(A,X) be a splitting map of the first kind.cb 
As in Proposition 2.1.1, we can prove that idcnb_1(A,x) — Sn0''  is a projection 
mapping £ 1 (A,  X) onto Z'(A,X). Its complete boundedness follows from 
the complete boundedness of idrn.1 (Ax) , s and 	Hence Z 1  (A, X) is cb 
completely complemented in £'(A, X). Since X is a Banach space, we can cb 
prove that 8(A, X) is closed as in the proof of Proposition 2.1.1. 
On the other hand suppose that B(A, X) = Im(a'') is closed and Z'(A, X) 
= Ker(ô 1 ) is completely complemented in L 1  (A, X). Then, as in Propositioncb 
2.1.1, we can construct a map ir : B(A, X) —+ £'(A, X) with (8' -1 7r)(b) cb 
for all e B(A, X). Is ir completely bounded? In the bounded case we used the 
inverse mapping theorem to prove the boundedness of ir. Unfortunately a similar 
result does not hold for completely bounded maps (see Remark 1.2.2(iii)). 	LI 
Remark 2.2.1. In Remark 2.1.1 we discussed the notion of an admissible map. 
For the completely bounded case we can define the similar notion of a completely 
admissible map. If X and Y are matricially normed spaces and : X —+ Y is 
a completely bounded map, then we will call 0 completely admissible if Ker(cb) 
is completely complemented in X and Im(q) is closed in Y. We mentioned in 
Remark 2.1.1 that if X and Y are Banach spaces, then there exists a bounded 
right inverse O Im(çb) —* X of 0. A question that seems to be of some interest 
is to determine when / is completely bounded. 
Proposition 2.2.2. •Let A be an operator algebra, X be an operator completely 
bounded A-bimodule and n E N. If the nth completely bounded cohomology group 
of A, with coefficients in X, splits (II), then Z 1 (A, X) is completely comple-
mented in £'(A,X) and l3 Cb (A,X) is completely complemented in £ b (A,X). 
Proof. It is similar to the proof of (i) = (ii) in Proposition 2.1.3. 	
LI 
Remark 2.2.2. The second observation following Proposition 2.1.3 holds here as 
well, i.e. if B(A, X) {O}, then '1-1,(A, X) splits (II). The converse part of the 
geometric characterisation not holding here, we must construct the splitting map. 
But that is elementary: just take s : £(A, X) —* L,'(A, X), with s(4) = 0, 
for all 0 E £(A,X). 
Proposition 2.2.3. Let A be an operator algebra, X be an operator completely 
bounded A-bimodule and n E N. If both the nth and the (n+1)th completely 
bounded cohomology groups of A, with coefficients in X, split (II) and s, and 
5n+1 are splitting maps of the second kind, then the map 
3 -1 s + s 1 5 : £,(A, X) —+ £b(A, X) 
DR 
is a completely bounded projection, with 
Im(O 1 s + s i t9') = £ b 
 (A, X) e (Zcnb X) e 8(A, X)) 
Proof. It is similar to the proof of Proposition 2.1.5. 	 0 
Proposition 2.2.4. Let A be an operator algebra, X be an operator completely 
bounded A-bimodule and n e N. If the nth completely bounded cohomology group 
of A, with coefficients in X, splits (III), then Z 1  (A, X) is completely comple-
mented in £ 1 (A,X) and '1-1 b (A,X) = {O}. 
Proof. It is similar to the proof of (i) 	(ii) in Proposition 2.1.7. 	 0 
Proposition 2.2.5. Let A be an operator algebra, X be an operator completely 
bounded A-bimodule and n e N. If the n-th completely bounded cohomology group 
of A, with coefficients in X, splits (IV), then Z' (A, X) is completely comple-
mented in £ 1 (A,X), Z(A,X) is completely complemented in i b (A,X) and cb 
7iCb (A,X) = {0}. 
Proof. It is the same with the proof of (i) = (ii) in Propostion 2.1.9. 	D 
Remark 2.2.3. If Z(A, X) = {0}, then fl b (A, X) splits (IV). 
Proposition 2.2.6. Let A be an operator algebra, X be an operator completely 
bounded A-bimodule and n e N. If the nth completely bounded cohomology group 
of A, with coefficients in X, splits (V), then Z cn  (A, X) is completely com-
plemented in £ 1 (A,X), Z(A,X) is completely complemented in £,(A,X), cb 
B' (A, X) is completely complemented in C 1 (A, X) and 7i Cb (A, X) = {O}. 
Proof. It is similar to the proof of (i) = (ii) in Proposition 2.1.12. 	El 
The sets of splitting maps have properties similar to the ones described in 
Propositions 2.1.2, 2.1.4, 2.1.8, 2.1.10 and 2.1.13. 
The following three propositions describe the relation between the five types 
of splitting. Due to the lack of geometric characterisations we can't use the proofs 
of the first section. 
Proposition 2.2.7. Let A be an operator algebra and X be an operator com-
pletely bounded A-bimodule. Then, for all n e N, the following are equivalent: 
The nth completely bounded cohomology group of A, with coefficients in X, 
splits (I), B,(A, X) is completely complemented in Lb(A, X) and fl,(A, X) = 
{0}. 
The nth completely bounded cohomology group of A, with coefficients in 
X, splits (II) and 7-t b (A, X) = {0}. 
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The nth completely bounded cohomology group of A, with coefficients in 
X, splits (III) and Z,% (A, X) is completely complemented in £,(A, X). 
The nth completely bounded cohomology group of A, with coefficients in 
X, splits both (II) and (III). 
The nth completely bounded cohomology group of A, with coefficients in 
X, splits (IV). 
Proof. To prove (i) = (ii) let s : B(A, X) —+ £'(A, X) be a splitting map of eb 
the first kind. Since Bnb 	is completely complemented in £d,(A,X), there 
exists a completely bounded projection p: £(A, X) —* B(A, X). It is obvious cb 
that the map SnP is a splitting map of the second kind. (ii) =:>. (iii) follows imme-
diately from the definition of the second type of splitting and Proposition 2.2.2. 
(iii) = (iv): As in (i) = (ii) we can prove that the complete complementation 
of Z,(A, X) in £b  (A, X) implies that 9b(A, X) splits (II). (iv) (v) follows 
from the definition of split (II) and Proposition 2.2.4. (v) = (i) is an immedi-
ate consequence of the definition of the fourth type of splitting and Proposition 
2.2.5. El 
Remark 2.2.4. (i) The equivalence between (i) and (ii) in the previous proposi-
tion is true if we omit "7 b (A, X) = {O}" from both of them. 
(ii) The equivalence between (i) and (iii) remains true if we omit "8(A, X) 
is completely complemented in £,(A, X)" from (i) and "Z cnb X) is completely 
complemented in £b(A,  X) " from (iii). 
Proposition 2.2.8. Let A be an operator algebra and X be an operator com-
pletely bounded A-bimodule. Then, for all n e N, the following are equivalent: 
The nth and the (n+1)th completely bounded cohomology groups of A, with 
coefficients in X, split (II) and fl b (A, X) = {O}. 
The nth completely bounded cohornology group of A, with coefficients in 
X, splits (III) and the (n+1)th splits (II). 
The nth completely bounded cohomology group of A, with coefficients in 
X, splits (IV) and the (n+1)th splits (II). 
The nth completely bounded cohomology group of A, with coefficients in 
X, splits M. 
Proof. For (iv) = (iii) let (sn , sn+i) be a pair of splitting maps of the fifth 
kind. Their defining property ô's + Sn+lan = idn6(A,x) and the coboundary 
condition 8na = 0 imply that both of them are splitting maps of the second 
kind. Moreover, by Proposition 2.2.6, 9-Ib(A,X) = { 0}. Hence 1-td,(A,X) splits 
(IV), by Proposition 2.2.7. (iii) = (ii) = (i) follows from Propositions 2.2.2 and 
2.2.7 and (i) = (iv) follows from Proposition 2.2.3. El 
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Proposition 2.2.9. Let A be an operator algebra and X be an operator com-
pletely bounded A-bimodule. Then, for all n e N, the following are equivalent: 
The nth and the (n+1)th completely bounded cohomology groups of A, with 
coefficients in X, split (II), 7-((A, X) {O} and 9çEl(A, X) = {O}. 
The nth and the (n+1)th completely bounded cohomology groups of A, 
with coefficients in X, split (III) and Z'(A, X) is completely complemented in 
.C 1 (A, X). 
The nth completely bounded cohomology group of A, with coefficients in 
X, splits (III) and the (n+1)th splits (IV). 
The nth and the (n+1)th completely bounded cohomology groups of A, 
with coefficients in X, split (IV). 
The nth completely bounded cohomology group of A, with coefficients in 
X, splits (V) and '1-t 1 (A,X) = {O}. cb 
Proof. It follows from Propositions 2.2.7 and 2.2.8. 	 0 
As we mentioned in Section 1.2.2 a reduction of dimension argument does 
not hold for the completely bounded cohomology. Thus here we don't have a 
result similar to that of Proposition 2.1.16. As in the bounded case, if A and 
B are completely isomorphic operator algebras and X is a completely bounded 
A-bimodule, then the splitting, of any type, of fl(A, X) and of fl(B, X) arecb 
equivalent. The following two propositions describe the situation with respecet 
to isomorphic modules, submodules and quotients. We omit the proofs since they 
are exactly the same with those of Propositions 2.1.17 and 2.1.18 (the map J, 
defined in the proof of 2.1.17 and the map jon  defined in the proof of 2.1.18 are 
obviously completely bounded). 
Proposition 2.2.10. Let A be an operator algebra and X and Y be two com-
pletely isomorphic operator completely bounded A-bimodules. If the nth completely 
bounded cohomology group of A, with coefficients in X, splits (I), (II), (III), (IV) 
or (V) respectively, then the nth completely bounded cohomology group of A, with 
coefficients in Y, splits (I), (II), (III), (IV) or (V) respectively. 
Proposition 2.2.11. Let A be an operator algebra, X be an operator completely 
bounded A-bimodule and Z be a completely complemented A-submodule of X. If 
the nth completely bounded cohomology group of A, with coefficients in X, splits 
(I), (II), (III), (IV) or (V) respectively then: 
The nth completely bounded cohomology group of A, with coefficients in Z, 
splits (I), (II), (III), (IV) or (V) respectively. 
The nth completely bounded cohomology group of A, with coefficients in 
X/Z, splits (I), (II), (III), (IV) or (V) respectively. 
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Results similar to those of Propositions 2.1.19, 2.1.20, 2.1.21 and 2.1.22 also 
hold here. 
As in Proposition 2.1.23 the splitting of ?-t(A, X) implies the complete corn- cb 
plementation of Z(A, X) in X. 
Proposition 2.2.12. Let A be an operator algebra and X be an operator com-
pletely bounded A-bimodule. If the first completely bounded cohomology group of 
A, with coefficients in X, splits (I), (II), (III), (IV) or (V) and 
.C(A,X) - X cb 
is a splitting map of the first, second, third or fourth kind or belongs to a pair of 
splitting maps of the fifth kind, then 
id — s10 0  : X -4 X 
is a completely bounded projection, with Im(idx — s i ao ) = Z(A, X). 
Proof. It is similar to the proof of Proposition 2.1.23. 	 Li 
In general we don't know whether the splitting of 9-t(A, X) implies the split- 
ting of ?in (A, X), since most of the times the spaces £b(A, X), Znb 	X) and 
8cnb 	X) are smaller than the spaces £(A, X), Z(A, X) and B(A, X). There 
is one exceptional case which we describe in the following proposition. 
Proposition 2.2.13. Let A be an operator algebra and X be an operator com-
pletely bounded A-bimodule. If ?-t Cb (A, X) splits (I), then 9t (A, X) splits (I). 
Proof. Since 7-t b (A, X) splits (I) there exists a completely bounded map S1 
f3 b (A, X) —+ X with ô°s1 = idb(A,x). But, as we said in Section 1.2.2, 
8b(A, X) 
= 8(A,X) and therefore 9i(A,X) splits (I). 	 El 
Since 8b(A, X) = B(A, X) and ZC'b(A, X) c Z'(A,  X) the vanishing of 
fl(A, X) always implies the vanishing of fl b (A, X). We don't know whether 
the same holds for splitting because we demanded that the splitting maps for 
completely bounded cohornology groups are completely bounded. 
2.2.2 Splitting of the completely bounded Hochschild co-
homology complex 
Definitition 2.2.2. Let A be an operator algebra and X be an operator com-
pletely bounded A-bimodule. We say that the completely bounded Hochschild co-
homology complex of A, with coefficients in X, splits (I),(II),(III),(IV) or (V) if 
the nth completely bounded cohomology group of A, with coefficients in X, splits 
(I), (II), (III), (IV) or (V) respectively, for all n E N. 
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The geometric properties of the first and the second type of splitting of com-
pletely bounded cohomology groups (Propositions 2.2.1 and 2.2.2) imply geomet-
ric properties of splits (I) and (II) of the completely bounded cohomology complex 
similar to (i) = (ii) of Corollaries 2.1.1 and 2.1.2. 
As in the bounded case splits (III), (IV) and (V) of the complex are equivalent. 
Proposition 2.2.14. Let A be an operator algebra -and X be an operator com-
pletely bounded A-bimodule. Then the following are equivalent: 
The completely bounded Hochschild cohomology complex of A, with coeffi-
cients in X, splits (III). 
The completely bounded Hochs child cohomology complex of A, with coef-
ficients in X, splits (IV). 
The completely bounded Hochschild cohomology complex of A, with coef -
ficients in X, splits (V). 
Proof. (iii) ==> (ii) and (ii) = (i) follow immediately from Propositions 2.2.8 and 
2.2.7 respectively. (i) 	(iii) follows from Propositions 2.2.4 and 2.2.9. 	D 
The connection between splits (I), (II) and (III) of the complex is the same 
as the one described in Proposition 2.1.25. 
2.3 Splitting of the 13-relative Hochschild coho-
mology 
In this section we will study the notion of splitting for 8-relative Hochschild 
cohomology. We phrase our results for the bounded case and give indications 
about the required modifications for the completely bounded case. 
2.3.1 Splitting of the 8-relative Hochschild cohomology 
groups 
Since the coboundary map an  maps £(A,X : /8) into £'(A,X /8) we can 
give the following definitions for the five types of splitting of 9-t (A, X 18). 
Definitition 2.3.1. Let A be a Banach algebra, 8 be a subalgebra of A and X 
be a Banach A-bimodule. 
(i) We say that the nth bounded 8-relative cohomology group of A, with coef-
ficients in X, splits (I) if there exists a bounded linear map 
L3(A,X : /8) -+ £'(A,X : 18) 
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with 
a 1 sn = 
The map s, is called a splitting map of the first kind. 
We say that the nth bounded 13-relative cohomology group of A, with co-
efficients in X, splits (II) if there exists a bounded linear map 
/13) -+ £'(A,X : 113) 
with 
ons 8nl = 3n-1 
The map Sn  is called a splitting map of the second kind. 
We say that the nth bounded 13-relative cohomology group of A, with 
coefficients in X, splits (III) if there exists a bounded linear map 
Z4 (A, X /8) — L 1 (A, X 18) 
with 
Osn = dZn(AX:/8). 
The map Sn  is called a splitting map of the third kind. 
We say that the n-th bounded 13-relative cohomology group of A, with 
coefficients in X, splits (IV) if there exists a bounded linear map 
Sn : £(A,X : / 13) —* C'(A,X : 18) 
with 
= 
for all 0 E Z(A, X : 18). We call Sn  a splitting map of the fourth kind. 
We say that the nth bounded 8-relative cohomology group of A, with coef-
ficients in X, splits (V), if there exist bounded linear maps 
s: £(A,X : / 13) —p L 1 (A,X /8) 
and 
s +i : £'(A,X : / 8) —+ £(A,X : 18) 
with 
ô'-1 5,, + S+18n = 
We call the pair (sn , Sn+i) a pair of splitting maps of the fifth kind. 
In a similar way we can define splitting for completely bounded B-relative 
cohomology groups. 
The geometric characterisations of the five types of splitting are exactly the 
same with the ones discussed in Section 2.1.1. We describe them in the following 
proposition. The proofs of (a), (b), (c), (d) and (e) are similar to the proofs of 
Propositions 2.1.1, 2.1.3, 2.1.7, 2.1.9 and 2.1.12 respectively. 
Proposition 2.3.1. Let A be a Banach algebra, B be a subalgebra of A, X be a 
Banach A-bimodule and n E N. 
(a) The following are equivalent: 
The nth bounded 13-relative cohomology group of A, with coefficients in X, 
splits (I). 
Z 1 (A, X : 18) is complemented in £ 1 (A, X : 18) and B(A, X 18) 
is a closed subspace of £(A, X 18). 
(b) The following are equivalent: 
The nth bounded 8-relative cohomology group of A, with coefficients in X, 
splits (II). 
Z' (A, X : 18) is complemented in £'(A, X : / 8) and B(A, X 18) 
is complemented in L(A,X : 18). 
(c) The following are equivalent: 
The nth bounded 8-relative cohomology group of A, with coefficients in X, 
splits (III). 
Z'(A,X 18) is complemented in £'(A,X : /8) and 7-t(A,X 
(d) The following are equivalent: 
The nth bounded 8-relative cohomology group of A, with coefficients in X, 
splits (IV). 
Z'(A,X : 18) is complemented in £ 1 (A,X : 18), Zcn 	 : 18) is 
complemented in £(A, X : /13) and ?-('(A, X : 18) {O}. 
(e) The following are equivalent: 
The nth bounded 8-relative cohomology group of A, with coefficients in X, 
splits (V). 
Z'(A,X : 18) is complemented in £'(A,X : 18), Z(A,X : 18) is 
complemented in I(A, X /13), 8'(A, X : 18) is complemented in £'(A, X 
18) and 7t(A, X : 18) = {O}. 
Remark 2.3.1. Parts (b) and (d) imply in particular that if 8(A, X : /8) = {O} 
or Z(A,X : 18) = {O} respectively, then 9-1 1 (A,X 18) splits (II) or (IV) 
respectively. 
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Remark 2.3.2. If A is a umital algebra with unit element e and X is a unital A-
bimodule, then it is easy to see that £(A, X) £'(A, X : /Ce), for all  E N. So 
in that case the bounded cohomology group '1-t(A, X) coincides with the bounded 
Ce-relative cohomology group fl(A, X : /Ce). Therefore we can use the example 
of the disc algebra A(D) and its module C to obtain an example of a relative 
cohomology group that splits (II), but does not vanish. 
Propositions 2.2.1, 2.2.2, 2.2.4, 2.2.5 and 2.2.6 can be rephrased to give the 
geometric properties of the five types of splitting of ?i b (A, X: 113). 
The sets of splitting maps have properties similar to the ones described in 
Propositions 2.1.2, 2.1.4, 2.1.8, 2.1.10 and 2.1.13. 
The relation between the five types of splitting is described in the following 
proposition. The proofs of (a), (b) and (c) are similar to the proofs of Propositions 
2.1.11, 2.1.14 and 2.1.15 respectively. 
Proposition 2.3.2. Let A be a Banach algebra, B be a subalgebra of A, X be a 
Banach A-bimodule and n E N. 
(a) The following are equivalent: 
The nth bounded 13-relative cohomology group of A, with coefficients in X, 
splits (I), 13(A, X : /8) is complemented in L(A, X /13) and 'H(A, X : 113) = 
{0}. 
The nth bounded 13-relative cohomology group of A, with coefficients in 
X, splits (II) and ?-1(A, X : 113) = {0}. 
The nth bounded 13-relative cohomology group of A, with coefficients in 
X, splits (III) and Z(A,X 113) is complemented in £(A,X : 113). 
The nth bounded 13-relative cohomology group of A, with coefficients in 
X, splits both (II) and (III). 
The nth bounded 8-relative cohomology group of A, with coefficients in X, 
splits (IV). 
(b) The following are equivalent: 
The nth and the (n+1)th bounded 13-relative cohomology groups of A, with 
coefficients in X, split (II) and 'K(A, X : 113) = {0}. 
The nth bounded 13-relative cohomology group of A, with coefficients in 
X, splits (III) and the (n+1)th splits (II). 
The nth bounded 13-relative cohomology group of A, with coefficients in 
X, splits (IV) and the (n+1)th splits (II). 
The nth bounded 8-relative cohomology group of A, with coefficients in 
X, splits (V). 
(c) The following are equivalent: 
M. 
The nth and the (n+1)th bounded 13-relative cohomology groups of A, with 
coefficients in X, split (II), 7-t(A,X : /13) = {O} and 7-t'(A,X : /13) = {O}. 
The nth and the (n+1)th bounded 13-relative cohomology groups of A, with 
coefficients in X, split (III) and Z'(A, X : 113) is complemented in £'(A, X). 
The nth bounded 13-relative cohomology group of A, with coefficients in 
X, splits (III) and the (n+1)th (IV). 
The nth and the (n+1)th bounded 13-relative cohomology groups of A, with 
coefficients in X, split (IV). 
The nth bounded 13-relative cohomology group of A, with coefficients in X, 
splits (V) and 9t 1 (A, X : 113) = {O}. 
Remark 2.3.3. (i) The equivalence between (i) and (ii) in (a) holds if we omit 
"H(A, X : 113) = {O}" from both of them. 
(ii) The equivalence between (i) and (iii) in (a) remains true if we omit 
"13(A, X : 113) is complemented in £(A, X : /13)" from (i) and "Z(A, X : 113) 
is complemented in L(A, X : /13)" from (iii). 
Similar results hold in the completely bounded case. 
A reduction of dimension result does not hold here, since the canonical iso-
morphism J L(A,X) -~ L'(A,1 -1 (A,X)) does not map £(A,X /13) 
into £(A, C' (A, X) : /13). To see that consider the case n = 2 and take 
E L 2  (A X: /13), a 1 , a2 E A and b E B. Then 
(J()(a1 )b)(a2 ) = J()(ai)(ba2) - 
- q5(a1 ,b)a2 
and 
J(çb)(ai b)(a2 ) = 0(ai b,a2 ) 
= (ai , ba2 ) 
and hence J(0) is not right B-modular. (If we consider the kind of 13-relative 
cohomology groups that we discussed at the end of Section 1.2.2, then a reduction 
of dimension result does hold). 
The results of the two previous sections about isomorphic modules and com-
plemented submodules hold here as well. We repeat them since we will need them 
in Chapter 4. 
Proposition 2.3.3. Let A be a Banach algebra, B be a subalgebra of A and 
X and Y two isomorphic Banach A-bimodules. If the nth bounded 13-relative 
cohomology group of A, with coefficients in X, splits (I), (II), (III), (IV) or 
(V) respectively, then the nth bounded 13-relative cohomology group of A, with 
coefficients in Y, splits (I), (II), (III), (IV) or (V) respectively. 
Proof It is similar to the pr000f of Proposition 2.1.17. We just have to observe 
that the restriction to L (A, X 18) of the map J, defined there gives us the 
required isomorphism. 	 D 
Proposition 2.3.4. Let A be a Banach algebra, B be a subalgebra of A, X be 
a Banach A-bimodule and Z be a complemented A-submodule of X. If the nth 
bounded B-relative cohomology group of A, with coefficients in X, splits (I), (II), 
(III), (IV) or (V) respectively then: 
The nth bounded B-relative cohomology group of A, with coefficients in Z, 
splits (I), (II), (III), (IV) or (V) respectively. 
The nth bounded B-relative cohomology group of A, with coefficients in 
X/Z, splits (I), (II), (III), (IV) or (V) respectively. 
Proof. It is similar to the proof of Proposition 2.1.18. 	 0 
In Propositions 2.1.23 and 2.2.12 we proved that the splitting of any type of 
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C(b) (A,X) implies the (complete) complementation of Z(A,X) in X. With-
out mentioning it we used there the identification of £(b) (A, X) with X. In 
the case of the B-relative cohomology £C°(b)  (A, X : 18) is not equal to X but 
to {x e X I bx = xb, for all b e B}. Therefore the splitting of any type of 
X : 18) implies the (complete) complementation of Z(A, X) in {x E X I 
bx = xb, for all b e B}. In particular the splitting of ?-t'(b) (A, X : /A) does not 
imply any complementation result for Z(A, X). 
In the following proposition we show that A-relative cohomology groups of 
an algebra A, with coefficients in any A-bimodule X, are especially well-behaved 
with respect to splitting. 
Proposition 2.3.5. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then the following hold: 
t"'(A, X : /A) splits (II), for all n E N. 
If A has a bounded approximate identity and  is neounital, then 7-1 ' (A, 
X /A) splits (IV), for all n e N. 
If A is unital and X is unital, then 7-t(A, X : /A) splits (IV), for all 
nEN. 
Proof. Let n E N and consider 0 E £(A, X : /A) and a 1 , ..., 	E A. Then 
the A-modularity of 0 implies that 
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a2fl1) = a1j(a2, ..., afl1) - (aia2, ..., afl) 
	
+ 	(-1) 2 (ai, ..., a22 a2i, ••• a2fl1) 
1<i<n-1 
• 	:ii: (_1)22+l(al,...,a2i+la2i+2,...,a2n+1) 
1<i<n-1 
• (-1) 2 0(a 1 ..... , aflafl+i) + (_1)2n+l(ai, ..., 
=0. 
Therefore 
= 0 	 (2.11) 
for all g5 e £(A, X : /A). Similarly we can prove that 
021 ()(ai,...,a2n+2) =al(a2,...,a2fl+2) 	 (2.12) 
for all 0 E £''(A, X 	/A) and all a 1 , ..., a2+2 E A. (2.11) implies that 
B' 1 (A, X : /A) = {0} and therefore, by Remark 2.3.1, 7-1'(A, X : /A) splits 
(II). 
Now to prove (ii), let {e}XEA  be a bounded approximate identity in A 
and 4 E Z 1 (A, X /A). Then, from (2.12), 521 (0)(e, a1,..., a2i) = 
eAq(a1, ..., afl+i), for all A e A and all a1, ..., a2fl+1 e A. But 
52n+l(0) = 0 
and thus eAq5(al, ..., a2fl44) is equal to 0, for all A e A and all a1 , ..., a2fl+1 E A, 
which taking the limit over A gives us, since X is neo-unital, 0 = 0. Hence 
/A) = {0} and thus, by Remark 2.3.1, 1(A,X : /A) splits 
(IV). 
For (iii) let e be the unit element of A and for all ii e N define 
£(A, X: /A) -~ £'(A, X : /A) 
by 
s()(ai,...,a_i) = 
for all q5  e £(A,X : /A) and all 	 e A. If ri = 2k, q E Z(A,X: 
/A)(= £ 2k(A,x : /A)) and a 1 , ...,a2k+1 e A, then, from (2.12), 
..., a21) = als2k(q5)(a2, ..., a2,+4) 
= a1(e, a2, ..., a2k+1) 
= (a1, ... a2k+1) 
and thus fl2k(A, X : /A) splits (IV). For n = 2k + 1 we have as in (ii) that 
Z'(A, X /A) = {0} and so it is immediate that S2k+1 is a splitting map of 
the fourth kind. 	 El 
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2.3.2 Splitting of the 13-relative Hochschild cohomology 
complex 
As in the two previous sections, we will say that the (completely) bounded 8-
relative Hochschild cohomology complex of A, with coefficients in X, splits (I), 
(II), (III), (IV) or (V) respectively if 'I-IC(b) (A, X : 18) splits (I), (II), (III), (IV) 
or (V) respectively, for all n e N. 
The equivalence between the third, fourth and fifth type of splitting of the 
complex holds here as well. 
Proposition 2.3.6. Let A be a Banach algebra, 13 be a subalgebra of A and X 
be a Banach A-bimodule. Then the following are equivalent: 
The bounded 8-relative Hochs child cohomology complex of A, with coeffi-
cients in X, splits (III). 
The bounded 8-relative Hochschild cohomology complex of A, with coeffi- 
cients in X, splits (IV). 
The bounded 8-relative Hochschild cohomology complex of A, with coef- 
ficients in X, splits (V). 
Z(A, X : /8) is complemented in £(A, X : /8) and 'H(A, X : 18) = 
{O}, for all n E N. 




Modules of maps from, into and 
between A-modules 
In this chapter we shall study modules of maps from, into and between A-modules. 
We start, in the first section, by giving a module structure to the space L(Y, X) 
of maps from a space Y into an A-module X, with pointwise module actions of A 
on £(Y, X). As we shall see X can be embedded, as a complemented submodule, 
into £(Y, X), for all spaces Y, and therefore the modules C1 (Y, X) are closely 
related to X in terms of cohomology. We will also show that the modules £(Y, X) 
inherit many algebraic and topological properties from the module X and are 
"well-behaved", i.e. module maps between different X's and linear maps between 
different Y's can be lifted to module maps on £(Y X), submodules of X and 
subspaces of Y give rise to submodules of £ (Y X) and most of the standard 
module constructions involving modules of the form L (Y, X) yield modules of 
the form L (Y, X). We will discuss first the bounded case and then the completely 
bounded one (where Lb (Y X) has the standard matricial norm structure). 
In the second section we will study modules £ (X, Y) of maps from an A-
module X into a space Y. Here the module actions generalise the module actions 
on the dual module X* of X. Whereas the modules £(Y, X) of the first section 
can be thought of as "extensions" of X, the modules £(X, Y) of this section 
are "extensions" of X* . Again we will show that the modules £(X, Y) inherit 
many properties of X* and are "well-behaved". As in the first section, we will 
deal first with the bounded and then with the completely bounded case. In the 
bounded case things are similar to the first section, with the exception of duality 
and normality for the module L (X, Y), which are connected with duality of Y as 
a Banach space and normality of the dual A-module X* of X. In the completely 
bounded case things become a bit more complicated. For £b(X, Y) to become a 
completely bounded A-module we will have to use the reversed tracial matricial 
norm structure on £b(X,  Y) which we defined in Section 1.2.1. This is something 
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we should have expected, since the modules £C'b(X, Y) generalise the notion of 
the dual module and if X is a completely bounded A-module, then the dual 
completely bounded A-module X* of X is equipped with the reversed tracial 
dual matricial norm structure and not with the standard dual one. 
In the third section we deal with the relation between the classes of modules 
defined in the first and the second section. In particular we will show that the 
modules £(X, Y*)  and L(Y, X*)  are A-module isomorphic. We will also see 
that if both X and Y are A-modules, then the module actions defined in the two 
previous sections are related for A-module maps. 
In the fourth section we combine the module actions defined in the first and 
the second section to make spaces £(X 1 , X2 ) of bounded maps between left or 
right A-modules X 1 and X2  into A-bimodules. Using the results of the first two 
sections we then prove certain properties of modules of that form. Because of 
the use of different matricial norm structures in the definitions of £(Y, X) and cb 
L ' (X, Y) the definition and the results of this section can not be extended to the cb 
completely bounded case. 
The proofs of most of the results in Sections 3.1, 3.2 and 3.3 are exactly the 
same for the left and the right module action. When that happens we will only 
give the proof for the left module action. 
3.1 Modules of maps into A-modules 
3.1.1 The modules £(Y,X) 
As we mentioned in the opening discussion, in this part we study modules of 
bounded maps from a Banach space Y into a Banach A-module X. Although 
we state our results for A-bimodules, they also hold for left and right A-modules 
and for (A, B)-bimodules. The plan is the following: We start by defining the 
modules £(Y X). Then we discuss how the modules C 1 (Y, X) are related to 
the module X. We continue by showing that certain algebraic and topological 
properties of  X are inherited by C 1 (Y, X). After that we prove that the modules 
L L (Y, X) are "well-behaved". Then using the relation between (Y, X) and X 
that we established in the beginning, we show how the cohomology groups of A, 
with coefficients in X and in C 1 (Y, X), are related. We finish with a result about 
the relation between the multiplication on L (X) and the module actions of A 
on.C(X) and some remarks about submodules of C 1 (Y, X). 
Proposition 3.1.1. Let A be a Banach algebra, X be a Banach A-bimodule 
and Y be a Banach space. Then the space of bounded linear maps from Y into 
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X, £(Y, X), becomes a Banach A-bimodule, with the module actions of A on 
£(Y,X) defined by 
(aq5)(y) = aq(y) 
and 
(qa)(y) = çb(y)a 
for all a e A, all 0 E £(Y, X) and all y E Y. 
Proof. The algebraic part follows directly from the pointwise definition of the 
module actions. Moreover if K > 0 is such that IIaxM < KllaIIIxII and  lixall 
KIlaIllIxIl, for all a e A and all x E X, then Ilaoll < KlaIIlIqll and IkaII 
KalI q5II, for all a e A and all q E £(Y, X). Therefore £(Y, X) is a Banach 
A-bimodule. We should observe here that the constant K does not depend on 
in particular if X is contractive, then so is £(Y, X). 	 0 
By letting Y = C we can take the module X itself as a module of the form 
£'(Y, X), the simplest of this family of modules. 
If X is a Banach A-bimodule and Y1 , ..., Y,, are Banach spaces, then, in a 
similar manner to Proposition 3.1.1, we can make £'(Y1 , ..., Y,; X) into a Banach 
A-bimodule. It is easy to see that the module L' (Yi, ..., Y; X) is isometrically 
A-module isomorphic to the module £(Y 1 , £'(Y2 , ..., Y,; X)). Hence when we 
discuss the properties of the modules L' (Yi, ..., Y; X) we need to consider only 
the case ri = 1. 
Given a non-zero f E Y the module X can be embedded into the module 
L(Y, X) via the map 
x x f : X -+ £(Y,X) 
defined by x1 (y) = f(y)x, for all x e X and all y E Y. It is easy to see that this 
map is an A-module homomorphism because of the pointwise definition of the 
module actions. Moreover lIxf II = If II IIxII, for all x E X. So X is (isometrically if 
11 f II = 1) A-module isomorphic to the closed submodule {xf Ix e X} of £(Y, X). 
On the other hand given a non-zero y e Y take the "estimation" map 
y): CC'  (Y,X)—X. 
We can easily see, using the Hahn-Banach theorem, that 	-+ 0(y)JI = Ily ll and 
that q '-+ 0(y) maps £(Y, X) onto X. Moreover the pointwise nature of the 
module actions shows that 0 i-* q(y) is an A-module homomorphism. 
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Now given a non-zero f e Y and y e Y with f(y) = 1, the composition of 
those two maps gives us a bounded projection (with norm equal to 1, if 11111 
1 and Ilyll < 1) that maps £(Y, X) onto {xf Ix E X} and is an A-module 
homomorphism. Thus X is (isomorphic to) a complemented A-submodule of 
L i (Y, X). 
The pointwise definition of the module actions of A on L (Y, X) together with 
the previous observations show that £(Y, X) posesses certain algebraic properties 
if and only if X does, i.e. £(Y,X) is unital if and only if X is, £(Y,X) is abelian 
if and only if X is and AnnA(J(Y, X)) = AnnA(X) and thus £(Y, X) is respec-
tively faithful/ annihilating if and only if X is respectively faithful/ annihilating. 
It is obvious that if £(Y, X) is neounital, then so is X. We don't know under 
which conditions neounitality of X implies that L (Y, X) is neounital. 
Moreover duality and normality of X are automatically inherited by £(Y, X) 
as we will show in the two following propositions. 
Proposition 3.1.2. Let A be a Banach algebra, X be a dual A-bimodule and Y 
be a Banach space. Then £(Y, X) is a dual A-birnodule. 
Proof. Since X is a dual A-bimodule, there exists a Banach space X such that 
X = (X and the maps x i-+ ax and x '-p xa are 
weak* continuous for all a E A. 
Now, since X = (X)* ,  L(Y, X) is isometrically isomorphic to 
(YX*)* via the 
map 
£(Y,X) - (YX)* 
defined by '(y ® z) = 0(y) (z), for all 0 e L(Y, X), all y E Y and all z E X 
and extended to YX ([BoD], Proposition 42.13 and following Remark). In the 
rest of the proof we will identify £(Y, X) with (YX)*. 
Before we move on with the proof we would like to remind the reader of two 
properties of the weak* topology on the dual of a Banach space. Let V and U 
be Banach spaces. (1) A linear map T : V -+ U is weak* continuous if and 
only if {T(fx)}A converges weak* to T(f), for all f e V and all bounded 
nets {f},\€A c Vt converging weak* to f. The proof of this property can be 
obtained combining the following three facts: (i) T is weak* continuous if and 
only if T, : Vt - C, with T(f) = T(f)(u), for all f e Vt, is weak* continuous 
for all u E U. (ii) A linear functional F: Vt -+ C is weak* continuous if and only 
if F is continuous with respect to the bounded weak* topology on Vt (see [DuSc], 
Theorem V.5.6). (iii) A linear functional F: Vt -* C is continuous with respect 
to the bounded weak* topology on Vt if and only if lim eA F(fA) = F(f), for all 
f e Vt and all bounded nets {fA}AEA c Vt converging weak* to f (which follows 
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immediately from the definition of the bounded weak* topology on Vt which can 
be found in [DuSc], Definition V.5.3). (2) Let W be a dense subset of V, {fA},XEA 
be a bounded net in V and f E Vt. If lim E A h, W = f(w), for all w E W, then 
{ f}p converges weak* to f. 
Let a e A. To prove the weak* continuity of the map '-+ acb £(Y, X) — 
,C 1 (Y, X) consider a bounded net {q},EA in £(Y, X) converging weak* to some 
E £(Y,X). Then liMAEA 0A  = 0 (y) (z), for ally e Y and all z E X, and 
therefore the net {q5(y)}EA converges weak* in X to q(y), for all y e Y. Thus, 
by the weak* continuity of the map x i-+ ax and the pointwise definition of the 
left module action of A on L(Y, X), the net {(aA)(y)}AEA converges weak* in X 
to (aq)(y), for all y e Y. So limA(aq5A)(y)(z) = (aq5)(y)(z), for all y e Y and all 
z E X* - Combining that with Y 0 X, being dense in YX and the boundedness 
of the net {aqA}AEA (which follows from the boundedness of {}A), we get 
that the net {a0A}A converges weak* to ao and the weak* continuity of the 
map 0 -+ a £(Y,X) -~ £(Y,X) has been proved. Therefore £(Y,X) is a 
dual A-bimodule. 
Alternatively, since X is a dual A-bimodule, X, is also an A-bimodule. We can 
make 	into an A-bimodule with A acting on X and prove that £(Y, X) 
is the dual A-bimodule of 	 0 
We can see from the alternative proof that the previous proposition holds in 
the more general case where X is the dual of a normed A-bimodule X which is 
not a Banach space. 
Proposition 3.1.3. Let M be a von Neumann algebra, X be a normal M-
bimodule and Y be a Banach space. Then L ' (Y, X) is a normal M-bimodule. 
Proof. By the previous proposition, L ' (Y, X) is a dual M-bimodule. Since X is a 
normal M-bimodule, the map a i-+ ax : M -+ X is ultraweak-weak* continuous, 
for all x E X. Take 4 L ' (Y, X). To prove the ultraweak-weak* continuity 
of the map a i-* aq : M —* L ' (Y, X), consider a net {aA}EA in M converging 
ultraweakly to some a E M. Since M is a von Neumann algebra, the ultraweak 
topology on M is the weak* topology on M ([StZ], pp.15-19). Hence, using the 
property that we discussed in the second paragraph of the proof of Proposition 
3.1.2, we may assume that {a}A €A is bounded. Let X. be as in the proof of the 
previous proposition. Then, for all z E X and all y E Y, we have, using the 
identification of L (Y, X) with (YX) t  and the ultraweak-weak* continuity of 
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a F-* ax, that 
lim(aAq)(y ® z) = lima(y ® z) 





Since Y ® X. is dense in YX and {a.xq}AEA is bounded (since {a}AeA is), 
laAO }AEA converges 
weak* to a. Hence £(Y, X) is a normal M-bimodule. El 
The following two propositions show that bounded module homomorphisms be-
tween X's and bounded linear maps between Y's can be lifted, via composition, 
to bounded module homomorphisms between L (Y X) 's and that submodules of 
X and subspaces of Y give rise to submodules of L (Y, X). 
Proposition 3.1.4. : Let A be a Banach algebra, X 1 and X2 be Banach A-
bimodules and Y 1 and Y2 be Banach spaces. 
If ir : X1 -+ X 2 is a bounded A-module homomorphism, then 
7ry1 : £(Y1 ,X 1 ) -4 L(Y,X) 
defined by lry1 (q) = ir, for all q e C 1 (Yi, X 1 ), is a bounded A-module homomor-
phism, with IIiryi I I = 117r11. 
if -r : Y1 - Y2  is a bounded linear map, then 
L'(Y2 , X1 ) -+ £(Y1 , X 1 ) 
defined by Tx,() = q-r, for all q  e £(Y2 , X1 ), is a bounded A-module homomor - 
phism, with ItTxiM = Iftil. 
Proof. It is easy to see by a straightforward calculation and the Hahn-Banach 
theorem that both 71y1  and TX1  are bounded maps with 1Iy1 II = 11711 and IIxi II = 
IIII 
If q e L' (Y i , X 1 ), a E A and y e Y1 , then 
(a7y1 (0))(y) = a7ry1 (0)(y) = a'ir(q(y)) = ir(açb(y)) 
= 7r((aq5)(y)) = (iry1 (acb))(y) 
where the first and the fourth step follow from the pointwise definition of the mod-
ule action and the third step follows from ,7r being an A-module homomorphism. 
Hence 7ry1 is an A-module homomorphism. 
On the other hand if 0 E £(Y2 , X 1 ), a e A and y e Y1 , then 
(a'rx1 (cb))(y) = arx ,(cb)(y) = acb(r(y)) 
= (açb)('r(y)) = (7-x1(aq))(y) 
where the first and the third step follow from the definition of the left module 
action. 	 D 
In particular the previous proposition shows that if we start with (isometrically) 
isomorphic modules X 1 and X 2  and (isometrically) isomorphic spaces Y1 and Y2 , 
then the modules L'(Y 1 , X1 ) and L' (Y2 , X2 ) are (isometrically) isomorphic. 
Proposition 3.1.5. Let A be a Banach algebra, X be a Banach A-bimodule and 
Y be a Banach space. 
If X 1  is a closed A-submodule of X, then C(Y, X 1 ) is a closed A-submodule 
of L' (Y, X). Moreover if X i  is a complemented A-submodule of X, then L' (Y, X 1 ) 
is a complemented A-submodule of L' (Y, X). 
If Yi is a complemented subspace of Y, then (Y 1 , X) is a complemented 
A-submodule of £ (Y X). 
If X 1  is a closed A-submodule of X and Y is a complemented subspace 
of Y, then L'(Y 1 ,X 1 ) is a closed A-submodule of £(Y,X). Moreover if X 
is a complemented A-submodule of X, then L' (Y 1 , X 1 ) is a complemented A- 
submodule of £'(Y, X). 
Proof. (i) Obviously £(Y X 1 ) is a closed subspace of C 1 (Y, X) (or more formally 
it is isometrically isomorphic to the closed subspace 10 e .C(Y,X) I (y) e 
X 1 , for ally E Y} of L(Y, X)). Now consider a E A, E C 1 (Y, X 1 ) and y E Y. 
Then 0(y)  E X. and so aq(y) E X 1 , since X 1 is an A-submodule of 
X, which 
proves that ao e £(Y, X 1 ). Thus £(Y, X 1 ) is an A-submodule of £(Y, X). 
If X is complemented in X, then there exists a bounded projection p: X -+ 
X, with Im(p) = X 1 , which is an A-module homomorphism. Then, by (i) of 
the previous proposition, the map py : L(Y, X) - C 1 (Y, X) is a bounded A- C 
module homomorphism. Moreover it is easy to see that py is a projection, with 
Irn(py) = £(Y, X 1 ), and therefore £(Y, X 1 ) is complemented in 'C' (Y, X). 
Since Y1 is complemented in Y, there exists a bounded projection p 
Y - Y, with Im(p) = Y. Using the second part of the previous proposition 
we see that Px : L(Y, X) -+ C 1 (Y X) is a bounded A-module homomorphism. 
Moreover px is a projection mapping L(Y, X) onto S = {q E L(Y, X) I c5 (y) = 
0, for all y E Y e Y1 }. But S is isomorphic to C 1 (Y1, X) via the restriction 
map 0 '-+ 	: S - £(Y 1 , X) and therefore .C(Y 1 , X) 
is a complemented 
A-submodule of L' (Y, X). 
follows immediately from (i) and (ii). 	 U 
In the following two propositions we study the relation between direct sums 
of X's and Y's and direct sums of C 1 (Y, X)'s and between quotients of X by 
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submodules of X or of Y by subspaces of Y and of quotients of £(Y, X) by 
submodules of £(Y, X). 
Proposition 3.1.6. If A is a Banach algebra, then the following hold: 
(i) If X 1 and X2  are Banach A-bimodules and Y is a Banach space, then for 
all 1 < p < 00, £'(Y, X1)(Y X 2 ) is A-module isomorphic to £(Y, X 1 X 2 ). 
If p = 00, then they are isometrically isomorphic. 
(ii) If {Xj\ e Al is a family of uniformly bounded Banach A-bimodules and 
Y is a Banach space, then: 
10o(r(Y, XA)IA E A) is isometrically A-module isomorphic to £(Y, l °° (XAI 
co (C(Y, X,)I) e A) can be isometrically embeded as an A-submodule into 
£(Y,c o (X. x IA E A)). 
For all 1 < p < 00, l(C(Y,XA)I\ E A) can be contractively embedded as 
an A-submodule into L' (Y, l(XAI\ e A)). 
(iii) If X is a Banach A-bimodule and Y 1 and Y2 are Banach spaces, then, 
for all conjugate 1 < p,q < oo, £(Y1 ,X)1'(Y2,X) is A-module isomorphic 
to £(Yl q Y2, X). Moreover if p = oc and q = 1, then they are isometrically 
isomorphic. 
(iv) If X is a Banach A-bimodule and {Y A I) E Al is a family of Banach 
spaces, then: 
l°°(L(YA, X)I\ E A) is is 	A-module isomorphic to £(l'(Y.\ E 
A), X). 
l'(L(YA, X)l\ E A) can be contractively embedded as an A-submodule into 
£ (co (Y.xI.\ E A), X). 
For all conjugate 1 <p,q < oo, lP(r(YA,X)l\ e A) can be contractively 
embedded as an A-submodule into £,(l(Y)j\  e A), X). 
Proof. (i) Let 
J: -+ £(Y,X 1 X2) 
be defined by 
J(qi ED 02)(Y) = &() + 2(Y) 
for all 01 72  e £(Y,X1 ).C(Y,X2) and ally e Y. It is easy to see that J is an 
(isometric if p = oo) isomorphism. To see that it is not an isometry if 1 < p < 00 
just consider a Banach space X and the projections 
P1 :XX — X 
and 
P2 :XEDX-+X 
with Pi (x i x) = xi and P2(xi x) 	x2 , for all x 1 e x 2 e X ED X ; then 
lIP' 	P211p = 21 /P and IIJ(' 	P2)11 	1. To show that J is an A-module 
homomorphism let us consider a E A, 010 e £(Y, X,)(DC'(Y, X 2 ) and y E Y. 
Then 
J(a(q, 02)) (Y) = (a 1 ) (y) + (a02) (Y)= a(01 (y)) + a(02 (Y)) 
= aJ(cb, ED 42)(Y) = (aJ(01 	2)) (Y) 
which proves that J is a left A-module homomorphism. 
Since {XA IA E Al is a uniformly bounded family of Banach A-bimodules, 
{L(Y, X, \ ) JA E Al is also a family of uniformly bounded Banach A-bimodules, 
because, as we mentioned at the end of the proof of Proposition 3.1.1, the constant 
K does not depend on Y. Now consider the map 
J: 1((Y,XA)IA E A) - £(Y,l°°(X%j.A E A)) 
defined by 
J( 	OA) (y) = 	(DO,\ 
)EA )EA 
for all 	 e lc3(L(Y, X)I\ E A) and all y E Y. It is easy to see 
that it is an isometric isomorphism. Moreover we can see that its restriction 
to co (L(Y, X)l\ E A) is an isometry. Considering a family of Banach spaces 
{Yl e N} and the identity map on co(Yln  e N) we can see that J is not onto. 
As for its restriction to 1°(J.(Y, X,3lA E A), 1 < p < oc, it is also easy to see that 
it is a contractive embedding; we can see that it is not onto using an argument 
similar to that for co (L(Y X,\ ) I A e A) and that it is not an isometry using an 
argument similar to that of part (i). We can also prove that J is an A-module 
homomorphism as in part (i). 
Let 
J: £(Y1 ,X)(Y 2 ,X) + .C(YiqY2 ,X) 
be defined by 
J( 1 02 )(y, ED Y2) = '(y,) + 02(y2) 
for all 0 1 ED 02 e £(Y 1 ,X)C(Y 2 ,X) and all Yi Y2 E Y, Y 2 . It is easy to 
prove that J is an isomorphism. Moreover it is easy to see that it is an isometry 
if p = oo and q = 1. To see that it is not an isometry for the other values of p 
and q consider a Banach space X and the maps 
r1 :X—*X qX 
and 
T2 X -4 X qX 
defined by r1 (x) = xe 0 and r2 (x) = 0 ED x, for all x E X; then in T2 II p = 2' 
and I IJ(i T2) 11 = 1. To show that J is an A-module homomorphism let a E A, 
01 ED 2 E L(Y 1 , X) £(Y2, X) and Yi 	Y1 Y 2 . Then 
J(a(cbi 	 Y2) = (aq5 i )(yi ) 	(a02) (Y2) 
= aJ(q j. ED 02)(Y1 ED Y2) 
= (aJ(q i 	 Y2) 
which proves that J is a left A-module homomorphism. 
(iv) It is easy to see that {C(YA, X)i\ E Al is a family of uniformly bounded 
A-bimodules. Let 
J: l°° (I(YA,X)I\ E A) -+ L(l'(YA\ E A), X) 
be defined by 
J(A)(YA) = 
)EA 	AEA 	AEA 
for all >iA 	e l°°(i(YA, X)IA E A) and allEAEA e l'(YI)t e 
A). We 
can easily see that J is an isometric isomorphism and that its restrictions to 
lP(L(YA, X)i\ e A), for 1 <p < 00, are contractive embeddings. As in part (iii) 
we can prove that those restrictions are not isometries. Moreover we can see that 
they are not in general onto if we consider a family {Yl E N} of Banach spaces 
and the identity map on co(YnIn  e N) or l(Yrt  e N), for 1 < q < 00. We can 
also show that J is an A-module homomorphism as in part (iii). 0 
Proposition 3.1.7. Let A be a Banach algebra, X be a Banach A-birnodule and 
Y be a Banach space. 
If X 1  is a closed A-submodule of X, then £(Y,X)/C(Y,X1) can be iso-
metrically embedded as an A-submodule into £(Y, X/X 1 ). Moreover if X 1 is 
complemented in X as a subspace, then £(Y, X)/L(Y, X 1 ) is isometrically A- C 
module isomorphic to L' (Y, X/X 1 ). 
If Y 1  is a complemented subspace of Y, then £(Y, X) 1,C 1 	X) is A- C 
module isomorphic to £(Y/Y 1 ,X). 
M. 
Proof (%*) It follows from Proposition 3.1.5(i) that £(Y, X1 ) is a closed A-submodule 
of £(Y,X) and hence L(Y,X)/I'(Y,X1) is an A-bimodule. With the help of 
the Hahn-Banach theorem we can see that the map 
J: (X)/L(Y,X1 ) - £(Y ) X/X 1 ) 
defined by 
J( + £(Y, Xi)) (Y) = (y) + Xi 
for all +C(Y, X 1 ) e £(Y, X) IL '  X 1 ) and ally e Y, is an isometry. Moreover 
if e £(YX), a E A and  E Y, then 
J(a(+L(Xi)))(y) = J(ai+(Y,X i ))(y) 
(açb)(y) + X 1 
= aq5(y) + X1 
= aJ(q + £(Y, Xi)) (Y) 
= (aJ(q +,C1 (Y,  X1 )))(y) 
and thus J is an A-module homomorphism. 
If X1  is a complemented subspace of X and p: X -* X e X1 is a bounded 
projection, then given I' e I(Y,X/X 1 ), let 0 : Y -+ X, be defined by q = 
where r(x + X1 ) = p(x), for all x E X. Then it is easy to see that = J(q + 
L ' (Y, X1 )) and therefore J is onto. 
(ii) It follows from Proposition 3.1.5(u) that C 1 (Y1, X) is a closed A-submodule 
of £(Y, X) and hence £(Y, X)/(Y 1 , X) is an A-bimodule. If p: Y -+ Y e Y1 
is a bounded projection, then 
J: L(Y,X)/C(Y 1 ,X) -~ £(Y/Y 1 ,X) 
which is defined by 
J(çb+A(Yi ,X))(y+Yi) = c 5WO) 
for all qS + £(YX) e £(Y,X)/I(Y 1 ,X) and all y E Y, is an isomorphism. 
Moreover if 0 e L ' (Y, X), a E A and y E Y, then 
J(a(q + L' (Y1 , X)))(y + Y 1 ) J(aç5 + L' (Yi , X))(y + Y1 ) 
= (aq)(p(y)) 
= a(p(y)) 
= aJ(+L(Yi ,X))(y+Yi) 
= (aJ(+(Yi ,X)))(y+Yi) 
and therefore J is an A-module homomorphism. 
	 D 
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It is easy to see that if A is a Banach algebra with unitisation A, X is a 
Banach A-bimodule and Y is a Banach space, then the A-bimodules C 1 (Y, ) 
and L' (Y, X) coincide. 
In the following proposition we study the relation between the modules L (Y, X) 
and the reduction of dimension modules .C(A, X). 
Proposition 3.1.8. Let A be a Banach algebra, X be a Banach A-bimodule and 
Y be a Banach space. Then £ d L(A,X)) are isometri- c 	C 	 C 	C 
cally A-module isomorphic. 
Proof. Let 
J: £(A,L(Y,X)) -4 
be the canonical isometric isomorphism defined by 
J(I)(y)(a1,..., an) 	 (ai,..., an)  (Y) 
for all 	E £(A, £(Y X)), all y E Y and all a1, ..., an  E A. It is easy to see 
that J is a left A-module homomorphism. To show that it is a right A-module 
homomorphism consider '1 E Ln(A, L'(Y, X)), a e A, y E Y and a1 , ..., a E A. 
Then 
J(Ia)(y)(ai,...,an ) = ((Da)(ai,..., an)  (y) 
=I(aa1,..., an)  (y) 
+ E (_1)'I(a,al,...,akak+1,...) an)(Y) 
1<k<n-1 
+ (-1)'(a, a1, ..., an- 1)(y)a 
= J()(y)(aa1 ,...,an ) 
+ 	(_1)!cJ()(y)(a,al ,...,ak ak-j- 1 , ... , an) 
1<k<n- 1 
+ (-1)'J('I)(y)(a,a1,...,  an-  i)a 
= (J()(y)a)(ai,...,an) 
= (J()a)(y)(ai ,...,a) 
t 
In the following proposition we show how the cohomology groups of A, with 
coefficients in X and £(Y, X), are related. 
Proposition 3.1.9. Let A be a Banach algebra, B be a subalgebra of A, X be a 
Banach A-bimodule, Y be a Banach space and n e N. Then the following hold: 
EM 
For all non-zero f E Y, the map 
F F1 : £(A,X) —* i(A,I(Y,X)) 
defined by F1 (a1 ..., an)  (y) = f(y)F(a1 ,...,a), for all F  e £(A, X), all a,,..., a n  E 
A and all y E Y is a one-to-one bounded map, with IIF1II = Ilf IIIIF1I. Moreover 
F1+'1' = tF1 + t'Ff l, for all F e £(A, X), all f, f e Y* and all t, t' E C. 
For all non-zero y E Y, the map 
—*Cby  : £(A,f(Y,X)) — £(A,X) 
defined by 	(a1 , ...a) 	1(ai , ...) an) (Y), for all 4 E £(A, £(Y, X)) and all 
a1 , ..., an  EA is a bounded map, with I ' - 4,1I = IIyII which maps £(A, £(Y, X)) 
onto £(A, X). Moreover 	= tcI, + t"Ij, for all I' e £(A, £(Y, X)), all 
y, y' Y and all t,t' E C. 
For all non-zero f e Y, F -+ F1 maps 
Cn
c 	X : 18) into £(AC' (Y, X): 
A. 
For all non-zero y e Y, 1 '-+ I, maps £(A, £(Y, X) : 18) onto 
L(A,X: 18). 
If 
£(A,X) -4 £(A,X) 
and 
£(A,I(Y,X)) - £(A,A(Y,X)) 
are the coboundary maps, then, for all f E Y and all F E £(A, X), 
= (an (F))f 
and, for all y E Y and all 1 e £(A, £(Y, X)), 
= 
For all non-zero f E Y, F -+ F1 maps Zcn 	X) into Z cn 	L' (Y, X)), 
13(A, X) into !3(A, £(Y, X)) and 'K(A, X) into ?-1(A, L'(Y, X)). 
For all non-zero y e Y, I '-* T maps Z cn 	L(Y, X)) onto Z(A, X), 
Bcn 	£'(Y, X)) onto !3(A, X) and ?-t(A, £'(Y, X)) onto ?-t(A, X). 
For all non-zero f E Y, F F1 maps ZC (A, X : /8) into Z cn 	£(Y, 
X) : 18), 8(A,X : 113) into 13(A,l(Y,X) : /8) and 7-t'(A,X : 18) into 
Wn (A,(Y,X) : /8). 
For all non-zero y e Y, 1 -+ 	maps Z(A,L(Y,X) : 18) onto 
zcn 	X : 18), 8(A, L(Y, X) : /8) onto 8(A, X : /13) and '1-((A, L'(Y, X) 
18) onto 7-t(A,X : 18). 
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Proof Parts (i) and (ii) follow from a straightforward calculation and the Hahn- 
Banach theorem. 
A straightforward calculation shows that if A is an algebra, X 1 and X2 are 
A-bimodules and I X 1 —+ X2  is an A-module homomorphism, then, for all 
n E N, the map 
In  : £'(A,X 1 ) —+ 
defined by 
I()(ai ,...,a) =I(q5(a1 ,...,a)) 
for all 0 e £'(A, X 1 ) and all a1 , ..., an  E A, maps Z(A, X 1 ), 13(A, X 1 ) and 
'1-t'2 (A, X 1 ) into Z(A, X 2 ), 13Th (A, X2 ) and ?-t(A, X2 ) respectively and C1 (A, X 1 
113), Z(A, X 1 : 113), ffz(A, X 1 : 113) and ?-C(A, X 1 : 113) into C(A, X 2 : 113), 
Z(A, X 2 : 113), 13'2 (A, X 2 : /13) and ?-C(A, X 2 : 113) respectively, for any subalge-
bra B of A. Parts (iii), (vi) and (viii) follow from the previous observation with 
X 1 = X, X 2 = £(Y,X) and I = x i—p x1 and parts (iv), (vii) and (ix) follow 
with X 1  = £(Y, X), X 2 = X and I = 4 i-+ q(y). The onto in (iv), (vii) and (ix) 
follows from (iii), (vi) and (viii) respectively and the Hahn-Banach theorem. 11 
In particular the previous proposition implies that if gin (A, L'(Y, X)) or 
lin
C 
L'(Y, X) : /13) vanishes for some Banach space Y, then so does fl(A, X) 
or 9i (A, X : 113) (the previous result follows immediately from the complemen-
tation of X in £(Y, X) established in the remarks following Proposition 3.1.1; 
we discuss the map -* because it will be used in Chapter 4). The con-
verse does not hold (see Section 5.3 for an example of a Banach algebra A, 
a Banach A-bimodule X and a Banach space Y with ?-(A, X) = {O} and 
?-t(A, £(Y, X)) 0 {O}). As we shall see in Chapter 4, the vanishing of the 
groups ?-1(A, £(Y, X)) or '1-('(A, L'(Y, X) /13), for all Banach spaces Y, im-
plies more than just the vanishing of the groups '1-t(A, X) and '7-t(A, X /13). 
In the following proposition we give the relation between the multiplication 
on L'(X) and the module actions of A on 
Proposition 3.1.10. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then the following hold: 
(i) For all a e A and all 0, 02 E 
= (aq1)2 
and 
(01a)02 = (012)a. 
(ii) If 0 E £(X), then 0 is an A-module homomorphism if and only if 
q(a'b) = a(q) 
and 
O(V)a) = (qb)a 
for all a E A and all 0 E £(X). 
Proof. (i) follows immediately from the definition of the module actions of A on 
£(X). For the first part of (ii) let q be a left A-module homomorphism, a E A, 
b e £(X) and x e X. Then 
((a))(x) = 0(a'çb(x)) = aq5(b(x)) = (a(q))(x). 
On the other hand, if (a) = a(q), for all a E A and all ' e £(X), take 
= id. Then, for all x E X, 
q(ax) = 0 ((aidx)(x)) = (cb(aidx))(x) 
= a(cbidx)(x) = aq(x) 
and so 0 is a left A-module homomorphism. 	 0 
We should mention here that in the situation described in the previous proposi-
tion the left and the right module action of A on L (X) coincide with composition 
with the left and the right multiplication maps L a  and Ra respectively. 
A question that arises if Y is also an A-bimodule and 8 is a subalgebra of A 
is whether £(Y X : 18) is also an A-bimodule. In the following proposition we 
show that this happens if 8 is contained in the centre of A. 
Proposition 3.1.11. Let A be a Banach algebra, 8 be a subalgebra of A and X 
and Y be Banach A-bimodules. Then the following hold: 
(i) For all  E 13, all . 0 e L(Y,X : 18) and ally E 
(bq)(y) = 0(by) 
and 
(cbb)(y) = çb(yb). 
(ii) If 8 is contained in the centre 2(A) of A, then C 1 (Y, X : 113) is a Banach 
A- bimodule. 
Proof The first part follows from the pointwise definition of the module actions 
of A on £'(Y, X). To prove the second part let qS e £'(Y, X : /13), a E A, b e B 
and y E Y. Then 
(açb)(by) = abcb(y) = b(acb)(y) 
since B ç 2(A). Moreover it is easy to see that (aq5)(yb) = (a)(y)b. Hence 
aEL(X:/B ). 	 0 
Remark 3.1.1. As we mentioned after Proposition 3.1.1 we can also give £(Y, X) 
an A-bimodule structure for n> 1. So £(A, X) is an A-bimodule for all n > 1. 
Is the coboundary map t9' : L(A,X) —* £ 1 (A,X) an A-module homomor-
phism? A staightforward calculation shows that 
= (a3'())(al,...,an+l)+((ala_aal))(a2,...,an+1) 
and 
= (5(q)a)(ai, ..., 	+ (_1)Th+1((aan+i - a+ia))(ai, ..., a) 
for all 0 E £(A, X) and all a, a1, ..., a+i E A and thus the answer in general is 
no. But if A is abelian, then 9n  is an A-module homomorphism and Z cn  X) 
and !3(A, X) are A-bimodules. 
3.1.2 The modules £b(Y,X) 
As we mentioned in Remark 1.2.7(1), if X is a matricially normed space and Y is 
a normed space, then L (Y, X) becomes a matricially normed space, with matrix 
norms defined by 
Rij)lIm = sup{I( zj (y))Im I IIII < 1 } 
for all m E N and all (q5) E M m (.C(Y, X)). Moreover if Y is also a matricially 
normed space, then the standard matricial norm structure on £b(Y  X) is defined 
by 
I(lij)IIm = supill 	111(Yt)IIz :5 1,1 E N} 	(3.1) 
for all in E N and all (O 3 ) e Mn (C(Y,X)) (Proposition 1.2.5). cb 
Using those two matricial norm structures, we can make L'(Y, X) and L'(Y, X)cb 
into completely bounded A-modules, when X is a completely bounded A-module. 
In their work on completely bounded A-modules Effros and Ruan mention those 
modules when X is a C*algebra  A; they call them range modules and use them 
as examples of completely bounded A-modules ([ER1], p.140). In this part we 
will define the modules Lb(Y, X) and discuss some of their properties. We will 
not show again that the natural embeddings and isomorphisms that appear in 
the proofs are A-module homomorphisms, since the calculations are exactly the 
same with those in the first part. The order of the presentation of the results 
is the same with the first part. Similar results hold for the matricially normed 
space C 1 (Y, X), when X is a completely bounded A-bimodule and Y is a normed 
space. 
Proposition 3.1.12. Let A be an operator algebra, X be a completely bounded 
A-bimodule and Y be a matricially normed space. Then the space of completely 
bounded linear maps from Y into X, C 1 (Y, X), becomes a completely bounded cb 
A-bimodule, with the module actions of A on £b(Y,  X) defined by 
(aq5)(y) = açb(y) 
and 
(qa)(y) = çb(y)a 
for all a E A, all 0 e E b (Y, X) and all y e Y. Moreover if X is an operator 
completely bounded A-bimodule, then C 1  (YX) is also an operator completely cb 
bounded A-bimodule. 
Proof. Since X is a completely bounded A-bimodule, it is a matricially normed 
space. Hence £ b (Y, X) becomes a matricially normed space, with the matricial 
norms defined as in (3.1). Moreover, since X is a completely bounded A-bimodule, 
the map (a, x) i-* ax : A x X —* X is completely bounded, i.e. there exists K > 0 
such that 
(ajj )(xjj )Im 15 I(I(ajj)ImII(xjj)lm 	 (3.2) 
for all m E N, all (x) e Mm  (X) and all (a23 ) E K,, (A) (see Definition 1.2.11). 
Using Proposition 3. 1.1 we get that .C(Y, X) is an A-bimodule. If we consider 
E £b(Y, X), a E A, m e N and (y,) e M m (Y), we have 
((ac5)(yij ))lI m = II(a(yij))IIm 
= IRa® Irn)((yij))Ilm 
< K11 (a ® Im )II n2 IRq5(y jj ))I m  
= Kilall II ((Y)) tim 
< I(aM IIQSIIcbIi(Yij) tim 
the third step following from (3.2), the fourth from the L property of A and 
the fifth from the complete boundedness of q. Thus açb is completely bounded, 
which proves that £ 1,(Y, X) is an A-submodule of £'(Y, X) and therefore an 
A-bimodule. Now to prove that £Cb(Y, X) is a completely bounded A-bimodule 
consider m e N, (q2i) EC,(Y,X)) and (a22 ) e M,(A). If I e N and 
(yst) e M(Y), then 
II( 	(ajk kj)(y st ))II m1 = II( 	ajk/'kj(yst))IIm1 
1<k<n 	 1<k<n 
= II((ai) (9 It ) ( q5jj (y st ))II mz 
< K(a) ® It lI mz Il(q ij (y s t))IImi 
= I( (a) ImI (qjj(Yst)) IIml 
:5 IcT (a) m 1 (qij)lImIl (y)lI 
the third step following from (3.2), the fourth from the L' property of A and 
the fifth from (3.1). Since the previous inequality holds for all 1 E N and all 
(yst) e M(X), we get, using (3. 1), that 
I( E aik qSkj )II m < KIl(aij)MmII(4ij)IIm 
1<k<n 
which proves that L Cb(Y, X) is a completely bounded A-bimodule. Since the 
constant K has not changed, if X is completely contractive, then £,(Y, X) is 
also completely contractive. 
To finish the proof suppose that X is an operator completely bounded A-
bimodule. Then X is an operator space and hence, by Proposition 1.2.5, 4(Y, X) 
is also an operator space. Li 
The simplest case arises again when X is an operator completely bounded 
A-bimodule and Y = C, where we have that £ b (Y, X) = X. 
As in the bounded case, we can consider A-bimodules of completely bounded 
n-linear maps, for n > 1, from matricially normed spaces l'i, ..., Y into a com-
pletely bounded A-bimodule X, £(Y 1 , ..., Y,; X). We remind the reader that 
Y; X) is not isomorphic to %(Y 1 , £'( Y2 , ..., Y; X)) (see Remark 
1.2.11 (iv)). 
In the first part we established the relation between the modules X and 
£(Y, X) using the maps x —+ x1 and i—* (y). Those maps work in the 
completely bounded case as long as X is an operator completely bounded A-
bimodule. Let f be a non-zero element of Y*.  To see that the map x i—* x1 is 
well-defined consider x E X, f E Y, m E N and (yj3)  E M,. (Y). Then 
II(Xf(Yij))IIm = II(f(yij)X)IIm 
~ II(f(Y23))IIII x ® ImMm 
= II(f(y))IIIIxII 
:5- 11111 II(y) IImIIXM 
where the third step follows from the L property of X and the fourth from 
the complete boundedness of f. Moreover if m, I E N, (z23 ) E M, (X) and 
(y8) e M(Y), then 
II((xjj) 1 (yst))IImi = I l(f(yst ) ij )II rni 
< 11(f (Y '10) ® ImIIlI(xi 0  1011-1 
= II (1 ())Il I I (Xij 0 Ij)lImi 
= II(f(y3t))IlII(x3) 0  IilImi 
= 
hf liii (yst) hIhI(x) hm 
the fourth step following from (x 3 ) 0 I being equal to a product of the form 
(opq)(xij ® I)(/3) where (apq ), (/3pq) E IYlImi  are permutation matrices. Since the 
previous inequality holds for all I E N and all (Yst)  E M1 (Y), we get, using the 
definition of the norm on (L b ( X)), that 
II ((x),) him 	if liii (x)  hIm 	 (3.3) 
which proves that x '—* Xf is completely bounded. By the remarks following 
Proposition 3.1.1, 
if Ii hi(xij)iIm = II (x)  II 	 (3.4) 
where (x 3 )1 is viewed as a bounded map from Y into Mm (X). It is easy to see 
that (x 23 )1 as a completely bounded map from Y into Mm  (X) coincides with 
((x23 )1) as an element of Mm (Lb(' X)) (see the discussion before Proposition 
1.2.5) and hence 
	
iI(xj)fIIb = Il((X ij ) f )II m . 	 (3.5) 
Using (3.3), (3.4) and (3.5) we get that X is completely (isometrically if hf II = 1) 
isomorphic to {x1 I x e X}. On the other hand a similar calculation shows that 
I (xi ) urn :~ iixhl II (fj3) him 
for all x E X, all m E N and all (f) e Mm (Y*). 
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Passing to the map 0 '—* (y) let us consider y e Y and (cb) E M(L(Y,X)). 
Then it follows immediately from the definition of the norm on M m  (4(Y, X)) 
that II(ij(y))IIm < which proves that i-p q(y) is completely 
bounded, with 110 '-4 (y) 	IIyII• Combining that with the results in the 
bounded case we can easily see that I 10 '- q(y)IIcb = IIyII• 
As in the first part combining those two maps we get a completely bounded 
projection of L' (Y, X) onto {x1 I x E X}, which shows that {x1 I x E X} is a cb 
completely complemented A-submodule of Cb(Y, X). 
It is easy to see that the relation between certain algebraic properties of X 
and £(Y, X) that we stated in p.76 holds for £(Y, X) as well. 
As in the bounded case, duality and normality of X are inherited by 4(Y, X) 
when X is an operator completely bounded A-bimodule and Y is an operator 
space, as we shall see in the two following propositions. 
- 	Proposition 3.1.13. Let A be an operator algebra, X be a dual operator com- 
pletely bounded A-bimodule and Y be an operator space. Then L' (Y, X) is a dual cb 
operator completely bounded A- bimodule. 
Proof. Since X is a' dual operator completely bounded A-bimodule, there exists 
an L' completely bounded A-bimodule X. such that X = By Propo-
sition 1.2.8, Y® rtX* is an L 1  matricially normed space, with (Y(& rtX * ) j 
£b(Y, X). Moreover it is easy to see that Y® rtX* becomes a completely bounded 
A-bimodule, with the module actions of A on Y®,X defined by 
a(y (9 z) = y ® (az) 
and 
(y(9z)a=y®(za) 	- 
for all a E A and all y 0 z E Y® rtX*. Therefore £b(Y X) is a dual operator 
- completely bounded A-bimodule. 	 0 
Proposition 3.1.14. Let A be an operator algebra, X be a normal operator com- 
pletely bounded A-bimodule and Y be an operator-space. Then £(Y,X) is a cb 
normal operator completely bounded A-bimod'ule. 
Proof. It follows from Proposition 3.1.13, that L' (Y X) is a dual operator com- 
pletely bounded A-bimodule. The ultraweak weak* continuity of the maps a '—* 
a: A —* C L,(Y, X) and a '—* Oa: A —+ L' (Y, X) can be proved as in PropositionCb 
3.1.3. 	 0 
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In the following four propositions we discuss the situation with respect to 
module homomorphisms, submodules, direct sums and quotients. 
Proposition 3.1.15. Let A be an operator algebra, X 1 and X2 be completely 
bounded A-bimodules and Y 1 and Y2 be matricially normed spaces. 
If it : X1 —+ X 2  is a completely bounded A-module homomorphism, then 
7ty1 : £Cb(Y1,X1) — cb 
defined by 7ty1 (q) = irq, for all 0 e £(Y 1 , X 1 ), is a completely bounded A-module 
homomorphism, with 117FYIlcb < IIirIl,. 
If T : 1"1 —+ Y2  is a completely bounded linear map, then 
'rx 1 : £(Y2 , X0 —+ £(Y 1 , X 1 ) 
defined by x 1  ('p) = qrr, for all 0 e £(Y2 , X 1 ), is a completely bounded A-module 
homomorphism, with II TX l llcb 	IftlIb 
Proof (i) To prove that iry,  is completely bounded let us consider in E N and 
(1) E  Mm(Cb(Y1,X1)). If I E N and (yst)  E M1 (Y1 ), then 
II (7r, 	(Yst)) I Imi = II (7r(ç ij (Y st))) IIml 
:5 .  IIitMcbII (qij (yst)) Iml 
II1rIllI (q5)  IIm (Yst) Mi 
the second step following from the complete boundedness of it and the third from 
the definition of the norm on Mm (C b (Y1 , X1 )). Using the definition of the norm 
on Mm(Cb(Y1,X2)), we get that 
(ltyj  (tb)) Mm :5 IIIcbM (/j)  Im 
which proves that 7ty1 is completely bounded, with 1 17Y, 11 6 < ltIIcb. 
(ii) To prove that Tx j  is completely bounded consider m E N and (q) E 
C(Y2 ,X 1 )). Taking 1 E  and (y3t)  E M1(Y), we get cb 
= l('ij (T(Yst)))Irn1 
I(c5) ml (T(Y st )) 
II (I) lmlTIcl (Yst) I II 
the second step following from the definition of the norm on1I m (L j,(Y2,Xi)) 
and the third from the complete boundedness of r. Now taking on both sides 
of the previous inequality the supremum over 1 e N and (Yst) e M (Y1 ), with 
l(yst) lit < 1, we get 
II (rx ( q5 3 )) urn :!~ llTllcbll 	rn 
which proves that Txl is completely bounded, with ilx1 licb !~ llTilcb 	D 
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Proposition 3.1.16. Let A be an operator algebra, X be a completely bounded 
A-bimodule and Y be a matricially normed space. 
If X 1 is a closed A-submodule of X, then £b(Y  X 1 ) is a closed A-submodule 
of f_ 1 (Y, X). Moreover if X 1  is a completely complemented A-submodule of X, cb 
then £,(Y, X 1 ) is a completely complemented A-submodule of 'C'(Y, X).cb 
If Y 1  is a completely complemented subspace of Y, then 'C' (Y i , X) is a cb 
completely complemented A-submodule of L' (Y, X). cb 
If X 1 is a closed A-submodule of X and Y 1 is a completely complemented 
subspace of Y, then Lb(Y1,  X 1 ) is a closed A-submodule of 'C'(Y, X). Moreovercb 
if X 1  is a completely complemented A-submodule of X, then £Cb(Y1,  X 1 ) is a 
completely complemented A-submodule of £Cb(Y X). 
Proof. (i) The first part is obvious and the second part can be proved, using 
Proposition 3.1.15, in a manner similar to the proof of Proposition 3.1.5(1). 
(ii) It is similar to the proof of Proposition 3.1.5(u) (using part (ii) of the 
previous proposition in the place of Proposition 3.1.4(u)). El 
Proposition 3.1.17. If A is an operator algebra then the following hold: 
(i) If {X A IA e A} is a family of uniformly bounded completely bounded A-
bimodules and Y is a matricially normed space, then: 
1 0o(L lb (Y, XA)IA E A) is completely isometrically A-module isomorphic to 
E A)). 
l'( b (Y XA)L\ E A) can be completely contractively embedded as an A-
submodule into £ b (Y,l 1 (X,jA e A)). 
(ii) If X is a completely bounded A-bimodule and {Y A IA e Al is a family of 
matricially normed spaces, then: 
lc(L b (YA, X)IA e A) can be completely contractively embedded as an A-
submodule into L b (l'(YIA e A),X). 
l'(L'b (YA, X) IA E A) can be completely contractively embedded as an A-
submodule into £Cb(l (YA IA E A), X) 
Similar results hold in the finite case. 
Proof. We recall from Proposition 1.2.13 that if {V, A E Al is a family of 
matricially normed spaces, then l(VA I A E A) becomes a matricially normed 
space with matrix norms {II.II°}€N defined by 
I I(vz3\hb00 - 	 i A)IIn —5 UPIItVA)lIn 
AEA AEA  
for all (>EA  v) E M(l°°(V A I A e A)) and all n e N, and 1 1 (V\ I A E A) 
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becomes a matricially normed space with matrix norms {Il.II}fleN defined by 
"( v'hh1 - 
— 	 I (fpq) E BALL(M m (l(V A e A))),m E N} 
AEA 	 AEA 
forall(>EAv) E M(1 1 (VA I A e A)) andalln EN, where BALL (M m (1°°(Vj 
A E A))) is the unit ball of N ff n (1°°(V A E A)). 
(i) Let 
J: l'(L b (Y, XA)IA E A) -+ L' (Y, 1'(XAIA E A)) cb 
be defined, as in Proposition 3.1.6, by 	s)(i) = EAEA (DOA (y), for all 
EA EDOA e lP(A(Y, XA)IA e A) and all y E Y, where p = 1, 00. cb 
For p = 00 it follows immediately from the definition of the 11 matrix norms 
that J is a complete isometry. 
To prove that, for p = 1, J is a complete contraction we will need the following 
observation: If V and U are matricially normed spaces, f E U and v E V, then 
it is easy to see that (f, v) : L' (V, U) -4 C defined by (f, v)() = f(q(v)), for all cb 
E L' (VU), is a bounded linear functional with I(f,v)II < IlfIlIlvIl. Moreover rb 
if (f) e K (U*)  and (v) E Mm (V), then I I ((f, vet)) IInm 	II (f,) I mu I (v et) urn. 
Now if f = EACA EDf). e l°°(X A E A) and y E Y, then from the previous 
remark >EA (fx, y) E l°°(Lb(Y, X)*lA E A). We will denoteEAEA (f' Y) 
by (f, y). It is obvious that for all ri, m E N, (f) E M (l°°(X A E A)) and 
(yj) E M. (Y), I I((L, yst))IInm < I(fij)IInII(Yst)lIm. Let Ti, m E N, (AEAE)OiAj)  E 
M(1 0o(J b (Y,XA)IA E A)) and (Yst) E N%, (Y), with I m(yst)Imrn < 1. Then 
(J (E 	 )(Yst))II' mn 
AEA 
= mI(?(yt))il 1 mn 
)EA 
= sup{i(fpq( (DOiAj (y)))II I (fpq) E BALL(M r (1 °° (X, A E A))),r E N} 
AEA 
= sup {((fp q ) yst)(e))II I (f) E B ALL (M(l °° (X A E A))),r E N} 
AEA 
sup{II(Fkl())II I (Fkl) E BALL(M N (1 00 (I b (Y,XA) * IA E A))),N E N} 
AEA 
- II(? )II' - 
AEA 
from the definition of the matrix norms on 1'(X.\ I A e A) and on 1 1 (C,(Y, XA)IA E 
A) and the previous discussion. Therefore J is a complete contraction (a similar 
calculation with ri = 1 shows that J is well-defined). 
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(ii) Let 
J: 17'(f(YA,X)IA A) —* £(1(YA E A), X)cb 
be defined by J(iEA 	A)(E)EA i) = 	XEA q5A (yA), for all E AEA EDOA E 
lP(I(YA,X)IA e A) and all EAEAYA e l(YA e A), where p = 1,00 and cb 
q = oo, 1. 
To prove that, for p = 00 and q = 1, J is a complete contraction we will 
need the following observation: Let V and U be matricially normed spaces, 0 E 
£ 1,(V, U) and g e U". If çb9 : V —+ C is defined by O9 (v) = g(çb(v)), for all v E V, 
then q is a bounded linear functional with IIcI :5  IIq.IIIIgII• Moreover if (cb,,) E 
I4Ifl (L b (V,U)) and (g3t) E II,(U*), then II((ij)gs)Mnm :!,~ 11(h)II-110"011. (see 
the remarks after Proposition 3.2. 11 for more on those maps). Now if 	 EA EDOA E 
1(J(YA,XA e A) and g E Y, then (EA?)1)g = AEA()g E l°°(Y' cb 
A E A). For all n,m e N, (EAe)e M(lo0 (r b (Y,\,X)IAE A)) and (g3 ) E 
Mm(Xt), 	 11 (AEA)  e 
Mn (l(J(YA,X)IA e A)), with II(AEA')II 	1 , and (AEAYt)  E Mm (1 1 (YA I 
A E A)), then, from the preceeding discussion and the definition of the norm on 
(1 1  (YA IA E A)), we get 
lI((i)( 	yt))IInm 
AEA 	).EA 
= II(75(Y 1))IInm 
AEA 
< 	 I (g,) E B  ALL  (Mr (X*)), r  E N} 
.AEA 
= 	 I (g) E BALL(M r (X*)),r E N} 
AEA 	AEA 
= sup{II(Gkl(y t ))II I (G1) E BALL(MN(1 °° (Y' A E A))),N e N} 
AEA 
= II(y t )II 
AEA 
which shows that J is a complete contraction. 
From the discussion before the proof of (i) for p = 1 we get that if 	€A YA E 
A e A) and f E X, then (1 I E AEA ix) = >IAEA (f, y) E 100(C(X, 
Y)3* 
A E A), and, for all m,n e N, (EAY) e M(1°°(Y,, I A E A)) and 
(f) E Mm (X*), ll((fst,AEAY'))IIrnn 	II(fst)lIrnIl(AEAY)II°• Using that 
we can prove that J is a complete contraction if p = 1 and q = 00. 	 0 
Proposition 3.1.18. Let A be an operator algebra, X be a completely bounded 
A-bimodule and Y be a matricially normed space. 
If X 1 is a closed A-submodule of X, then L' (Y, X)/I b (Y, X 1 ) can be com-
pletely contractively embedded as an A-submodule into L' (Y, X/X 1 ). Moreover cb 
if X 1  is completely complemented in X as a subspace, then £,,(Y,X)/J 1,(YXI) 
is completely A-module isomorphic to L' (Y, X/X 1 ). cb 
If Y 1  is a completely complemented subspace of Y, then L'(Y, X)/Lb(Yl, X) 
is completely A-module isomorphic to L' (YIY,, X). cb 
Proof. As we said in Proposition 1.2.1, if V is a matricially normed space and 
U is a closed subspace of V, then V/U becomes a matricially normed space by 
identifying Mm (V/U) with Mm (V)/M, n (U), for all m E N. 
(i) Let us define, as in Proposition 3.1.7(1), 
J: L'(Y, X)/(Y, X 1 ) -4£b(Y, X/X 1 ) 
by 
J(q5 +'Ccib  (Y,Xl ))(y) = 0 (y) + Xi 
for all q e £,(Y, X) and all y e Y. To prove that J is well-defined consider 
E C(Y,X), m E N and (y) E K,, (Y). Then, by the definition of the cb 
quotient matricial norms and the complete boundedness of q, 
II (J( + L c1b(Y,  .X 1 ))(yj)) urn = I 1 (cb(yji) + -'(i) ium 
(I(yij))Jm 
I4lcII (Yij) Mm 
which proves that J(q5 + £ b (Y, X1 )) is completely bounded. Moreover if in E N, 
(cL) e K. (,C' (b) e () +M,fl (L b (Y,Xl)), I EN and (yst)  E M1 (Y), 
then 
lI((Q + ' cb(" )(i ))(yst ))II rni = II( 1 ( 1' + £Cb(Y Xi))(yst))Ilrnj 
= (V)ij 	+ Xi) Iumi 
l('cbij(yst))IImt 
II (') IImlI (Yst) uui. 
The infimum of Il(ij)lImover (')) E (q) + IC b (Y X1 )) is equal to II(Qjj + 
L' (Y, Xi))IIm and therefore J is a complete contraction. cb 
If X1  is completely complemented in X, then there exists a completely bounded 
projection p: X —+ X, with Im(p) = XeX1. As we said after Proposition 1.2.1, 
the map 7- :  X/X1 —* X defined by (x+Xi ) = p(x), for all x E X, is completely 
bounded. Now we can prove, as in Proposition 3.1.7(1), that J is onto. To see 
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that J is completely bounded take in E N, (I) E Mm (L ' (Y, X/X 1 )), I E N cb 
and (yst) E M(Y). Then 
II (('ij7)(Yst)) IIml :5 	IImlITIlcbII (Yst) Iii 
which implies that 
II (jT) urn !~ II ('j) ImlI'ullcb. 
Hence 
I (J- ' ()) II = (Ir + £b(Y, X ' )) II 
~ II(ijT)IIm 
~ II('ij)IImIITIlcb 
which shows that J' is completely bounded. 
(ii) Since 1"i is completely complemented in Y, we have a completely bounded 
projection p : Y —+ Y, with Im(p) = Y e Y1 . As in Proposition 3.1.7(u), we 
define 
J: £(Y,X)/L b (Yi,X) --- £(Y/Yi,X)cb 
by 
J(q5 +L' (Y1 , X))(y + Y1) = (p(y)) cb 
for all q E L eib (Y' X) and all y e Y. To prove that J is well-defined consider 
E £Cb(Y,X), mE N, (yji)  E M. (Y) and (z23 ) E K. (Y1 ). Then 
I (J( + £b(Yl, X)) (y3 + Y1 )) tm = II ((P(Yij))) tm 
= II(O(P(Yij + zzj)))IIm 
IIIIbtIpIIII(Yj) + (Zjj)IIm. 
If we take the infimum over (z23 ) e M (Y1 ) at the right hand side of the previous 
inequality we get, by the definition of the norm on M m (Y/ Y), that 
	
II(J( + £b(Yi, X))(y 3 + Yi))iim 	l q5il b IIplt Cb II(y + Yi)iim 
which proves that J(q + L ' (Y1 , X)) is completely bounded. Moreover if m E N, cb 
(q) e M (C b (Y X)) and (i/) E (q3) + Mm (L b (Yi, X)), we get in a similar 
manner that 
II (J( 	+L1 (YJ, X)) tim 	tIPiIcbII ('4'jj) tim cb 
and then taking the infimum over (b) e () + Mm (Cb(Y1, X)) on the right 
hand side we conclude that 
	
l(J(c + £, b (Yl,X))ll rn 	ipllctll(qjj + ( b (Yl ,X))ll m  
which proves that J is completely bounded. 
From Proposition 1.2.1 the quotient map q : Y —+ Y1Y 1 is completely bounded. 
Hence if E £(Y/Y 1 ,X), then q e L(Y,X). It is easy to prove that Icb 
J(4q + £,(Y1 , X)). Thus J is onto. Moreover J 1 is completely bounded as the 
following calculation shows. Take m E N, () E MC,(Y/Y 1 , X)), I E N and 
(Yst) E M (Y). Then 
ii (ji(q(y3t))) Imi :5  ii (I) iimllqllcbil (Yst) lit 
which shows that 
((I)23q) urn 	Il(i,) llmllqllcb 
Thus 
11 (J'(ij))ilrn = iI('q + Lb(Yl, X))ilm 
~ I(I zi q)lI m z 
~ lI('ij)iirnlIqiIcb. 
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A reduction of dimension result does not hold for completely bounded co-
homology (see p.29). So a discussion of the connection between C 1 (Y, X) and cb 
£(A, X) similar to Proposition 3.1.8 would be out of place here. cb 
As in the first part, we can relate the completely bounded cohomology, with 
coefficients in X, to the completely bounded cohomology, with coefficients in 
CCb(Y,X). We must mention here that although part (vii) of the following 
proposition shows that the vanishing of ?-t b (A, £cb(T, X)) implies the vanishing 
of W 1 (A, X), the converse does not hold (see Section 5.3). On the other hand cb 
the vanishing of 7- Cb(A, £b (Y X)), for all matricially normed spaces Y, implies 
more than the vanishing of 7-1(A, X) (see Section 4.1). cb 
Proposition 3.1.19. Let A be an operator algebra, 13 be a subalgebra of A, X 
be an operator completely bounded A-bimodule, Y be a matricially normed space 
and n E N. Then the following hold: 
(i) For all non-zero f E Y, the map 
F —* Ff : £(A,X) —+ L  (A,Lb(X)) 
defined by F1 (ai , ..., an)(y) = f(y)F(ai , ..., a,), for all  E £,(A, X), all a 1 , ..., an  E 
A and ally E Y is a one-to-one completely bounded map, with IIFiII 	If IIIIFIIcb. 
Moreover F1+'1' = tF1 + t'F1', for all F E £d,(A,X), all  f,f' E y* and all 
t, t' E C. 
For all non-zero y E Y, the map 
F-* 	: £(A,(Y,X)) -->L(A,X)cb 
defined by I(a 1 ,...a) = I(a i , ... ,a)(y), for all '1 E £,(A,I b (Y,X)) and all 
a1 , ..., an  e A is a completely bounded map, with II 	F—k Iy1Icb :5 llyll cb , which 
maps £b(A, Lb (Y, X)) onto £d(A,  X). Moreover = t + t.j, for all 
(I) E £d,(A, £,(Y, X)), all y, y' E Y and all t, t' e C. If in, I E N, () 
Mm (r b (A, b( 1'  X)) and (Yst)  E M (Y), then 
Ilml 	II ((1))  IImM (y)lIz 
For all non-zero f E Y, F i—+ F1 maps £b(A, X: 18) into £b(A, £(Y, X)cb 
:/B). 





-4 L (A,Lb(X)) 
are the coboundary maps, then, for all f E Y and all F E £(A, X), cb 
= (3Th(F))1 
and, for all y E Y and all e £b(A, £(Y, X)), 
= (t n()) . 
For all non-zero f e Y, F Ff maps Z(A, X) into Z(A, £,(Y, X)), 
8(A, X) into 8(A, £ L,(Y, X)) and ?-((A, X) into ?-t d,(A, C(Y, X)).cb 
For all non-zero y e Y, '1 —+ T, maps Z(A, £(Y, X)) onto Z(A, X), cb 
8(A, C b (Y X)) onto 8(A, X) and 'K b (A, L b (Y, X)) onto ? -td, (A, X). 
For all non-zero f E Y, F i —+ Ff maps Z(A, X: 18) into Z(A, £ b (Y 
X) 	!3(A,X /13) into 13(A,/(Y,X) : /8) and ?-t d,(A,X : 113) into 
?t(A,J(Y,X) : /8). cb 
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(ix) For all non-zero y e Y, 4 F4 'Dy  maps Z(A,L b (Y,X) : /13) onto 
Z(A,X : /8), 8(A,Lb(Y,X) : 18) onto 8(A,X : /8) and 7-td,(A,4(Y , X): 
18) onto flCb(kX : 18). 
Proof. (i) if  E Y' , F e £Cb (A,X), a 1 , ..., an  E A, m E N and (y)  E Mm (Y), 
then 
an) (y))Im = II(f(y3)F(ai, ..., 
II(f(y3))IIIlF(ai, ..., a,) ® Irnhtrn 
= II (f(Yii)) II IIF(ai, ..., a,)  11 
~ lift! ii (yjj)  jImilF(ai, ..., a,.) Ii 
which proves that F1 (ai ,...,an ) e £(Y,X). Moreover if m eN, 	 e 
Mm (A), I e N and (Yst)  C M1 (Y) we can prove as in the previous step that 
Il( 	1i2 	Ff(akl, ..., a1j)(yst))llmi 




k1, ..., a 	j ))Iim 	If iIiI( 	:: 	 F(ak1 , ..., a_ ij ))Ilm 
1<k1.....k_1m 
~ IIfIlllFIiCblI(a J ) IIm...II (a,)Iim. 
Therefore F1 is completely bounded, i.e. F '—+ Ff is well-defined. Now if m e N, 
(F23 ) e k4(L b (A,X)), I C N and (a8'), ..., (a t ) e M1 (A) we get in a similar 
manner that 
(F)f(ak1 , ..., a)) llml< I lf liii (F) II (a) Ili...li (a) Iii 
and hence by the definition of the norm on M m (1b(4, X)), 11 ((F 3 )1) J I M :5 If liii (Ff3 ) tm, 
which implies that F '—* Ff is completely bounded, with J IF i-+ F1 IIcb :5 hf II. 
(ii) By the way that 4 —* D, is defined, it is easy to see that it is completely 
bounded, with II -+ yllcb IIyII. Moreover, using the Hahn-Banach theorem, 
we can show that it is onto. If m, 1 e N, (I) e K. (L b (A, £b (Y, X))) and 
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(Yst) E ML(Y), then, for all r E N and all (a q ), ..., (a) e Mr (A), 
Il( 	>ii (ij)y3t(ak1,..,a_1q))IImtr 
1<k1.....k_1<n 
I'(akl , ..., a_jq))IIrnrII(yst)III 
which shows that 
II ((4 ij)y3t) IIml :!~ II() IImI (y)II 
The rest is similar to the proof of Proposition 3.1.9. 	 LI 
Results similar to those of Propositions 3.1.10 and 3.1.11 and Remark 3.1.1 
also hold for the completely bounded case. 
3.2 Modules of maps from A-modules 
3.2.1 The modules £(X, Y) 
In this section we study modules of bounded maps from a Banach A-module 
X into a Banach space Y. (We said in the opening discussion for Section 3.1.2 
that Effros and Ruan called modules of the form .C Cb (Y, X) range modules; in a 
similar manner we could have called the modules £C(b)(X, Y) domain modules). 
As we mentioned in the introduction, the module actions of A on £(X, Y) are 
similar to the module actions of A on the dual module X*  of X. Although we 
present our results for A-bimodules, they also hold for one-sided A-modules and 
for (A, 8)-bimodules. Let us just remark that, because of the way the module 
actions of A on £. (X, Y) are defined, if X is respectively a left/right A-module, 
then £ (X, Y) is respectively a right/left A-module. Moreover (A, 8)-bimodules 
yield (8, A)-bimodules. We will present our results in the same order as in Section 
3.1.1. We will start by defining the modules £(X, Y). Then we will show how 
the modules £(X, Y) are related to the dual module X*  of X. We will then 
talk about the relation between algebraic and topological properties of X and 
of £(X, Y). As we shall see duality and normality of .C(X, Y) are not related 
to the duality and the normality of X, but to the duality of Y (as a Banach 
space) and the normality of X*.  We will continue by showing that the modules 
£(X, Y) are "well-behaved". Then we will discuss how the cohomology groups 
of A, with coefficients in X and in L (X, Y), are related and finish with a result 
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about the relation between the multiplication and the module actions of A on 
L' (X) and a result about the spaces C 1 (X, Y : /13) of module maps when Y is 
also an A-module. 
Proposition 3.2.1. Let A be a Banach algebra, X be a Banach A-bimodule 
and Y be a Banach space. Then the space of bounded linear maps from X into 
Y, L' (X, Y), becomes a Banach A-bimodule, with the right and the left module 
actions of A on L (X, Y) defined respectively by 
(0 oa)(x) = q(ax) 
and 
(a o 0) (x) = çb(xa) 
for all a e A, all qS E L(X, Y) and all x e X. 
Proof. The algebraic part is similar to proving that the dual module X* of X is 
an A-bimodule. We can easily see that if K > 0, with IlaxIl 	Kilalilixil and 
lixall 	KIalIIlxIl, for all a e A and all x E X, then Ila 
a and 
IIcoaII <KIIaIIIIII, for all a e A and all 0 e £'(X, Y), i.e. L(X, Y) is a Banach 
A-bimodule and moreover K does not depend on Y. 	 LI 
If Y = C, then £(X, Y) is the dual module X* of X. 
Now if Xi ,..., X, are Banach A-bimodules and Y is a Banach space, then for 
all 1 < k 1 , k2 <n we can make £(X 1 , ..., X,; Y) into a Banach A-bimodule, with 
the right and left module actions of A on £(X1 , ..., X,; Y) defined by 
(50k 1 a) (x1, ..., xn ) = q(xi, ..., axk, ..., x) 
and 
(aok2)(x1, ..., x) = 	(x 1 , ..., x/ 2 a, ..., x) 
for all a e A, all 	e £(X 1 , ..., X;Y) and all x 1 E X 1 , ..., Xk 1 E Xk i ,xk 2  E 
Xk2, ..., 	e X. If k 1 = k2 = k, then we can easily see that I(X1, ..., X,; Y) is  Xn 
isometrically A-module isomorphic to L' (Xk, £'(X 1 , ..., Xk_1, Xk+1, ..., X; Y)). 
It is easy to see that for any non-zero y e Y the map 
f F-  f : X -4 £(X,Y) 
defined by f(x) = f(x)y, for all f E X' and all x e X, is an embedding of X* 
into £(X, Y), with IIfII = IIyIIIIfII for all f E X. Moreover it is an A-module 
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homomorphism and so X is (isometrically if IIyII = 1) A-module isomorphic to 
the closed A-submodule {f,1f e X*} of £(X, Y). 
Conversely, we can see that for any non-zero g e Y the map 
0 I—q59 :A(X,Y)X- C 
defined by Og (x) = g(q5(x)), for all q e C1 (X, Y) and all x E X, is a bounded 
map with tIcs '-4  II = ugh, which maps L(X, Y) onto X* .  Moreover we can 
easily see that it is an A-module homomorphism. 
Now if g E Y' and y E Y, with g(y) = 1, then the composition of those 
two maps is a projection (with norm 1 if IIgII < 1 and Ilyll < 1) that maps 
,C 1 (X, Y) onto {ff E X} and is an A-module homomorphism. Thus X* is a 
complemented A-submodule of L (X, Y). 
The way the module actions of A on £ (X, Y) are defined together with the 
previous remarks and the Hahn-Banach theorem show that £ (X, Y) has certain 
algebraic properties if and only if X does, i.e. L (X, Y) is unital if and only if X 
is, £(X, Y) is abelian if and only if X is and AnnA(L(X, Y)) = AnnA(X) and 
thus L (X, Y) is respectively annihilating/faithful if and only if X is respectively 
annihilating/faithful. We haven't been able to discover any connection between 
neounitality of X and £(X, Y) (obviously if C 1 (X, Y) is neounital, then X*  is 
also neounital). 
Proposition 3.2.2. Let A be a Banach algebra, X be a Banach A-bimodule and 
Y be a Banach space. If Y is a dual Banach space, then £(X,Y) is a dual 
A-bimodule. 
Proof. Since Y is a dual Banach space, there exists a normed space Y such that 
= (Y)* Hence, as in Proposition 3.1.2, £(X, Y) is isometrically isomorphic 
to (XY)* via the map 
-+ TO : £(X, Y) —* (XY)* 
defined by W(x (& z) = çb(x)(z), for all qS  e L(X, Y), all x E X and all z E Y.  
and extended to 
To prove that £(X, Y) is a dual A-bimodule we have to prove that, for 
all a e A, the maps q '-+ a o ç and 0 '-* 0 a a are weak* continuous. To 
prove that 0 F-+ a a 0 is weak* continuous consider a e A and a bounded net 
{ x}i converging weak* to some 0 E £(X, Y) (the discussion in the second 
paragraph of the proof of Proposition 3.1.2 allows us to consider only bounded 
nets). Then limAEA qA(x)(z) = (x)(z), for all x E X and all z E Y. Thus 
limAeA A(xa)(z) = 0 (xa)(z), for all x e X and all z e Y, which implies that, for 
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all  E X, {(xa)}AEA converges weak* in Y to 0 (xa). By the definition of the left 
module action of A on £(X, Y) that means that, for all x E X, {(ao 0)(x)}AA 
converges weak* in Y to (a o 0) (x). Hence limAEA (a o OA) (z)(z) = (a o 
for all x e X and all z e Y. The convergence of {a o q}AEA  to a o 0 on X 0 Y. 
together with X 0 Y being dense in XY and the boundedness of {a o q},¼EA 
imply that the net {aoq}, A converges to aoq5 weak*  and so the map 0 i-+ aoq5 
is weak* continuous. Thus £(X, Y) is a dual A-bimodule. 
Alternatively we can make XY into an A-bimodule, with A acting on X 
and show that £(X, Y) is the dual A-bimodule of X6Y.. 0 
Proposition 3.2.3. Let M be a von Neumann algebra, X be a Banach M-
bimodule and Y be a Banach space. If Y is a dual Banach space and the dual 
M-bimodule X of X is a normal M-bimodule, then £'(X, Y) is a normal M- C 
bimodule. 
Proof. As in the previous proposition, since Y is a dual Banach space, there exists 
a normed space Y. such that Y = (Y)* and L ' (X, Y) is isometrically isomorphic 
to (XY)*. 
To prove that .C(X, Y) is a normal M-bimodule, we need to prove that, 
for all 0 E .C(X, Y), the maps a -+ a o q and a -+ 0 o a are u1traweakweak* 
continuous. Let 0 E L(X, Y) and consider a net {a}.xEA in M, which converges 
ultraweakly to some a e M. As in the proof of Proposition 3.1.3 we may assume 
that {a,}AEA is bounded. Consider also x E X and z E Y. Since 
X*  is a 
normal M-bimodule, the map a i-+ af is ultraweak weak* continuous, for all 
f e X* .  Now if 2 is the element of (y)** = y* corresponding to z, then, by the 
remarks after Proposition 3.2.1, Oj E X and so the map a i-+ at is ultraweak-
weak* continuous. That implies that {aAq2},\EA converges weak* to a0i and so 
1imAE A(aA)(x) = (a0 2 )(x). Using the definition of the module action of M on 
X we can see that (aA q52 )(x) = q 2 (xaA ), for all .\ E A, and (a0)(x) = 02 (xa). 
Moreover by the way O j and 2 are defined we get q52 (xa.x ) = (xaA)(z), for all 
E A, and q(xa) = q(xa)(z). By the way the left module action of M on 
.C(X, Y) is defined q(xaA ) = (a o )(x), for all) e A and q5(xa) = (a o 0) (x). 
Hence 1imAE A(a., o )(x)(z) = (a o q)(x)(z), for all x e X and all z E Y. As 
before this implies that {a,\  ° q}AEA converges weak* to a o q, which proves that 
the map a i-p aoqS is u1traweak weak* continuous. Therefore £(X, Y) is a normal 
M-bimodule. El 
In the following two propositions we show that module homomorphisms be-
tween X's and bounded maps between Y's can be lifted as composition maps to 
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module maps on C 1 (X, Y) and that submodules of X and subspaces of Y give 
rise to submodules of £(X, Y). 
Proposition 3.2.4. Let A be a Banach algebra, X 1 and X 2  be Banach A-bimodules 
and Y1 and Y2 be Banach spaces. 
If r: X 1 —* X 2  is a bounded A-module homomorphism, then the map 
'ry1 : £(X 2 ,Y 1 ) -4 £(X 1 ,Y 1 ) 
defined by ry 1 (q5) = q'n, for all 0 E £(X2, Y1 ), is a bounded A-module homomor- 
phism, with IIyiII = Iftil. 
If it : Y1 - Y2  is a bounded linear map, then the map 
7rx1 : L'(X, Y 1 ) -+ L' (X i , Y2 ) 
defined by 7rx, 	= irçb, for all 0 E £(X 1 ,Y1 ), is a bounded A-module homo- 
morphism, with Iiirxi II = tutu. 
Proof. As in Proposition 3.1.4, we can see that Ty, and 1rX1 are bounded maps, 
with IftyiII = IlIt and  I17rxiII = IftIl• 
To prove that iy1  is an A-module homomorphism take a E A and qS e 
L' (X2,  Y1 ). Then, for all x E X 1 , 
ry, (a o 	= (a o )(T(Xi)) = 0 (r(x i ) a) = q(r(xia)) 
Ty()(Xa) = (aory())(xi) 
since r is an A-module homomorphism. 
To prove that 7x1  is an A-module homomorphism consider a e A and q E 
£(X1 , Y1 ). Then, for all x 1 e X1 , 
1rx(ao)(x1) = 1r((ao)(xi)) = 7((xia)) 
= (aoirx())(xi). 
In particular the previous proposition implies that (isometrically) isomorphic 
A-bimodules X1 and X2  and (isometrically) isomorphic Banach spaces Y1 and Y2 
yield (isometrically) isomorphic A-bimodules L (X 1 , Y1 ) and L (X 2 , Y2 ). 
Proposition 3.2.5. Let A be a Banach algebra, X be a Banach A-bimodule and 
Y be a Banach space. 
(i) If X 1  is a complemented A-submodule of X, then C 1  (Xi, Y) is a comple- 
mented A-submodule of L (X, Y). 
ff fill 
If Y 1  is a closed subspace of Y, then £(X, Y 1 ) is a closed A-submodule of 
L' (X, Y). Moreover if Y 1  is a complemented subspace of Y, then L' (X, Y 1 ) is a 
complemented A-submodule of £(Y, X). 
If X 1  is a complemented A-submodule of X and Y 1 is a closed subspace 
of Y, then L'(X 1 ,Y1 ) is a closed A-submodule of £(X,Y). Moreover if Y i is a 
complemented subspace of Y, then L' (X i , Y1 ) is a complemented A-submodule of 
L' (X, Y). 
Proof. (i) Since X 1  is a complemented A-submodule of X, there exists a bounded 
projection p: X -+ X mapping X onto X 1 , which is an A-module homomorphism. 
By the previous proposition, the map 
py : L'(X,Y) — £(X,Y) 
is a bounded A-module homomorphism. Moreover it is a projection, with Im(py) 
,C 1 (X1 , Y), which implies that C 1 (Xi, Y) is a complemented A-submodule of 
.C(X,Y). 
If a e A and 0 e £(X, Y1 ), then q(xa) e Y1 , for all x E X, and so 
(a o 0) (x) e Y 1 , for all x e X, which implies that a o 0 E C 1 (X, Y 1 ). Thus 
,C 1 (X, Y1 ) is an A-submodule of £(X, Y). Now if Y1 is complemented in Y, then 
there exists a projection p : Y - Y that maps Y onto Y1 . By the previous 
proposition, the map 
	
Px : £(X,Y) 	 ,C Y)  
is a bounded A-module homomorphism. Moreover it is a projection, with Im(px) 
L'.(X 1 , Y) and thus L'(X 1 , Y) is complemented in L' (X, Y). 
follows directly from (i) and (ii). 	 Li 
The following two propositions describe what happens with direct sums and 
quotients. 
Proposition 3.2.6. Let A be a Banach algebra. Then the following hold: 
If X 1 and X 2  are Banach A-bimodules and Y is a Banach space, then, 
for all conjugate 1 < p, q < 00, L cl 	Y)C(X 2 , Y) and £(Xl qX2, Y) are 
A-module isomorphic. Moreover if p = oo and q = 1, then they are isometrically 
A-module isomorphic. 
If {X A I\ E Al is a family of uniformly bounded Banach A-bimodules and 
Y is a Banach space, then: 
(a) l°°(r(XA, Y)I' A) is isometrically A-module isomorphic to L'(l'(X A  
E A), Y). 
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l'(I(X, Y)IA  e A) can be contractively embedded as an A-submodule 
into £(co(XAIA E A),Y). 
lP(L'(X, Y)It E A) can be contractively embedded as an A-submodule 
into £(l(XA e A), Y), for all conjugate 1 <p, q < 00. 
If X is a Banach A-bimodule and Y 1 and Y2  are Banach spaces, then 
£(X, Y 1 )L(X, Y 2) and £(X, Y 1 Y2) are A-module isomorphic, for all 1 
p < 00. Moreover they are isometrically A-module isomorpic if  = 00. 
If X is a Banach A-bimodule and {YAI\ E A} is a family of Banach 
spaces, then: 
l°°(I(X, YA)I) E A) is isometrically A-module isomorphic to £(X, l(YAI 
co(L(X, YA)I\ e A) can be isometrically embedded as an A-submodule into 
£(X,c o (YAIA E A)). 
l(C(X, Y,3I\ E A) can be contractively embedded as an A-submodule into 
r(X, lP(YIA e A)), for all 1 < p < 00. 
Proof. (i) Let 
J : L(X1,Y)e.C(X2,Y) - L(Xi qX2,Y) 
be the (isometric if p = oo) isomorphism defined, as in Proposition 3.1.6(iii), by 
J(01 ED )(xi ED x 2 ) = 0 1 (x) + 02 (x 2 ) 
for all 0102 E C 1 (X 1 , Y)C(X 2 , Y) and all x 1 x2 e X 1 eX2. To prove that J 
c
C 
is an A-module homomorphism consider a e A, çb 	e £(X 1 , Y)eL(X2, Y) 
and x 1 X2 e X 1  ED X 2 . Then 
J(a( i 	2)) (X1 X2) = (a o &)(Xi)  + (a 0 02) (X2) 
= 1 (x i a) + 02 (x 2 a) 
= J(q i  ED 12)((x1 	x2)a) 
= (ao J(& 02))(x1 & x2) 
(ii) Since {X A IA E A} is a family of uniformly bounded Banach A-modules, 
{C(XA, Y) L\ e Al is also a family of uniformly bounded Banach A-modules, 
because, as we mentioned in Proposition 3.2.1, the constant K does not depend 
on Y. Let 
J: l(L(XA,Y)IA E A) —* L(l'(XAIA E A), Y) 
be the isometric isomorphism defined, as in Proposition 3.1.6(iv), by 
J (E &OA)( 	x) = E OA (X,\) 
AEA 	)EA 	 AEA 
Im 
for all >AEAA  e l°°(J(XA,Y)I\ E A) and all 	AEAXA e 1 1 (XA\ E 
A) 
We can prove, as in part (i), that J and its restrictions to 1"(E.'(XA, Y)) E A), 
1 < p < 00, are A-module homomorphisms. 
Let 
J : L(X,Y 1)(X,Y2) -* £(X,Y 1 Y2) 
be the (isometric if p = oo) isomorphism defined, as in Proposition 3.1.6(1), by 
J(0 1 02)(x) = 0 1 (x) + 2(X) 
for all & 	2 E £(X,Y1 ) L(X,Y2) and for all x e X. If a E A, 	
q5 E 
L'(X, Y 1) £(X, Y2) and x e X, then 
J(a(çbi 02)) (X) = (a o )(x)+ (a o 02) (X) 
= q i (xa) + 02 (xa) 
= J(& 02)(xa) 
= (aoJ(i2))(x) 
which proves that J is an A-module homomorphism. 
Since the constant K does not depend on Y, the family {r(X, Y N ) JA e A} 
is a family of uniformly bounded A-modules. Let 
J: l°°(L(X,Yx)l)\ E A) -4 £(X,l(Y.j\ E A)) 
be the isometric isomorphism defined, as in Propostion 3.1.6(ii),by 
J(q)(x) = 
AEA 	 AEA 
for all AEA 	E 100 	Y)IA e A) and all x e 
X. As in part (iii) we can 
prove that J and its restrictions to co ((X, Y3lX e A) and to 1"(I'(X, 	E 
A), for 1 < p < oo, are A-module homomorphisms. 	 0 
Proposition 3.2.7. Let A be a Banach algebra, X be a Banach A-bimodule and 
Y be a normed space. Then the following hold: 
If X 1  is a complemented A-submodule of X, then £(X, Y) 1,C 1 	Y) is 
A-module isomorphic to L' (XlXl, Y). 
If Y 1  is a closed subspace of Y, then L'(X, Y)/L(X, Y 1 ) can be isometri- 
cally embedded as an A-submodule into C 1 (X, Y/Y 1 ). Moreover if Yi is a comple-
mented subspace of Y, then I.(X, Y) 1,C 1  1') is isometrically A-module iso-
morphic to I(X,Y/Y 1 ). 
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Proof. (i) It follows from Proposition 3.2.5(i) that £(X 1 , Y) is a closed A-
submodule of L'(Y, X) and so C(X, Y)/J(X 1 , Y) is an A-bimodule. Since X 1 is 
a complemented submodule of X, there exists a bounded projection p: X —* X, 
with Im(p) = X e X1 , which is an A-module homomorphism. Now to see that 
the isomorphism 
J: L'(X, Y)/C(X 1 , Y) —* L' (XIX,, Y) 
defined, as in Proposition 3.1.7(u), by 
J(q + L' (X, Y))(x + X 1 ) 	 (p(x)) 
for all 0 + L'(X1 , Y) E .C(X, Y)/(X1 , Y) and all x e X, is an A-module 
homomorphism, consider a E A, 0 E £(X, Y) and x + X 1 e X1X1 . Then 
J(a(çb + L' (Xi, Y)))(x + X 1 ) = (a o çb)(p(x)) 
= çb(p(z)a) 
= q(p(xa)) 
= J(q5 + L' (X i , Y)) (xa + X 1 ) 
= (aoJ(+L(Xi ,Y)))(x+Xi). 
(ii) By Proposition 3.2.5(u), L'(X, Y 1 ) is a closed A-submodule of L' (X, Y) 
and thus L'(X, Y) IL' 	Y1 ) is an A-bimodule. Let 
J: £(X,Y)/L(X,Y 1 ) - L(X,Y/Y) 
be the isometric embedding (isomorphism if Y1 is complemented in Y) defined, 
as in Proposition 3.1.7(i), by 
J(q+L(X,Y i ))(x) = q(x) +Y1 
for all 0 E C 1 (X, Y) and all x E X. To show that J is an A-module homo-
morphism consider a e A, 0 + C(X,Y 1 ) e L(X,Y)/C(X,Y 1 ) and x E X. 
Then 
J(a(cb + £(X, Yi )))(x) = J((ao q)  + £(X, Y i ))(x) 
= (ao)(x)+Yi 
=çb(xa)+Yi 
= J( + £(X, Yi ))(xa) 
= (a oJ( + L' (X, Y1 ))) (x). 
LM 
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As in the first section it is easy to see that if A is a Banach algebra with 
unitisation A, X is a Banach A-bimodule and Y is a Banach space, then the 
A-bimodules £(X, Y) and £(X, Y) coincide. 
A result similar to that of Proposition 3.1.8, does not hold, i.e. the modules 
£(X,Y) do not "commute" with the reduction of dimension modules £(A, X). 
To see that consider a e A, J e C(A, £(X, Y)), a1 , ..., a E A, x E X and let 
J : L- (A, £(X, Y)) - L(X, L 1 (A, Y)) be the canonical isomorphism. Then 
J('Ia)(x)(ai,...,an) = (a)(a1 ,..., an ) (x) 
• 	:i: (_1)'(a,al,...,akak+1,..., an) (x) 
1<k<n-1 
• (-1)((a,a1 ,...,a_i) o  an)  (x) 
=I(aai ,..., an)  (x) 
+ 	:i: (_1)'4(a,al,...,akak+l,...,an)(x) 
1<k<n-1 
+ (-1)'I (a, a1, ..., an- i)(ax) 
whereas 
	
(J(I') oa)(x)(ai ,...,a) 	J()(ax)(ai,...,a) 
=(a1 ,..., an) (ax) 
In the following proposition we discuss the relation between the cohomology, 
with coefficients in X, and the cohomology, with coefficients in C 1 (X, Y). 
Proposition 3.2.8. Let A be a Banach algebra, X be a Banach A-bimodule and 
Y be a Banach space. Then the following hold: 
(i) For all non-zero y E Y, the map 
F i-p F : £(A, X*) 	I(A, £(X, Y)) 
defined byF(a i ,..., an) (x) = F(ai . ..... an)  (x)y, for all F  e £(A,X*), all a1 ,...,a 
E A and all x E X is a one-to-one bounded map, with IlFM = IlyllIlFIl, for all 
F E £(A,X*). Moreover F+'' = tF + t'Fi, for all F E £(A,X*), all 
y, y' e Y and all t, t' E C. 
(ii) For all non-zero g e Y*, the map 
i-p 	
: L(A, £(X, Y)) - £(A, X*) 
defined by(D g (a1 ,..., an)  (x) = g((a1 ,..., an)  (x)), for all 1 E 
all a1 , ..., an  E A and all x E X is a bounded map, with I ' — p 	= ugh, that 
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maps £(A,C(X,Y)) onto £(A,X*). Moreover tg+t'g' = t4?9 + tcI 9 , , for all 
c1 e L(X, Y)), all g, g' E Y and all t, t' E C. 
For all non-zero y e Y, F '—p F maps L(A, X : /13) into £(A, f(X, Y) 
/8). 






An £(A, £(X, Y)) —* £'(A, £(X, Y)) 
are the cobo'andary maps, then, for all y E Y and all F E £(A, Xt), 
An (F  Y) = (an (F)) 
and, for all g E Yt and all '1 E C(A, L'(X, Y)), 
= (A())g. 
For all non-zero y E Y, F i- F maps Z(A, X*) into Z(A, £(X, Y)), 
8(A, X*) into BC
n 	L CI 	Y)) and 7-1 1 (A, Xt) into 
Wn
C 	£(X, Y)). 
For all non-zero g E Y, cJ - I maps Zcn 	£(X, Y)) onto Zcn 	X*), 
Scn 	L C' (X, Y)) onto Bcn 	X*) and 
Wn
C 	L C' (X, Y)) onto 1t(A, X*). 
For all non-zero y e Y, F i-+ F maps Z(A, Xt : 113) into Z(A, £'(X, Y) 
113), 13(A, X" : 113) into 13(A, £(X, Y) /13) and ?-1(A, X : /13) into 7i(.4, 
£(X,Y) : 113). 
For all non-zero g e Y, 1' i -p Ji maps Zcn 	L' (X, Y) : 113) onto 
Zcn 	13(A,L(X,Y) : 113) onto 13(A , X* : 113) and ?-t(A,r(X,Y) : 113) 
onto 7((A ,  X* 
Proof. Parts (i) and (ii) are straightforward and the rest is similar to the proof 
of Proposition 3.1.9. 	 0 
Part (vii) of the previous proposition implies that if fl(A, £(X, Y)) is {O}, 
then so is ?-(A, X*) .  As we shall see in Section 4.2, the vanishing of 1-L(A, £(X, Y)), 
for all dual Banach spaces Y, implies more than the vanishing of fl(A, X*). 
We finish with two propositions about the relation between the module actions 
and the multiplication on £ (X) and about module maps. Their proofs are similar 
to the proofs of Propositions 3.1.10 and 3.1.11 respectively. 
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Proposition 3.2.9. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then the following hold: 
For all a E A and all 0 02 e 
01(02oa) = (0102)oa 
and 
01(a 0 02) = a  (qiq) 




for all a E A and allo e 
Proposition 3.2.10. Let A be a Banach algebra, B be a subalgebra of A and X 
and Y be Banach A-bimodules. Then the following hold: 
For all 0 E L(X, Y: 18), b E 13 and x E X, 
((1)0 b)(x) = bq5(x) 
and 
(b 0 q)(x) = q(x)b 
If 13 C Z(A), then I(X,Y : /8) is a Banach A-bimodule. 
3.2.2 The modules Lb (X, Y) 
We mentioned after Proposition 3.2.1 that if Y = C, then the module £(X, Y) 
coincides with the dual module of X. As we said in p.29, in the case of a com-
pletely bounded A-module X, the dual module of X does not have the standard 
dual matricial norm structure, but the reversed tracial dual matricial norm struc-
ture. That shows that for the space L' (X, Y) to become a completely bounded 
A-module, with the module actions of Proposition 3.2.1, we have to use the re-
versed tracial matricial norm structure on L' (X, Y). 
We recall from Remark 1.2.8(u), that if X is a matricially normed space and 
Y is a normed space, then L (X, Y) becomes a matricially normed space, with 
= sup{ I I E çbjj (xjj)lI I II(Xij)Ilm 	1} 
1<i,j <m 
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for all m e N and all (O 3 ) e K. (J(X, Y)). Moreover, if Y is also a matricially 
normed space, then the reversed tracial matrix norms on £(X, Y) are defined cb 
by 
II()ii1 - sup{II( 	jj II(')IImi 	E N} 
1 <i,j<m 
for all  E N and all (q)  e Mm (L,(X,Y)) (Proposition 1.2.6). 
We will show that %(X, Y) rt is a completely bounded A-bimodule if X is a 
completely bounded A-bimodule and Y is a matricially normed space and discuss 
some of its properties. Similar results hold for L (X, Y) rt if Y is a normed space. 
Proposition 3.2.11. Let A be an operator algebra, X be a completely bounded 
A-bimodule and Y be a matricially normed space. Then the space of completely 
bounded linear maps from X into Y, with the reversed tracial matricial norm 
structure, L' (X, Y) rt, becomes a completely bounded A-bimodule, with the right cb 
and the left module actions of A on £b(X, Y) defined by 
(qoa)(x) = qS(ax) 
and 
(a o 0) (x) = cb(xa) 
for all a E A, all 0 e L' (X, Y) and all x e X. Moreover if X is an V com 
pletely bounded A-bimodule, then f b (X, Y) rt is an operator completely bounded 
A-bimodule. 
Proof. Since X is a completely bounded A-bimodule, there exists K> 0 with 
II(aij)(xij)IIm 	I(lI(aij)IImlI(1ij)II ,n 
for all m E N, all (x) E X and all (a 3 ) e M(A). By Proposition 3.2.1, 
£(X, Y) is an A-bimodule. Now if q5  e L' b (X, Y), a E A, m E N and (x) E 
Min  (X), then 
11 ((a 0 )( ij ))II m  = II((xija))IIm 
:5 IllICbII(xija)lIm 
= lIlICbII(xU)(a ® Im)IIm 
IlIIcbK•II(xij)IImII(a ® 1m)lIm 
= II 5 IIiJI (x) IImlII 
114 
which proves that a o 0 is completely bounded. Therefore %(X, Y) is an A- 
bimodule. Moreover if m e N, (q5)  e Mm (J(X, Y)), (a23 ) e K. (A), I E N and cb 
(xe) E Mmi(X), then 






= lI(i \ 1 1rt1 , imiI( 	j2 xakj)lIm1 
1<k<rn 
II (1) II1Il (xc) 11771111 (a23) ® It llml 
= [cr11 ((/)) u rtrn ( xiiSt ) 1771111 (a23)  11771. 
Since the previous inequality holds for all 1 E N and all (xe) e M1 (X), we get, 
by the definition of ll.11 	that 
aik 0 q)k3) lI 	< IcT (aZ3) 1177111 (z3) II rn 
1<k<rn 
which shows that £b(X, Y)rt is a completely bounded A-bimodule. 
From Proposition 1.2.6, if X is an L 1  matricially normed space, then £b(X, Y)rt 
is an operator space. Thus if X is an L 1  completely bounded A-bimodule, then 
£Cb(X, Y) r t is an operator completely bounded A-bimodule. 	
El 
From Remark 1.2.8(1), if Y = C, then £ b (X, Y) rt coincides with the dual 
A-bimodule of X. 
To extend the map f i->  f, that we defined in Section 3.2.1 to the completely 
bounded case we need Y to be an operator space. As in Section 3.2.1, for each 
y E Y, we define 
f '-+ : X —+ £(X,Y)rt cb 
by f(x) = f(x)y, for all f E X and all x e X. To see that this map is well-
defined take f E X, m E N and (x) E Mm (X). Then, from the L property of 
Y and the complete boundedness of f, we have 
I1(fy(1ij))llm = Il(f(xij)y)Ilm 
~ ll(f(x))lllIy ® ImIIrn 
= lI(f(x))lIIlyIl 
If liii (x)  IImIIyII 
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which shows that f, is completely bounded. 
Moreover if m,1 eN, (f) C M(X) and (xc) e Mmj(X), then 
II ( 	(f)(x)) lit 	II ( 	j2 	f(x)y) Iii 
1<i,j<rn 	 1<i,j<rn 
	
~ ll( 	j2 f(x%))lllly 0 hill 
1 i,j <m 
= ll( 	ij2 	f(x))lIllyII 
1<i,j <m 
from the L°° property of Y. Now, by the definition of the matrix norms on 
I(X, Y) rt and on X, cb 
' ''rt I ((fij)y) urn 	IlII 11(f u ) 
Irt 
rn 
and thus f -+ f, is completely bounded, with 1 1f '—p fIi :5 IIylI• From the 
results following Proposition 3.2.1, we have that llfl = IIyIIIIfIi for all f C X 
and hence 	fy ll cb = ilyll, which shows that X is completely isomorphic to rt 
{f y ifEX*}. 
Again as in Section 3.2.1, for each g e Y", we define 
£(X,Y) rt #X, 
with 4 9 (x) = g((x)), for all q C £b(X, Y) and all x e X. If m C N, () C 
Mlz(,Cb(X, Y)) and (x) e N1,, (X), then 
i 	:i: ( jj ) g (xjj ) I =1 g( 	 I 
1<i,j<rn 	 1<i,j<m 
lilIIl 	1: 
1 i,j <m 
~ lIM II (cb)  i:;ii (x) urn 
and hence 
f(_ \ \ rt  <_ kkPij)g) 	— g 	Wz3) m 
which shows that 0 '-+ q is completely bounded, with 1 10 '- 4ft :!~, ugh. More- 
over, using the Hahn-Banach theorem, we get that 110 '—p 	= hIgIi A calcula- 
tion similar to the previous one shows that if m, I e N, () E MI (C,  (X, Y) rt) 
and (get)  e IiIi(I1'), then  iI((4'ij)gat)hIt 
Combining the above two maps we get a completely bounded projection map-
ping £Cb(X, Y) rt onto {f, I f e X*}, which shows that {f, I f C X*} is a 
completely complemented A-submodule of £b(X, if Y is an operator space. 
Let's see now what happens with duality and normality. 
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Proposition 3.2.12. Let A be an operator algebra, X be an L' completely bounded 
A-bimodule and Y be a reversed tracial dual L 1  matricially normed space. Then 
£,(X, Y) rt is a dual operator completely bounded A-bimodule. 
Proof. Since Y is a reversed tracial dual L 1 matricially normed space, there exists 
an operator space Y such that Y = (Y). Therefore, by Proposition 1.2.9, 
X rt 0 Y is an L' matricially normed space, with £b(X, Y) rt 	(X 't 0 
Since X rt ® Y becomes a completely bounded A-bimodule if we define a(x 0 z) = 
(ax)®z and (x(9z)a = (xa)®z, for all a E A and all x0z E X®Y, £(X,Y) rj  cb 
is a dual operator completely bounded A-bimodule. 	 Li 
Proposition 3.2.13. Let A be an operator algebra, X be an L' completely bounded 
A-bimodule and Y be a reversed tracial dual L' matricially normed space. If X*  is 
a normal A-bimodule, then £b(X, Y) rt is a normal operator completely bounded 
A-bimodule. 
Proof. It follows from Propositions 3.2.12 and 3.2.3. 	 0 
As in the previous part we examine now what happens with module homo-
morphisms, submodules, direct sums and quotients. 
Proposition 3.2.14. Let A be an operator algebra, X 1 and X2 be completely 
bounded A-bimodules and Y 1 and Y2 be matricially normed spaces. 
If r : X 1 - X 2  is a completely bounded A-module homomorphism, then 
the map 
7-y1 : Cb(X2,Y1)rj - £,(Xi,Yi)rt 
defined by 'ry1  () = OT, for all q  e Cb(X2, Y 1 ), is a completely bounded A-module 
homomorphism, with 11TY 1 116 < IftIIcb. 
If 7r: 1"1 —> Y2  is a completely bounded linear map, then the map 
LCb(Xl,Y1)rj - £cb(X1,Y2)rt 
defined by 7rx1  (q) = 7ro , for all q e £ b (X1, Y 1 ), is a completely bounded A-module 
homomorphism, with IIxiIIcb 	I17rII,. 
Proof It is exactly the same with the proof of Proposition 3.1.15 with the stan- 
dard matrix norms replaced by the reversed tracial ones. 	 0 
Proposition 3.2.15. Let A be an operator algebra, X be a completely bounded 
A-bimodule and Y be a matricially normed space. 
(i) If X 1  is a completely complemented A-submodule of X, then £b(X1, Y) rt 
is a completely complemented A-submodule of £,,(X, Y) rt . 
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(ii) If Y 1 is a closed subspace of Y, then £b(X,  Yi)rt is a closed A-submodule 
of £ 1,(X, Y) rt. Moreover if Y1 is a completely complemented subspace of Y, then 
,C 1 (X, Yi) rt is a completely complemented A-submodule of 'C'(Y, X)rt. 
(iii) If X 1  is a completely complemented A-submodule of X and Y 1 is a closed 
subspace of Y, then(X 1 , Yi) rt is a closed A-submodule of J b (X, More-
over if Y1  is a completely complemented subspace of Y, then L' (X I , Y1) is a cb 
completely complemented A-submodule of L b (X, Y)rt. 
Proof. It follows from Proposition 3.2.14 in a similar manner to the proof of 
Proposition 3.2.5. 	 LI 
Proposition 3.2.16. Let A be an operator algebra. Then the following hold: 
(i) If {X A IA e A} is a family of uniformly bounded completely bounded A-
bimodules and Y is a matricially normed space, then: 
l(I(XA, Y) I A E A) can be completely contractively embedded as an A- cb 
submodule into L(l'(XAIA E A), Y). 
l'(J(XA, Y) JA E A) can be completely contractively embedded as an A-cb 
submodule into L (1 00 (X A I.)t E A), Y). 
(iv) If X is a completely bounded A-bimodule and {Y A IA E Al is a family of 
matricially normed spaces, then: 
l°°(L(X, YA)I)  e A) is completely isometrically A-module isomorphic to cb 
cb E A)). 
l' (41,(X, Y) IA E A) can be completely contractively embedded as an A-
submodule into £' b (X,l 1 (Y,j\ E A)). 
Similar results hold in the finite case. 
Proof. It is exactly the same with the proof of Proposition 3.1.17 with the stan- 
dard matrix norms replaced by the reversed tracial ones. 	 LI 
Proposition 3.2.17. Let A be an operator algebra, X be a completely bounded 
A-bimodule and Y be a matricially normed space. Then the following hold: 
If X 1  is a completely complemented A-submodule of X, then £(X, Y)rt/ 
£,(X 1 , Y) is completely A-module isomorphic to £Cb(X/X1, Y) rt. 
If Y 1 is a closed subspace of Y, then L b (X, Y)rt/Cb(X, Yi) rt can be com-
pletely embedded as an A-submodule into L b (X, Y/Y 1 ). Moreover if Y1 is a 
completely complemented subspace of Y, then £ b (X, Y)rt/Lb(X, Yi) rt is com-
pletely A-module isomorphic to £ b (X, Y/Y i ) rt . 
Proof. It is exactly the same with the proof of Proposition 3.1.18 with the stan-
dard matrix norms replaced by the reversed tracial ones. 	 LI 
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The following proposition describes the relation between the cohomology, with 
coefficients in X, and the cohomology, with coefficients in £ J,(X, Y)rt. 
Proposition 3.2.18. Let A be an operator algebra, X be an L' completely bounded 
A-bimodule and Y be an operator space. Then the following hold: 
For all non-zero y e Y the map, 
F F-f F : £b(A, X) _* £(A, L ' (X, Y)rt)eb 
defined by F(a 1 ,...,a)(x) = F(ai . ..... an)(x)y, for all F E £ b (A,Xt), all 
a1 , ..., an  E A and all x e X, is a one-to-one completely bounded map, with 
II1'yIIcb < Il y l llFIIcb, for all F E L b (A,Xt). Moreover F + '' = tF + t'Fi, for 
all F E £(A, all y,  y' e Y and all t, t' E C. eb 
For all non-zero g e Y", the map 
: £b(A, £,,(X, Y) rt) 4 £b(A, X') 
defined by (Dg (a i ,...,an )(X) =g(1'(a i ,...,an ))(x)), for all 4D e £d,(A,rb (X I  Y) rt), 
all a1 , ..., an  E A and all x e X, is a completely bounded map, with 	F- 	gIIcb ~ 
IIII that maps £'b (A,L b(X,Y)rt) onto C b (A,X). Moreover t +rt 
' t' 9', for all 	e Jb(A, Lb(X, Y)), all g, g' E Y and all t, t E C. If m, I E 
N, (4)  E EY11rn CCcb (A, IbC<, Y) rt)) and  (gst) E M (ç.'), then l((ij)gst)IImz ~ 
( 	) rt (f ) 
For all non-zero y e Y, F i-+ F maps £b(A, X : /13) into £b(A, Lb(X, Y)rt 
For all non-zero g e Y, 1 i-+  4 maps £b(A, Lb(X, Y) rt : /13) onto 
£d,(A,X, t : B). 
If 
—* i(A,X)r t 
and 
An Lb(A, L b (X, Y)rt) —+ L'  (A, L 'Cb(X, Y) rt) 
are the coboundary maps, then, for all y E Y and all F e £(A, X e ),cb 
= (an (F)) 
and for all g E Y* and all :J: E 1 Cb(A, C Cb(X, Y) rt), 
a g ) = (L())g. 
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For all non-zero y E Y, F i—* F maps Z(A, X) into Z,,(A, L' (X, Y) rt), cb 
8(A, X)into t3(A, £(X, Y) rt) and ?in (A, X) into 7-(,(A, L' (X, Y) rt).cb 
For all non-zero g E Y, 'I' '-4 	maps Z(A, Y)) onto Z,(A, X e), cb 
8,(A, L'(X, Y) rt) onto 8(A, X) and 1t b (A, L J,(X, Y)) onto fl,,(A, X e ). 
For all non-zero y E Y, F '—+ F maps Zth(A, X : 113) into Z(A, £b(X, 
Y) rt : 113), 8(A, X : 113) into Z 2,,(A, b(X, Y) rt : /13) and fl,(A, X : /13) 
into fl(A,J,,(X,Y)rt : 18). 
For all non-zero g E Y, 1 -+ 	maps Z(A,I b (X,Y)rt : 113) onto 
Z(A,X* t ), 13 b (A,f b (X,Y)rt : /13) onto : /13) and fl d (A,f,(X,Y)rt 
113) onto : 18). cb 
Parts (ii), (iv), (vii) and (ix) hold if Y is just a matricially normed space. 
Proof. The proofs of (i) and (ii) are generalisations of the ones in pp.112-114. 
The rest is similar to the proof of Proposition 3.1.9. 	 0 
Results similar to the ones in Propositions 3.2.9 and 3.2.10 also hold here. 
3.3 Relations between the modules £(Y, X) and 
the modules C1 (X, Y) 
Let X be a Banach A-bimodule and Y be a Banach space. Then as in the 
second section we can make the space of bounded linear maps from X into Y, 
£(X, y*), into an A-bimodule. On the other hand as in the first section we can 
make £(Y, X*) into an A-bimodule. So the isomorphic spaces £(X, Y*) and 
L' (Y, X*) are both A-bimodules. We will prove that those two A-bimodules are 
A-module isomorphic. 
Proposition 3.3.1. Let A be a Banach algebra, X be a Banach A-bimodule and 
Y be a Banach space. Then CI (X, y*) and L'(Y, X*) are isometrically A-module 
isomorphic. 
Proof. Let 
J: Li(X , Y*) 4 
be the isometric isomorphism defined by J(q)(y)(x) = 4(x)(y), for all 
L' (X, y*), all x e X and all y E Y. To prove that J is an A-module homo-
morphism just consider a E A, q E L' (X, y*), x E X and y E Y. Then 
J(çboa)(y)(x) = (oa)(x)(y) = q(ax)(y) = J(çb)(y)(ax) 
= (J()(y)a)(x) = (J(çb)a)(y)(x) 
El 
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As we proved in Proposition 1.2.10(u) (see also Remark 1.2.10), £(V, U) cb 
is completely isometrically isomorphic to £,(U, V,.)rt, for all matricially normed 
spaces V and U. That leads to a result similar to that of the previous proposition 
for the completely bounded case. 
Proposition 3.3.2. Let A be an operator algebra, X be a completely bounded A-
bimodule and Y be a mat ricially normed space. Then £b(X, and £b(Y, X)rt 
are completely isometrically A-module isomorphic. 
Remark 3.3.1. Combining the results of the two previous propositions with the 
results of Propositions 3.1.2, 3.1.3, 3.1.13 and 3.1.14 we get alternative proofs of 
Propositions 3.2.2, 3.2.3, 3.2.12 and 3.2.13 (and vice versa). 
If both X1 and X2  are A-bimodules, then we can define both the module 
structure of Section 3.1 and that of Section 3.2 on C(X 1 , X2). Propositions 
3.1.11(i) and 3.2.10(1) give the following relation between those module actions. 
Corollary 3.3.1. Let A be a Banach algebra, B be a subalgebra of A and X 1 and 
X2  be Banach A-bimodules. Then 
bqs = o b 
and 
çbb = b o 
for all b E B and all 0 e £(X 1 , X2 : 113). 
A similar result holds in the completely bounded case. 
3.4 Modules of maps between A-modules 
In the first section we defined module actions of A on the space of maps .C(Y, X) 
from a space Y into an A-module X and in the second section we defined module 
actions of A on the space C 1 (X, Y) of maps from an A-module X into a space Y. 
If X1 and X2  are both left Banach A-modules, then we can define, as in 
Section 3. 1, a left module action of A on £(X1 ,X2) and, as in Section 3.2, a 
right module action of A on L (X 1 , X2). In this section we are going to prove 
that those module actions make £(X 1 , X2 ) into an A-bimodule and then using 
some of the results obtained in the first two sections (or to be more precise their 
counterparts for left A-modules) show how certain properties of X 1 and X2 are 
related to properties of L (X 1 , X2). We present the results when X 1 and X2 are 
left A-modules; they also hold for right A-modules. 
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Unfortunately in the completely bounded case the use of different matricial 
norm structures in the definition of the modules Lb(Y, X) and £(X, Y) doescb 
not allow us to make a similar construction. 
We start with the definition of the modules L (X 1 , X 2 ) 
Proposition 3.4.1. Let A be a Banach algebra and X 1 and X2 be Banach left 
A-modules. Then £(X 1 , X 2 ) becomes a Banach A-bimodule, with the left 
and 
the right module actions of A on £(X 1 , X 2) defined respectively by 
(a)(xi) = a4(xi) 
and 
(4oa)(xi) = 0(ax i ) 
for all a e A, all q  e £(X1 ,X2) and all x1 E X,. 
Proof. From Propositions 3.1.1 and 3.2.1 respectively, C(X 1 , X2 ) 
is a Banach 
left and right A-module. Moreover it is easy to see that (ai q5) o a2 = a1 (q5 o a2 ), 
for all a1 , a2 E A and all 4 E L'(X 1 , X2 ), and therefore f,(X 1 , X2 ) 
is a Banach 
A-bimodule. 	
o 
The remarks following Propositions 3.1.1 and 3.2.1 respectively show that 
L'(X 1 , X2 ) is related to X 2  as a left A-module and to X as a right A-module. 
The two following propositions discuss duality and normality for £'(Xi, X 2 ) 
Proposition 3.4.2. Let A be a Banach algebra and X1 and X 2  be Banach left 
A-modules. If X 2  is a dual left A-module, then L (X 1 , X 2 ) is a dual A-bimodule. 
Proof. Since X 2  is a dual left A-module, L' (X j , X 2 ) is a dual left A-module from 
Proposition 3.1.2. Moreover since X 2  is a dual left A-module it is a dual Banach 
space. Thus, by Proposition 3.2.2, L' (X i , X 2 ) is a dual right A-module. 
Alternatively we can give a constructive proof. First we make X 1 (X2) 
into an A-bimodule with module actions defined by a(x i ® z) = (ax i ) 0 z and 
(x 1 (9z)a = x 1 0 (za), for all a e A, all x 1 e X1 and all z E (X2), 
and then show 
that L' (Xi, X 2 ) is the dual A-bimodule of X1(X2). 
D 
Remark 3.4.1. (i) The module actions of A on X 1 (X2) defined in the alterna-
tive proof of the previous proposition have been used in the proof of the equivalence 
between n-amenability and the existence of an n-virtual diagonal. 
(ii) If A is an operator algebra and X1 and X 2 are completely bounded left 
A-modules, then we can easily see that neither X 1  rt  X2 nor Xl®rtX2 
becomes 
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a completely bounded A-bimodule with the module actions defined as in the al-
ternative proof of the previous proposition. On the other hand a straightforward 
calculation shows that X1®hX2 is a completely bounded A-bimodule with respect 
to those module actions. Hence (X l ®hX2) is a dual completely bounded A-
bimodule. Unfortunately there are no results describing the reversed tracial dual of 
the Haagerup tensor product. Such a description would give a completely bounded 
analogue of the construction discussed in this section. 
Proposition 3.4.3. Let A be an operator algebra and X1 and X2 be Banach left 
A-modules. If the dual right A-module X of X 1  is a normal right A-module and 
X 2  is a normal left A-module, then L' (X i , X 2 ) is a normal A-bimodule. 
Proof. It follows from Propositions 3.1.3 and 3.2.3. 
	 LN 
The situation with respect to module homomorphisms, submodules, direct 
sums and quotients is described in the following four propositions. 
Proposition 3.4.4. Let A be a Banach algebra and X 1 , X, X 2 and 4 be Ba- 
nach left A-modules. 
If i - : X 1 -+ 4 is a bounded left A-module homomorphism, then the map 
-+ .C(X 1 ,X2) 
defined. by 'rx2(c) = qr, for all 0 E I(X,X 2 ), is a bounded two-sided A-module 
homomorphism, with ftx2II = HI. 
If r X 2 -+ 4 is a bounded left A-module homomorphism, then the map 
71x 1  £(X 1 ,X 2 ) -+ 
defined by .7rx 1  () = 7rçb, for all 0 E £(X 1 , X2 ), is a bounded two-sided A-module 
homomorphism, with 117rx,11 = 1711. 
Proof. It follows from Propositions 3.1.4 and 3.2.4. 	 D 
Proposition 3.4.5. Let A be a Banach algebra and X 1 and X2 be Banach left 
A-modules. 
If X is a complemented left A-submodule of X 1 , then £(Xf, X 2 ) is a 
complemented two-sided A-submodule of L (X 1 , X2 ). 
If X is a closed left A-submodule of X 2 , then £(X 1 ,X) is a closed 
two-sided A-submodule of L (X 1 , X2). Moreover if 4 is a complemented left A- C 
submodule of X 2 , then C(X 1 , 4) is a complemented two-sided A-submodule of 
£(X1 , X2). 
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If X is a complemented left A-submodule of X 1 and X is a closed 
left A-submodule of X 2 , then £(X, X) is a closed two-sided A-submodule of 
£(X 1 , X2). Moreover if X 20  is a complemented left A-submodule of X 2 , then 
£(X, X) is a complemented two-sided A-submodule of £(X1, X 2 ). 
Proof. It follows from Propositions 3.1.5 and 3.2.5. 
	 [-I 
Proposition 3.4.6. Let A be a Banach algebra. Then the following hold: 
(i) If X 1 , 4 and X2  are Banach left A-modules, then, for all conjugate 1 < 
p, q 00, £(X1, X 2 )L(Xf, X 2 ) and £(X iqX, X 2 ) are two-sided A-module 
isomorphic. Moreover if p = 00 and q = 1, then they are isometrically two-sided 
A-module isomorphic. 
(ii) If {XIA E A} is a family of uniformly bounded Banach left A-modules 
and X2 is a Banach left A-module, then: 
l°°(1(Xj', X2)IX E A) is isometrically two-sided A-module isomorphic to 
£(l'(X'IA (=- A),X 2 ). 
l'(I(Xj', X2) I\ e A) can be contractively embedded as a two-sided A- 
submodule into £(co(X?'IA E A), X 2 ). 
1(1Z (X', Y)I e A) can be contractively embedded as a two-sided A-
submodule into £(l(X'A  E A), X 2 ), for all conjugate 1 <p, q < 00. 
(iii) If X 1 , X2  and X are Banach left A-modules, then £(X 1 , X2).C(X 1 , X) 
and L,1  (X1, X2 X) are two-sided A-module isomorphic, for all 1 < p 	00. 
Moreover they are isometrically two-sided A-module isomorpic if p = 00. 
(iv) If X is a Banach left A-module and {X\ e A} is a family of uniformly 
bounded Banach left A-modules, then: 
l(I(X 1 , X)I\ e A) is isometrically two-sided A-module isomorphic to 
E A)). 
co (C(X i , X)l\ e A) can be isometrically embedded as a two-sided A-
submodule into C 1 (X 1 , co(X'lA e A)). 
l(I(X 1 , X)IA E A) can be contractively embedded as a two-sided A- C 
submodule into .C(X 1 , l'(X)A e A)), for all 1 <p < oo. 
Proof. It follows from Propositions 3.1.6 and 3.2.6. 	 D 
Proposition 3.4.7. Let A be a Banach algebra and X 1 and X2 be Banach left 
A-modules. Then the following hold: 
If 4 is a complemented left A-submodule of X i , then £(X 1 , X 2)/C(X, X 2 ) 
is isometrically two-sided A-module isomorphic to , X 2 ). 
If X is a closed left A-submodule of X 2 , then C(X 1 , X2 /X) can be iso-
metrically embedded as a two-sided A-submodule into L (X 1 , X21X). Moreover 
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if X is a complemented le ft A-submodule of X 2 , then £(X 1 , X2 /X) is isomet 
rically two-sided A-module isomorphic to .C(X 1 , X 2/X). 
Proof. It follows from Propositions 3.1.7 and 3.2.7. 	 D 
As we mentioned after Proposition 3.4.1, £(X 1 , X2 ) is related to X2 as a left 
A-module and to X as a right A-module. Hence we don't have any straightfor-
ward way of relating the cohomology, with coefficients in L (X1 , X2), either to 
the cohomology, with coefficients in X 1 , or to the cohomology, with coefficients 
in X2 . 
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Chapter 4 
The relation between the 
splitting of the cohomology with 
coefficients in a module X and 
the modules of maps from and 
into X 
In the remarks following Proposition 3.1.9 and those preceding Proposition 3.1.19 
we said that the vanishing of '1-((A, £(Y, X)) or of 7-I(A, £(Y, X) : 113), for 
some space Y, implies the vanishing of 7-( (A, X) or of Ii? (A, X : 113) respectively. 
We also promised that in Section 5.3 we will give an example showing that the 
converse does not hold. We shall prove in this chapter that the modules £(Y, X) 
behave much better with respect to splitting. More precisely we will prove in the 
first part of the first section that, for all five types of splitting, splitting of the 
cohomology, with coefficients in X, is equivalent to splitting of the cohomology, 
with coefficients in £(Y, X), for all spaces Y. 
We have already mentioned that in Section 5.3 we will show that the vanishing 
of1i(A,X) does not imply that 9-t(A,X)  splits (III). On the other hand in the 
above mentioned remarks we hinted that the vanishing of H 1 (A, L(Y, X)), for 
all spaces Y, implies more than the vanishing of 9-L(A, X). We will prove in the 
second part of the first section that it implies split (III) of 9-(A, X). That will be 
done by constructing a cocycle 1 Z(A, £(Z(A, X), X)) the cobounding of 
which gives rise to a splitting map of the third kind s Z(A, X) - £'(A, X). 
In the second section we combine the results of the first section with the 
results of Section 3.3 to obtain results about the relation between splitting and 
the modules £(X, Y) in the special case of a dual A-bimodule X. 
In the third section we introduce the notion of X-amenability and discuss its 
relation to splitting. In particular we prove that if A is a (completely) amenable 
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Banach (operator) algebra, then the (completely) bounded Hochschild cohomol- 
ogy complex of A, with coefficients in a dual (operator completely bounded) 
A-bimodule, splits (III). 
4.1 The relation between splitting and the mod-
ules I(Y,X) 
4.1.1 The relation between the splitting of the cohomol-
ogy with coefficients in X and the splitting of the 
cohomology with coefficients in L' (Y, X) 
As we mentioned in the introduction, in this part of the chapter we are going 
to prove that the splitting of both the cohomology groups and the cohomology 
complex, with coefficients in a module X, is equivalent to the splitting of the 
cohomology, with coefficients in £(Y, X), for any space Y. As the results hold 
for all five types of splitting and the proofs are similar, we will only give the 
proof for the third type of splitting. Throughout the module actions of A on 
,C1 (Y, X) are the ones defined in Section 3.1. Moreover the coboundary map 
between £(A, X) and L 1 (A, X) is denoted by 9n and the coboundary map 
between £(A, £(Y, X)) and .C' (A, L' (Y, X)) is denoted by /. 
Proposition 4.1.1. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n E N, the following are equivalent: 
?1(A,X) splits (I), (II), (III), (IV) or (V) respectively. 
?-t(A, £(Y, X)) splits (I), (II), (III), (IV) or (V) respectively, for some 
Banach space Y. 
7i 1 (A, L(Y X)) splits (I), (II), (III), (IV) or (V) respectively, for all 
Banach spaces Y. 
Proof. (i) = (iii) Let us start with the case n = 1. Since ?-t(A, X) splits (III), 
there exists a bounded linear map 
s: Z(A,X) - X 
with 00 s 1 = idz1(A,x). Now consider a Banach space Y and define 
Si : Z(A,L(Y,X)) - £(Y,X) 
by S1  (fl  (y) = s i (I'), for all 1 E Z(A,i(Y,X)) and ally e Y, where 4)y (a) = 
'1(a)(y), for all a E A, as in Proposition 3.1.9(u). Using Proposition 3.1.9(u) it is 
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easy to see that Si is a bounded linear map. Now consider '1 E Z (A, X), a E A 
and y e Y. Then 
= aSi()(y) - S1 (fl (y)a 




since, by Proposition 3.1.9(vii), I e Z'(A,X). Hence L ° S1 = idz 1 (A,r(y,x)) 
and so 7-I'(A,J(Y,X)) splits (III). Now suppose that n > 1 and let Y be a 
Banach space. Since 7-t(A, X) splits (III), we get, using reduction of dimension, 
that ?-'(A, £'(A, X)) also splits (III). From the first part of the proof, we can 
conclude that 7-((A, £(Y, £ 1 (A, X))) splits (III). As we proved in Proposition 
3.1.8, £(Y, .C'(A, X)) and £ 1 (A, L(Y, X)) are A-module isomorphic and 
hence 7-L(A, C' (A, £(Y, X))) also splits (III). Now using reduction of dimen-
sion again we get that W ' (A, £(Y, X)) splits (III). 
It is obvious that (iii) = (ii). 
(i) As we observed in Section 3.1 (remarks after Proposition 3.1.1), 
given a non-zero functional f on Y, X is A-module isomorphic to the comple-
mented A-submodule {x1 I x E X} of .C(Y, X). Therefore if H(A, £'(Y, X)) 
splits (III), for some Banach space Y, then so does ?-L. (A, X), by Propositions 
2.1.17 and 2.1.18(1). D 
Applying the previous proposition to the bounded Hochschild cohomology 
complex we get the following corollary. 
Corollary 4.1.1. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then the following are equivalent: 
The bounded Hochschild cohomology complex of A, with coefficients in X, 
splits (I), (II) or (III) respectively. 
The bounded Hochschild cohomology complex of A, with coefficients in 
,C 1 (y, X), splits (I), (II) or (III) respectively, for some Banach space Y. 
The bounded Hocks child cohomology complex of A, with coefficients in 
,C 1 (y, X), splits (I), (II) or (III) respectively, for all Banach spaces Y. 
We now move to the completely bounded case. The proof is similar to that of 
Proposition 4.1.1. Due to the lack of a reduction of dimension result we have to 
give a direct proof of the case n > 1 in (i) (iii). 
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Proposition 4.1.2. Let A be an operator algebra and X be an operator com-
pletely bounded A-bimodule. Then, for all n E N, the following are equivalent: 
jj Cb(A,X) splits (I), (II), (III), (IV) or (V) respectively. 
?-t,(A, £,(Y, X)) splits (I), (II), (III), (IV) or (V) respectively, for some 
matricially normed space Y. 
fl,(A, £,(Y, X)) splits (I), (II), (III), (IV) or (V) respectively, for all 
matricially normed spaces Y. 
Proof. (ii) =* (i) follows in a manner similar to the proof of (ii) = (i) in Proposi-
tion 4.1.1 using the remarks following Proposition 3.1.12 and Propositions 2.2.10 
and 2.2.11(i). To prove (i) = (iii) suppose that 9L b (A, X) splits (III) and let 
s : Z(A,X) —+ Ccb  be a splitting map of the third kind and Y be a 
matricially normed space. For .n = 1 define S 1 Z(A, £(Y, X)) —+ £,(Y, X) 
as in the proof of Proposition 4.1.1. For n> 1 define 
S : Z,(A,L b (Y,X)) — cb 
by S()(a 1 , ..., an_i)(y) = s()(a i , ..., an_i), for all 	Z(A, £,(Y, X)), 
all a 1 , ..., an_i E A and all y e Y, where , is defined by 	(ai , ..., a_) = 
an-1)(y) as in Proposition 3.1.19(u). We showed in the proof of Propo-
sition 4.1.1 that S has the defining property of a splitting map of the third kind. 
A similar calculation shows that the same holds for S, if n > 1. To finish the 
proof we must prove that Sn maps Zcnb  £b(Y, X)) into £(A, £ b (Y, X)) and 
is completely bounded. We will only prove the complete boundedness of S n for 
n > 1 (the case n = 1 follows in a similar manner, the well-definedness of S 
follows from a similar calculation first with n = 1 = 1 and then with m = 1). 
Consider r,l,m e N, (I) e Kn (Z(A,I b(Y,X))), (a), ..., (a) E ML(A) andSt 





(Sn(('ij)y pq )) IImrII (a) III .I (a) lit 
< 
where the second step follows from 	 E Mmr (2 1 (A,X)), the third 
from the complete boundedness of Sn  and the fourth from Proposition 3.1.19(u). 
D 
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A similar result holds for the completely bounded Hochschild cohomology 
complex. 
We finish with 5-relative Hochschuld cohomology. 
Proposition 4.1.3. Let .4 be a Banach algebra, B be a subalgebra of .4 and X 
be a Banach .4-bimodule. Then, for all n E N, the following are equivalent: 
9i(A,X : /13) splits (I), (II), (III), (IV) or (V) respectively. 
?-t(A, £(Y, X) : /8) splits (I), (II), (III), (IV) or (V) respectively, for 
some Banach space Y. 
'H(A, L(Y, X) : 18) splits (I), (II), (III), (IV) or (V) respectively, for 
cc  all Banach spaces Y. 
Proof. Suppose that -1(A,X : 18) splits (III) and let 
s, : Z(A,X : /8) -+r(A,X /8) 
be a splitting map of the third kind and Y be a Banach space. If we define 
S, : Z(A,f(Y,X) : /8) - 	(A,L(YX) 
as in the proof of Proposition 4.1.1, if n = 1, and as in the proof of Propo-
sition 4.1.2, if n > 1, then the only thing we have to prove is that S, maps 
Z(A,C(Y,X) /13) into £_i(A, £(YX) : /8). Consider E Z(A,i(Y,X) 
113), b E 13, a1 , ..., a_1 e A and y E Y. Then 
Sn ('I))(bai, ..., an- 1 )(y) = s(')(bai , ..., an-1) = bsn ('I y )(ai , ..., an-1) 
bSn ('I))(ai, ...,a_1 )(y) = (bS((D)(a i , ...,an_j))(y) 
since 	E Z(A,X : 18) (Proposition 3.1.9(ix)) and Sn  maps Z(A,X : 18) 
into £_i(A, X : 113). Thus S(I)(ba i , ..., a,_i ) = bS((D)(ai , ..., a,_i ). Similarly 
we can prove that 
Sn (I))(ai , ..., ab, ak+i, ..., an-1) = S(I)(ai , ..., ak )  bak+i, ..., an-1) 
for all  < k < n-2, and that Sn ('I)(ai, ...,an_ib) is equal to Sn ()(ai, ...,a_i )b. 
The proof of (ii) = (i) follows in the steps of the proof of (ii) = (i) in Proposition 
4.1.1. Instead of Propositions 2.1.17 and 2.1.18(1) we use Propositions 2.3.3 and 
2.3.4(i) 0 
The results of the previous proposition also hold for the bounded 8-relative 
Hochschild cohomology complex. Moreover we can prove a completely bounded 
version of the same results using Proposition 3.1.19(ix) in the place of Proposition 
3.1.9(ix). 
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4.1.2 The relation betwen the splitting of the cohomol-
ogy with coefficients in X and the vanishing of the 
cohomology with coefficients in £(Y, X) 
In this part we will show that the third type of splitting of the cohomology, 
with coefficients in X, is characterised by the vanishing of the cohomology, with 
coefficients in L' (Y, X), for all spaces Y. We will do that by constructing a test 
cocycle the cobounding of which gives rise to a splitting map of the third kind. 
The module actions of A on L' (Y, X) are the ones defined in Section 3.1. The 
coboundary maps are denoted as in the first part. 
Proposition 4.1.4. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n E N, the following are equivalent: 
?-t(A,X) splits (III). 
'1-t(A, £(Y, X)) splits (III), for some Banach space Y. 
'1-((A, L'(Y, X)) splits (III), for all Banach spaces Y. 
9-t(A,J(Y,X)) = {O}, for all Banach spaces Y. 
Proof. (i) 	(ii) 	(iii) follows from Proposition 4.1.1. (iii) =' (iv) follows from 
Proposition 2.1.7. To prove (iv) = (i) we start with the case n = 1. Define 
x A - (Z(A,X),X) 
with x(a)(q) = çb(a), for all a e A and all 0 e Z(A, X). It is obvious that x is 
a bounded linear map. Moreover if a1 , a2 E A and 0 e Z' (A, X), then 
(X)(ai, a2) 	a1X(a2)() - X(a1a2)() + x(a1)(q)a2 
= al0(a2) - 0(a 1 a2 ) + 0(ai)a2 = 0 
since çb e Z'(A,X) and so x E Z'(A,J(Z(A,X),X)). Obviously ZC'(A,X) 
is a Banach space and so, by our hypothesis, W '(A,L(Z(A,X),X)) vanishes. 
Thus there exists s 1 e £(Z'(A, X), X), with x = L ° (s i ). Now if 0 E ZC'(A, X) 
and a E A, then 
(asi - sia)() 
= 	(s )(a)(cb) = x(a)(çb) = çb(a) 
and therefore s 1 = idz1(A,x). Hence 7-t(A, X) splits (III). For ii > 1 we can 
prove it using reduction of dimension, the isomorphism between £(A, £(Y, X)) 
and £(Y, L(A, X)) and the first part of the proof. 	 D 
A similar result holds for the bounded Hochschild cohomology complex. 
We move now to the completely bounded case. Again we have to give a direct 
proof of the case n > 1 in (iv) = (i). 
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Proposition 4.1.5. Let A be an operator algebra and X be an operator com-
pletely bounded A-bimodule. Then, for all n E N, the following are equivalent: 
K(A,X) splits (III). 
fl d,(A, £b(Y, X)) splits (III) , for some matricially normed space Y. 
7-((A, £(Y X)) splits (III), for all matricially normed spaces Y.cb 
'H(A, Lb(Y X)) = {O}, for all matricially normed spaces Y. 
Proof. (i) .@ (ii) 	(iii) follows from Proposition 4.1.2 and (iii) = (iv) fol- 
lows from Proposition 2.2.4. The proof of (iv) 	(i) for n = 1 is similar 
to the one in Proposition 4.1.4. It is easy to see that the cocycle x  maps A 
into £(Z C'L,(A, X), X) and is completely bounded. Thus s 1 is also completely 
bounded. Suppose that n> 1 and define 
4!: A -+ L(Z,(A,X),X) cb 
by 4!(a 1 ,...,a)(q5) = q(ai,...,an ), for all a,,..., an e A and all 0 E Z,(A,X). 
Take m,r EN, (a), ..., (az) e M,(A) and (cb 3t) e Mr (Z,(A,X)). Then 
I( 	i 
1 <ki,...,k_1m 
st(aki ,...,a Th _ 1 j))IImr 
1<kj,...,k_1<m 
H (0st)lIrII (a) 	H (a,) urn. 
Hence 4! is completely bounded (the same calculation with m = 1 shows that (D 
is well-defined). A calculation similar to the one for x  shows that 4! is a cocycle. 
Thus there exists 'I' E £'(A,iZ b (Z(A,X),X)) with 4! 	n '(w). If we 
define s : Zcb 	-+ C'(A,X) by 8()(a1 ,... 1 a_1 ) = cb 
for all 0 E Z,(A, X) and all a1 , ..., anl E A, then Sn  is a splitting map of the 
third kind. 	 0 
The previous proposition is also true for the completely bounded Hochschild 
cohomology complex. 
Proposition 4.1.6. Let A be a Banach algebra, B be a subalgebra of A and X 
be a Banach A-bimodule. Then, for all n E N, the following are equivalent: 
?-1 1 (A,X : /B) splits (III). 
?-1(A, L C' ( Y,X) : /B) splits (III), for some Banach space Y. 
7-((A, £(Y, X) : 18) splits (III), for all Banach spaces Y. 
?-t(A, L'(Y, X) : /13) = {O}, for all Banach spaces Y. 
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Proof. The proof follows the steps of the two previous proofs. The test cochain 
is defined as in the proof of Proposition 4.1.4, if n = 1, and as in the proof of 
Proposition 4.1.5, if n> I. The only change that we have to make is that Y must 
be Z(A, X 113). Then it is easy to show that s0 , which is defined as in the two 
previous proofs, will map Z(A, X : 113) into C' (A, X : /8). 0 
Similar results hold for the bounded 8-relative Hochschild cohomology com-
plex, for completely bounded 8-relative cohomology groups and for the completely 
bounded 8-relative Hochschild cohomology complex. 
Remark 4.1.1. The proofs of Propositions 4.1.4, 4.1.5 and 4.1.6 show that the 
following hold: 
(a) If A is a Banach algebra and X is a Banach A-bimodule, then, for all 
n E N, the following are equivalent: 
fl(A,X) splits (III). 
I 	 (Zcn 	= {o}. 
(b) If A is an operator algebra and X is an operator completely bounded A-
bimodule, then, for all n e N, the following are equivalent: 
(i) I-t Cb (A,X) splits (III). 
cb(A,Ll b 	= {O}. 
(c) If A is a Banach algebra, 8 is a subalgebra of A and X is a Banach 
A-bimodule, then, for all n e N, the following are equivalent: 
fl(A,X : 18) splits (III). 
I(A,I'(Z(A,X : /8),X) : 113) = {O}. 
Results similar to (ii) = (i) of (a), (b) and (c) of the previous remark 
also hold for the first type of splitting. For example if 13(A, X) is closed and 
A,C(8(A,X),X)) = {O}, then ?-t(A,X) splits (I). 
4.2 The relation between splitting and the mod-
ules £(X, Y) 
We proved in Section 3.3 that if X is an A-bimodule, then the modules L' (Y, X*) 
and £(X, Yt) are A-module isomorphic, for all spaces Y. Combining that re-
sult with the results of the previous section we can relate the splitting of the 
cohomology, with coefficients in X, with the cohomology, with coefficients in 
£ (X, Y). We start by proving that splitting of the cohomology, with coefficients 
in X, is equivalent to splitting of the cohomology, with coefficients in L (X, Y), 
for all dual Y, and then we show that the third type of splitting of I-(?(A, X*) is 
equivalent to the vanishing of I-t(A, £(X, Y)), for all dual Y. We don't know 
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whether the splitting of 7-t(A, X*) implies the splitting of 9i(A, £(X, Y)) if 
Y is not dual. We don't even know if the third type of splitting of fl(A, X*) 
implies the vanishing of ?in  (A, £(X, Y)) for a non-dual Y. Throughout this sec-
tion the module actions of A on L (X, Y) are the ones defined in Section 3.2. 
The coboundary map between £'(A, X*) and L 1 (A, X*) is denoted by ô and 
the one between L(A, £(X, Y)) and L' (A, .C(X, Y)) by L. We will sketch 
direct proofs of the results which "show" why we need Y to be dual. 
Proposition 4.2.1. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n e N, the following are equivalent: 
fl(A , X*) splits (I), (II), (III), (IV) or (V) respectively. 
'H(A, £(X, Y*)) splits (I), (II), (III), (IV) or (V) respectively, for some 
Banach space Y. 
?-I.(A, L(X, Y*)) splits (I), (II), (III), (IV) or (V) respectively, for all 
Banach spaces Y. 
Proof. Without loss of generality suppose that 7-t 1 (A, £(X, Y)) splits (III) for 
some Banach space Y (not necessarily dual). By the remarks following Proposi-
tion 3.2.1, X is A-module isomorphic to the complemented A-submodule {f, I 
f E X*} of C 1 (X, Y), for any non-zero y e Y. Using Propositions 2.1.17 and 
2.1.18(1) and the previous observation we get that 9-12(A, X*) splits (III). So (ii) 
implies (i) for all Banach spaces Y and not just for dual ones. 
On the other hand suppose that 1(A, X*) splits (III) and let Y be a Banach 
space. By Proposition 4.1.1, H' (A, £(Y X*)) splits (III). But £(Y, Xt) is A- C 
module isomorphic to C 1 (X, y*),  by Proposition 3.3.1, and therefore 9i(A, £(X, 
Y*)) splits (III), by Proposition 2.1.17. 
To get a direct proof of (i) = (iii) suppose that ?-t(A, X*) splits (III), let 
s : Z4 (A, X*) 	£1(A, X*) be a splitting map of the third kind and Y be a 
Banach space and define 
Z(A , L(X,Y*)) —~ 
by 
an- i)(x)(y) = s()(ai , ..., an- 1 )(x) 
for all 4D E Zcn 	£(X, y*)),  all a1 , ..., a_1 E A, all x E X and all y E Y, where 
is the element of ** corresponding to y and I! is defined, as in Proposition 
3.2.8(u), by I(a 1 ,...,a0)(x) = 	I(ai,...,an )(x)), for all al ,...,an  E A and all 
x  X. If 1E Zcn 	a,,. an  Cz A, x E X and y  Y, then 
L'(S(I))(a i , ..., an )  (x)(y) = a'(s(I))(a1, ..., an )  (x) 
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and so 	 0 
Using Propositions 4.1.2 and 3.3.2 we can prove the following similar result 
for completely bounded cohomology groups. 
Proposition 4.2.2. Let A be an operator algebra and X be an L' completely 
bounded A-bimodule. Then, for all n E N, the following are equivalent: 
(i) splits (I), (II), (III), (IV) or (V) respectively. cb 
fl,(A,J b (X,Y rt )rt) splits (I), (II), (III), (IV) or (V) respectively, for 
some matricially normed space Y. 
9i,(A, Cb(X, Y,.)rt) splits (I), (II), (III), (IV) or (V) respectively, for 
all matricially normed spaces Y. 
The following two propositions follow immediately from Propositions 4.1.4, 
4.1.5, 3.3.1 and 3.3.2. 
Proposition 4.2.3. Let A be a Banach algebra and X be a Banach A-bimodule. 
Then, for all n E N, the following are equivalent: 
1t(A , X*) splits (III) 
?(A, .C(X, y*)) splits (III), for some Banach space Y. 
fl(A, L'(X, Y*)) splits (III), for all Banach spaces Y. 
fl(A, £(X, y*)) = {O}, for all Banach spaces Y. 
Sketch of a direct proof of (iv) = (i). Let 
A  —+ 
be defined by (ai , ...,a)(x)(q) = q(ai ,...,an )(x), for all a1 , ..., an  E A, all  e X 
and all 0 e Zcn 	X*) .  It is easy to show that 
An ((ai ,...,a +i)(x)() =ö'()(a1 ,...,a +i)(x) 
for all a1 , ..., a 1 E A, all x E X and all 0 C Z(A, X*) and thus I' is an 
n-cocycle. Therefore there exists W e £'(A, £(X, ZC(A, X*)*)), with = 
i. 1 (W) If we define 
Z(A , X*) _+ cl_l(A , X*) 
by sn (q)(ai , ..., a_i)(x) = 'IJ(ai, ..., a_i )(x)(q5), for all 0 e Z(A, X*), all a1 , 
a_1 E A and all x e X, then sn  is a splitting map of the third kind. 	0 
Proposition 4.2.4. Let A be an operator algebra and X be an L 1 completely 
bounded A-bimodule. Then, for all n E N, the following are equivalent: 
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(i) 1i,(A, X) splits (III). 
9L,(A, £ 11 (X, Y r*t ) rt) splits (III) , for some matricially normed space Y. 
1-t,(A, C 1 (X, 1'.)f) splits (III), for all matricially normed spaces Y. cb 
'1-t(A, L(X, }')) = {0}, for all matricially normed spaces Y. 
Results similar to those of Propositions 4.2.1, 4.2.2, 4.2.3 and 4.2.4 hold for 
the bounded and the completely bounded Hochschild cohomology complex, for 
B-relative cohomology groups and for the B-relative Hochschild cohomology com- 
plex. 
4.3 X-amenability and splitting 
If A is a Banach (operator) algebra and X is a Banach (L1 completely bounded) 
A-bimodule, then the results of Chapter 3 show that the class 
= {4,(X, Y( Tt))(rt) I Y Banach (operator) space } 
is a class of dual (operator completely bounded) A-bimodules which contain X t ) 
as a (completely) complemented A-submodule. Thus we can think of F as a class 
of "X-dual (operator completely bounded) A-bimodules". (By Propositions 3.3.1 
and 3.3.2, F can be identified with the class of A-bimodules £(b) (Y X,. t)) where 
Yis a Banach (operator) space). We recall from Definitions 1.2.10 and 1.2.12 that 
a Banach (operator) algebra A is called (completely) n-amenable ifWn b ) (A, X) 
vanishes, for all dual (operator completely bounded) A-bimodules. Putting those 
two observations together we get the following definition. 
Definitition 4.3.1. (i) Let A be a Banach algebra and X be a Banach A-
bimodule. If n e N, then we will say that A is (X, n)-amenable if 9L(A, .C(X, Y*)) 
vanishes, for all Banach spaces Y. If A is (X, n)-amenable, for all n E N, then 
we will say that A is X-amenable. 
(ii) Let A be an operator algebra and X be an L' completely bounded A-
bimodule. If n e N, then we will say that A is completely (X, n)-amenable if 
'H,(A, £(X, Y)rt) vanishes, for all operator spaces Y. If A is completely (X, 
n)
amenable, for all n e N, then we will say that A is completely X-amenable. 
Remark 4.3.1. Reduction of dimension arguments do not work for (complete) 
(X, n)-amenability. (Complete) (X, n)-amenability does not imply (complete) 
(X, n + m) -amenability. Moreover (completely) (X, 1)-amenable and (completely) 
X-amenable are not the same. 
The following corollary is an immediate consequence of the definitions. It 
shows that we can think of (complete) X-amenability as a local version of (com- 
plete) amenability. 
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Corollary 4.3.1. (i) Let A be a Banach algebra. Then, for all n e N, A is 
n-amenable if and only if A is (X, n)-amenable, for all Bartach A-bimodules X. 
Moreover A is amenable if and only if A is X-amenable, for all Banach A- 
bimodules X. 
(ii) Let A be an operator algebra. Then, for all n e N, A is completely n-
amenable if and only if A is completely (X, n)-amenable, for all L 1 completely 
bounded A-bimodules X. Moreover A is completely amenable if and only if A is 
completely X-amenable, for all L' completely bounded A-bimodules X. 
We recall that a Banach algebra is n-amenable if and only if there exists an 
n-virtual diagonal of A (Remark 1.2.13(iv)). The following two corollaries show 
that the analogue of an n-virtual diagonal for (X, n)-amenability is a splitting map 
of the third kind s : Z(A, X) —+ £ 1 (A, X). The first one follows immediately 
from Proposition 4.2.3. We must be a bit more careful for (ii) (i) of the 
second one, because the definition of complete (X, n)-amenability depends on 
the vanishing of 9-(b(A, 1b(X, Y,.) rt), and thus of ?-t'b (A, £ Cb(Y, X)), only for 
operator spaces Y. Since X is an L' matricially normed space, X is an operator 
space. Hence Z(A, X* ) is also an operator space and the result follows from rt 
Remark 4.1.1(b). 
Corollary 4.3.2. Let A be a Banach algebra and be X a Banach A-bimodule. 
Then, for all n E N, the following are equivalent:. 
fl(A, X*) splits (III) 
A is (X, n) -amenable. 
Corollary 4.3.3. Let A be an operator algebra and X be an L 1 completely bounded 
A-bimodule. Then, for all n E N, the following are equivalent: 
splits (III). 
A is completely (X, n) -amenable. 
Applying the results of the two previous corollaries on the (completely) bounded 
Hochschild cohomology complex we get parts (a) (i) and (b) (i) of the following 
corollary. Parts (a) (ii) and (b) (ii) follow from parts (a) (i) and (b) (i) and Corol- 
lary 4.3.1. 
Corollary 4.3.4. (a) Let A be a Banach algebra. 
If X is a Banach A-bimod'ule, then A is X-amenable if and only if the 
bounded Hochschild cohomology complex of A, with coefficients in X, splits (III). 
A is amenable if and only if the bounded Hochschild cohomology complex 
of A, with coefficients in X, splits (III), for all dual A-bimodules X. 
(b) Let A be an operator algebra. 
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If X is an L' completely bounded A-bimodule, then A is completely X-
amenable if and only if the completely bounded Hochs child cohomology complex of 
A, with coefficients in X, splits (III). 
A is completely amenable if and only if the completely bounded Hochs child 
cohomology complex of A, with coefficients in X, splits (III), for all dual operator 
completely bounded A-bimodules X. 
Using reduction of dimension and Proposition 2.1.14 we can easily see that 
if a Banach algebra A is n-amenable, then 9(A, X) splits (V), for all dual 
A-bimodules X and all m > n. 
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Chapter 5 
Splitting of the cohomology of 
von Neumann algebras 
In this chapter we are going to study the splitting of bounded and completely 
bounded Hochschild cohomology groups of von Neumann algebras. In the first 
section we will show that averaging and lifting results similar to the ones obtained 
by Johnson, Kadison and Ringrose hold for the third type of splitting. In the 
second section we will show that results similar to the ones proved in Section 
4.3 for amenable Banach algebras and completely amenable operator algebras 
also hold for amenable von Neumann algebras, i.e. a von Neumann algebra M is 
amenable if and only if the (completely) bounded Hochschild cohomology complex 
of M, with coefficients in X, splits (III), for all normal (operator completely 
bounded) M-bimodules X. In the third section we will prove that there is a 
close relation between splitting of the first bounded and completely bounded 
cohomology group of a von Neumann algebra M, with coefficients in an injective 
von Neumann algebra which contains M, and injectivity. In the fourth section 
we will show that, in all the cases where they are known to vanish, the bounded 
and completely bounded cohomology groups of a von Neumann algebra M, with 
coefficients in M, split (III). 
We don't have enough space to discuss the splitting of the cohomology groups 
of a von Neumann algebra, with coefficients in the compacts (see [JPar], [Po4] 
and [Raj for results concerning those groups), and the splitting of the cohomol-
ogy groups of a C* algebra, with coefficients in its dual, and of a von Neumann 
algebra, with coefficients in its predual (for existing results see [BuPas2], [Hi], 
Section 4 and [CS3]). We believe that in all the cases where we know that those 
groups vanish, they split (III). 
Throughout the chapter the unit element of a unital algebra A will be denoted 
by 1A• All inclusions A 1 c A 2  of unital algebras A 1 and A2 
are unital, i.e. 
1A1 = 1A2. 
Moreover we will assume that all modules over a unital algebra are 
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unital (we are allowed to do that because of Proposition 2.1.21). If M is a von 
Neumann algebra, then we will denote the commutant of M by M' 
Two notions that will be central in this chapter are those of a hyperfinite and 
an injective von Neumann algebra. We recall their definitions. 
Definition 5.0.1. Let M be a von Neumann algebra acting on a Hubert space 
H. 
We will say that M is injective if there exists a bounded projection p 
13(H) -+ M with IIlI = I. 
We will say that M is hyperfinite if there exists an upwards directed fam- 
ily {MA}A EA (i.e. A is a directed set and for each A e A and A' e A such that 
A < A', M, c MA') of finite dimensional subalgebras of M, with 'M =  'MA, for 
all A E A, such that UAEAMA is weakly dense in M. 
5.1 Averaging and lifting results 
Averaging and lifting results have played a very important role in the study of 
the cohomology of von Neumann algebras. By averaging results we mean results 
which relate the Hochschild cohomology groups of an algebra A, with coefficients 
in an A-bimodule X, to the 13-relative Hochschild cohomology groups of A, with 
coefficients in X, for some subalgebra 13 of A. By lifting results we mean results 
relating cohomology groups with different continuity assumptions. 
In the bounded case averaging and lifting results were established in the series 
of the three papers by Johnson, Kadison and Ringrose ([KRi4j, [KRi5], [JKRi]) 
which initiated the study of the cohomology of operator algebras. In the first 
paper Kadison and Ringrose proved that if A is a unital C* algebra  with centre 
Z, X is a dual A-bimodule and n e N, then, for each 0 E Z,(A, X), there exists 
E £'(A,X) with (-3' 1 (0)(a 1 , ..., a) = 0, if ak e 2, for some 1 < k < n 
(Theorem 3.4). In the third paper the same was shown to be true with any 
amenable subalgebra 13 of A in the place of 2 (Theorem 4.1, see also the proof 
of Theorem 3.3 in the second paper). In other words they proved that for any 
amenable subalgebra B of a unital C*a1gebra  A and for any dual A-bimodule 
X, Zcn  = 13(A,X) + Z cn 113). The main lifting result of those 
three papers is Theorem 5.6 of [JKRi], which says that if A is a unital C* algebra 
acting on a Hubert space H, A is the weak closure of A and X is a normal 
A-bimodule, then 7-(A, X) and N,(A, X) are isomorphic, for all n E N (thus 
a von Neumann algebra M is amenable if and only if '1-1(M, X) = { 0}, for all 
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normal M-bimodules X and all n E N). A clear account of the above mentioned 
results can be found in [Ri2], Chapter 4 (for the averaging results) and Chapters 
5 and 6 (for the lifting results). We should mention here that Craw gave a proof 
of the previously mentioned lifting result using homological methods (see [Cr]). 
In their paper which introduced the notion of completely bounded cohomology 
Christensen, Effros and Sinclair showed that similar results hold in the completely 
bounded case ([CES], pp.293-296, see also [CS7], Theorem 3.4). Both the bounded 
and the completely bounded case are discussed in detail in Chapter 3 of [SSm1]. 
We will prove that the above mentioned lifting and averaging results yield sim-
ilar results for the third type of splitting. The following proposition summarises 
the results of this section. 
Proposition 5.1.1. Let M be a von Neumann algebra acting on a Hubert space 
H, A be a C* subalgebra  of M which is weakly dense in M, .Af be a hyperfinite 
subalgebra of M and X be a normal M-bimodule. Then, for all n E N, the 
following are equivalent: 
fl(M,X) splits (III). 
There exists a bounded linear map 
s: Z(M,X) --~ 
n 	- with  & -1  - S, 	iuZ(M,X). 
There exists a bounded linear map 
s: Z(M,X : /Af) —4 £'(M,X : /.Af) 
with ô ' Sn = 
There exists a bounded linear map 
s: 
 
Zwn 	—~ r 1 (A,X) 
with an- 1 Sn = idz (A,x). 
Moreover if X is a normal operator completely bounded M-bimodule, then the 
previous equivalence holds with the subscripts "c" and "w" replaced by "cb" and 
"wcb" respectively and "completely bounded" instead of "bounded" in parts (ii), 
(iii) and (iv). 
To prove Proposition 5.1.1 we need to prove that the isomorphisms between 
?-LC(b) (M, X), 9i () (M, X), X : /Jf) and ?-IW ( Cb)(A, X) constructed 
in [KRi4], [KRi5], [JKRi] and [CES] can be described via (completely) bounded 
maps between the corresponding spaces of n-cochains or n-cocycles. Fortunately 
most of that has already been done in Chapter 3 of [SSm1]. We will describe how 
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those maps are defined, prove that they are completely bounded in the completely 
bounded case (in [SSm1] it is proved that they are well-defined in the completely 
bounded case, but not that they are completely bounded) and use them to show 
the equivalence between the splitting of different cohomology groups. 
The first step is to show that if A is a unital C* algebra  acting on a Hubert 
space H, U is an amenable subgroup of the group of unitaries of A, 8 is the 
C* subalgebra  of A generated by U, X is a dual (operator completely bounded) 
A-bimodule and n E N, then 7t(b)  (A, X) splits (III) if and only if (b)  (A, X : /8) 
splits (III). 
We start by recalling the definition of an invariant mean. If U is a topological 
group, then a bounded linear functional ji on the space of bounded continuous 
complex-valued functions on U, BC(U), is called a right invariant mean on U if 
(f)O, for all fE8C(U) with f ~!0,p( 1)= 1 , where 1(u)=1, for all uEU, 
and p(f) = jt(f), for all f E 8C(U) and all w e U, where f(u) = f(uw), for all 
u E U. We will denote M(f) by f f(u)dji(u), for all f E BC(U). We must mention 
here that if p is a right invariant mean, then 1 1 I.L11 = 1. A topological group U is 
called amenable if there exists a right invariant mean on U (for more information 
on amenable groups see [Gr], [Pal] and [Piel]). 
If U is an amenable group, u is a right invariant mean on U, X = (X)* 
is a dual Banach space and BC(U, X) is the space of bounded continuous (with 
respect to the norm topology on X) functions from U to X, then we can define 
a generalised right invariant mean j : BC(U, X) —* X by j(F)(z) = (n 
F(u)(z)), for all F E 13C(U,X) and all z e X. We call /i a generalised right 
invariant mean because, by [Ri2], Lemma 4.2, p is a bounded linear map, with 
11fill = 1 and has the following properties: 
If F E BC (U, X), w E U and F,, (u) = F(uw), for all u e U, then 2(F) 
If F(u) = x, for all u E U, then j(F) = a;. 
If A is a Banach algebra, U is a subgroup of A, X is a dual A-bimodule, 
F E 13C(U,X), a 1 ,a2 e A and F'('u) = a1 F('u)a2 , for all u e U, then Ti(F') = 
a1 j2(F)a2 . 
As in [SSm1] we will denote j(F) by f F(u)d)(u), for all F E !3C(U, X). 
Using this notation we have that (f F(u)dj2(u))(z) = f F(u)(z)di(u), for all 
FE 8C(U,X) and all z e X. 
To establish the equivalence between the splitting of the groups 	b) (A, X) 
and fl b) (A, X: 15) we have to define certain averaging maps from £b) 
 
(A, X) 
into either L'(A,X) or 
Lemma 5.1.1. ([SSm1], Lemma 3.2.3) Let A be a unital C* algebra  acting on 
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a Hubert space H, U be an amenable subgroup of the group of unitaries of A,  it 
be a right invariant mean on U, X be a dual A-bimodule and n E N. Then the 
maps 
Fk : £(A,X) -+ £(A,X), 0 < k <n —  i 
defined by 
Fo ()(a1 ,..., an- i) = f u*(u , ai ,... an_ i )d(u) 
and by 
Fk()(ai, ., a_) 
= f 	..., ak_1, aku, u, ak+i, ..., a_1 )d(u), i < k <n - 1 
for all 1 E £ 1 (A, X) and all ai, ..., a_1  E A, and the maps 
Gk : £(A,X) -~ £'(A,X), 0 k n 
defined by 
G0()(ai,...,a) = f u* O(uaj ,..., an )drt (u) 
Gk ()(ai,..., an)=f(al ,...,aku* ,Uak+i,,an)(u) 7 i <k<n-1 
G()(ai,...,a) = I 
 O
(a j ,..., anU*)udP (u) 
for all 0 e £(A, X) and all ai, ..., an  e A, where ji is the generalised mean on 
8C (U, X), are bounded linear maps with norm less than or equal to 1. 
If X is a dual operator completely bounded A-bimodule, then the subscript "c" 
can be replaced by "cb" and the maps defined above are completely bounded, with 
completely bounded norm less than or equal to 1. 
Proof. The only part that is not proved in [SSm1] is the complete boundedness of 
the maps Fk and Gk. We will prove it for Gk,  1 < k < n - 1. In proving that Gk 
maps .C b (A, X) into £b(A, X) Sinclair and Smith observe that this follows from 
the commuting of rn-amplifications and averages. We will try to make that more 
clear. Since X is a dual operator completely bounded A-bimodule, there exists an 
i L completely bounded A-bimodule X with X = (X*) 
*
rt. For all in e N, Mm  (X) 
can be identified with Mm (X* )* via (x 3 ) ((z)) = 11<j ,j<m x j (zr), for all (x) E 
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Mm (X) and all (z 13 ) e K,, (X.) (see Remark 1.2.6(u)). Since Mm (X) is a dual Ba-
nach space there exists a generalised right invariant mean j : 5C (U, Mm  (X)) -4 
K,, (X). If q e C- (A, X) and (a 3 ), ..., (a,) E Mm  (A), then the map U 
(a)(u 0 I), (u 0 Im)(a7'), ..., (a,)) is in !3C(U,Mm (X)) and its 
23 	U
norm is not greater than liIiciIi(aj)IIm...Il(aj)Ilm. Therefore, since llimll :5 1, 
k+ 1) if m ((a j ),.,Wj )(u* ®Im),(u®Im)(aij ,...,(a))df m (u) II m  (5.1) 
~ liIIcblI(azj)Ilm...lI(azj)Ilm. 
If (z23 ) E Mm  (Xi), then, by the linearity of the right invariant mean 1 L, we get 
(Gk())m((aj), ..., (a))((z)) 
Iklk+j 
••• a 	(u))(zji) i: 	 1)dj = 	 (J(a,...,a,Uak' 1<i,j<m 1<1j,...,1_im 
= 1: E f 1<i,j<m 1<tj,...,1_i<m 
=f 1<i,j<m 1<L1,..,1_im 




+1) 	(a.))((z))di.t(u) = f m (( j ),...,(4)(U*®Im ),(U®1m )(4 ,..., 
k+1) = (f rn ((aj ) ,..., (a )(u*OIm)(U®1m)(aii ,...,(a))dj2m (u))((zij))ij 
and so 
(Gk())m((aj), ..., (a,)) 
which demonstrates the commuting of rn-amplifications and averages indicated 
by Sinclair and Smith. Therefore, by (5.1), we have 
ii (Gjc(çb))m((ajj , ..., (a)) tim ~ Il''licbll (a) 	(a) tim 1) 
which shows that Gk (0) e £(A, X). To prove that Gk is completely bounded cb 
take rn, r E N, (cb) e Mm(Ib(A, X)) and (a), ..., (a) E Mr (A). Then, asSt 





((aS' t) •• (a)(u 0 Ir), (u 0 Ir)(a1), , (a t)))djmr(u)IImr 
ii (j) limit (a) 11r"Il (a) hr 
which shows that Gk is completely bounded with IIGkhicl :5 1. 	 D 
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Using the maps Fk and Gk we can now define the maps which we will need to 
prove the equivalence between the splitting of ?ib) (A, X) and of 'H b) (A, X : 18). 
Lemma 5.1.2. ([SSm1], Lemma 3.2.6) Let A be a unital C* alge bra  acting on a 
Hubert space H, U be an amenable group of unitaries in A, 8 be the C* -subalgebra 
of A generated by U and X be a dual A-bimodule. Then, for all n E N, there 
exists a bounded projection Q, : £(A, X) -+ £(A, X : 18) with IIQIl :51, such 
that an— 'Qn- = Q5'. 
If X is a dual operator completely bounded A-bimodule, then Q, : J(A, X) -+ cb 
£,(A, X : 18) is completely bounded with IIQnhIcb ~ 1. 
The projection Qn is defined by Qn = G...G0 , where the maps Gk,  0 < k < 
n, are defined as in Lemma 5.1.1. Therefore Qn is completely bounded with 
IIQII 	1. 
Lemma 5.1.3. ([SSm1], Lemma 3.2.4) Let A be a unital C* algebra  acting on 
a Hilbert space H, U be an amenable group of unitaries in A, 8 be the C* 
subalgebra of A generated by U and X be a dual A-bimodule. Then, for all 
n E N, there exists a bounded linear map K : £(A, X) -+ £'(A, X) with 
IIKII < ((n + 2)72 — 1)/(n + 1), such that q — O''K72 (q) E Zrn  X : /8), for 
all 0 E Zcn 	X). 
If X is a dual operator completely bounded A-bimodule, then we can replace the 
subscript "c" with the subscript "cb" and Kn is completely bounded with IIKnMcb 15 
((n +2)72 1)/(n+1). 
If U is finite dimensional and X is a normal (operator completely bounded) 
A-bimodule, then the subscripts "c" and "cb" can be replaced by "w" and "wcb" 
respectively. 
The map K72  is defined inductively in the following manner: maps J1 , ..., J, are 
constructed with IIJklIcb ((n+2)'1)/(n+1) such that (—ô1Jk())(a1, ..., an) 
= 0 if any of al,...,ak is in B. Then K72 = J,. Fork = 1, J1 is defined to be equal 
to F0 , where F0  is as in Lemma 5.1.1. Therefore J1 is completely bounded with 
IIJlIIcb :!~, 1. If Jk  with IIJkIIcb < ((n +2)k — 1)/(n+1) has been defined, then Jk+l 
is defined by Jk+l = Jk + (_1) k Fk(idI.n6 (A,x) — O"1 Jk). We can see that Jk+l  is 
completely bounded with lIJk+lIlcb ((n +2)c — 1)/(n+ 1), using Lemma 5.1.1, 
the inductive hypothesis and IIô1II6 < n + 1. 
Now we can show the equivalence between split (III) of 	(A, X) and of 
Wn /8). 
Proposition 5.1.2. Let A be a unital C*  -algebra acting on a Hilbert space H, U 
be an amenable group of unitaries in A, B be the C* -subalgebra of A generated by 
U and X be a dual A-bimodule. Then, for all n E N, the following are equivalent: 
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'K(A,X) splits (III). 
H(A,X 113) splits (III). 
If X is a dual operator completely bounded A-bimodule, then the subscript "c" 
can be replaced with the subscript "cb". 
Proof. (i) 	(ii) Let s 	Z(AX) — L'(A,X) be a splitting map of the 
third kind. If s', : Z(A,X : 113) —+ J - '(A,X : 113) is defined by s' = Qn_iSn, 
then, by Lemma 5.1.2, s'n  is a well-defined bounded linear map. Consider q  e 
Z(A,X : 113). Then 
(3fl_1')(4) = (8' 1 Qn—isn)(çb) = (Q8's)() 
Qn (q5)q5 
since ôn-1Q1 = Qn_l (Lemma 5.1.2), S n  is a splitting map of the third kind 
and Qn is a projection onto .C(A, X : 113). Therefore 
19n-1S = dZcn(A,X:/B ) and 
so 9.L(A, X : 113) splits (III). 
(i) Let s : Zcn 	X : 113) —* £ 1 (A, X : 113) be a splitting map of 
the third kind and define s',. : Z(A, X) —+ C'(A, X) by s' = Sfl(ZdZr&(A,X) — 
an_lK) + K. From Lemma 5.1.3, s is a well-defined bounded linear map. 
Moreover if 0 E Zcn  X), then it follows from Lemma 5.1.3 and s, being a 
splitting map of the third kind that 
(t9 1 s1 )(0) = ô''s(q - ( n_1K)(0)) + (8 1 Kn)(0) 
= 0 — (an_1K )(0) + (ö'Kn)(cb) = 
and thus ?in (,4, X) splits (III). 
The completely bounded case follows in the same way, since the maps Qn and 
Kn  are completely bounded. 
It is easy to see that the direction (i) = (ii) in the previous proposition holds 
for the other types of splitting as well. The same is not true for the direction 
(i), since the map idzn (AX) _ôn_lK n  maps only the elements of.Z(A, X) 
into £(A,X 
The second step is to prove the equivalence between the "splitting" of the 
groups 9i,(Cb) (A, X) and flW (Cb)(A, X) if A is a C* algebra acting on a Hilbert 
space H, A is the weak closure of A and X is a normal (operator completely 
bounded) A-bimodule. 
Proposition 5.1.3. Let A be a C* algebra  acting on a Hilbert space H, A be 
the weak closure of A and X be a normal A-bimodule. Then, for all n e N, the 
following are equivalent: 
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There exists a bounded linear map 
s: Z(A,X) —~ 
with 5' 1 s = idz (A,x). 
There exists a bounded linear map 
s: Z(A,X) —* 
with qn- 1 Sn = idz( A, x ). 
Moreover if X is a normal operator completely bounded A-bimodule, then the 
previous equivalence holds with the subscript "w" replaced by "wcb" and "com-
pletely bounded" instead of "bounded". 
A similar result holds for normal (completely bounded) 13-relative cohomology 
groups if 13 is a subalgebra of A. 
Proof. For each n e N, we define the restriction map 0 	l An: L(A, X) - 
£(A, X). By [SSm1], Lemma 3.3.3, for each E £,(A, X), there exists a unique 
q E £,(A,X), with IlcIl = 	such that 	IA 	çb. Thus ' ?b 	' IA' is an 
isometric isomorphism. Moreover, since X is a normal A-bimodule, b 	IA 
commutes with the coboundary operator, i.e. 8n(/) lAn+l= 9n (0 An), for all 
O e 	X). The equivalence of (i) and (ii) follows now easily. 
In the completely bounded case we take again the restriction map 
nn b An: I, Cb(A, X) —~ £ Cb(A, X). To prove that it is an isometric isomor-
phism take 0 e L Cb(A, X). By what we said in the bounded case, there exists 
E C(A,X) with q A=  b. If in E N, then qr E L (Mm (A),Mm(X)) and so 
there exists unique e L(Mm (A),M7n(X)) with M(A) and 11<D11 = 
IIq'mII. On the other hand ()m  E L w (Mm (A),Mm 2t)) = L(Mm (A),Mm(X)) 
and ()m lMm(A)' 	cbm . Thus, by the uniqueness of , ()m = 	
and so 
II()mIl = IIII = ImI which shows that is completely bounded with IIIIcb = 
lIlI. (Alternatively we can prove that using Kaplansky's density theorem, as 
in [SSm1]). Therefore the restriction map is an isometric isomorphism. To 
prove that it is completely isometric let m e N and ('ij)) e C(A, X)). 
Then (Oij IA) E L (Mm (A),Min(X)) and, from what we said in the first part, 
there exists unique IF E £,(Mm (A),Mm (X)) with IT! k4(A)= (Oij l An ) and 
lI'T!IIc& = II(I' IA')IlI b (Mm(4),MmP)) I( 1' jA)Itm Using the uniqueness of IF 
we get that Ji = (l) and so Ift4')IIm = II('/' lAm)IIrn, i.e. the restriction map is 
a complete isometry. The rest follows as in the bounded case. 0 
Obviously the result also holds if Sn  is a map with the defining property of a 
splitting map of the first, second or fourth kind and if (sn , s 1 ) is a pair of maps 
with the defining property of a pair of splitting maps of the fifth kind. 
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The third step is to prove that the splitting of 	b) (A, X) is equivalent to the 
"splitting" of 7-t( Cb )(A X) if A is a C* algebra  acting on a Hubert space H and 
X is a normal (operator completely bounded) A-bimodule. 
Lemma 5.1.4. ([SSm1], Lemma 3.3.4) Let A be a C*  - algebra acting on a Hubert 
space H, A be the weak closure of A, it be the universal representation of A, p be 
the minimal central projection in 7r (A) with p'ir(A) A and X be a normal A-
bimodule. Then, for all n E N, there exist bounded linear maps T: L(A, X) —* 
£(ir(A),X), S : L(ir(A),X) —+ £(A,X) and W : £(ir(A),X) —+ 
£(A,X) with lITnlLISnII,MWnlI < 1, such that 9T = Tn+i3 and 3'S = 
S 1 3. Moreover Sn7n is a projection mapping £(A,X) onto £(A,X). 
If X is a normal operator completely bounded A-bimodule, then the subscripts 
"c" and "w" can be replaced by "cb" and "wcb" respectively and T, S n and W 
are completely bounded with IITnMcb, II 51nIIcb, IIWnhIcb ~:- 1. 
Take 0 to be an isomorphism from pir(A) onto A with 9(p7r(a)) = a, for 
all a e A and 0(pb) = 7- (b), for all b E ir(A). The map T is defined in two 
steps. First we take the map 0 i—* q : £(A,X) —p £WCb (ir(A),X) defined by 
01 (bi , ..., bn ) = (0(pb 1 ), ..., 0(pb,)), for all 0 E L Cb(A, X) and all b1 , ..., b, E 
and then define T(q5) to be equal to , where q  is the unique extension of 0 1 on 
(ir(A)j. The automatic complete boundedness of 0 (since it is a *...i somorphism ) 
and the complete boundedness of the map b '-4 pb imply that q i—  01 is completely 
bounded. From what we said in the proof of Proposition 5.1.3, 0 1 '-4 qi  is also 
completely bounded and hence T is completely bounded. 
The map S, is defined by S()(ai, ..., a,) = (0 1 (a i ), ..., 0'(a)), for all 
?b E £ Cb (ir(A), X) and all a1 , ..., an  E A. Thus it is completely bounded, since 
0-1 is. 
The map W, is defined by W()(a i , ...,a) 	r(a i ), ...,ir(a)), for all 
ir(A), X) and all a1 , ..., a, E A. Its complete boundedness follows from the ,,(  
complete boundedness of it. 
Lemma 5.1.5. ([SSm1], Lemma 3.3.5) Let A be a C*  - algebra acting on a Hilbert 
space H, A be the weak closure of A and X be a normal A-bimodule. Then, for 
all n E N, there exists a bounded linear map J : £(A, X) —+ £ 1 (A, X) with 
IJII < ((m + 2) n — 1)/(n + 1), such that 0 
— 8''J(0) E Z(A,X), for all 
q$ E Z(A,X). 
If X is a normal operator completely bounded A-bimodule, then we can replace 
the subscripts "c" and "w" with the subscripts "cb" and "wcb" respectively and 
Jn is completely bounded with IIJnlIcb < ((n + 2)72 — 1)/(n + 1). 
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Let p be the minimal central projection in 7r(A) such that pir(A) - is iso-
morphic to A, U be the (finite dimensional) subgroup {1,(A), l(A) — 2p} of 
the unitary group of 7r(A) and B be the C* subalgebra of 7r(A) generated 
by U. By Lemma 5.1.3, there exists a completely bounded linear map K 
ir(A), X) —~ 	(ir(A), X) with M 	< Kn hI Cb 	((n + 2)' — 1)/(n+ 1), suchwcb 
that 0 — a -'K() E Z Cb(7r(A),X : 113), for all q e Zwncb  The 
map Jn is defined by J, = W_ 1 KT and therefore it is completely bounded 
with IIJnIIct :5 ((ri + 2)' — i)/(n + 1). 
Now we can prove the equivalence between the splitting of Wn  (A, X) and 
the "splitting" of 'HW (d,)(A, X). 
Proposition 5.1.4. Let A be a C* algebra  acting on a Hubert space H, A be 
the weak closure of A and X be a normal A-bimodule. Then, for all n E N, the 
following are equivalent: 
?-((A,X) splits (III). 
There exists a bounded linear map 
Sn : Z(A,X) — C'(A,X) 
with gn- 1 Sn = idz (A,x). 
Moreover if X is a normal operator completely bounded A-bimodule, then the 
previous equivalence holds with the subscripts "c" and "w" replaced by "cb" and 
"wcb" respectively and "bounded" in (ii) replaced by "completely bounded". 
Proof. It is similar to the proof of Proposition 5.1.2 with Qn replaced by ST 
and Kn  replaced by J,,. 	 LI 
We note that, as in Proposition 5.1.2, whereas (i) = (ii) holds for the other 
types of splitting, (ii) = (i) does not. 
The last step is to show that an averaging result similar to that of Proposition 
5.1.2 holds for the normal cohomology in the case of a von Neumann algebra M 
and a hyperfinite subalgebra .N of M. 
Lemma 5.1.6. ([SSm1], Lemma 8.4.2) Let M be a von Neumann algebra act-
ing on a Hilbert space H, .N be a hyperfinite subalgebra of M and X be a 
normal M-bimodule. Then, for all ri e N, there exists a bounded linear map 
L : £(M,X) —* £'(M,X) with IILII ~ 2(((n+2)'-1)/(n+1)) 2+(n+2)'1, 
such that 0 - ô'L(çb) e Zwn  /.Af), for all 0 E Zwn  
If X is a normal operator completely bounded M-bimodule, then the subscript 
can be replaced by "wcb" and Ln  is completely bounded, with IILIL :5 2(((n+ 
2)' — 1)/(n+ 1)) 2 + (n+2) n  —1. 
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The map Ln is defined by Ln = J + Kn - Jn 'Kn and hence, by Lemmas 
5.1.3 and 5.1.5, it is completely bounded with IlLnhIth < 2(((n + 2)' - 1)/(n + 
1))2 + (n + 2)' - 1. 
Lemma 5.1.7. ([SSm1], Lemma 3.4.8) Let M be a von Neumann algebra act-
ing on a Hubert space H, Al be a hyperfinite subalgebra of M and X be a 
normal M-bimodule. Then, for all n E N, there exists a bounded projection 
P : £(M, X) —~ £(M, X: /A 1) with IIPnII 1, such that ô''Pn_i = Pn8'. 
If X is a normal operator completely bounded M-bimodule, then the subscript 
"w" can be replaced by "wcb" and P is completely bounded with Il Pn ll cb :5 1. 
The projection P, is defined by P = STQ 	 and therefore by 
Lemmas 5.1.2 and 5.1.4 it is completely bounded with IP, r :!~, 1. 
Arguing along the lines of the proof of Proposition 5.1.2 with Q replaced by 
P, and Kn replaced by Ln  we get the following proposition. 
Proposition 5.1.5. Let M be a von Neumann algebra acting on a Hubert space 
H, Al be a hyperfinite subalgebra of M and X be a normal M-bimodule. Then, 
for all n E N, the following are equivalent: 
There exists a bounded linear map 
Sn: Zwn 	--+ £ 1 (M,X) 
s1. n-1 -- with Li 	Sn 	iCZ(M,X). 
There exists a bounded linear map 
s : Z(M,X : /Al) —~ - '(M,X : /Al) 
with ô 1 s 	dZ(M,X:/N ). 
If X is a normal operator completely bounded M-bimodule, then the previ-
ous equivalence holds with the subscript "w" replaced by "web" and "completely 
bounded" replaced by "bounded". 
Now we can prove Proposition 5.1.1. 
Proof of Proposition 5.1.1. (i) 	(ii) follows from Proposition 5.1.4, (ii) 	(iii) 
from Proposition 5.1.5 and (ii) (iv) from Proposition 5.1.3. 	 D 
Remark 5.1.1. In the last paragraph of the introduction to Chapter 2 we said 
that we could have defined a notion of normal splitting for normal cohomology 
groups where the splitting maps are weak* continuous. It would be interesting to 
know whether Proposition 5.1.1 holds with "bounded" replaced by weak* contin-
uous" in parts (ii), (iii) and (iv). 
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It can be proved, using the averaging results that we discussed, that if M is 
a von Neumann algebra, M1, M11 11  M11 and M111 are respectively the type 
I, 111, II and III central direct summands of M and X is a normal (operator 
completely bounded) M-bimodule, then, for all n e N, 'H(b ) (M, X) is isomorphic 
to 'I-( C(b) (JvlI, X) e X) c(b)(' 4  "oo' X) '/L c(b)(1"t iii, X) ([SSm1], 
Theorem 3.3.7 and Corollary 3.3.8). We finish the discussion of averaging and 
lifting results with a similar result about splitting. 
Proposition 5.1.6. Let M = M1 M2 be a direct sum decomposition of a von 
Neumann algebra M into von Neumann algebras M 1 and M2 with 1M = e1 e 
and X be a normal M-bimodule. Then, for all n E N, the following are equivalent: 
?-t(M,X) splits (III). 
7-(M1, X) and ?(M2, X) split (III). 
fl(.M1, e iXe i ) and 9(M2, e2Xe 2) split (III). 
If X is a normal operator completely bounded M-bimodule, then the same 
equivalence holds with "cb" in the place of "c". 
A similar result holds for normal (completely bounded) cohomology groups. 
Proof. We will prove it for the bounded case. The rest follows in a similar manner. 
Let 8 be the C* subalgebra  of M generated by e 1 and e2 . It is easy to see that 
C(M, X: /8) is isomorphic to £(M1, X : /13) £(M2, X /13) via the map 
IM E1Q lM2: £(M,X : /8) —~ £(M 1 ,X : /8) J(M 2 ,X : 18) and 
/8) is isomorphic to £(Mk,ekXek : /13), k = 1, 2, via the map 
£(Mk,X : 18) —+ £(Mk,ekXek : 18), defined by i(m) = ekb(rn)ek, 
for all 0 e £(Mk,X : /8). Since both e 1 and e2 are central projections, B is 
contained in the centre of M and thus it is generated by an amenable group of 
unitaries. The equivalence between (i), (ii) and (iii) follows from Proposition 
5.1.2 and the two above mentioned isomorphisms. D 
Corollary 5.1.1. Let M be a von Neumann algebra, M1 = e1M, M17, = 
e j11 M, M11, = ejj ,M and M111 = e1jjM be the type I, 11 1 , II and III 
central direct summands of M and X be a normal M-birnodule. Then, for all 
n E N, the following are equivalent: 
9.1(M,X) splits (III). 
?-t(M1,X), 7(M 111 ,X), 1 (M11,X) and 7-1(M111,X) split (III). 
fl(Jv1j, e jXe i), '1-t(Mjj, e ji1 Xejj 1 ), ? '(.A4 11 , ejj Xejj,) and 
7t(Mjjj,eiiiXeiii) split (III). 
If X is a normal operator completely bounded M-bimodule, then the same 
holds with "cb" in the place of "c". 
A similar result holds for normal (completely bounded) cohomology groups. 
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Remark 5.1.2. The use of Proposition 5.1.2 in the proof of Proposition 5.1.6 
does not allow us to obtain results similar to those of Proposition 5.1.6 and Corol-
lary 5.1.1 for the other types of splitting. 
5.2 Amenable von Neumann algebras 
One of the most important applications of the cohomology theory of operator 
algebras has been the characterisation, by Connes, of hyperfinite von Neumann 
algebras as the amenable ones. We start by reminding the reader how that was 
achieved and by discussing some other related results and questions. Accounts of 
the relation between amenable, injective and hyperfinite von Neumann algebras 
can be found in [Pal], [Pie2] and [Th]. 
Using the averaging results of the previous section, Kadison and Ringrose 
proved that if a C*a1gebra  A is the closed linear span of an amenable subgroup of 
its unitary group, then A, X) = {0}, for all dual A-bimodules X and all n E N 
([KRi5], Theorem 3.3), i.e. A is amenable in the sense of Definition 1.2.10(i). 
By applying the lifting result that we referred to in the previous section, they 
showed, jointly with Johnson, that if M is a hyperfinite von Neumann algebra, 
then 1-1(M, X) vanishes, for all normal M-bimodules X and all n e N ([JKRi], 
Corollary 6.4), namely M is an amenable von Neumann algebra (see Definition 
1.2.14). Since all the averaging and lifting techniques used in the proof of that 
result also hold in the completely bounded case the result holds in the completely 
bounded case as well, i.e. if M is a hyperfinite von Neumann algebra, then 
fl(M, X) = {0}, for all normal operator completely bounded M-bimodules X cb 
and all n E N ([SSm1], Corollary 3.4.6). 
In his celebrated paper on the classification of injective factors, Connes proved 
that if a factor with separable predual is injective, then it is hyperfinite ([Col], 
Theorem 6, p.74). That result was later generalised to von Neumann algebras 
with non-separable predual by Elliott ([El], Corollary 5). (For simpler proofs see 
[113] and [Po3]). 
The last step in establishing the equivalence between hyperfiniteness, amenabil-
ity and injectivity was Connes proof that every amenable von Neumann algebra 
lvi is injective ([Co2], Theorem 1, see also [Col], Remark 5.33 for the first ap-
pearence of the ideas that lead to the proof of that theorem). He proved that 
by constructing a normal M-bimodule and a derivation into that bimodule, the 
cobounding of which implies that M is injective. 
Bunce and Paschke gave a simpler proof of that last result, which we will 
discuss briefly, because it shows an application of the modules £(Y, X) that 
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we defined in Section 3.1.1. They defined a quasi-expectation to be a bounded 
projection (not necessarily of norm one) Q from a unital C* a1gebra A onto a 
unital C* suba1gebra 8 of A, with Q(bi ab2 ) = b 1 Q(a)b2 , for all a e A and all 
b 1 , b2 E 8. In other words a quasi-expectation is a bounded projection, which is a 
8-module homomorphism. The existence of a quasi-expectation from 8(H) onto 
a von Neumann algebra M implies the injectivity of M ([BuPasi], Theorem 2). 
Moreover, if Al is a von Neumann algebra and M is an amenable von Neumann 
subalgebra of Al, then there exists a quasi-expectation from Al onto M' n Al 
([BuPasi], Theorem 3). Combining Theorems 2 and 3 (with Al = 8(H)) of 
[BuPasi] we get Connes' result that amenability implies injectivity. The proof 
of Theorem 3 of [BuPasi] in the case Al = 8(H) goes as follows: Take the M-
bimodule L' (B(H), 8(H)) defined as in Proposition 3.1.1. Then, by Proposition 
3.1.3, £(8(H), 8(H)) is a normal M-bimodule. It is easy to see that Y = 
(8(H), 8(H) : /M') is a weak* closed M-submodule of L' (B(H), 5(H)) and 
thus a normal M-bimodule. Moreover X {q E Y ç5(m') = 0, for all rn' E 
M' } is a weak* closed M-sübmodule of Y and hence a normal M-bimodule. 
If we define D : M —* X, by D(m)(a) = ma — am, for all m E M and all 
a E 8(H), then obviously D e Z' (M, X). Therefore the amenability of M 
implies the existence of 0 E X, with D = ô° (q). If we define Q : 8(H) —+ 
8(H), by Q = ids(H) — 0 , then the vanishing of 0 on M' and D = ô° (0) imply 
that Q is a bounded projection, with Im(Q) = M'. Since 0 is an M'-module 
homomorphism, Q is also an M'-module homomorphism and so it is a quasi- 
expectation. 
Lately it was proved -in [CS4], Theorem 3.1 (see also Corollary 3.4 there 
for a simple proof of amenability = injectivity) and in [Pi6], Theorem 2.9 (see 
also [Pi4], Corollaire 5)- that the existence of a completely bounded projection 
p: 8(H) —+ M implies the injectivity of M. It is easy to see, using the minimal 
operator space structure MIN(X) on a Banach space X and the automatic com-
plete boundedness of bounded maps 0: Y —+ MIN(X) for any operator space Y 
(see [Pi7], p.16), that the vanishing of fl b (M, X), for all normal operator com-
pletely bounded M-bimodules, implies the vanishing of 7- (M, X), for all normal 
M-bimodules X, and hence, from [Co2], Theorem 1, the injectivity of M. We 
will give a straightforward proof of that result using the above mentioned result 
of Christensen-Sinclair and Pisier. Although this approach has not appeared in 
the literature, we believe that many people must have known about it. 
Proposition 5.2.1. Let M be a von Neumann algebra acting on a Hubert space 
H. Then ?-t, (M, X) vanishes, for all normal operator completely bounded M-
bimodules X and all n E N, if and only if M is injective. 
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Proof. From [CS4], Theorem 3.1 or [Pi6], Theorem 2.9, to prove that a von Neu-
mann algebra J\f is injective, we need to show the existence of a completely 
bounded projection p : 13(H) —+ M. Obviously 13(H) is a normal operator com-
pletely bounded M-bimodule. Hence, by Proposition 3.1.14, £,,(B(H), 13(H)) is 
also a normal operator completely bounded M-bimodule. Moreover 
X = {q E L b (B(H),B(H)) I çb(m) = 0, for all m' E M'} 
is also a normal operator completely bounded M-bimodule, since it is a weak* 
closed submodule of I. Cb(13(H), 8(H)). As in the proof of [BuPasl], Theorem 
3, we define D : M —* X, by D(m)(a) = ma — am, for all m E M and all 
a e 13(H). The L°° property of M and X implies that D E zCb(M, X). So, by 
the hypothesis, there exists q e X, with D = a°(). Then p = idB(H) — q is a 
completely bounded projection from 13(H) onto M' and therefore M' is injective. 
Thus, by [Col], Proposition 6.4.(a), M is injective. 
On the other hand, if M is injective, then it is hyperfinite ([Col], Theorem 
6) and thus '1-t(M,X) vanishes, for all normal operator completely bounded cb 
M-bimodules X and all n E N ([SSm1], Corollary 3.4.6). 	 0 
We finish this discussion with a, still open, question related to what we said 
so far. If M is a von Neumann algebra for which 7-t(M, X) vanishes, for all 
normal M-bimodules X, is M injective (see [SSm1], Problem 8.4.5)? Christensen 
and Sinclair constructed an M-bimodule and a 2-cochain into that bimodule, 
the cobounding of which implies the injectivity of M' and thus of M ([C56]). 
Unfortunately their module is not dual. 
In the two following propositions we will show that if M is a hyperfinite von 
Neumann algebra, then both the bounded and the completely bounded cohomol-
ogy complex of M, with coefficients in a normal (operator completely bounded) 
M-bimodule X, splits (III). Moreover we will show that the splitting of the co-
homology complex, with coefficients in X, for all normal (operator completely 
bounded) M-bimodules X, implies nothing more than the amenability of the 
algebra. 
We start with the bounded case. 
Proposition 5.2.2. If M is a von Neumann algebra, then the following are 
equivalent: 
M is injective. 
M is hyperfinite. 
lvi is amenable. 
The bounded Hochschild cohomology complex of M, with coefficients in 
X, splits (III), for all normal M-bimodules X. 
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Proof. (i) 	(ii) 	(iii) It follows from [Co2], Theorem 1, [Col], Theorem 6 and 
[El], Corollary 5. 
(ii) 	(iv) Let n E N and X be a normal M-bimodule. Since M is hyperfi- 
nite, by Proposition 5.1.1, to prove that 9(M, X) splits (III), we need to prove 
that there exists a bounded linear map 
S n : Z(M,X : /M) - £'(M,X: /M) 
with t9' 1 S n = dZ(M,X:/M ). As in the proof of Proposition 2.3.5, we can define 
s: Z(M,X : /M) —* L 1 (M,X: /M) by 
s()(mi, ...,m_i) = j(lM,m1, ... ) m_ i ) 
for all 0 E Zwn 	: /M) and all ml, ..., mn_i E M. It is easy to see that s, 
preserves separate ultraweak weak* continuity. Moreover 	'Sn = dZ(M,X:/M ). 
Hence fl(M,X) splits (III). 
Alternatively we can duplicate the arguments that lead to Corollary 4.3.4(a) (ii) 
and prove (ii) (iv) using Proposition 3.1.3, [JKRi], Corollary 6.4 (which shows 
that all hyperfinite von Neumann algebras are amenable) and Corollary 4.1.1. 
(iv) = (iii) From Proposition 2.1.24, since the bounded Hochschild cohomol-
ogy complex of M, with coefficients in X, splits (III), for all normal M-bimodules 
X, 9t(M, X) = {O}, for all normal M-bimodules X and all n E N. 
Before we move to the completely bounded case, we would like to discuss 
briefly what the geometric characterisation of split (III) and the results of Sections 
4.1 and 4.2 about the relation between the splitting of?-1(M, X) and the splitting 
of 7(M, L(Y, X)) and of 7-(M, £(X, y*)) (X is normal and so it has a 
predual X) imply here. The geometric characterisation (Proposition 2.1.24) 
immediately implies the following corollary. 
Corollary 5.2.1. Let M be a von Neumann algebra. If M is hyperfinite, then 
Zcn X) is complemented in C 1 (A4, X), for all n E N and all normal M-
bimodules X. 
We will see in the following section that in many cases the converse of Corollary 
5.2.1 is also true. 
We recall from Corollary 4.1.1, that the third type of splitting of the bounded 
Hochschild cohomology complex of a Banach algebra A, with coefficients in a 
Banach A-bimodule X, is equivalent to the splitting of the cohomology complex 
of A, with coefficients in L' (Y, X), for all Banach spaces Y. Combining that with 
the result of Proposition 5.2.2, we get that if M is a hyperfinite von Neumann al-
gebra and X is a normal M-bimodule, then the bounded Hochschild cohomology 
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complex of M, with coefficients in £'(Y, X), splits (III), for all Banach spaces 
Y. But all modules of the form L' (Y, X) are normal, since X is, and so what we 
just said follows immediately from Proposition 5.2.2, without any use of Corollary 
4.1.1. Exactly the same holds for the modules £(X, Yt) 
A question that arises here is whether the splitting ofH(M, X), for all normal 
M-bimodules X, implies that M is injective. For the third type of splitting 
this question is equivalent, from Proposition 3.1.3 and Proposition 4.1.4, to the 
question we mentioned in the opening discussion about the relation between the 
vanishing of fl(M, X), for all normal M-bimodules X, and injectivity. Things 
become more interesting if we consider this question for the fourth and the fifth 
type of splitting. Split (IV) and (V) of 'J-t(M, X), for all normal M-bimodules 
X, seem to be stronger conditions than the vanishing of 9-1 (M, X), for all normal 
M-bimodules X. 
We move now to the completely bounded case. 
Proposition 5.2.3. If M is a von Neumann algebra, then the following are 
equivalent: 
.M is injective. 
M is hyperfinite. 
M is amenable. 
?-t(M, X) vanishes, for all normal operator completely bounded M- 
bimodules X and all n e N. 
The completely bounded Hochschild cohomology complex of M, with coeffi-
cients in X, splits (III), for all normal operator completely bounded M-bimodules 
X. 
Proof. (i) <=> (ii) 	(iii) 4=> (iv) follows from Proposition 5.2.1, [Col], Theorem 
6, [El], Corollary 5 and [Co2], Theorem 1. (ii) = (v) can be proved as (ii) =t (iv) 
in Proposition 5.2.2 (both proofs can be used). (v) implies (iv) from Proposition 
2.2.4. 	 D 
A corollary similar to Corollary 5.2.1 holds in the completely bounded case. 
The remarks following Corollary 5.2.1 also make sense here. 
Remark 5.2.1. (i) If a C* algebra  is amenable as a Banach algebra, then it is 
nuclear ([Co], Corollary 2). Haagerup showed that the converse is also true 
([Hl], Theorem 3.1). It follows immediately from those results and Corollary 
4.3.4 (a) (ii) that a C*algebra  A is nuclear if and only if the bounded Hochschild 
cohomology complex of A, with coefficients in X, splits (III), for all dual A- 
bimodules X. 
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If M and jV are von Neumann algebras, then the binorrnal projective 
tensor product M6° A1 of M and .Af is defined as the dual of the space of normal 
bilinear forms on M x Al ([E], p.139). A normal virtual diagonal for M is an 
element M of MM with mM = Mm, for all m E M and ir(M) = 'M (where 
lr(mi ®m2) = m 1 m2 , for all M1, M2 EM) ([E], p.147). Haagerup's proof of the 
amenability of nuclear C* -algebras depends on proving that if M is an amenable 
von Neumann algebra, then there exists a normal virtual diagonal for M ([Hi], 
proof of Theorem 3.1, see also [E], Theorem 3.1 for a different approach). An 
analogue of this result in terms of splitting would be that if M is an amenable von 
Neumann algebra, then the normal Hochschild cohomology complex of M, with 
coefficients in X, splits normally (i.e. the splitting maps are weak continuous), 
for all normal M-bimodules X. If the result of Remark 5.1.1 holds, then that 
would follow immediately from Proposition 5.2.2. 
Following Definitions 1.2.10(u) and 1.2.12(1) we can call a von Neu-
mann algebra M (completely) n-amenable if 7b)(M, X) = {O}, for all normal 
(operator completely bounded) M-bimodules X. Arguments similar to the ones 
leading to Corollary 4.3.4 (a) (i) and (b)(i) show that a von Neumann algebra M 
is (completely) n-amenable if and only if 7-L (b) (M,X) splits (III), for all normal 
(operator completely bounded) M-bimodules X. It would be very interesting to 
obtain a characterisation of n-amenability for von Neumann algebras. 
Type I von Neumann algebras are injective ([Tol], Corollary 7.2.1 and The-
orem 7.2). Thus combining Corollary 5.1.1 and Propositions 5.2.2 and 5.2.3 we 
get the following corollary. 
Corollary 5.2.2. Let M be a von Neumann algebra, M11 1 = e1j1 M, M11, = 
ej1M and M111 = e1jiM be the type hi, II and III central direct summands 
of M and X be a normal (operator completely bounded) M-bimodule. Then, for 
all n E N, the following are equivalent: 
fl C(b) (M,X) splits (III). 
Wn n  C(b)(M III, X), I1C(b)(MJJ1X) and I-(C(b)(MIII,X) split (III). 
1(b) (.A4 111 , e111 Xe111), 71(b)  (M11,0 , 	
Xe ii ,) and jin  (M111, e riiXe jjj ) 
split (III). 
A similar result holds for normal (completely bounded) cohomology groups. 
5.3 The cohomology into 8(H) and injective von 
Neumann algebras 
Maybe the most interesting open problem in the Hochschild cohomology of C* 
and von Neumann algebras is the derivation problem which asks whether all 
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derivations from a C* subalgebra of 13(H) into 13(H) are inner, i.e. whether 
7(A, 13(H)) = {0}, for all C* algebras  A acting on a Hubert space H. In 
this section we will discuss the splitting of the groups 'l C(b)(M '  13(H)) for a von 
Neumann algebra M acting on H. We will start with a review of the existing 
results about the groups ?-t b) (A, 13(H)) and a brief discussion of conditional 
expectations. Then we will show that the splitting of the groups 9i(M, 13(H)) 
and ?-t(M, 13(H)) is closely related to injectivity of M. Cb 
All the existing results about derivations from a C* a1gebra acting on a Hubert 
space H into 13(H) are contained in two papers by Christensen from the late 
1970's and the early 1980's ([Cli and [C2], see also Section 2 of [C3] for a review 
of those results). Using some of the techniques that he developed in his study of 
perturbations of von Neumann algebras (see the references in [C3]) he obtained 
several conditions equivalent to the vanishing of ?-t (A, 13(H)) ([C21, Theorem 3.1) 
and gave an affirmative answer to the derivation problem for properly infinite von 
Neumann algebras ([Cli, Theorem 3.2), for type 11 von Neumann algebras which 
are stable under tensoring with the hypefinite type III factor ([C2], Corollary 
3.3(2) combined with Theorem 3.1) and for C* algebras which have a cyclic vector 
([C2], Corollary 5.4). Moreover he observed that for those three classes of C*_ 
algebras 3-t (A, if) vanishes if / is an injective von Neumann algebra containing 
A ([C31, Theorem 2.3(u)). 
If all the derivations from A into 13(H) are completely bounded, then they are 
inner ([C2], Theorem 3.1(4)). In other words 'K b (A, 13(H)) vanishes for all C* 
algebras A acting on H. More generally 7-1 b (A, .,V) = {0} if flu is an injective von 
Neumann algebra containing A. Christensen, Effros and Sinclair proved, using the 
Christensen-Sinclair representation theorem for completely bounded multilinear 
maps, that the same holds for n> 1 ([CES], Theorem 4.3). Combining that with 
an automatic complete boundedness result, which we will discuss in the second 
part of Section 5.4, they showed that 'K . (M,JV) vanishes, for all n E N, if M 
is either a properly infinite von Neumann algebra or a type 11 von Neumann 
algebra stable under tensoring with the hyperfinite type II factor and Al is an 
injective von Neumann algebra containing M ([CESI, Corollary 5.5). 
The derivation problem is central in the study of C* algebras because of 
its connection to Kadison's similarity problem (is every representation of a 
algebra A on a Hubert space H similar to a * representation  of A on H ?). It was 
known from the beginning of the study of the derivation problem that an affirma-
tive answer to the similarity problem implies an affirmative answer to the deriva-
tion problem (see [C3], p.266 and [P1], pp.130-132). Recently Kirchberg proved 
that the converse is also true and so the similarity problem and the derivation 
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problem are equivalent ([Ki], Corollary 1). A nice account of the relation between 
the similarity problem, the derivation problem and complete boundedness can be 
found in [Pi l l, pp.73-75 and pp.128-130. 
Let A be a C* algebra  and B be a C* subalgebra  of A. A bounded linear map 
E : A -+ 8 is called a conditional expectation if: (i) E is a projection mapping 
A onto B, (ii) E is a B-module map, i.e. E(ab) = E(a)b and E(ba) = bE(a), for 
all a E A and all b e B and (iii) E is positive, i.e. E(a) e l3, for all a 
([St], p.116). Conditional expectations were introduced in the 1950's. One of the 
problems related to them, which has attracted much attention through the years, 
is whether there are algebraic or norm conditions on a projection p: A -p B which 
will imply that either p itself is a conditional expectation or, more generally, that 
there exists a conditional expectation E : A -~ B. The first result of this type 
was proved by Tomiyama in the late 1950's. If A is a C* algebra  and 8 is a 
C*-subalgebra of A, then a bounded projection p : A -+ B with JJpJJ = 1 is a 
conditional expectation ([To2] or [Toll, Theorem 3.1, see also [St], Theorem 9.1 
for a simple proof). In particular if M is an injective von Neumann algebra, then 
there exists a conditional expectation E : 8(H) -* M. In the previous section we 
discussed some results about quasi-expectations (projections Q : A -+ 8 which 
are B-module maps) proved by Bunce and Pascke in [BuPasl]. In the same paper 
they showed that if A is a unital C* algebra  and M C A is a finite, countably 
decomposable von Neumann algebra with 1 A = 'M, then the existence of a 
quasi-expectation Q : A -+ M implies the existence of a conditional expectation 
E : A -# M (although this result is not stated in that form in [BuPasl], it 
follows from the proof of (iii) = (i) in Proposition 1 of that paper; it appears in 
that form in [St], Theorem 10.27). Every conditional expectation is completely 
positive ([St], Proposition 9.3) and thus completely bounded. Does the existence 
of a completely bounded projection p: A -+ B imply the existence of a conditional 
expectation E : A -+ B? We saw in Section 5.2 that Christensen, Sinclair and 
Pisier showed that if there exists a completely bounded projection from 8(H) 
onto a von Neumann algebra M acting on H, then M is injective and so there 
exists a conditional expectation E: 8(H) -+ M. The same three authors proved 
that more general results hold in this context. Pisier proved in [Pi5], Theorem 
1.1 that if M c .A/ C 8(H) are von Neumann algebras such that M is semi-
finite, then the existence of a completely bounded projection p: .Af -+ M implies 
the existence of a bounded projection : Al -+ M with 	= 1 (and thus of 
a conditional expectation E : Al -* M). Christensen and Sinclair proved an 
even more general result. If M is a von Neumann algebra, A is a C*-algebra, 
9 : M -+ A is a *homomorphism  and p : A -* M is a completely bounded 
159 
map with p9 = idM, then there exists a completely positive M-module map 
3: A -4 M which maps A onto M, with 0 = idM and II,II = 1 ([C55], Theorem 
5.1). 
A question related to the one we discussed in the previous paragraph is the 
following (called sometimes the bounded projection problem): Does the existence 
of a bounded projection from 13(H) onto a von Neumann algebra M acting on 
H imply that M is injective? Pisier showed that the answer is yes if M is 
isomorphic to MM ([Pi3], Theorem 1.4). Christensen and Sinclair generalised 
this result to properly infinite von Neumann algebras and type Ill von Neumann 
algebras which are equal to the tensor product ST of two type 11 von Neumann 
algebras S and I ([CS4], Corollary 3.2). In a recent preprint Pop, Sinclair and 
Smith introduced the notion of a forming subalgebra (see Definition 5.4.1) and 
proved that if M is a type III, von Neumann algebra with an injective forming 
subalgebra, then the existence of a bounded projection p: 13(H) —p M implies 
that M is injective ([PopSSm], Theorem 6.5). 
We observed in Chapter 2 (Propositions 2.1.23 and 2.2.12) that if A is a 
Banach (operator) algebra and X is a Banach (operator completely bounded) A-
bimodule, then the splitting, of any type, of c1(b)  (A, X) implies the (complete) 
complementation of Z(A, X) in X. Obviously if M C Al are von Neumann 
algebras, then Z(M,Al) = M' fl Al. Thus Proposition 2.1.23 and Proposition 
2.2.12 combined with [CS5], Theorem 5.1 give, respectively, parts (i) and (ii) of 
the following corollary. 
Corollary 5.3.1. Let H be a Hubert space and M C Al c 13(H) be an inclusion 
of von Neumann algebras. 
If 1-I(M,J'f) splits (I) or (II) or (III) or (IV) or (V), then M' n 	is 
complemented in Al. 
If ?-L,(M,J'f) splits (I) or (II) or (III) or (IV) or (V), then there exists 
a conditional expectation E : Al —+ M' fl .Al. 
Remark 5.3.1. We mentioned in Section 5.2 that Bunce and Paschke proved 
that if M is an amenable von Neumann algebra and Al is a von Neumann algebra 
containing M, then there exists a quasi-expectation Q : Al -+ M' nAl ([BuPasi], 
Theorem 3). As in Proposition 5.2.1 we can prove, using [CS5], Theorem 5.1, 
that if M C Al are von Neumann algebras such that M is amenable, then there 
exists a conditional expectation E : Al —+ M' nAl. The proof of this result depends 
on constructing a normal operator completely bounded M-bimodule X, using the 
vanishing of 7-t 6 (M, X) to get a completely bounded projection p : Al -+ M' nAl 
and then using [CS5], Theorem 5.1. We can give a proof of that result that 
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does not use the amenability of M, but its hyperfiniteness. Let M c Al be von 
Neumann algebras such that M is hyperfinite. By Proposition 5.2.3, (ii) = (iv), 
?-I(M,J'f) splits (III) (note that the proof of (ii) = (iv) in Proposition 5.2.3, cb 
which is exactly the same with the proof of (ii) = (iv) in Proposition 5.2.2, uses 
only the hyperfiniteness of M and the results of Section 5.1). Thus, by Corollary 
5.3.1(u) (which follows from the geometric properties of split (III) and [CS5], 
Theorem 5. 1), there exists a conditional expectation E : Al —+ M' n Al. 
We will use Corollary 5.3.1 to obtain results about the splitting of the groups 
c(b) (M, Al), where Al is an injective von Neumann algebra containing M. 
We 
start with the completely bounded case. We recall that if Al is injective and M 
is contained in .Al, then 9-1'b(JV1,Al) vanishes. Thus 'K C'b (M,Al) splits (I) or (II) 
respectively if and only if 7-IC'b (M,Al) splits (III) or (IV) respectively (Remark 
2.2.4(u) and Proposition 2.2.7). Hence in the following proposition we refer only 
to splits (III), (IV) and (V). 
Proposition 5.3.1. Let M be a von Neumann algebra acting on a Hubert space 
H. 
If Al c 13(H) is an injective von Neumann algebra containing M and 
7b(M,Al) splits (III) or (IV) or (V), then M' nAl is injective. 
If fl,(M,13(H)) splits (III) or (IV) or (V), then M is injective. 
Proof. (i) By Corollary 5.3 .1 (ii) there exists a conditional expectation E1 : Al - 
M' nAl. Since Al is injective, there exists a conditional expectation E2 : 13(H) —* 
Al. Obviously E1 E2 : 13(H) —* M' n Al is a conditional expectation and thus 
M' fl Al is injective. If Al = 13(H), then it follows immediately from (i) that the 
splitting of 7-t b (M, 13(H)) implies that M' is injective. Thus M is injective, by 
[Col], Proposition 6.4.(a), and so we have a proof of (ii). 	 0 
Remark 5.3.2. The converse of part (ii) of the previous proposition follows by 
Proposition 5.2.3. Thus (ii) gives a characterisation of injective von Neumann 
algebras. 
Combining [C2], Theorem 3.1 and Proposition 5.3.1 we can see that if M 
is a non-injective von Neumann algebra acting on a Hilbert space H, then the 
group '1-t b (M, 13(H)) vanishes, but does not split (III). Combining Proposition 
5.3.1, Remark 5.3.2, Remark 4.1.1(b) and Proposition 3.3.2 we get the following 
characterisation of injectivity: A von Neumann algebra M acting on a Hubert 
space H is injective if and only if either £ b (Zb(M, 13(H)), 13(H))) = 
{O} or 'H,(M, £ b (C1(H), (Z C'b(M, 13(H))) t ) rt) = {O} (where C, (H) denotes the 
space of trace class operators on H with the reversed tracial predual matricial 
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norm structure). In particular if we consider a non-injective von Neumann algebra 
M we can see that the vanishing of 'HCb (M, 13(H)) does not imply the vanishing 
either of 7(A4, Lb(Y, 13(H))) or of 9,(M, £,,(C 1 (H), Y)) for all matricially 
normed spaces Y. 
We continue with the bounded case. Let M be a von Neumann algebra acting 
on a Hubert space H. If B,1 (M, 13(H)) is closed, then W 1 (M, 13(H)) vanishes 
([C2], Theorem 3.1). Thus fl(M, 13(H)) splits (I) or (II) respectively if and 
only if 9L(M, 13(H)) splits (III) or (IV) respectively (Proposition 2.1.11 and the 
following remark). Therefore in part (ii) of the following proposition we talk only 
about splits (III), (IV) and (V). 
Proposition 5.3.2. Let M be a von Neumann algebra acting on a Hilbert space 
H. 
If Af c 13(H) is a von Neumann algebra which is complemented in 13(H) 
as a subspace and contains M and 'i-t(M,J'f) splits (I) or (II) or (III) or (IV) 
or (V), then M' n.Af is injective if: (a) M' fl.N is properly infinite or (b) M' flAI 
is type 11 and (1) M' fl iV = ST, where S and T are type 11 von Neumann 
algebras, or () M' fl .iV has an injective forming subalgebra. 
If 9.t(M,13(H)) splits (III) or (IV) or (V), then .M is injective if (a) M 
is type III, (b) M is type II with properly infinite comrnutant, (c) M is type 
II with finite commutant and M' is either of the form ST, where S and Y 
are type hi von Neumann algebras, or has an injective forming subalgebra, (d) 
M is type hi with properly infinite cornmutant, (e) M is type II, with finite 
commutant and M' is either of the form ST, where S and T are type II1 von 
Neumann algebras, or has an injective norming subalgebra. 
Proof. (i) By Corollary 5.3.1 there exists a bounded projection Pi : Al - M' fl 
X. Since Al is complemented in 13(H), there exists a bounded projection P2 
13(H) —+ Al. The bounded projection P1P2 : 13(H) —+ M' fl Al together with 
[CS4I, Corollary 3.2 (for (a) and (b)(1)) and [PopSSm], Theorem 6.5 (for (b)(2)) 
show that M is injective. (ii) follows immediately from (i), since the commutant 
of a type III von Neumann algebra is a type III von Neumann algebra and the 
commutant of a type II von Neumann algebra is a type II von Neumann algebra 
([StZ], Theorem 6.4). El 
Remark 5.3.3. (i) For the definition of the term "forming subalgebra" see Def- 
inition 5.4.1. 
(ii) It follows immediately from Proposition 5.2.2, that '/ -t'(M, 13(H)) splits 
(V) (and thus (III) and (IV)), for all injective von Neumann algebras M. It is 
obvious that an affirmative answer to the bounded projection problem will imply 
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that the splitting of'h(M, 13(H)) always implies the injectivity of M. Combining 
those two observations we can see that an affirmative answer to the bounded pro-
jection problem leads to a characterisation of injective von Neumann algebras as 
the ones for which the first bounded cohomology group, with coefficients in 13(H), 
splits (III) (or (IV) or (V)). 
Using [Cl], Theorem 3.2 and Proposition 5.3.2(1), we can see that if M is a 
type III von Neumann algebra which is not injective, then 7-((M, 13(H)) van-
ishes, but does not split (III). Moreover, by Remark 4.1.1(a) and Proposition 
3.3.1, ?-('(M,  L(Z'(M, 13(H)), 13(H))) and '1-t'(M, L(C 1 (H), ZC(M, 13(H))*)) 
do not vanish for such an algebra (although 9i(M, 13(H)) = {O}). 
An affirmative answer to the derivation problem will imply that if M is a von 
Neumann algebra acting on a Hubert space H and Al c 13(H) is an injective 
von Neumann algebra containing M, then ?i (M, Al) vanishes (because of the 
existence of a conditional expectation E : 13(H) -+ Al, Al is a complemented M-
submodule of 13(H)). We don't know whether a negative answer to the derivation 
problem would imply the existence of a von Neumann algebra M with non-
vanishing 7 (M, Al), for all injective von Neumann algebras Al 9 13(H) which 
contain M. What we can show is that if M C Al c 13(H) is an inclusion of von 
Neumann algebras where Al is injective, then the splitting of 1-t (M, Al) does not 
imply the splitting of ?-('(M, 13(H)). To obtain a counterexample to that we will 
need the following proposition, which is due to Popa ([Pol], Corollary 4.1) in the 
factor case and follows as a corollary of a result of Sinclair and Smith ([SSm4], 
Theorem 8) in the general case. 
Proposition 5.3.3. Let M be a type hi von Neumann algebra with separable 
predual and centre Z. Then there exists an injective subalgebra Al of M with 
Al' fl M = Z. If M is a factor, then Al is a factor. 
Counterexample 5.3.1. There exists a von Neumann algebra M acting on a 
separable Hubert space H and an injective von Neumann algebra Al C 13(H) 
which contains M, such that W 1 (.A4, 	splits (III) and 7-t'(M, 13(H)) vanishes, 
but does not split (III). 
Proof. Let M1 be a non-injective type Ill von Neumann algebra acting on a 
separable Hubert space H, with properly infinite commutant M, and let 2 be 
the centre of M1. By Proposition 5.3.3, there exists an injective von Neumann 
algebra Al1 c M1 such that Al n M1 = Z. Let M = M and Al = Al. 
Obviously M C Al. Since M' n Al = 2, M' n Al is complemented in Al. Since 
M is properly infinite and Al is injective (since Al1  = Al' is), ?-((M,Al) = {O}, 
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by [C3], Theorem 2.2(1) and Theorem 2.3(1). Hence 1-((M,Jf) splits (III), by 
Proposition 2.1.7. If N(M, 13(H)) splits (III), then, by Proposition 5.3.2(u), M 
is injective and thus M1 = M' is injective, which leads to a contradiction. 	0 
Let M C 1sf be von Neumann algebras. It follows immediately from Propo-
sition 3. 1.1 that L(M,J'/) is a Banach Al-, and thus M' fl Al-, bimodule. A 
straightforward calculation shows that ô'(a1 qa2) = a1 3'(q)a2 , for all a 1 , a2 E 
M' nAI and all 4 e £(M,J'f), and therefore Z(M,1sf) is an M' flAl-bimodule. 
Now suppose that 7(M,A() splits (III) and let s 1 : Z(M,1sf) —+ 1sf be a 
splitting map of the third kind. If s 1 is an M' fl 1sf-module map, then so is 
s 1 9° . Therefore idjj — s 1 5° : Al —+ M' fl Al is a quasi-expectation. It follows 
immediately from [St], Theorem 10.27 that if the above hold and M' fl 1sf is 
finite and countably decomposable, then there exists a conditional expectation 
E : 1sf —+ M' n 1sf. Moreover we have the following result about injectivity. 
Proposition 5.3.4. Let M be a von Neumann algebra acting on a Hubert space 
H. 
Suppose that 1sf c 13(H) is an injective von Neumann algebra which con-
tains M. If 	(M, .,V) splits (III) and there exists a splitting map of the third 
kind s 1 : Z(M,1sf) —* 1sf which is an M' fl 1sf-module map, then M' fl Al is 
injective. 
If 7-t(M, 13(H)) splits (III) and there exists a splitting map of the third 
kind s 1 : Z' (M, 13(H)) — 13(H) which is an M'-module map, then M is injective. 
Proof. (i) It follows from the preceeding discussion that there exists a quasi-
expectation Q : Al —+ M' n 1sf. Since 1sf is injective, there exists a conditional 
expectation E : 13(H) —* 1sf. Then QE : 13(H) —+ M' n 1sf is also a quasi-
expectation and hence, by [BuPasi], Theorem 2, M' nAl is injective. (ii) follows 
immediately from (i) with 1sf = 13(H). 0 
We can easily see that the converse of part (ii) of the previous proposition is 
true: Let M be an injective von Neumann algebra and E : 13(H) —+ M' be a 
conditional expectation. Then s : Z' (M, 13(H)) -4 13(H) defined by s 1 (0°(x)) = 
x — E(x), for all 3° (x) e Z 1 (M,13(H)) (since M is injective, Z 1 (M,f3(H)) = 
13(M, 13(H))) is a splitting map of the third kind, which is an M'-module map. 
Therefore part (ii) gives us a characterisation of injective von Neumann algebras. 
We have not been able to prove any results about the splitting of the groups 
1-IC(b)(M, 13(H)) if n > I. Ideally the splitting of 'H (b) (M, 13(H)) 
must imply that 
M is (completely) n-amenable (see Remark 5.2.1(iii)). 
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5.4 The cohomology into the algebra 
The study of the cohomology theory of operator algebras has its origins in the 
study of derivations on von Neumann algebras. Derivations have been studied 
extensively during the fifties and sixties, mainly because of their connection to au-
tomorphisms. This work culminated in the Kadison-Sakai theorem, which states 
that all the derivations on a von Neumann algebra M are inner, i.e. in cohomo-
logical terms 7i(M, M) vanishes. We give a quick review of the results that lead 
to the Kadison-Sakai theorem. As we will see there are two recurring themes in 
the proofs of all those results, the existence of extensions of derivations on the 
weak closure of some C* algebra and the behaviour of derivations on the centre 
or, more generally, on the commutant of the algebra. Both techniques have been 
inherited by cohomology theory and appear there as the lifting and averaging re-
sults of Section 5.1 and the extended cobounding result of Kadison and Ringrose 
([Ri2], Theorem 8.2). 
In 1952 Kaplansky showed, using Singer's result that all derivations on a 
commutative C* algebra vanish ([Ka], Lemma 15), that all derivations of a type 
I von Neumann algebra are inner ([Ka], Theorem 9); actually he proved it for 
AW* a1gebras , something that shows the central role of projections when dealing 
with derivations. In the same paper he conjectured that all derivations on a 
C* a1gebra are continuous (Remark 2). That was proved by Sakai in [Sa2] (as 
Ringrose showed later in [Ru] that is true for all derivations from a C* a1gebra 
A into an A-bimodule X). The next step was Miles' proof that every derivation 
on a C* algebra is implemented by an element in the weak closure of a faithful 
representation of the algebra ([Mil, Theorem). He achieved that by showing that 
a derivation can be extended to a derivation on the universal representation of 
the algebra ([Mi], Lemma 1). Kadison then proved, using the annihilation of the 
centre of the algebra by any derivation and the existence of a unique ultraweakly 
continuous extension of a derivation to a derivation on the weak closure of the 
algebra ([Ki], Theorem 2 and Lemma 3 respectively), that any derivation on a 
subalgebra of 8(H) is spatially implemented, i.e. it is implemented by an element 
of 8(H) ([K1], Theorem 4; for a generalisation of that result to higher cohomology 
groups see [KRi5], Theorem 2.4 and [Ri2], Theorem 8.2). As a corollary of that 
he showed that all derivations on a hyperfinite von Neumann algebra are inner 
(Theorem 7). Just before Sakai's proof, Kadison and Ringrose proved that all 
derivations on the von Neumann group algebra of a discrete group are inner 
([KRi2], Theorem 1.1). Finally Sakai proved in [Sa3], using Kadison's spatial 
implementation result, that all derivations on a von Neumann algebra are inner. 
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Different proofs of that result appeared later in [Ki], Theorem 15, [KRi3], pp.36-7, 
[JRi], Theorem 3, [AE1PeT0], Theorem 2.7 and [K2], Lemma 4 (the last two also 
contain some estimates on the norm of the element implementing the derivation). 
Accounts of the Kadison-Sakai theorem can be found in [Sal], Section 4.1, [Ri2], 
Chapter 3 and [SSm1], Chapter 2. 
In their first paper on the cohomology of operator algebras Kadison and 
Ringrose proved that 7-t (M, M) vanishes, for all n E N, if M is a type I von Neu-
mann algebra ([KRi4], Theorem 4.4). They extended that to hyperfinite algebras 
in their second paper ([KRi5], Theorem 3.1). Three years later Johnson gave an 
example of a non-hyperfinite von Neumann algebra M, with 9-(M, M) = {O} 
in [J3], Theorem 2. 
That is where things stood till the introduction of completely bounded coho-
mology in [CES]. Some time after the definition of completely bounded cohomol-
ogy Christensen and Sinclair showed that, for all von Neumann algebras M and 
all n E N, 9-t b (M, M) = { O} ([CS7], Theorem 4.2). A different proof of that 
result was obtained in [CS5], Theorem 7.1. 
With that result in hand the next step was, by using automatic complete 
boundedness results or otherwise, to prove the vanishing of fl(M, M). In [CS7], 
Theorem 5.1 Christensen and Sinclair proved that if the type hi central direct 
summand of M is isomorphic to its tensor product with the type hi hyperfinite 
factor R., then all the bounded cohomology groups of M, with coefficients in M, 
vanish. In Theorem 5.2 of the same paper it was proved that if M is a type hi 
factor, with property F, then 7-t(M, M) = { O} (a result due to Christensen). 
The next case that was settled was that of a type 11 von Neumann algebra 
with separable predual and a Cartan subalgebra. Pop and Smith showed that 
W 1 (M, M) vanishes for a type II factor, with a Cartan subalgebra ([PopSm], 
Theorem 3.1). This result was generalised to a type 11 von Neumann alge-
bra with a Cartan subalgebra in [CPopSSm], Theorem 5.4. It was also shown 
in Theorem 5.5 of the same paper that if M is a type III von Neumann alge-
bra with separable predual and a Cartan subalgebra, then fl(M, M) vanishes. 
Both results depend on automatic complete boundedness for certain maps and 
have been obtained in a situation more general than the Cartan subalgebra one 
([CPopSSm], Propositions 5.1 and 5.3). Using those more general results Ge and 
Popa proved that if for a type hi factor M there exist a hyperfinite subalge-
bra R of M, an abelian -subalgebra A of M and , ..., e L2 (M, tr), with 
Span(A{ei, ...,}R.) = L2 (M,tr), then 9-t(M,M) = { O} ([GPo], Corollary 
3.5). The case of a type Ill  von Neumann algebra with separable predual and 
a Cartan subalgebra was finally settled for all n E N in [SSm2], Theorem 5.1 
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(see also [SSm3], Theorem 4.1). In a recent preprint Pop, Sinclair and Smith 
introduced the notion of a forming algebra and showed that the existence of a 
norming subalgebra of M together with some other conditions implies the van-
ishing of 7-t(M, M) ([PopSSm], Theorem 6.1). The cases of a type hi algebra 
stable under tensoring with the hyperfinite type hi factor, of a type hi algebra 
with a Cartan subalgebra and of some of the algebras studied in [GPo] can be 
obtained as corollaries of that result. 
Most of the results about the cohomology of M, with coefficients in M, can 
be found in [SSm1]. The completely bounded case is discussed in Section 4.3, 
the case of algebras with type hi central direct summand stable under tensoring 
with the hyperfinite type hi factor in Section 6.2, the case of the second and 
the third bounded cohomology group of a type 11 von Neumann algebra with a 
Cartan subalgebra in Section 6.3 and the case of a type hi factor with property 
F in Section 6.4. 
In this section we will prove that in all the cases, except the case of a type 
11 factor with property F, where the cohomology groups of M, with coefficients 
in M, are known to vanish, they also split (III). We believe that the same holds 
for type hi factors with property F. 
5.4.1 The completely bounded case 
As we said in the introduction, the vanishing of the completely bounded coho-
mology groups of a von Neumann algebra M, with coefficients in M, has been 
proved in two different ways. Here we will use the approach in [CS5] to show 
that the completely bounded cohomology complex of M, with coefficients in M, 
splits (III). 
It was proved in [CS5], Theorem 3.3 (see also [SSm1], Section 1.7), that if A is 
• C* algebra and Al is a von Neumann algebra contained in A, then there exists 
• projection of norm less than or equal to 1 mapping £6(A, Al) onto the space 
of completely bounded right Al-module maps from A into Al 
= { e L'(A,Al) I b(an) = q5(a)n, for all  e Aand all  EAl}.cb 
To avoid any confusion we must say here that in [CS5] the previous set is denoted 
by L' Ar (A,jV) Cb 
For completeness we state here the parts of that theorem that we will need, 
in the case A = Al = M. (1) of the following proposition is not contained in 
the original phrasing of the theorem, but it can be found in [CS5], pp.627-8. The 
same rephrasing together with some more results about the projection p can be 
found in [SSm2], Theorem 3.1. 
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Proposition 5.4.1. ([CS5], Theorem 3.3) Let M be a von Neumann algebra 
acting on a Hubert space H. Then there exists a bounded projection 
p: £(M,M) cb 
with 11 joll < 1, which has the following property: 
(1) There exists a net {a)}.xeA of maps 





for all 0 E £b(M, M) and all m e M, where, for all ) E A, {vk,}kEN 
is a sequence in M with 1<k<. vvk ,.\ = 'M strongly, such that the net 
{cA()(m)}AEA converges 'ultraweakly to p(çb)(m), for all 0 E £b(M,M) and 
all m E M. 
The projection p will be used to define the splitting maps for the groups 
fl(M, M). Hence we have to prove that it is completely bounded. cb 
Proposition 5.4.2. Let M be a von Neumann algebra acting on a Hilbert space 
H. Then the projection 
p: £Cb(M,M) —+ 
of Proposition 5..1 is completely bounded with IIPllcb = 1. 
Proof The proof will be done in three steps. First we will prove that, for all 
N E N and all i = (v i , ..., vN) e MN with >1<k<N VVk 1M, the map 
£b(M,M) -4 eb 
defined by 
a(q5)(m) = 	cb(mv)vk 
1<k<N 
for all 0 e £(M, M) and all m E M, is completely bounded, with af, 11 6  eb 
Then, using the first step, we will prove that, for all sequences {vk}kEN in M with 
El<k<oo vvk = 1M strongly, the map 




for all 0 e £ 1,(M, M) and all m e M, is completely bounded with IlaII = 
1. The complete boundedness of p will then follow from the second step and 
Proposition 5.4.1(1). 
To prove the first step take v 1 , ...,VN E M, with >l<k<NVVk :!~ 1M. If 
1,r eN, () e M(C(M,M)) and (rn3t ) C Mr (M), then 
= 	i /(mtv)vk) 
1<k<N 
can be written as the product of the ir x IrN matrix 
A = ((m 3tv)) 
and the irN x Ir matrix 
(VN)
vi   
B= 	®ILr 
 
It is easy to see that by multiplying (01r(N1)lrN) by a suitable permutation matrix 
we get the matrix 
(ij)rN O(N 




Hence, using the definition of the standard norm on M 1 (L b (M, M)), we have 
	










= 	( jj )II 1 II(Thi st ')lIr,rN. 
Now multiplying (m 3tv) by a permutation matrix we get ((m 3t)(v ® Ir)), the 
norm of which can be seen, using Ei<k<N VVk 'M and the C*p
roperty  of 
MrN(M), to be less than or equal to II(mst)IIr. Thus 
AIIlr,lrN !~- II(ij)IIzIl(mst)Mr. 
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On the other hand multiplying B by a permutation matrix gives us (Vk 0 10, the 
norm of which can be easily seen to be less than or equal to 1. Therefore a f, is 
completely bounded with 1. 
For the second step consider a sequence {vk} in M with E1<k< VVk = 
strongly and let 1, r e N, () E M (J b (M, M)) and (m 5t) E NI,. (M). By 
[CS5], Lemma 3.2, the series 1:1<k<,. cb(mv)vk is weakly convergent for all q E 
£(M, M) and all m E M. Therefore, given E > 0, for all (i, j) E {1, .., l} 
x 
cb 
l}, (s, t) e {1, .., r} x 11, ..., r} and all 	>:(i,$)E{1,...1}x{1,...,r) 	i = 
E H, there exists N?  E N with 
< 	 1771 >1 	
1 
— EII &') It II (m et) hr II
-hI IIII 	(5.2) 
N<k<cx 
for all N > N?. Take N0  = max{NTh? 1 ~ 	:5 1,1 < s,t r}. Then 
1< (a(cb3)(m8))(e) 	>1 	i I 	>1 
1<i,j<1 1<s,t<r 1<k<No-1 
k t + 	 <çb(m3tv)vk() I 	>1. 
1<i,j<1 1<s,t<r N0<k<00 
(5.3) 
If v = (vi, ..., VN0_1), then it is easy to see that the first part of the right hand 
side in (5.3) is equal to 
< (a)(mt))(e) 
which, by the first part of the proof, is less than or equal to 
I (çb)  11111 (rn t ) r 	I III 	II. 
The last observation together with (5.2) and (5.3) show that 
1< (a (q) (rn3t))(E) I 	>I:!~ (1 + E) II (') lit II (met) ihrIIeII iIhI. 
Since the previous inequality holds for all 6 > 0 and all e e 
II (c() (mst )) I l i, :5 II (c3) IIihi(rnst) hr 
which, by the definition of the standard norm on M 1 (Jb(M, M)), implies that 
hi(c(ij))Ili 	iI() Ili • 
Hence a is completely bounded with IIaIIcb < 1. Moreover iIalI = 1, since 
a(idM) = idM . 
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To finish the proof, take 1, r e N, (q53)  E M (L b (M, M)) and (m et) E 
K(M). By Proposition 5.4.1(1), there exists a net {aA}AEA of maps like the 
ones considered in the second step of the proof, such that p(q) (m) is the ultra-
weak limit of {aA()(m)}AEA, for all 0 E L' (M, M) and all m E M. Hence for cb 
1 all 	= 	(i,$)E{1,...l}X{1 .....r} G)Cs ' = 	( i,$)E{1,...1}x{1,...,r} 	
E H, 
1< (p(cb3)(m8t))() I i  >1 =1 	i : ii: < p()(m 5t )(e) I : > i 
1<i,j<1 1<s,t<r 
urn < 	 I : > i 
AEA 
1<i,j<1 1<s,t<r 
= urn < (aA()(mSt))() 	>1. AEA 
By the second part of the proof, 
	
1< (ci A (i5ij ) (met)) (:) 	j > 	II liii (met)  IIrIIII lIII 
for all ) E A. Therefore 
1< (p(/'ij) (met))  () 	>I:5 II(c3) Iii (met)  IIrIIII IIII 
which proves that p is completely bounded with IIPIIcb 
Now we can prove that the completely bounded Hochschild cohomology com-
plex of M, with coefficients in M, splits (III). 
Proposition 5.4.3. Let M be a von Neumann algebra acting on a Hubert space 
H. Then the completely bounded Hochschild cohomology complex of M, with 
coefficients in .M, splits (III). 
Proof. Let 
s 1 : £ b(M,M) - M 
be defined by 
s i () = — p(4)(iM) 
for all q  e £ b (M, M). It follows immediately from the previous proposition 
that s 1 is completely bounded (with IISlIIcb = 1, since sl(idM) = —p(idM)(1M) = 
1M). 
For n> 1 define 
Lb(M,M) -4 .C 1 (M,M)cb 
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by 
(_1)'p(q mi ,...,mn _ i )(1M) 
for all q E £(M, M) and all m1, ..., m_1 e M, where cb 
mi,...,mn-1 (m) = (mi , ..., m,_i, m) 
for all in e M. The definition of 	implies that 
1( 	I m' )IIir 	Il(ij)IItII(int)IIrII(int')Ilr kt n-2 
for all 1, r e N, all (j) E M (.C b (M, M)) and a m 3'  ll (), ..., (m ' ) E M. (M). 
Hence, using the previous inequality and jjPjj,b = 1, we get that 
l( 	i ...,mk 2 t))IIlr 
n-i ))IIir = IR—l)Co( 	(I)ij)m1k...,mk 2t 
1 <ki,... ,kfl_2r 
<I( 	 i 
	
m 	)IIi 1 
1<k1,...,k_2<r 
(cb 3 ) lull (m)  llr"ll (m1)  llr 
which shows that Sn  is completely bounded (with llSnhlcb = 1, since if q5  : M 
M is defined by 0(mi , ..., Mn) = m1 ... m, for all m1, ..., m, e M, then q'1M ....... = 
idM and so s()(1M, ... 1 4 )(1 f ) = (-1)p(idM)(1M) = (-1)1M). 
Now in a manner similar to the proof of Theorem 7.1 in [CS5] we can prove that 
S n is a splitting map of the third kind. Let 0 e Z(M, M) and m1, ..., E M. 
If a are the maps of Proposition 5.4.1(1), then, since q  is an n-cocycle, we have 
m)v = m1(m2, ..., Mn, v) 
+ E (-1)(mi, ..., iTij7flj4 )  ...) m,, vk,A) 
1<i<n-1 
+ (-1)(m 1 , ..., 
for all A e A and all k e N. Multiplying both sides with Vk,A  and taking the sums 
over k (in the strong operator topology) we get 
(-1)(m 1 , ..., m) = mic(q'm2 ....m n )(1M) 




for all ) E A. Taking ultraweak limits over .A e A in the right hand side and using 
p(cbrni,...,mn_i) E cb('  M)M we get 
(-1)(m i , 	 Mn ) = m1p(/ m2 ,...,m n )(1M) 
• E (l)p(t1 mi m t mi+i ,...,rnn )( 1M) 
1<i<n-1 
• (1)'p( mj ...m _ j )(mn) 
= (-1)'ml sn ()(m2,...,mn ) 




which shows that qn- 'Sn = idznb (M,M) and so s, is a splitting map of the third 
kind. 	 0 
The geometric characterisation of the third type of splitting obtained in Propo-
sition 2.2.4 and Propositions 4.1.2 and 4.2.2 imply, respectively, parts (i), (ii) and 
(iii) of the following corollary. 
Corollary 5.4.1. If M is a von Neumann algebra, then the following hold: 
Z(M, M) is completely complemented in Lb(M,  M), for all n e N. 
The completely bounded Hochschild cohomology complex of M, with coef-
ficients in £b(Y M), splits (III), for all matricially normed spaces Y. 
If M is the predual of M equipped with the reversed tracial predual 
matricial norm structure, then the completely bounded Hochs child cohomology 
complex of M, with coefficients in £Cb(M*, 1') rt, splits (III), for all matricially 
normed spaces Y. 
5.4.2 The bounded case 
5.4.2.1 The Kadison-Sakai theorem 
As we mentioned in the introduction, the Kadison-Sakai theorem says, in coho-
mological terms, that the first bounded cohomology group of M, with coefficients 
in M, vanishes, for all von Neumann algebras M. In the following proposition 
we prove that it splits (III). 
Proposition 5.4.4. Let M be a von Neumann algebra. Then the first bounded 
cohomology group of M, with coefficients  in M, splits (III). 
Proof. As we proved in Proposition 5.4.3, the completely bounded cohomol-
ogy complex of lvi, with coefficients in M, splits (III) and thus in particular 
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fl,(.A4,A4) splits (III). Thus, by Remark 2.2.4(u), fl b (M,.M) splits (I). From 
Proposition 2.2.13 that implies split (I) for 9-t(M, M). Combining this with 
the Kadison-Sakai theorem we get, by Proposition 2.1.11, that fl(M, M) splits 
0 
5.4.2.2 Algebras with type h i central direct summand stable under 
tensoring with the type III hyperfinite factor 
We said in the opening discussion, that Christensen and Sinclair proved in [CS7], 
Theorem 5.1 that if M is a von Neumann algebra, the type hi central direct 
summand of which is stable under tensoring with the type hi hyperfinite factor 
R, then 9(M, M) = {O}, for all n e N. To do that they used a result they 
established earlier jointly with Effros in [CES], Theorem 5. 1, which says that if M 
is a von Neumann algebra which is isomorphic either to M (~)R or to MB(H), 
then l-t Cb(M, X) ?-1,(M, X), for all normal operator completely bounded M- w 
bimodules X and all n E N. The proof of this theorem relies on the following 
automatic complete boundedness result (for the original version see [CES], Lemma 
5.2). 
Lemma 5.4.1. ([SSm1], Lemma 6.2. 1) Let M be a von Neumann algebra acting 
on a Hubert space H. If there exists a hyperfinite subalgebra Al of M which is 
isomorphic either to the hyperfinite type h i factor R or to 8(H), such that M is 
isomorphic to MAl, then £WCb(M,  X : /Al) = L(M, X : /V), for all normal 
operator completely bounded M-bimodules X and all n e N. 
Using Lemma 5.4.1 we can prove that the bounded Hochschild cohomology 
complex of an algebra M with type hi central direct summand stable under 
tensoring with 7. splits (III). 
Proposition 5.4.5. Let M be a von Neumann algebra acting on a Hilbert space 
H. If the tensor product of the type hi central direct summand of M, M11 1 , 
with the hyperfinite type hi factor R is isomorphic to M1 1 , then the bounded 
Hochschild cohomology complex of M, with coefficients in M, splits (III). 
Proof. Let n> 1 and let M11 00 and M111 be respectively the type II and type 
III central direct summands of M. By Proposition 5.4.3, fl(M, M) splitscb 
(III). Therefore, by Corollary 5.2.2, ?-l b (MIJl , M11 1 ), ?i
n (M'1, M11) and 
, 
lvi 'ii)  split (III). Since lviR. is isomorphic to .M 1 , the isomorphic cb 
copy Al1 of C1 M111 R. in M11 1  is a hyperfinite subalgebra of M11 1  isomorphic 
to R. The hyperfiniteness of Al1  implies, by Proposition 5.1.1, the existence of a 
completely bounded linear map 
Z Cb (MJIl , M11, : /Al1) -4 L'- '(M 1I, M11, : wcb 
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with 9fl_l = idZnCb(MJJl,MJJl:/ivl). By Lemma 5.4.1, £Cb(MIIl,MIIj : /A(1) 
£(Mj1 1 , M 111 : /J(1 ). Combining those two results with Proposition 5.1.1 we 
get that ?-t(Jv1 Mu1 ) splits (III). Moving to M11, we have that M 11 ,B(H) 
is isomorphic to Mji c , since M11, is properly infinite. Arguing as in the previ- 
ous step, with the isomorphic copy .N 2 of ClM11 	13(H) in M11 in the place 
of A1 we get that 	 M11,0 ) splits (III). Similarly we can prove that 
7-((Miir, M111) splits (III). The result then follows from Corollary 5.2.2. 	0 
5.4.2.3 Algebras with forming subalgebras 
In a recent preprint Pop, Sinclair and Smith introduced the notion of a forming 
algebra and showed that if we have an inclusion of von Neumann algebras A c 
Al C M C 8(H), where M is a type III  factor with separable predual, Al is 
hyperfinite with ./V = C and A norms M, then ?-t(M, M) = {0} ([PopSSm], 
Theorem 6.1.(1)) and if moreover the unitary normaliser of A in M generates M 
as a von Neumann algebra, then ?- (M, M) vanishes, for all n E N ([PopSSm], 
Theorem 6.1.(3)). On the other hand if M is a type hi factor with separable 
predual, Al is a hyperfinite subalgebra of M with IV' fl M = C and there exists 
an abelian von Neumann subalgebra 8 of M' such that C* (Al, 8) norms 13(H), 
then ?i(M,M) vanishes, for n = 2,3 ([PopSSm], Theorem 6.1.(2)). We will 
show that in all three cases a splitting occurs. 
We start by giving the definition of a forming algebra. 
Definitition 5.4.1. ([PopSSmJ, Definition 2.1) Let H be a Hubert space and A 
and 8 be unital C* subalgebras of 8(H). We say that A norms 13 if, for each 
n E N and each (b 3 ) E M, 1 (8), 
= sup{R(bjj )CI I R E Row(A), C E Col(A), 1 JR 1 1 n , ICII n  :!~ 11 
In [PopSSm], Theorem 2.10 it was proved that if A c B ç C are C* algebras 
such that A norms 8, then every bounded A-module map C - 8 is completely 
bounded, with lIlIcb = 11011. We prove a result about automatic row boundedness 
of right module maps in a similar situation, which we will need in the proof of 
Proposition 5.4.7. 
Proposition 5.4.6. Let A, B, 82 be C* - algebras such that A is contained in both 
8 and 82 and norms 82.  If q: 8 —+ B2 is a bounded right A-module map, then 
it is row bounded, with IklIr = lIclI 
Proof. Suppose that lkMr > 11011 . Then there exist n E N and a row R e 
Row(8i) with lIRII 	1, such that lIc5n(R)IIn> I 10 1 1. By [PopSSm], Lemma 2.4, 
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since A norms 82, for each X e Row(82), 
IIXIln = sup{IIXCI I C E Col(A), IICIIn 	11. 
Hence there exists C E Col(A) with IICIIn < 1, such that 
II(R)CII > III 
	
(5.4) 
But g5(R)C = q(RC), since 0 is a right A-module map Moreover IIRCII ~: 1. 
Thus (5.4) leads to a contradiction. 
	 0 
We start by proving that under the assumptions in [PopSSm], Theorem 6.1.(3) 
the bounded Hochschild cohomology complex of M splits (III). Our proof is 
essentially the proof of Theorem 5.1 of [SSm2]. For convenience we remind the 
reader of the following definition. 
Definitition 5.4.2. Let M be a von Neumann algebra with unitary group U(M) 
and A be a * subalge bra  of M. The unitary normaliser of A in M is the set 
.A1 (A) = {u E U(M) I u*Au = Al 
Proposition 5.4.7. Let M be a type 11 von Neumann algebra and A c .N c  M 
be von Neumann subalgebras of M such that jV is hyperfinite. If A norms M 
and the unitary normaliser of A in M generates M as a von Neumann algebra, 
then the bounded Hochschild cohomology complex of M, with coefficients in M, 
splits (III). 
Proof. The case n = 1 follows from Proposition 5.4.4. So we may take n > 1. 
Let U = .Af(A) be the unitary normaliser of A in M. It is easy to see from its 
definition that U is closed under multiplication and hence Alg(U) = Span(U). 
Moreover it is selfadjoint and thus the C* subalgebra of M generated by U, 
C* (U), is the norm closure of AIg (U). Since U generates M as a von Neumann 
algebra, Ct(U) is weakly dense in M Therefore, from Propositions 5.1.1 and 
5.1.4, 7i(.M,.M) splits (III) if and only if 9(C*(U), J\4) splits (III). 
Take e Z(C*(U),M). If J £(C*(U),M) -+ .C_l(C*(U),M) is defined 
as in Lemma 5.1.5, then - a' ' J(q) E Z(C*(U), M). Since C*(U) is weakly 
dense in M, 0 — a''J(q5) can be uniquely extended without change of norm to 
(q 
-  t9 1 J(0)) Z(M,M). Moreover, since iV is a hyperfinite subalgebra 
of M, ( -  8'J(çb)) - a1L((q5 
-  ô 1 J(çb))) E Z(M, M : /Af), where 
L : £(M,M) —* L'(M,M) is the map defined in Lemma 5.1.6. We will 
denote (_8Th_1Jn(q5))_ônLn((4)_  an- 'Jn(c5)Y) by 9. The norm estimates for 
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Jn and L n together with II-51J()II = 	 and lIOn 1 11 n+1 
show that 
1111 	K 11 0 11 
	
(5.5) 
where K=(n+2)n(1+(n+1)((n+2)fl_1)+2((n+2)_1) 2/(Th+ 1 ))). 
For each (n - 1)-tuple (u1, ..., u_) E U72, we define 
jt'l __+ lvi 
by 
/.L(u1 	 = 	..., 	 m) 
for all m E M. Take k E N and (m 3 ) e M, (M) with I I(m3)IIk 1. It is easy to 
see that 
(/.L(IL, 	 = Ok(ul ® Ik, ••) U.1 0 Ik, (m23)). 
Now let R E Rowk(A), C e Colk(A) with liRlik, ICIl k  1. As in the part of the 
proof of [SSm2], Theorem 5.1 contained between (5.2) and (5.6), we can use the 
(Al- and thus) A-modularity of 0 and u1, ..., e U to show that 
R((,.... _1))k((mj))C = 0(ui, ••, n-1 R_1(m)C) 
where R 1 E Rowk(A) with IR 1 I1k < 1. Thus 
sup{IlR(,.L( Ul ,...,ufl _ l )) k ((mij))ClI R E Rowk(A), C E Colk(A), IIRUk, IlCilk :5 11 
is less than or equal to 11011. But A norms M and hence the previous supremum 
is equal to Il(,L(1,...,_1))k((mij))IIk. Therefore 1L(u1 .... 	is completely bounded. 
Obvioulsy if y, ...,y7i E Span(U) = Alg(U), then /L( 	....) : M -~ M defined 
in a similar manner is also completely bounded, being a linear combination of 
maps of the form I(u1,...,u_1)• Hence we can define 
A1g(U)' -+ M 
by 
..., yn-1) = (-1)p(L( 1 
for all y', ...,y,- i e Alg(U), where p £.b(M,M) -~ L b (M,M)M is the pro- 
jection we discussed in the first part of this section. To show that ao is bounded 
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consider y, ..,yn-1 E Alg(U). From [SSm2], Theorem 3.1.(3), jp(b)II 	Il'/'IIr, for 
all 0 £Cb(M, M). Thus 
Ilcø(yi, ..., yn-i)lI :5 11/.t(yj.....yn_1)IIr 
An immediate consequence of the way that we defined 't 	and the A- 
modularity of . 0 is that U(y1 ,...,y _ 1 ) is a right A-module map. Hence, by Proposition 
5.4.6, II/L(yi,...,ynj) hr 	hI1(yi,...,yn-i)1I 	Obviously III(y,...,y-i) II 	11911 IIYiII."IIYn-i II 
and therefore I lao ll < 11011. Moreover a, can be extended to a map ã 
with 
hIII :!~ 11 0 11. 
	 (5.6) 
The next step is to prove that O(yi, ..., yn - i) = 81()(y1, ..., yn - i), for 
all Yi, ..., Yn-1 e C*(U). To do that we will need two observations about the 
projection p. The first one is Theorem 3.1.(3) of [SSm2] which says that if 
q E £ b (M,M), a e A and 0,,e £(M,M) is defined by 0,, (m) =cb 
for all in e M, then p(q) = (P(75))a The second one is that if 0 E .C(M, M), cb 
a E A and açb E £b(M, M) is defined by (aq)(in) = aq5(rn), for all m 
then p(a) = ap(q); it is easy to see that by considering a net {aA}AEA of maps 
approximating p as in Proposition 5.4.1.(1). (What the previous observations say 
in other words is that p is a left A-module map with respect to the module ac-
tions defined in Section 3.1 and a right A-module map with respect to the module 
actions defined in Section 3.2). 
Consider Yi, 	Yn-1 E Alg(U). Since 0 is a cocycle, 
(_1)0(y 1 , ... ,yy+i,...,yn)m) 
1<i<n-1 
+ (—i)'9(y1 ,...,ym) + (—i)10(y1, ... ,y)m 	0 
for all m e M. Thus 
Y1I2(y2,...,y) + 
1<i<n-1 
+ 	 + (-1) 1 (m —* O(yi, ...,y n)m) = 0. 
Using the two observations of the previous paragraph and the fact that the map 
M 9(y 1 , ..., yn)m belongs to £Cb(M, M)M we get 
+ E  (1)2p(/.i,1 
1<i<n-1 
+ 	 + (-1)'(m -+ O(yi, ..., yn )rn) = 0. 
If we apply both sides of the previous equality to 1m, we get O(yi, ..., yn- 1) = 
3 -1 (c)(yi , ...,yn—i). 
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Therefore 
9(yi,...,Yn-i) = 81()01,.",Yn-1) 	 (5.7) 
for all Yi, ••• Yn-1 E C* (U). An immediate consequence of 
(5.7) and the definition 
of 9 is that 
= O'( 	+ L((q5 - O''J(q5))) + J()). 	 (5.8) 
To finish the proof we define 
s : z(Ct(U),M) -* L C 
by 
s(q) = o + L((cb - 	J())) + J(q). 
It is easy to see that if &, 02 e Z(C*(U), M) and Al, ) 2 E C, then 11 +A22 = 
A 1 ã,1 + A22  and hence Sn is linear. (5.5), (5.6), the boundedness of L, J, 
on_i and (q5 - O''J(q))II = Ilc - 51J()II imply that Sn  is bounded. By 
(5.8), q5 = 5's(q), for all e Z(C*(U),M). Therefore .H1(C*(U),M) splits 
(III). 	 0 
As a corollary of the previous proposition we will prove that the bounded 
Hochschild cohomology complex of M, with coefficients in M, splits (III) if M is 
a type 11 von Neumann algebra with a Cartan subalgebra. We begin by recalling 
the definition and a property of Cartan subalgebras. 
Definitition 5.4.3. Let M be a type 11 von Neumann algebra. A masa (maxi-
mal abelian selfadjoint subalgebra) A in M is called a Cartan subalgebra of M if 
the unitary normaliser of A in M generates M as a von Neumann algebra. 
The following proposition is due to Feldmann and Moore ([FM], Proposition 
2.9). It also follows as a corollary of a more general result by Popa ([Po2], 
Corol- 
lary 3.2). 
Proposition 5.4.8. Let M be a type 11 von Neumann algebra with faithful nor-
mal trace tr which is represented in standard form on the Hubert space L2 (M, tr) 
with conjugate linear isometry J. If A is a Cartan subalgebra of M, then (A V 
JAJ)" is a masa in B(L 2 (Mtr)). 
To establish the splitting of the bounded cohomology complex of type II von 
Neumann algebras with Cartan subalgebras we will need two results about locally 
cyclic algebras. 
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Definitition 5.4.4. Let A be a C* -algebra acting on a Hubert space H. We say 
that A is locally cyclic if for all n E N and all j, ..., 	E H, there exists E H 
with 
Proposition 5.4.9. ([PopSm], Lemma 2.2) Let A be an abelian C*
algebra  act-
ing on a Hilbert space H. If A" is a masa in 13(H), then A is locally cyclic. 
Proposition 5.4.10. ([SSm2], Proposition 4.1) Let A c M c 13(H) be von 
Neumann algebras and B C M' be an abelian von Neumann algebra. If C* (A, B) 
is locally cyclic, then A norms M. 
Remark 5.4.1. In [SSm2] the previous proposition is phrased with "has a cyclic 
vector" in the place of "is locally cyclic". It is trivial to see that it holds under 
that weaker assumption (see [Sm], Remark 2.2). 
Now we can prove the result about algebras with a Cartan subalgebra. 
Corollary 5.4.2. Let M be a type III von Neumann algebra with a Cartan sub- 
algebra A. Then the bounded Hochschild cohomology complex of M, with coeffi- 
cients in lvi, splits (III). 
Proof. Since A is Cartan, it is abelian and thus JAJ is an abelian von Neumann 
subalgebra of M'. Moreover, by Proposition 5.4.8, (A V JAJ)" is a masa. Thus 
C (A, JAJ) is locally cyclic by Proposition 5.4.9. So A norms M by Proposition 
5.4.10. To finish the proof just observe that the unitary normaliser of A in 
M generates M as a von Neumann algebra, since A is Cartan, and that A is 
hyperfinite being abelian and apply Proposition 5.4.7. 0 
We already mentioned in the introduction that if for a type hi factor M 
there exist a hyperfinite subalgebra R. of M, an abelian *... subalgebra A of M and 
L(M, tr), with Span(A{1, ..., }1) = L2 (M, tr), then ?-((M, M) 
vanishes. A special case of those factors is the crossed product R.x aG of the type 
II hyperfinite factor R. by a discrete countable group G acting on 1. by outer 
automorphisms ([GPo], Theorem 1.4). It was proved in [PopSSm], Corollary 
6.4 that if M = 1.X aG is as above and Af is a type II, factor with separable 
predual, then the conditions of Proposition 5.4.7 hold for J'/M. Hence we get 
the following corollary. 
Corollary 5.4.3. Let R. be the type II hyperfinite factor, G be a discrete count-
able group acting on 1Z by outer automorphisms c : G -+ Aut(R.), R,x,,G be 
their crossed product and M be a type hi factor with separable predual. Then the 
bounded Hochschild cohomology complex of JVM, with coefficients in J'fM, 
splits (III). 
IM 
We move now to the case studied in [PopSSm], Theorem 6.1.(1). We start 
with an automatic complete boundedness result and then prove that if a type III  
von Neumann algebra M contains an injective forming subalgebra with trivial 
relative commutant, then ?-1(M, M) splits (III). 
Proposition 5.4.11. Let M be a finite von Neumann algebra with centre 2 and 
.M be a hyperfinite subalgebra of M such that Al norms M and Al' fl M = Z. If 
E £,(M,M : /Af), then 0 is completely bounded with 1 1 011,b 211011. 
Proof. Let 	,C2J (M,M : /Al), n EN, (m),(m) E M(M) with II(m j )Iin ~ 
1 and II(m)Iln < 1 and g > 0. Since Al norms M, there exist (a l , ...,an ) E 
Row(Jf) and (b 	b 'T  e Col(J1) with II(ai, ..., a)II,, II(bi, ..., b 
)T11 < 1 n n - 
1,•••, ni 
such that 
iIn((m), (m))IIn - E < II(ai, ..., 	 1, (m 3 ))(b 	b •, n 
)TIi 
By the Al-modularity of 0 the right hand side of the previous inequality is equal to 
II am k, m 3 b3 )II, which is less than or equal to 2IIcbII 
from [CPopSSm], Theorem 2.3. Thus 0 is completely bounded, with 1 10 11 6 ~ 
211c511• 	 D 
Corollary 5.4.4. Let M be a type hi von Neumann algebra with centre Z. If M 
contains a hyperfinite norming subalgebra Al with I'!' fl M = 2, then 1(M, M) 
splits (III). 
Proof. By the previous proposition Z(M, M /J'.f) = Z,(M, M /A 1) and 
the result follows immediately from Proposition 5.4.3 and Proposition 5.1.1. E 
To finish let's see what happens with the case studied in [PopSSm], Theorem 
6.1.(2). It follows immediately from the proof of [CPopSSmJ, Proposition 5.3 
and [PopSSm], Theorem 2.7 that if M is a type Ill von Neumann algebra with 
centre 2, Al is a hyperfinite subalgebra of M with Al' fl M = 2 and B is 
an abelian von Neumann subalgebra of M' such that C (Al, 8) norms 8(H), 
then .Z 3 (.A4, M : /Jf) = Z,(M, M : /Al). Combining this observation with wcb 
Propositions 5.1.1 and 5.4.3 we get the following corollary for n = 3. For n = 2 
it follows from Corollary 5.4.4, Proposition 5.4.10 and [PopSSm], Theorem 2.7. 
Corollary 5.4.5. Let M be a type Il '. von Neumann algebra with centre Z. If 
there exist a hyperfinite subalgebra Al of M with Al' fl M = 2 and an abelian von 
Neumann subalgebra 13 of M' such that C* (M, 13) norms 13(H), then fl(M, M) 
splits (III), for n = 2, 3. 
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Combining Propositions 5.4.4, 5.4.5 and 5.4.7 and Corollaries 5.4.2, 5.4.3, 5.4.4 
and 5.4.5 with the geometric characterisations of the third type of splitting of a 
bounded cohomology group (Proposition 2.1.7) and of the bounded Hochschild co-
homology complex (Proposition 2.1.24) and with the results of Chapter 4 (Propo-
sition 4.1.1, Corollary 4.1.1 and Proposition 4.2.1) we get results similar to those 
of Corollary 5.4.1 for the bounded case. 
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