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Resumen
Este art´ıculo describe el sistema de deteccio´n de
peatones embarcado en el veh´ıculo experimental
IvvI 2.0, formando parte de su Sistema Avanzado
de Ayuda a la Conduccio´n. La deteccio´n de peato-
nes se divide en dos algoritmos principales que ha-
cen uso de informacio´n visual en el dominio visible
y en el infrarrojo lejano, para poder hacer fren-
te a las distintas iluminaciones del entorno. En
el algoritmo basado en luz visible, los obsta´culos
que sobresalen del suelo son detectados mediante
te´cnicas de v-disparity, y posteriormente clasifica-
dos. Para la deteccio´n de peatones en infrarrojo se
recurre a un me´todo basado en los histogramas de
la congruencia de fase. Finalmente, los peatones
detectados son seguidos por el sistema y se calcula
su trayectoria futura.
ADAS, VISIO´N ESTE´REO, INFRARROJO,
PEATONES
1. INTRODUCCIO´N
En los u´ltimos an˜os, el elevado ı´ndice de accidentes
en todo el mundo, as´ı como la creciente sensibili-
zacio´n de los consumidores, ha motivado el intere´s
en el desarrollo de veh´ıculos inteligentes por parte
de distintos sectores. A´mbitos tan diversos como
la investigacio´n, la industria automovil´ıstica y va-
rias organizaciones relacionadas con los sistemas
de transporte, esta´n comenzando a colaborar pa-
ra incrementar la seguridad vial a trave´s del desa-
rrollo de Sistemas de Ayuda a la Conduccio´n. Sin
embargo, las investigaciones han estado, en la ma-
yor parte de los casos, orientadas a la proteccio´n
de las personas que ocupan el habita´culo de los
veh´ıculos. Son precisamente los usuarios ma´s des-
protegidos, como los peatones y los ciclistas, los
que menos atencio´n han merecido hasta reciente-
mente [3].
La deteccio´n de peatones en sistemas de visio´n por
computador es una tarea complicada por la gran
cantidad de informacio´n que ofrece. La presencia
de un ser humano puede activar multitud de indi-
cadores, pero cada uno de ellos es muy dependien-
te de las condiciones en las que dicha imagen fue
tomada, tales como iluminacio´n, movimiento de la
ca´mara o la presencia de otros objetos que saturen
el entorno. Adema´s, las necesidades computacio-
nes son relativamente altas y es dif´ıcil alcanzar
el objetivo de una ejecucio´n de los algoritmos en
tiempo real. Por otra parte, es precisamente esta
gran cantidad de informacio´n la principal ventaja
de la visio´n artificial.
En este art´ıculo se presentan los sistemas de detec-
cio´n y reconocimiento de obsta´culos embarcados
en el veh´ıculo experimental IVVI 2.0 del Labo-
ratorio de Sistemas Inteligentes de la Universidad
Carlos III de Madrid. Los algoritmos del veh´ıcu-
lo IVVI se basan en diferentes sensores, que son
utilizados en funcio´n de las condiciones externas.
En la seccio´n 2 se explica la deteccio´n de peatones
basada en visio´n, distinguiendo entre conduccio´n
diurna (sec. 2.1) y nocturna (sec. 2.2). Finalmente,
en la seccio´n 3, se expone el me´todo implementado
para hacer un seguimiento de los peatones detec-
tados, con el fin de evitar una colisio´n.
2. SISTEMAS DE VISIO´N
2.1. ESPECTRO VISIBLE
En esta seccio´n se describe una metodolog´ıa pa-
ra la deteccio´n de obsta´culos y espacios transita-
bles basada en la utilizacio´n de un sistema este´reo.
A partir de la ima´genes procedentes del sistema
este´reo se realizara la construccio´n del mapa den-
so de disparidad [9] y del u-v disparity [4]. El perfil
de la calzada [6] sera´ obtenido del v disparity y uti-
lizado para realizar una clasificacio´n de obsta´cu-
los que permite distinguir entre aquellos que esta´n
elevados y los situados sobre el suelo (no eleva-
dos). Las regiones de la imagen correspondientes
a obsta´culos no elevados sera´n posteriormente cla-
sificadas mediante el me´todo HOG [1].
De manera general para calcular la profundidad
(Z) a la que se encuentra un punto P = (X,Y, Z)
en coordenadas del mundo en necesario utilizar
dos ca´maras con ciertas caracter´ısticas que con-
formen lo que se denomina un par este´reo. Dispo-
niendo de un par de ca´maras iguales y paralelas
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Figura 1: (a) Visible izquierda. (b) Mapa denso
de disparidad. (Derecha) v-disparity. (Debajo) u-
disparity. (c) Mapa de obstaculos. (d) Mapa Libre.
se puede utilizar la ecuacio´n este´reo (1) para cal-
cular la profundidad (Z) del punto P , donde la
proyeccio´n del punto P sobre el plano de la ima-
gen izquierda es (uL, vL) y sobre el plano de la
imagen derecha es (uR, vR).
Z =
f ·B
uL − uR
=
f ·B
d
(1)
Donde f es la distancia focal medida en pixeles,
B es la baseline entre ca´maras y d es la dispari-
dad. Construir un sistema estereo que cumpla las
condiciones cano´nicas es complejo en la practica y
por tanto se debe aplicar una etapa de rectifica-
cio´n [2] sobre las ima´genes para que se cumpla la
restriccio´n epipolar y por tanto (1).
El mapa de disparidad (Fig. 1b) es construido a
partir de las ima´genes obtenidas de las ca´maras
(Fig. 1a), donde la disparidad (d) aparece repre-
sentada por niveles de gris para cada punto de
la imagen. Una vez que se ha construido el ma-
pa denso de disparidad se puede obtener el u-v
disparity (Fig. 1b debajo y derecha). El u-v dispa-
rity es una fuente de informacio´n muy completa,
en primer lugar los obstaculos que hay delante del
veh´ıculo aparecen como lineas proporcionales a las
dimensiones de los mismos y en su valor corres-
pondiente de disparidad. Ademas de la informa-
cio´n acerca de los obstaculos, tambie´n es posible
obtener informacio´n de la calzada, la cual aparece
en el v-disparity como una linea oblicua [6]. Es-
ta linea se puede expresar con la ecuacio´n de una
recta (2) si se realiza la suposicio´n de suelo plano
delante del veh´ıculo. Donde m es la pendiente y
b es la ordenada en el origen, que corresponde al
valor teo´rico del horizonte en la imagen.
v = m · d+ b (2)
El mapa de disparidad y el u-v disparity se em-
plearan para determinar los obstaculos y el espacio
libre delante del veh´ıculo. El objetivo de nuestra
deteccio´n de obstaculos es la determinacio´n de las
regiones de interes que rodean a los mismos, y que
utilizando el perfil de la calzada, podra´n ser clasi-
ficados como elevados o no elevados. Esta clasifica-
cio´n tiene, entre otras posibles aplicaciones, la de
llegar a determinar si el veh´ıculo puede transitar
por debajo de los obstaculos elevados, como son
las entradas a los tu´neles, po´rticos o sema´foros.
2.1.1. Detection de Obstaculos y de
Zonas Transitables
La informacio´n contenida en el mapa denso de dis-
paridad puede divididirse en dos grupos: obstacu-
los y espacio libre, obtenie´ndose como resultado
otros dos nuevos mapas densos de disparidad. El
primero de ellos, el mapa de obstaculos, contie-
ne u´nicamente los pixeles del mapa de disparidad
correspondientes a obstaculos (Fig. 1c). Mientras
que el segundo, el mapa libre, es el opuesto al ante-
rior donde solamente aparece el espacio libre exis-
tente delante del veh´ıculo (Fig. 1d). El mapa de
obstaculos constituye la base para la determina-
cio´n de las regiones de intere´s que engloban a los
distintos obstaculos, mientras que el mapa libre se
empleara para obtener el perfil de la calzada.
Para la construccio´n, tanto del mapa de obstacu-
los como del mapa libre, se parte del mapa denso
de disparidad y del u-v disparity. La construccio´n
del mapa de obstaculos se realiza en dos fases: en
primer lugar, se umbraliza el u-disparity a fin de
detectar todos aquellos obstaculos cuya altura sea
mayor a un umbral medido en pixeles y cuyo valor
debe elegirse con cuidado, pues tendra´ que ser lo
suficientemente pequen˜o para detectar cualquier
obsta´culo que pudiera impedir el movimiento del
veh´ıculo, pero suficientemente grande para evitar
detectar como obstaculos aquellas variaciones pro-
nunciadas de la calzada que no eviten el avance
del veh´ıculo, como por ejemplo los badenes. Una
vez realizada esta primera fase, el siguiente paso
consiste en eliminar del mapa denso de dispari-
dad todos aquellos pixeles que no pertenezcan a
los obstaculos detectados en el u-disparity umbra-
lizado, obtenie´ndose como resultado el mapa de
obstaculos (Fig. 1c) . La construccio´n del mapa
libre (Fig. 1d) reutiliza el resultado de la primera
etapa de la generacio´n del mapa de obstaculos y
en la segunda etapa, al contrario que para el ma-
pa de obstaculos, se conservan aquellos pixeles que
no pertenecen a aquellos, resultando as´ı el mapa
libre, cuyo resultado correspondera´ a todo espacio
XXXIII Jornadas de Automa´tica. Vigo, 5 al 7 de Septiembre de 2012
986
Figura 2: (a) Imagen visible izquierda. (b) Mapa
de disparidad. (c) Mapa de obstaculos. (d) Mapa
libre. (e) v disparity a partir del mapa de dispari-
dad. (f) v disparity a partir del mapa libre.
libre delante del veh´ıculo.
2.1.2. Clasificacio´n de las Regiones de
Intere´s
Como se ha explicado anteriormente, para la de-
terminacio´n de las regiones de intere´s sobre la ima-
gen visible se utiliza el mapa de obsta´culos como
punto de partida, sobre el que se aplicara un ana´li-
sis de blobs. En la primera fase se fijara la regio´n
de estudio delante del veh´ıculo sobre la que se van
a buscar los obsta´culos y que viene fijada por un
valor de disparidad (d), de manera que aquellos
obsta´culos cuyo valor sea menor al de disparidad,
no sera´n englobados en ninguna regio´n de intere´s.
La manera practica de lograr esto es mediante la
umbralizacio´n del mapa de obsta´culos, utilizando
como umbral el valor de disparidad que determi-
na la regio´n de estudio, resultando as´ı un mapa
de obsta´culos umbralizado en el que solo aparecen
aquellos que este´n dentro de la regio´n de estudio.
A efectos de englobar cada obsta´culo en una u´nica
regio´n de intere´s, se realiza una deteccio´n de bor-
des sobre el mapa de obsta´culos antes de la um-
bralizacio´n y se sustrae el resultado del mapa de
obsta´culos umbralizado, de forma que desaparece
la posible agrupacio´n de obsta´culos.
Tal como se ha visto anteriormente, el perfil de
la calzada aparece como una linea oblicua en el
v-disparity. Un me´todo para obtener el perfil de
la calzada es la aplicacio´n de la transformada de
Hough, siempre que el aquel sea la linea mas im-
portante del v-disparity. Sin embargo, surgen pro-
blemas cuando la linea mas importante no es el
perfil de la calzada (Fig.2(e)) tal como sucede por
ejemplo cuando uno o varios obsta´culos de gran
taman˜o aparecen delante del veh´ıculo [7]. Es por
ello que el me´todo presentado para la obtencio´n
del perfil de la calzada emplea un v-disparity dife-
rente (Fig.2(f)), caracterizado por el hecho de que
Figura 3: Ejemplo del resultado del algoritmo
de clasificacio´n de obsta´culos en entornos urba-
nos. Las zonas transitables aparecen en verde, los
obsta´culos no elevados recuadrados en rojo y en
verde los elevados.
los obsta´culos se han eliminado del mismo. Se pue-
de utilizar el mapa libre (Fig.2(d)) para obtener
este nuevo v-disparity. De esta forma, se reduce en
gran medida el numero de ocasiones en las que el
perfil de la calzada no es la linea mas importante
en el v-disparity.
Para poder realizar la clasificacio´n entre obsta´cu-
los elevados o no elevados (Fig.3), es necesario es-
timar un valor teo´rico de la disparidad para cada
uno de ellos en el caso hipote´tico de que todos se
encontraran sobre el suelo o calzada. Para estimar
este valor se va a hacer uso de la ecuacio´n (2), uti-
lizando el valor de la coordenada vertical v inferior
de la regio´n de intere´s que engloba a cada uno de
los obsta´culos. Para aquellos cuyo valor de dispari-
dad teo´rica coincida con la real, se podra´ concluir
que no esta´n elevados, mientras que si el valor de
disparidad teo´rico es inferior al real, los obsta´culos
sera´n elevados.
Las regiones de la imagen correspondientes a
obsta´culos no elevados son analizadas mediante
la clasificacio´n de sus Histogramas de Gradien-
tes Orientados. Por cada regio´n de intere´s se crea
una nueva, con una altura y unas proporciones
apropiadas para la deteccio´n de personas. Estas
nuevas regiones son redimensionadas al mismo ta-
man˜o que tienen las imagenes con las que se ha
entrenado el clasificador. Este me´todo de eleccio´n
de las regiones de intere´s reduce considerablemen-
te el coste computacional pues disminuye en gran
medida la cantidad de informacio´n a procesar por
las mismas.
Finalmente, los peatones detectados, son pasados
a una etapa de seguimiento, descrita en la seccio´n
3.
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2.2. ESPECTRO INFRARROJO
El descriptor para la identificacio´n de peatones
esta´ parcialmente inspirado en el Histograma de
Gradientes Orientados (HOG) [1], y se basa en la
idea de que una distribucio´n local de gradientes es
capaz de caracterizar la figura de un objeto. La in-
formacio´n local de la imagen se extrae dividiendo
la imagen en pequen˜as porciones espaciales, lla-
madas cells. Cada una de estas cells contiene un
nu´mero de pixeles contiguos de la imagen. Para ca-
da cell se calcula un histograma de orientaciones
de bordes. El descriptor final se forma concatenan-
do todos los histogramas calculados en la regio´n
de la imagen que se esta´ analizando [8]
2.2.1. Congruencia de fase
La congruencia fase es alta en aquellos puntos de
una sen˜al en los que una amplia gama de sus com-
ponentes de Fourier esta´ en fase. En una sen˜al
unidimensional estos puntos corresponden a pun-
tos en la sen˜al con una pendiente de alta o en los
picos. La descomposicio´n de las regiones constan-
tes tiene sus frecuencias repartidas en una gama
ma´s amplia, siendo por tanto su congruencia de
fase inferior. Extrapolando a una sen˜al bidimen-
sional, por ejemplo una imagen, las regiones con
menor congruencia de fase estara´n en regiones de
la imagen con poca textura. Los mayores valores
correspondera´n a los bordes. Pero a diferencia del
ca´lculo de gradientes, la congruencia de fase ob-
tiene una cierta invarianza al contraste.
Para calcular la congruencia de fase de una ima-
gen se seleccionan intervalos de frecuencias de su
transformada de Fourier, haciendo la convolucio´n
de e´sta con una serie de filtro complejos de Gabor.
Cada uno de estos filtros es capaz de extraer un
estrecho rango de frecuencias.
La figura 5 representa la magnitud y orientacio´n
de la congruencia de fase de una regio´n de intere´s
que contiene un peato´n. En la figura 5c la orienta-
cio´n de cada pixel, desde 0 a 2pi radianes se scala
desde el negro (1) hasta el blanco (1).
2.2.2. Clasificacio´n
La decisio´n sobre si la regio´n de intere´s contie-
ne un peato´n se evalu´a mediante una ma´quina
de vectores soporte (SVM). Las SVM seleccio-
nan el hiperplano que separa con una distancia
ma´xima dos clases. Las caracter´ısticas que com-
ponen el conjunto de entrenamiento se proyectan
en una dimensio´n superior, facilitando la separa-
cio´n de las clases. Para que el SVM pueda hacer
una buena clasificacio´n es necesario disponer de
una muestra representativa de vectores de carac-
ter´ısticas de ambas clases positivos y negativos.
(a) Imagen Original. (b) Congruencia de fase.
(c) Primera derivada.
Figura 4: Ejemplos de congruencia de case y deri-
vada de una imagen infrarroja.
(a) (b) (c)
Figura 5: (a) Image original. (b) Magnitud de la
congruencia de fase. (c) Orientacion de la con-
gruencia de fase.
Figura 6: Representacio´n de los descriptores.
En este caso, los peatones y regiones aleatorias que
contienen otros objetos. Para representar mejor la
forma de un peato´n, el conjunto de entrenamiento
contiene muestras de personas a diferentes tempe-
raturas, as´ı como de peatones a diferentes escalas.
El nu´mero de muestras, es aproximadamente el
mismo para cada clase. La figura 7 muestra una
representacio´n de positivos y negativos incluidos
en la base de datos.
XXXIII Jornadas de Automa´tica. Vigo, 5 al 7 de Septiembre de 2012
988
El conjunto de entrenamiento xk es proyectado en
un espacio de dimensio´n superior definido por la
funcio´n φ. La funcio´n de decisio´n 3 es optimiza-
da para que y(x) maximice la distancia entre los
puntos ma´s cercanos a esta (xi) y el hiperplano.
y(x) = wT · φ(x) + b (3)
El conjunto de entrenamiento contiene N mues-
tras x{k} = (x1, · · · , Xn), seleccionadas manual-
mente y a las que se asigna una etiqueta, l =
−1, 1 , dependiendo de si son un peato´n o no.
Figura 7: Muestras de peatones y no peatones to-
madas a diferentes temperaturas.
(a)
(b)
Figura 8: Ejemplo de ima´genes procesadas.
3. SEGUIMIENTO
El filtro de Kalman se usa de manera muy extendi-
da en tareas de seguimiento y estimacio´n, dada su
simplicidad y robustez. Sin embargo, el e´xito en su
aplicacio´n depende en gran medida de la linealidad
del modelo de sistema con el que se este´ trabajan-
do. Tradicionalmente, si la no linealidad es lo bas-
tante grande se suele aplicar el Extended Kalman
Filter (EKF), que no es ma´s que una linealizacio´n
del sistema en el punto de trabajo, de modo que
pueda aplicarse un filtro de Kalman. Sin embargo,
la experiencia dice que que su implementacio´n es
complicada y que solo es fiable en un nu´mero re-
ducido de casos. Para compensar los defectos del
EKF Julier y Uhlman proponen en [5] el Unscen-
ted Kalman Filter (UKF). Adema´s de ser mucho
ma´s robusto para altas no linealidades, el ruido
del sistema puede ser no Gaussiano, una restric-
cio´n importante que si impone el EKF.
El UKF minimiza el error cuadra´tico del estado
propagando por la funcio´n no lineal una muestra
ponderada alrededor de la media. Dicha muestra
se obtiene mediante la transformacio´n Unscented
[5]. Por lo dema´s su funcionamiento es exactamen-
te igual al del filtro simple de Kalman. Por tan-
to, en cada iteracio´n tiene lugar una actualizacio´n
temporal y una actualizacio´n de la medida.
3.1. Actualizacio´n Temporal
En esta etapa se lleva a cabo una prediccio´n del
estado, basada en el modelo de movimiento del
peato´n. En este caso, cabe considerar que, dado
que la frecuencia de muestreo es alta, la velocidad
de e´ste permanece constante entre dos frames. Por
otra parte, el movimiento del veh´ıculo se compen-
sa, actualizando la posicio´n del sistema de coorde-
nadas a partir de la informacio´n del GPS + INS.
3.2. Actualizacio´n de la medida
El nuevo estado de la posicio´n del peato´n se ac-
tualiza con la informacio´n extra´ıda de cada nueva
imagen. En el caso de las mediciones realizadas
por el sistema de deteccio´n en luz visible, la po-
sicio´n del peato´n es conocida. En el caso del sis-
tema de deteccio´n en el infrarrojo, al tratarse de
visio´n monocular, no es posible conocer con pre-
cisio´n la distancia a la que se encuentra un objeto
de la ca´mara. Es necesario, entonces, un mode-
lo que relacione las coordenadas del peato´n en la
imagen con su posicio´n en el mundo. Consideran-
do la ca´mara como un pin-hole, la proyeccio´n de
un punto situado en el espacio tridimensional en
el plano de la imagen puede conocerse sabiendo
su posicio´n relativa respecto de cierto plano. En
este caso, la posicio´n relativa de la ca´mara res-
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pecto al plano del suelo es conocida y se puede
suponer que es constante. Por tanto, suponiendo
que el veh´ıculo se mueve por un suelo plano, la
posicio´n de los peatones se reduce a la intersec-
cio´n entre su eje de simetr´ıa vertical y el plano del
suelo. La figura 9 representa el sistema de coorde-
nadas de la ca´mara respecto al suelo, en el que se
situ´a la referencia tridimensional del mundo. Am-
bos sistemas de coordenadas avanzan junto con el
veh´ıculo, cuya posicio´n es conocida a partir de la
fusio´n de informacio´n de un sistema GPS y un
INS (Inertial Navigation System).
Figura 9: Sistemas de coordenadas del mundo y la
ca´mara.
Despreciando el a´ngulo de cabeceo de la ca´mara
(θ = 0o) las coordenadas en la imagen del estado
se resumen en las ecuaciones 4 y 5.
u =
wx · αv + wy · u0
wy
(4)
v =
h · αu + wy · v0
wy
(5)
Donde (u, v) son las coordenadas en la imagen,
(wx, wy, wz) son la posicio´n del peato´n respecto al
veh´ıculo, y (αu, αv) son las longitudes focales en
las direcciones u y v.
4. CONCLUSIONES
En este art´ıculo se han presentado dos sistemas
de reconocimiento de peatones desde una plata-
forma mo´vil, uno basado en informacio´n visual en
el espectro visible, y otro en el espectro infrarrojo.
El sistema para la conduccio´n diurna, basado en
te´cnicas de v-disparity, permite reducir notable-
mente las regiones de la imagen susceptibles de
ser analizadas por el clasificador, reduciendo las
necesidades de computacio´n.
Respecto al me´todo desarrollado para la deteccio´n
nocturna de peatones, el clasificador es capaz de
adaptarse a las diferentes condiciones de tempera-
tura del entorno.
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