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The structure of ordinals of the form ωω
β
for countable β is studied. The main result is:
Theorem 1. If β < ω1 is the sum of one or two indecomposable ordinals, then
ωω
β → (ωωβ , 3)2.
Also an example is given to show that α → (α, 3)2 need not imply α → (α, n)2 for all
n < ω.
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1. Introduction
Ramsey’s theoremwas published in 1930, and since that time has been a cornerstone of finite and infinite combinatorics.
It plays an important role in many aspects of model theory and set theory. There are extensions and generalizations of
Ramsey’s theorem in many different directions; much of this work having been stimulated and popularized by Erdős. In
one direction Ramsey’s theorem has been generalized to the study of partition properties of the infinite cardinal numbers.
Here the subject is often called the partition calculus. The aspect of Ramsey theory we shall presently study concerns the
partition relations on ordinal numbers rather than cardinal numbers. In this situation we are looking for homogeneous sets
of a specified order type. Thus we define the basic partition relation for ordinal numbers α, δ and γ .
Definition 1. If α, δ and γ are ordinal numbers then the relation
α→ (δ, γ )2
holds if and only if for each coloring
χ : [α]2 → {0, 1}
of the two element subsets of α in two colors, there exists a set X ⊆ α such that either:
1. order type(X) = δ and χ  [δ]2 is constantly 0, or
2. order type(X) = γ and χ  [γ ]2 is constantly 1.
In this notation Ramsey’s theorem can be stated:
ω→ (ω, ω)2.
Furthermore, we shall only consider the relation α → (δ, γ )2 in the case where α, δ, γ are countable. We shall see
however that even in the domain of the countable this relation is quite complex and surprising. The first observation about
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partition relations on countable ordinals is that one of the variables δ or γ must be finite (except in the case of Ramsey’s
theorem where both are ω). Specifically we have:
Theorem 2. If α is countable then
α 6→ (ω + 1, ω)2.
Proof. Define two orderings on α, its given ordering and an ordering in type ω. Define a coloring:
χi({x, y}) =
{
0 if both ordering agree on x and y
1 if the orderings disagree on x and y.
Now there cannot be a homogeneous set in color 0 of order type ω + 1 because that would give a subset of ω of order
type ω + 1, which is absurd. Also there cannot be a homogeneous set in color 1 of order type ω because that would give an
infinite decreasing subset of α, which is impossible. 
Thus, the relations that are of interest are those of the form
α→ (δ, n)2
where n is finite.
Amongst such relations a special place is occupied by the relation:
α→ (α, n)2.
This gives rise to the following definition.
Definition 2. A partition ordinal is an ordinal α which satisfies the relation
α→ (α, 3)2.
One of the open questions in this subject was whether a partition ordinal automatically satisfies the relation
α→ (α, n)2
for all finite n. This was generally believed to be the case but recent work has shown this to be false.
We shall address ourselves to the question: What are all the countable partition ordinals?
To begin with there is ω, this is a trivial consequence of Ramsey’s theorem. The first non-trivial partition ordinal is ω2.
This was proven by Specker [6] in response to a question by Erdős. Specker showed that ω2 → (ω2, n) for all finite n. He
also showed ωn 6→ (ωn, 3) for all n ≥ 3.
The next possibility was ωω . This was settled by Chang [1]. Chang proved that ωω → (ωω, 3) and later Milner showed
ωω → (ωω, n) for all finite n. A simpler proof of this latter result was discovered by Larson [3]. Larson’s proof is the canonical
proof of the theorem and our results are based the techniques and ideas of her proof. About the same time Galvin and Larson
[2] showed that if α is a countable partition ordinal then α is either equal toω2, or α is of the formωω
β
for some countable β .
Thus the question becomes: for which countable β does
ωω
β → (ωωβ , 3)2?
Concerning this problem we state the following result.
Theorem 3. If β is the sum of at most two indecomposable ordinals then
ωω
β → (ωωβ , 3)2.
Some restriction on the decomposition of β is necessary since if β is the sum of four or more indecomposable ordinals
the partition relation fails.
To prove the relation α → (α, 3)2 one needs a representation for α. Larson’s improvement of Chang’s method was to
represent the ordinals less thanωω as finite sequences of natural numbers, this permits the application of Ramsey’s theorem
to the natural numbers. This representation works for small ordinals, but for larger countable ordinals it is necessary to add
additional elements to the representation, and code the elements of α by labeled trees. Countable orderings of type ωω
β
can be built by a recursive transfinite procedure. Form the collection of all finite increasing sequences of elements of ω and
order those elements first by length and then by lexicographic order, call this set W˜1, it has order type ωω . Take the set of
all finite sequences of elements of W˜1 ordered first by length and then lexicographically (using the order on W˜1), call this
set W˜2. The order type of W˜2 is ωω
2
. In a like manner, sets W˜γ for γ < ω1 can be defined. Each ˜Wγ+1 can be considered as
the set of finite sequences from W˜γ . For limit γ , W˜γ is the union of the previous sets, and two elements of W˜γ are compared
first by which W˜δ , δ < γ they belong and then by the ordering defined on W˜δ . The order type of the set W˜γ isωω
γ
. However,
rather than using the recursive definition just outlined, we shall define the elements of a setWγ , of order type ωω
γ
directly.
The elements ofWγ will be finite labeled (upside down) trees.
The root of a tree inWγ will be labeled by γ , and just as an element of ˜Wδ+1 is a finite sequence of elements of W˜δ , a node
in the tree with label δ + 1 will have a finite set of successor nodes all of which have label δ.
The trees inWγ will have other labels too; their terminal nodes will be labeled by integers from left increasing to right.
Throughout we will work with finite sets rather than finite increasing sequences of natural numbers, identifying the set
with the sequence when appropriate.
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Now we give a rough outline of the steps of the main theorem.
1. Define formally the representationWβ of the ordinal ωω
β
.
2. Restrict attention to certain elements of [ωωβ ]2 called good. In other words, from the complete graph onωωβ delete some
of the edges and work in the remainder of the graph.
3. Introduce a game between two players, called the Builder and the Architect, where the Builder constructs a pair of trees
(S, T ) and the Architect provides information which restricts some of the Builder’s moves.
4. Thenprove aRamseydichotomy for that game: that for some infiniteH ⊆ ω if the Builder plays sufficiently large numbers
insideH then either the Architect has a winning strategy, or every strategy for the Builder is a winning strategy. A precise
formulation appears in Section 8.
5. If the first half of the dichotomy holds, construct a set X of order typeωω
β
such that the elements of X are pairwise good,
and X is homogeneous in the color 0. This is done in Section 8.
6. If the second half of the dichotomy holds, construct a monochromatic triangle in color 1.
An old problem about partition ordinals,mentioned by Specker [6] in 1957 and Erdos [5] in 1992,whether, for any ordinal
α, α→ (α, 3)2 implies α→ (α, n)2 for n < ω, turns out to be false and failure is widespread for countable ordinals.
We state some negative results.
Theorem 4. 1. If β is the sum of two indecomposable ordinals, then
ωω
β 6 →(ωωβ , 6)2.
2. If β is the sum of three indecomposable ordinals, then
ωω
β 6 →(ωωβ , 4)2.
3. If β is the sum of four or more indecomposable ordinals, then
ωω
β 6 →(ωωβ , 3)2.
These results in the case of finite β are due independently to the author and to Darby. Also, Darby independently proved
Theorem 4 for β = 2:
ωω
2 → (ωω2 , 3)2.
This result, taken together with (1) above shows that α→ (α, 3)2 need not imply α→ (α, n)2 for n < ω.
Regarding the question of the exact boundary between arrows and non-arrows in the relationωω
β → (ωωβ , 3)2 (n < ω,
β < ω1), it is possibly a hard question , as in the case of the finite Ramsey theorems. Recently Larson has found the exact
boundary for β = 2, by improving the 6 in theorem 6.2 to a 5 and proving ωω2 → (ωω2 , 4)2. See [5].
2. Nested ladder systems
We begin with some preliminary concepts. The notion of a nested ladder is fundamental to the rest of the paper.
Definition 3. A ladder for a closed interval [γ , δ] of countable ordinals is a collection of sets Cα for each limit α ∈ (γ , δ]
such that
1. Cα ⊆ [γ , δ]
2. Sup Cα = α,
3. ot (Cα) = ω.
We denote the nth element of Cα by α(n).
Definition 4. A nested ladder on [γ , δ] for γ < δ and γ = 0 or a limit, is a ladder with the following properties.
1. If α, η ∈ (γ , δ] are limit ordinals and
η(n) < α ≤ η(n+ 1)
then for all k ∈ ω,
η(n) ≤ α(k) < η(n+ 1).
2. Either α(n) is a limit for all n, or α(0) is a limit and α(n) = α(0)+ n for all n ∈ ω.
Note that it is possible to take the union of two ladder systems. Let [γ , δ] and [δ, ] be two intervals with nested ladder
systems then the union of these two systems is a nested ladder system on [γ , ] = [γ , δ] ∪ [δ, ]. There is no conflict since
for the second interval we are required to have sequences only for limit ordinals in (δ, ]. Note further that in general we
do not demand that α(n)(0) = α(n− 1).
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Lemma 5. If γ < δ < ω1 then there is a nested ladder on [γ , δ].
Proof. We use induction on the order type of [γ , δ]. If δ is a limit choose an increasing sequence {δn} ⊆ [γ , δ)with limit δ,
such that the sequence satisfies (2) of 4. Now by induction there is a nested ladder system on each [δn, δn+1], and on [γ , δ0],
in case γ < δ0. The union of these ladder systems along with Cδ = {δn} is a ladder system on [γ , δ]. 
For the rest of the paper we fix a nested ladder on [0, β] (or briefly on β) and all definitions are relative to this nested
ladder. Note that if γ < β then by restricting the nested ladder on β to γ we obtain a nested ladder on γ . Many of the
properties of ladder systems will be proved in this way by induction on ordinals γ < β . Later we shall require that this
ladder be a collapsible ladder (to be defined in Section 5), but this will not affect the previous work.
Definition 5. An ancestral sequence is a sequence α0, . . . , αn such that
1. if αi = γ + 1, then αi+1 = γ and
2. if αi is a limit, then αi+1 = αi(k) for some k.
Also if α0 = β we say that the sequence is ancestral to β . The ancestral sequence is complete if αn = 0.
3. Representation of ωωβ
In this section, a concrete representation of the ordinalωω
β
is given. Instead of working directly with the ordinalωω
β
we
introduce a well-ordered set (Wβ , <)whose order type is ωω
β
. The elements ofWβ will be finite labeled trees.
As mentioned in the introduction, the ordinal ωω
α+1
is the order type of the set of all finite sequences of elements of
ωω
α
, ordered first by length and then lexicographically; therefore, ordinals of the form ωω
β
can be generated by iterating
the process of taking the finite sequences of a previous order.
We make extensive use of the concept of a tree. Our trees will be taken as growing downwards and will be finite. We
now set down the basic definitions and conventions concerning this notion.
A tree is a partially ordered set (T ,≤T ) such that for all t ∈ T , {s ∈ T : t ≤T s} is linearly ordered and finite. We will
further assume that each tree has a maximal element called the root.
If T is a tree and x, y ∈ T then x is a successor to y provided x <T y and there is no element z ∈ T such that x <T z <T y.
We also say that y is a predecessor to x.
A path in T is a sequence x0, . . . , xn of elements of the tree T such that xi+1 is a successor to xi. A path will be called a
branch if it is maximal, that is, x0 is the root and xn has no successors in T .
The trees with which we shall deal with have some additional structure. First, all trees T in this paper will be assumed to
be equipped with linear orders<x of the set of successors of x for each x ∈ T .
Let≤lex be the lexicographic order on T extending the reverse tree order≥T and the collection of orders {<x} for x ∈ T .
That is to say, x ≤lex y if either
1. y ≤T x or
2. x and y are ≤T incomparable, and if u, w, z are such that u is the ≤T least upper bound of x and y and w and z are
successors of uwith x ≤T w and y ≤T z, thenw <u z.
Also, the nodes of our trees will usually be labeled. A labeling of a tree T is a map f : T → V for some set V .
Definition 6. Let γ be an ordinal, defineWγ to be the set of all trees T in which each node x of T is labeled with an ordinal
(denoted αx) and each terminal node is labeled additionally with a singleton set∆x ⊆ ω, such that the following conditions
are satisfied.
1. If b = 〈x0, . . . xn 〉 is a branch through T , then 〈αx0 . . . αxn〉 is a complete ancestral sequence to γ . So, in particular, the
root is labeled with γ and the terminal nodes with 0.
2. If x <lex y, where αx = αy = 0 and∆x = {n} and∆y = {m} then n < m.
3. If αx is a limit ordinal, then the node x has exactly one successor.
Note that (2) says that the bottom nodes are labeled with natural numbers (we use singleton sets for later convenience)
which are increasing from left to right.
A node will be called a limit node if αx is a limit ordinal and a successor node if αx is a successor ordinal. So, a limit node
has one successor and a successor node may have many successors.
Definition 7. Let T ∈ Wγ .
1. Seq(T ) = ∪{∆x|x ∈ T , αx = 0}.
2. If x ∈ T define Tx = {y ∈ T |y ≤T x}, equipped with the labels inherited from T .
Proposition 6. 1. If T ∈ Wγ and x ∈ T , z1, z2 ≤T x, z1 <lex z2 then everyw with z1 <lex w <lex z2 is≤T -less than x. Moreover
if z1 ≤T y1, z2 ≤T y2 where y1, y2 are successors of x, and y2 is the<x-successor of y1, and αw = 0, thenw ≤T y1 orw ≤T y2.
2. If T ∈ Wα , x ∈ T , then Tx ∈ Wαx .
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Proof. Clear. 
Definition 8. An order onWγ is defined by recursion on γ . Let T , R ∈ Wγ have roots x0, y0 respectively.
1. If γ is a limit, and αx1 < αy1 , where x1 and y1 are the successors to x0 and y0, then T < R.
2. If γ is a limit, αx1 = αy1 = α and if Tx1 < Ry1 as elements ofWα , then T < R.
3. If γ is a successor and the number of successors to x0 is less than the number of successor to y0, then T < R.
4. If γ = ζ + 1 is a successor and x0 and y0 have the same number of successors, say n, then we have two sequences of
trees of length n, (Tx1 , . . . , Txn) and (Ry1 , . . . , Ryn)where x1, . . . , xn are the successors to x0 and where y1, . . . , yn are the
successors to y0, ordered according to<x0 and<y0 then T < R if for some i ≤ n,
Txj = Ryj
for j < i and
Txi < Ryi
as elements ofWζ (recall that the successors of x0 are labeled by ζ by ancestrality),
5. Finally, if γ = 0 with∆x0 = {k} and∆y0 = {l}, then T < R if k < l.
The setWγ provides a concrete representation of the ordinal ωω
γ
.
Lemma 7. 1. ot(Wα+1) = [ot(Wα)]ω .
2. If γ is a limit, then ot(Wγ ) = lim ot(Wγ (n)+1).
Proof. If H ⊆ ω is infinite define
Wγ (H) = {T ∈ Wγ : Seq(T ) ⊆ H}.
This set has the same order type as Wγ : it is easy to see that the unique order isomorphism of H onto ω can be extended
to an order preserving map from Wγ (H) onto Wγ . Let Vn ⊆ Wα+1 be the set of all trees such that the root node x0 has n
successors. We need to show that ot(Vn) = [ot(Wα)]n.
Define
Un = {(T1, . . . , Tn)|∀(i)Ti ∈ Wα({m : m > max Seq(Ti−1)})}.
Order the elements of Un lexicographically, via the ordering onWα .
Let T ∈ Vn be an arbitrary tree, let the successors to the root of T be x1, . . . , xn. Define l : Vn → Un by l(T ) = (Tx1 , . . . , Txn).
l is clearly an injective order preservingmap. l is also surjective since it is easy to verify that any element of (R1, . . . , Rn) ∈ Un
defines a unique tree T ∈ Vn with Txi = Ri, the only interesting case is part (2) of the definition ofWα+1 which is satisfied
because the sets Seq(Ri) are increasing.
So it suffices to show that ot(Un) = [ot(Wα)]n.
Assume by induction that n > 1 and ot(Un−1) = [ot(Wα)]n−1.
Since ot(Wα(H)) = ot(Wα) for all infinite H we have that
ot(Vn) = ot(Vn−1 ×Wα) = [ot(Wα)]n.
For the second statement let Vn ⊆ Wγ be the set of all trees such that the successor of the root is labeled with γ (n). If y
is the successor to the root of T then the map T 7→ Ty is a order isomorphism of Vn ontoWγ (n). The conclusion follows. 
Corollary 1. ot(Wγ ) = ωωγ .
Proof. By Lemma 7, we only need to start the induction. At γ = 0 an element ofW0 consists of a single node labeled with
the ordinal 0 and with a set containing a single natural number.W0 is therefore isomorphic to ω. 
4. Combinatorics of ωωβ
In this section we will examine (T ,D) where D is a convex partition of Seq(T ) and define labels ∆x(D) for nodes x of T .
∆x(D), for αx = 0 is part of the definition of T ; for general x,∆x(D)will be a finite set of natural numbers. For good partitions
(defined below) it will be possible to reconstruct the partition D from the labels∆x(D).
Two finite disjoint subsets A and B of ω define partitions of each other: x, y ∈ A are equivalent if [x, y] ∩ B = ∅ and
similarly for B. Now for S, T ∈ Wγ if Seq(S) ∩ Seq(T ) = ∅ then the sets Seq(S) and Seq(T ) define partitions of each other
and we say that the trees partition each other. We shall study this situation in detail.
It will be easiest to study a single tree T ∈ Wγ with some partition D on Seq(T ). We only study convex partitions of T ,
where a partition, D = {D1, . . . ,Dk} of Seq(T ) is convex if for i 6= j and k1, k2 ∈ Di then
[k1, k2] ∩ Dj = ∅.
Clearly, any partition on Seq(T ) induced by Seq(S) for another tree S, where Seq(T ) ∩ Seq(S) = ∅will be convex.
The following definitions are fundamental, they assign labels ∆x(D) to all nodes of the tree. Note that the sets will
have entirely distinct definitions in the cases where αx is a limit, a successor or zero. There is a difference between the
∆x when αx = 0 and αx > 0, in the former case the set ∆x depends only on the tree T , but in the latter case ∆x(D)
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depends also on the partition D. The role of these sets is to describe how the partition D behaves with respect to the
node x.
Definition 9. Let T ∈ Wα and D = {D0, . . . ,Dk} be a convex partition of Seq(T ) and let x0 be the root of T .
1. Define
X(T ,D) = {x ∈ T |αx = 0 and (∃i)(0≤i<k)(∆x = {max (Di)})}.
X(T ,D) is the set of maximal points of the classes of D except for the last class. So the<lex-largest element of T is not in
X(T ,D). Note that the set {max(Di)|1 ≤ i < k} is determined by X(T ,D).
2. Define
G(T ,D) = {x ∈ T |(∃y)(y ≤T x ∧ y ∈ X(T ,D))}.
G(T ,D) is the upward closure of X(T ,D) in T . Denote by Gy(T ,D) the elements of G(T ,D)which are successors to y.
3. A node x ∈ T is a splitting node of D if x ∈ G(T ,D) and |Gx(T ,D)| > 1.
4. For a successor node x, let x0, . . . , xn be the successors to x in <x-increasing order and of these let xm0 , . . . , xmq be the
elements in Gx(T ,D).
Define
∆x(D) = {m0, . . . ,mq, n}.
5. If x is a limit node then define
δx(D) = {n |(∃z <T x)(z is a splitting node and αz ∈ (αx(n− 1), αx(n)])}.
6. Let x ∈ T be a limit node, let y be the sole successor to x and letm be such that αy = αx(m). Define∆x(D) = δx(D)∪ {m}.
7. FullD(T ) =⋃{∆x(D)|x ∈ T }
Definition 10. If x is a node of T define y to be an overnode of x if
1. y >T x,
2. y is a limit node and
3. αx ∈ [αy(0), αy).
Note that if x ∈ T is a successor node and ∆x = {n0, . . . , nl}, then x has nl + 1 successors. The set G(T ,D) can be used
to determine the partition D, because X(T ,D) consists of the elements of G(T ,D) which have an ordinal label of zero and
X(T ,D) determines the elements max Di for i < k.
At the referee’s request we include some simple lemmas.
Lemma 8. If x, y, z are nodes in T and z is an overnode of y and y and overnode of x then z is an overnode of x.
Proof. By hypothesis, x <T y <T z so x <T z. Also αy ∈ [αz(0), αz) thus [αy(0), αy) ⊆ [αz(0), αz) by the nested ladder
property. Hence αx ∈ [αz(0), αz) and so z is an overnode of x. 
Lemma 9. If x, y, z are nodes in T where both z and y are overnodes of x, and αz > αy then z is an overnode of y.
Proof. By hypothesis, αx ∈ [αz(0), αz) and αx ∈ [αy(0), αy). So [αz(0), αz) and [αy(0), αy) are not disjoint, and thus by a
nested ladder system, and the hypothesis that αz > αy, we have αy ∈ [αz(0), αz). So z is an overnode of x. 
5. Good partitions
We shall now restrict our attention to only those partitions which are good, a notion to be defined in the present section.
At first it may seem that the definition of a good partition is very restrictive and that it eliminates many possibilities. While
this is true, it will be shown later that it is possible to construct a family of trees which are pairwise good and have order
type ωω
β
. Thus the notion of a good partition will suffice for our purpose.
Definition 11. A convex partition D of T is good if the following statements hold.
1. If x <lex y, then max∆x(D) < min∆y(D).
2. If x ∈ T and x is a limit node then
max∆x(D) 6∈ δx(D).
3. If y ∈ T is a successor node and x is the<y largest successor to y then x 6∈ G(T ,D).
Condition (1) is the main point of the definition of good. Clause (2) has the effect that δx(D) is uniquely determined by
∆x(D) for x a limit node, and clause (3) similarly gives that Gx(T ,D) is uniquely determined by∆x(D) for a successor node.
This is the content of the next proposition.
Proposition 10. Let D be a good partition of Seq(T ). Let y ∈ T be a successor nodewith∆y(D) = {n0, . . . , nk} and let x0, . . . , xnk
be the successors to y. Then Gy(T ,D) = {xn0 , . . . , xnk−1}.
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Proof. Property 2 of the definition of a good partition ensures that xnk 6∈ Gy(T ,D). For 0 ≤ i < nk, let li = min (∆xi(D)) and
zi be such that αzi = 0 and ∆zi = {li}. Then zi ≤T xi. For 0 ≤ i < nk we have i ∈ ∆y(D) if and only if there is a Dj such that
li < max (Dj) < li+1. This condition holds if and only if there is a Dj and a w ≤T xi such that αw = 0 and∆w = {max (Dj)}.
But this is precisely the condition for xi ∈ G(T ,D). 
The sets ∆x(D) for x a successor determine the set G(T ,D). They determine which successors of a successor node in
G(T ,D) are elements of G(T ,D). Furthermore, if x is the unique successor of a limit node y then x ∈ G(T ,D) if and only if
y ∈ G(T ,D). Since the set G(T ,D) determines the partition D, the sets∆x(D) also determine D. Thus we have shown that we
may replace the pair (T ,D) by the tree T labeled with ordinals and finite sets∆x.
Define a partition D to be a refinement of a partition E if n ∼D m implies n ∼E m. The partition classes of E are unions of
classes of D.
Lemma 11. Let D be a good partition of T and D a refinement of E, then E is a good partition.
Proof. It suffices to note that G(T , E) ⊆ G(T ,D) and∆x(E) ⊆ ∆x(D). 
We now state the versions of the above definitions for pairs of trees T , S ∈ Wγ .
Definition 12. For T ∈ Wγ define the block type of T as a natural number denoted by Blk(T ). If γ is a limit and the successor
to root of T is labeled with the ordinal γ (n), then Blk(T ) = n. If γ is a successor node then Blk(T ) is equal to the number of
successors of the root.
Thus when comparing the order of two elements ofWγ , the block types are the first values to be compared.
Now our definition.
Definition 13. A pair (T , S) is good if either Blk(T ) = Blk(S) or Blk(T ) 6= Blk(S) and the following conditions hold:
1. Seq(T ) ∩ Seq(S) = ∅.
2. If D and E are the partitions Seq(T ) and Seq(S) induce on each other, then FullD(T ) ∩ FullE(S) = ∅. Let Full(T , S) denote
FullD(T ) ∪ FullE(S).
3. D and E are good partitions.
4. If Blk(T ) < Blk(S) then
min Seq(T ) < min Seq(S).
5. Let Blk(T ) < Blk(S) and let k be the largest element of Seq(T )which is less than min (Seq(S)) and let x0 be the root of S.
Then k < min(∆x0).
6. Collapsible ladders
From this point onward we will need the maps
f γn,m : (γ (n− 1), γ (n)] → (γ (m− 1), γ (m)]
where, for n ≤ m, f γn,m is the unique one-to-one order preserving map of its domain onto an initial segment of its codomain.
We shall want these maps to have nice properties and this entails greater demands on the ladder system. In the present
section we define a collapsible ladder system, a notion stronger than a nested ladder system. These maps will be used to
collapse the values of ordinals and will appear in the game of Section 6.
Definition 14. A collapsible ladder on [γ , δ] is a nested ladder with the following properties.
1. If n < m and α ∈ [γ , δ] is a limit ordinal then ot([α(n), α(n+ 1))) ≤ ot([α(m), α(m+ 1)).
2. If 0 < n ≤ m and
f αn,m
is the canonical order preserving map from (α(n− 1), α(n)] onto an initial segment of (α(m− 1), α(m)], that is
f αn,m(α(n− 1)+ η) = α(m− 1)+ η,
then the following properties hold.
(a) For any limit ν and any k, if ν(k) is in the image of (α(n−1), α(n)) under f αn,m then ν is in the image of (α(n−1), α(n)]
under f αn,m.
(b) For any limit µ and any k, if µ ∈ (α(n− 1), α(n)] then
f αn,m(µ(k)) = (f αn,m(µ))(k).
(c) For n < m < k, f αm,k ◦ f αn,m = f αn,k.
(d) For n < m and k < l and limit ordinal µ in the domain of f αn,m,
f αn,m ◦ f µk,l = f f
α
n,m(µ)
k,l ◦ f αn,m.
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Before proceeding further we give some simple examples (of which this concept is a generalization).
Let α = ω and ω(n) = n. Then f ωn,m is the map from {n} to {m}.
Let α = ω2 and ω2(n) = ω · n and ω · m(n) = ω · (m− 1)+ n. Then f ω2n,m : (ω · (n− 1), ω · n] → (ω · (m− 1), ω · m]
and f ω
2
n,m(ω · (n− 1)+ k) = ω · (m− 1)+ k and f ω·ln,m is the map from {ω · l+ n} to {ω · l+m}.
Theorem 12. If γ < δ < ω1 where γ a limit or γ = 0, there is a collapsible ladder on [γ , δ]. Furthermore if δ is indecomposable
then we may assume that δ(0) = γ .
Proof. By induction on the order type of [γ , δ). If the order type of [γ , δ) is decomposable then [γ , δ] = [γ , γ1] ∪ [γ1, γ2]
∪· · ·∪[γn, δ] for some γ1, . . . , γn such that the order type of each interval [γi, γi+1) is indecomposable and smaller than the
order type of [γ , δ). By induction there is a collapsible ladder on each interval and the union of these ladders is a collapsible
ladder on [γ , δ]. There is no conflicts at endpoints since the lower endpoint is not in the domain of the functions f ωn,m.
Assume that the order type of [γ , δ) is indecomposable. Choose {δn} ⊆ [γ , δ] an increasing sequence such that Supδn = δ
and δ0 = γ and the sequence {ot([δn, δn+1)} is non-decreasing. Define Cδ = {δn}. Nowwe construct, by recursion, collapsible
ladders on [δn, δn+1]. Given a ladder on [δn, δn+1] define a ladder on [δn+1, δn+2] as follows. Let f δn,n+1 be the unique order
preserving map from (δn, δn+1] onto an initial segment of (δn+1, δn+2]. If ν ∈ (δn, δn+1] let µ = f δn,n+1(ν) and define
Cµ = f δn,n+1[Cν]. This is a ladder on [δn+1, f δn,n+1(δn+1)]. Now choose a collapsible ladder on [f δn,n+1(δn+1), δn+2]. The union of
these two ladders is a collapsible ladder on [δn+1, δn+2] and the map f δn,n+1 preserves the ladder structure. 
Note that if β = β1+· · ·+βk is the indecomposable decomposition of β where β1 ≥ · · · ≥ βk and βi is indecomposable
then we may also have a ladder system on [0, β] such that (β1 + · · · + βi)(0) = β1 + · · · + βi−1.
Proposition 13. Both the image of f αn,m in (α(m− 1), α(m)] and its complement in (α(m− 1), α(m)] are unions of sets of the
form (η(0), η].
Proof. Let η be in the image of f αn,m. The image of f
α
n,m is an initial segment of (α(m− 1), α(m)]. So (α(m− 1), η] is a subset
of the image. Also since η ∈ (α(m − 1), α(m)], property (2) (b) of a ladder system implies that η(0) ∈ (α(m − 1), α(m)].
Thus (η(0), η] ⊆ (α(m− 1), η], a subset of the image.
Assume now that η ∈ (α(m − 1), α(m)] is in the complement of the image of f αn,m. If there is ν > η(0) in the image of
f αn,m, then η would be in the image of (α(n− 1), α(n)) under f αn,m and so η would be in the image of f αn,m. Thus (η(0), η] is a
subset of the complement of the image. 
Proposition 14. Let λ be a limit ordinal and let m, n and γ be such that γ is in the image of f λm,n. Let µ < λ be a limit ordinal
such that γ ∈ (µ(0), µ]. Then µ is in the image of f λm,n.
Proof. By definition γ ∈ (λ(n − 1), λ(n)]. Clearly, λ(0) < γ < µ < λ, so there is some h such that µ ∈ (λ(h − 1), λ(h)].
By part (1) of Definition 4,
(µ(0), µ] ⊆ (λ(h− 1), λ(h)].
Since γ ∈ (µ(0), µ]we must have h = n and thus µ ∈ (λ(n− 1), λ(n)]. Let l be such that γ ∈ (µ(l− 1), µ(l)].
The image of f λm,n is an initial segment of (λ(n−1), λ(n)]. Thus since γ is in the image,µ(l−1) is also in the image. Now,
by part (2)(a) of Definition 14, µ is in the image of f λm,n. 
Proposition 15. Let µ < λ be limit ordinals such that µ ∈ (λ(n − 1), λ(n)] for some n. Let k, l,m and γ be such that γ is in
the image of both f µk,l and f
λ
m,n. Then (f
µ
k,l)
−1(γ ) is in the image of f λm,n.
Proof. By definition
(f µk,l)
−1(γ ) ∈ (µ(k− 1), µ(k)]
and
γ ∈ (µ(l− 1), µ(l)].
Also by part (1) of Definition 4,
(µ(0), µ] ⊆ (λ(n− 1), λ(n)].
By the previous proposition,µ is in the image of f λm,n. So (µ(0), µ] is a subset of the image of f λm,n. Thus, by the first inclusion,
(f µk,l)
−1(γ ) is in the image of f λm,n. 
Lemma 16. Let a sequence gi = f λimi,ni be given for 0 ≤ i ≤ l. Assume that for each 0 ≤ i < l,
λi+1 ∈ (λi(ni − 1), λi(ni)].
Let γ be in the image of each of the functions gi, then γ is in the image of gl ◦ · · · ◦ g0.
Proof. Clear. 
We shall now assume that our fixed ladder is, in fact, a collapsible ladder.
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7. A game which constructs pairs of elements ofWβ
For the rest of the paper we let χ : [Wβ ]2 → 2 be a fixed but arbitrary map, a 2-coloring of the edges of the complete
graph ofWβ .
We shall phrase the Ramsey dichotomy in the language of a game. The players will be referred to as the Architect and the
Builder, the significance of which will occur below. The Ramsey dichotomywill then say that there is an infiniteH ⊆ ω such
that, when the Builder is restricted to playing sufficiently large elements of H , either the Architect has a winning strategy or
every strategy of the Builder is a winning strategy. A win for the Builder will give a homogeneous set of order type ωω
β
and
a win for the Architect will give a homogeneous triple.
Together the players will build a good pair (T , S) inWβ .
The Architect wins if χ(T , S) = 1 and the partition is correct (see below); the Builder wins otherwise.
The Builder will do most of the work. He will construct the nodes of T and S one by one according to the lexicographic
orderings on T and S. He will jump from one tree to another at the appropriate times. And will label each node x by a finite
set∆x ⊆ ω. The∆x ’s will induce the ordinal labels αx and the integer labels on the terminal nodes. Thus the Builder’s moves
completely determine T and S. The Builder puts the bricks in place, choosing the actual natural numbers that determine S and
T . The Builder, however does not make decisions about how the trees split. It is the Architect who has the plans and makes
the decisions. The Architect chooses the sizes of the sets ∆x. He gives these sizes |∆x| to the Builder who then chooses the
actual elements of the sets. Thus the moves of the players do not alternate, rather the Builder continues to choose elements
until he comes to a point where a decision must be made. The Architect will then provide the necessary size and the Builder
can continue. The Builder and the Architect are at odds however; the Builder tries to construct the trees such that the pair
(T , S) has color 0, the Architect to direct the construction so that the pair has color 1. Thus the Architect wins if χ(T , S) = 1
and the partition is correct (see below). Otherwise the Builder wins. Note that it is the Architect’s job to ensure that the
construction of the labels really represents a partition of T and S.
Definition 15. A play of the game is correct if ∆x = ∆x(D) for x ∈ T and ∆x = ∆x(E) for x ∈ S where D is the partition of
Seq(T ) defined by its oscillation with Seq(S) and E is the partition of Seq(S) defined by its oscillation with Seq(T ).
By determining some of the |∆x|’s the Architect is determining how many G(T ,D) or G(S, E) successors there are of
various nodes and giving information about splitting below a limit node, thus giving information about interlacing of the D
and E cells.
Assume now that we have partial trees T and S and that the nodes of T and S are labeled with finite sets of natural
numbers, ∆x. For convenience we will assume that the next move will be on the tree T . Once the players have begun to
move on a particular tree, say T , they continue to move on that tree until the Builder has labeled a node xwhere αx = 0 and
x ∈ G(T ) (or x is the last node of the tree). At this point both players switch trees and begin to move on the other tree S.
The labels∆x allow us to define ordinal labels on T as follows:
Definition 16. Let x ∈ T be a successor to y ∈ T and assume that αy has been defined by recursion. Given ∆y, define αx as
follows:
1. If αy = γ + 1 then αx = γ .
2. If αy = λ, a limit ordinal then αx = λ(max(∆y)).
The same labels∆x also permit the definition of the subset G(T ):
Definition 17. Let x be a successor to y. x ∈ G(T ) if and only if y ∈ G(T ) and either
1. αy is a limit (in which case xwill be the only successor to y) or,
2. x is the kth successor to y for some k ∈ (∆y − {max(∆y)}).
We shall also assume that if y ∈ T and αy is a successor then y has at most max(∆y) successors in T .
We now complete the details of the definition of the game. The Builder will create all the nodes x of T , and all the labels
∆x. At each node x, he will first determine if the Architect moves on x. If not, he labels x by∆x and proceeds to the next node.
If so, the Architect gives |∆x| and some other information, then the Builder labels x by∆x and proceeds onward. So we have
to describe three things: the possible moves for the Architect, the possible moves for the Builder, and how to determine if
the Architect will move on the last constructed node x. Let us say that the Builder has the just assigned ∆u to some node u
in T and the Builder must create a new node x and (eventually) pick∆x.
Definition 18 (The Builder’s Moves). 1. First the Builder will search for a node y ∈ T to which he will add a successor. Let
z be the ≤lex-greatest element of T . If αz > 0 then y = z. (In this case the Builder is continuing a branch.) If αz = 0 let
y be the ≤lex-greatest element of T such that αy is a successor and y has less than max(∆y) successors. (In this case the
Builder is beginning a new branch.) If there is no such z then the tree T is finished and the players will move to S and
finish S. Once both trees are finished the game is over.
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2. The Builder adds to T a new successor x to y,<y-larger than all of the existing successors to y.
3. The Builder will then determine if the Architect will move on this node. How this is done will be defined below.
4. If the Architect does make a move, he will choose dx ∈ ω. And then the Architect will state when his next move will
occur. (This is explained below.)
5. The Builder will choose∆x ⊆ ω. The Builder is free to choose any∆x whose elements are larger than all the elements of
the previous sets; but |∆x| is subject to the following determination.
(a) If the Architect has moved on x then dx has been chosen and |∆x| = dx + 1.
(b) The Architect does not move on x.
i. If x ∈ G(T ), and αx is a successor then |∆x| = 2.
ii. Otherwise, that is, x 6∈ G(T ) or αx is a limit then |∆x| = 1.
Now we define the Architect’s moves, which also will determine when he moves.
Definition 19 (The Architect’s Moves). Suppose the Builder has just constructed x ∈ T and the Architect is to move on x.
There are three distinct possibilities for when the Architect will next move and the Architect must specify which of these
three possibilities will apply.
1. The Architect will always move on a node x such that αx = β0 + · · · + βl where β0 + · · · + βm is the indecomposable
decomposition of β and l ≤ m. So in particular the Architect will make the first move of the game , choosing the size of
∆x of the root x.
2. The first possibility is that the Architect will not move on any node below x. In which case, the Architect will next move
on the<lex-least node z such that z ∈ G(T ) and |∆w| > 2 where w is the predecessor to z. (So w is a splitting node.) In
this case the Builder is beginning a new branch. If there is no such z then the Architect will make no more moves on T .
3. The second possibility is that the Architect will move below x, but only on nodes whose ordinal labels are less that αx(0).
In this case the Architect must specify the ordinal label, ν, where either β0 + · · · + βl for some l ≤ m or ν = αw(k)
where w is a node such that w >T x and k ≤ max(∆w). In the latter case w must be the < T -largest node such that
αw(0) ≤ ν < αw . Therefore there are only finitely many choices for ν. The Architect’s next move will then be on the
<lex-least node z such that z <T x, z ∈ G(T ) and αz = ν.
4. The final possibility is that the Architect will move below x on a node whose ordinal label lies in the interval [αx(0), αx).
In this case the position of the Architect’s nextmovewill depend on δx. (δxwas defined in part (5) of Definition 9, however
in practice we have δx = ∆x − {max(δx)}.) Let m = max(δx) and n = |δx|; then the Architect will next move on the
<lex-least node z such that z <T x, z ∈ G(T ) and αz = f αxn,m(αx(n)).
To summarize, the Architect moves on nodes where splitting occurs, either at the successors or at some place below a
limit node.
8. A Ramsey dichotomy
If H is a set such that the elements of H − {0, 1, . . . , k} have some property P then we say an element of H is sufficiently
largewith respect to P if it is greater than k.
Instead of Ramsey’s theorem we shall use a stronger result, the Nash-Williams theorem.
Definition 20. A set A ⊆ [ω]<ω is a block if no element of A is an initial segment of another element of A.
Theorem 17 (The Nash-Williams Theorem [6]). If A is a block and χ : A → 2 is a map then there exists an infinite set H ⊆ ω
such that χ is constant on A ∩ [H]<ω .
Definition 21. A position P in the game is the union of all of the Builders moves for an initial segment of the play.
Lemma 18. If P is a position in the game then the set
{s ∈ [ω]<ω : P ˆ s is a position and the next move is by the Architect}
is a block.
Proof. Clear from the definition of the game. 
Theorem 19. Given a coloring χ there exists an infinite subset H ⊆ ω such that, if the Builder plays each move sufficiently large
in H, then either the Architect has a winning strategy or every (sufficiently large) play for the Builder is a winning play.
Proof. We say that a position P of the game is determined on H if from the position P either the Architect has a winning
strategy or every play for the Builder has a winning play, provided the Builder plays sufficiently large in H . We prove the
following statement by induction. Note that the set of all positions can be ordered by end extension where the longer
sequence is considered to be smaller. This is a well founded ordering. Note the bottom nodes in this ordering are complete
positions for which no further extension is possible. These positions are determined since no further play is possible and the
game is already won or lost. This is the base of the induction argument. We shall now show that if all positions coming after
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a given position are determined the position itself is determined. Thus by induction the root position will be determined. If
K ⊆ ω is infinite and P is a position such that the next move is that of the Architect then there is an infinite H ⊆ K such
that P is determined on H .
Let P be a position in the game such that the next move is that of the Architect. LetM0,M1, . . . be an enumeration of the
possible next moves of the Architect. Let
Yn = {s ∈ [K ]<ω : P ˆ Mn ˆ s is a position and the next move is by the Architect}.
These sets are blocks and so by induction and the Nash-Williams theorem there are infinite sets K ⊇ H0 ⊇ H1 ⊇ . . . such
that the game P ˆ Mn is determined if the Builder plays sufficiently large in Hn. Let H = {h0, h1, . . . , hm, . . .} where hm is
themth element of Hm. Then for every n, P ˆ Mn is determined if the Builder plays sufficiently large in H . The position is thus
determined, for if the Architect has a winning strategy in one of the P ˆ Mn then the Architect has a winning strategy for P .
And if the Builder wins in each P ˆ Mn then the Builder wins in P . 
We shall need the following refinement of the above theorem in Section 9. The corollary says that if the Architect has a
winning strategy then we may assume that the strategy also produces pairs (T , S)with special properties.
Corollary 2. Assume that H0 ⊆ ω is an infinite set such that the Architect has a winning strategy if the Builder plays sufficiently
large in H0. Let [Wβ ]2 = G0 ∪ · · · ∪ Gn be a partition (not necessarily disjoint). Then there is an infinite H ⊆ H0 and i such that
the Architect has a winning strategy on H guaranteeing that the constructed pair (T , S) is in Gi.
Proof. Define the colorings:
χi =
{
0 if χ(T , S) = 0 or (T , S) 6∈ Gi
1 if χ(T , S) = 1 and (T , S) ∈ Gi.
By applying the theorem to each coloring in succession there is infinite H ⊆ H0 such that for each i ≤ n, either the
Architect or the Builder has a winning strategy on H with respect to χi. If for some i the Architect has a winning strategy
then we are done. So assume that each sufficiently large play of the Builder is a winning strategy for all χi and derive
a contradiction. Consider a play of the game where the Architect plays according to his winning strategy for χ and the
Builder’s moves are sufficiently large with respect to all of the colorings χi. If (T , S) is the resulting pair of trees we have
that χ(T , S) = 1 since the Architect has a winning strategy. On the other hand, for some i, (T , S) ∈ Gi and thus χ(T , S) = 0
since the Architect has a winning strategy for χi. This is a contradiction. 
9. A monochromatic set of type ωωβ
In the last section, a dichotomy was introduced which states that on some infinite H ⊆ ω either the Architect has a
winning strategy or each play of the Builder is a win, provided the Builder plays sufficiently large in H . In this section,
we make the assumption that each sufficiently large play of the Builder is a win. With this assumption a subset X of
Wβ is constructed such that the order type of X is ωω
β
and the coloring χ restricted to [X]2 takes the constant value
0. X will be a set such that each pair of elements S, T ∈ X are good, thus the restriction to study only good pairs is
justified.
X will be constructed by building a number of partial trees, each stage consists of taking an extension of one of the finitely
many partial trees which exists at that stage.
In taking a sequence of extensions of a partial tree T it is not possible to make every node split; for the definition of a
partial tree restricts the nodes which can split. The essence of the construction is that each node that can split, will split. The
set Tˆ defined below consists of the nodes which can split (and thus will split).
Definition 22. Let T be a partial tree. Let x ∈ T be a node and letw0, . . . , wk be the overnodes of x in decreasing order, that
is the nodes such that αx ∈ [αwi(0), αwi). Then x ∈ Tˆ provided x ∈ G(T ), and either αx = 0 or β0+· · ·+βl for l ≤ m (where
β0 + · · · + βm is the indecomposable decomposition of β), or both ) and (2) hold:.
1. for each i,
αx ∈ (αwi(ni − 1), αwi(ni)]
for some element ni of δwi , and
2. if ni is themi th element of δwi and gi = f
αwi
mi,ni then αx is in the image of gk ◦ · · · ◦ g0.
Note that the definition depends only on αx and the labels of w >T x and not on the value of∆x. Therefore whether x is
in Tˆ or not is independent of the choice of∆x.
Definition 23. The function gi = f αwimi,ni in (2) above is the collapsing function of xwith respect towi.
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Lemma 20. If x ∈ Tˆ and y is an overnode of x then y ∈ Tˆ .
Proof. First remark that an overnode of y must also an overnode of x. This is because if x ∈ Tˆ it is clear that y satisfies
condition (1) above, provided x does. As for the second condition, assume thatαy is not in the image of the function gi◦· · ·◦g0
where i is such that y = wi. The complement of the range of g0 ◦ · · · ◦ gi is a union of sets of the form (η(0), η]. Thus if αy is
in the complement of the range, the entire set (αy(0), αy] is in the complement of the range and so αx is not in the range of
gi ◦ · · · ◦ g0, contrary to assumption. 
Theorem 21. Assume each sufficiently large play of the Builder in an infinite set H ⊆ ω is a winning play. Then there is X ⊆ Wβ
such that
1. ot(X) = ωωβ ,
2. for all T , S ∈ X, (T , S) is good, and χ(S, T ) = 0.
Proof. We construct a tree T whose purpose is to keep track of the construction. Each node of T is a partial tree T , such
that for all x ∈ T , we have∆x ⊆ H . A node T of T is called final if T ∈ Wβ .
Each stage consists of adding a successor to one node of T . We will arrange the construction so that each non-final node
of T has infinitely many successors.
The following lemma says that for each n there are only finitely many initial segments of games such that all labels are
bounded by n. Since our assumption is that the Builder has a win provided he plays sufficiently large, this will imply that it
is possible for the Builder to play sufficiently large with respect to all games at a particular stage. For the rest of this section
this is the sense in which sufficiently large should be understood.
Lemma 22. If n ∈ ω then there are finitely many positions of the game (T , S) such that⋃
{∆x : x ∈ T ∪ S} ⊆ n.
Proof. There are only finitely many trees T such that
⋃
x∈T ∆x ⊆ n. The only real part is to see that there are only finitely
many choices the Architect can make for when his next move will occur. The only place where the Architect has many
choices is if he is to move less than αx(0) (see the end of Section 6) and must choose an ordinal ν. However the ordinal ν
must be of the form αw(k) for some w ∈ T and k, where k ≤ max(∆w). or an ordinal of the form β0 + · · · + βl for some
l ≤ m. 
The root of T is equal to the partial treewith one element labeledwith the ordinalβ . To construct T it suffices to describe
how to construct a successor to a node of T . Let T be the label of a node of T . By adding nodes and labels to T we build T ∗
as a successor node to T .
T ∗ is the end result of a sequence of extensions of T as follows. Let y be such that y is ≤lex-largest node of T and αy > 0
or if there is no such y then let y be ≤lex-least such that y has < max(∆y) successors. We will add a successor x to y. Since
αx is determined by αy and∆y we can decide if x ∈ Tˆ before choosing the label∆x. Now choose∆x as follows.
1. αx is a limit and x 6∈ Tˆ . Let h be a sufficiently large element of H . Define∆x = {h}.
2. αx is a limit and x ∈ Tˆ . Let n be any integer larger than any yet occurring in the construction. Let the next n sufficiently
large elements of H be h0, . . . , hn−1. Define∆x = {h0, . . . , hn−1}.
3. αx is a successor and x 6∈ G(T ). Let h be the next sufficiently large element in H . Define∆x = {h}.
4. αx is a successor, x ∈ G(T ) and x 6∈ Tˆ . Let the next two sufficiently large elements of H be h0 and h1. Define∆x = {h0, h1}.
5. αx is a successor, x ∈ G(T ) and x ∈ Tˆ . Choose a number n larger than any number which has previously occurred in
the construction. Let the next n sufficiently large elements of H be h0 . . . hn−1. Define∆x = {h0, . . . , hn−1} and add hn−1
successors to x.
6. If αx = 0 choose the next sufficiently large element, h of H and define∆x = {h}.
Repeat this process of extending T one node at a time until a state T ∗ is arrived at where either the<lex-largest labeled
node z is labeled with the ordinal zero and z ∈ G(T ∗) or the tree T ∗ is complete and has no more extensions, i.e. T ∗ ∈ Wβ .
At the point the extended tree T ∗ is a successor to T in T .
Let
X = {T ∈ Wβ |T is the label of a final node of T }
then we claim that X satisfies the theorem.
First we shall show that the set X is homogeneous.
The elements of X are complete trees and for T ∈ X the labels∆x of T define a canonical partition E on T as in Section 3,
and the partition E is good. If S is another element of X then E is a refinement of the partition on T induced by S. This is
because all the elements of a particular partition class of E were chosen during one stage of the construction and thus no
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member of a label of another tree can lie between two of the element of a class of E. And since a partition which has a good
refinement is itself good, the partition induced on any element of X by another element of X is good.
If x0 is the root of T then Blk(T ) = max ∆x0 . To verify that any pair (T , S) is good observe that if Blk(T ) < Blk(S) then
the only node of T which lies above T and S is the root of T . The successor of the root which lies above T must have been
constructed before the successor above S.
Since (T , S) is a good pair, there is a play of the game which results in (T , S). By construction the values of∆x chosen by
Player II were sufficiently large at each stage of the game and since Player II has a win, χ(T , S) = 0.
The remaining task is to prove that the order type of X is ωω
β
. The key is to analyse the sets Tˆ .
We shall relabel the nodes of Tˆ . By definition, if x ∈ Tˆ and αx 6= 0, then αx is in the image of gk ◦ · · · ◦ g0. Thus define the
ordinal label
αˆx = g−10 ◦ · · · ◦ g−1k (αx).
And if αx = 0 let αˆx = 0. Also define dx = |∆x| − 1. So we shall consider the tree Tˆ as a tree with ordinal labels αˆx, and
labels dx. Also the nodes x ∈ Tˆ such that αx = 0 are labeled with the same labels∆x they had received in T .
The following proposition describes the essential properties of the trees Tˆ for T ∈ X .
Proposition 23. 1. The ordinal labels αˆx of a path in Tˆ form an ancestral sequence.
2. A limit node in Tˆ has only one extension in Tˆ .
3. If T ∈ T and T1 is a successor to T in T , then Tˆ1 − Tˆ consists of a single path whose last element has an ordinal label of 0.
4. If x ∈ Tˆ and αˆx is a successor then x has dx many successors in Tˆ .
5. If x ∈ Tˆ and αˆx is a limit, and y ∈ Tˆ is the successor to x in Tˆ then αˆy = αˆx(dx),
Proof. First we prove (2) and then (1) in the case of x a limit. Let x ∈ Tˆ and αx be a limit. Let δx = {n0, . . . , nk}. And let
y ≤T x where y ∈ G(T ) and αy = f αxk,nk(αx(k)), such a y exists by Proposition 13 , for if u is a node on a path from x and
αu > f
αx
k,nk
(αx(k)) then αu(0) > f
αx
k,nk
(αx(k)). y is the unique successor to x in Tˆ : First, y is a successor to x in Tˆ for if y < z < x,
then αy < αz < αx and so αz is not in the image of f
αx
i,ni
for any i ≤ k, therefore z 6∈ Tˆ . We have that y is unique because, by
construction, no z where y < z < x can split, and x does not split (in T ) since x is a limit node, therefore the G-path from x
does not split before y.
This proves (2) for x a limit. Letw0, . . . , wl be the overnodes of x. Thenw0, . . . , wl, x are the overnodes of y. Let gi be the
collapse function corresponding towi and gx = f αxk,nk . Also write g = gk ◦ · · · ◦ g0.
Then
αˆy = g−1 ◦ g−1x (αy) = g−1(αx(k)) = g−1(αx)(k) = αˆx(k).
And the sequence is ancestral from x to y. This gives (1) when x is a limit. Note that k = |δx| = dx. Thus we have (5)
The proof of (1) in the case of a successor is a bit tricky. Let y ∈ Tˆ be a successor node and x ∈ Tˆ a successor to y in
Tˆ . Let u0, . . . , ul, w0, . . . , wk, in decreasing order, be the overnodes of y such that u0, . . . , ul are also over nodes of x, but
w0, . . . , wk are not overnodes of x. Let ni = minδwi , then
αy ∈ (αwi(ni − 1), αwi(ni)]
because no u below y and compatible with x hasw0, . . . , wk as overnodes. Let gi = f αwi0,ni . Then
g01 ◦ · · · ◦ g−1k (αy) = αw0(0)+ 1.
Because otherwise the ancestral sequence from y along a path containing x would contain a node u with ordinal label
gk ◦ · · · ◦ g0(αw0(0)+ 1) and thus u ∈ Tˆ and would havew0, . . . , wk as overnodes. Write u = ul then
g−10 ◦ · · · ◦ g−1k (αy) ∈ (αu(mj+1 − 1), αu(mj+1)]
for some j and wheremj+1 denotes the j+ 1 st element of δu. Now there are two cases.
1. αu(mj+1 − 1) < αw0(0) In this case αw0(0) is in the image of the collapsing maps defined by u0, . . . ul since αw0(0)+ 1
is in that image. Thus there is a node z, z <T y and<T -compatible with xwhich has label αw0(0). The overnodes of z are
u0, . . . ul and so z ∈ Tˆ . Therefore z ≤T x. Let hi be the collapsing map defined by ui. Then we have:
αˆy = h−10 ◦ · · · ◦ h−1l ◦ g−10 ◦ · · · ◦ g−1k (αy) = h−10 ◦ · · · ◦ h−1l (αw0(0)+ 1)
= h−10 ◦ · · · ◦ h−1l (αz)+ 1 = αˆz + 1.
So z = x.
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2. αu(mj+1 − 1) = αw0(0). Here the path from ymust contain a node z whose ordinal label is (f αuj,mj)(αu(j)). The overnodes
of z are u0, . . . ul.
Now
(f αuj+1,mj+1)
−1(αu(mj+1 − 1)+ 1) = αu(j)+ 1.
So αy and αz are collapsed by u, w0, . . . wk and u respectively onto successors. The composition of the common collapses
defined by u0, . . . , ul−1 will preserve the successors and so αˆy = αˆz + 1 and thus z = x and the sequence is ancestral
at y.
Now we prove (3). First note that G(T ) − G(T1) consists of a single path since by construction there is exactly one
x ∈ G(T )− G(T1) such that αx = 0. All of the other elements of G(T )− G(T1)must lie on a path above x. The node x is in
Tˆ − Tˆ1 since x ∈ G(T ) and αx = 0. So Tˆ − Tˆ1 ⊆ G(T )− G(T1) consists of a single path.
The statement (4) is clear from the construction. 
Note that the above proposition says in part that Tˆ ∈ Wβ .
Lemma 24. T1 < T2 if and only if Tˆ1 < Tˆ2.
Proof. Let T be the least element of T which precedes both T1 and T2. Let S1 and S2 be the successors to T above T1 and T2.
Since the first thing to be added to a node of T is a set ∆x = {h} where αx = 0, T1 and T2 will be ordered by the values of
h received by S1 and S2. As the later nodes get greater values we have T1 < T2 if and only if the node S1 was constructed
before S2.
To describe this case succinctly, let Tˆ0 be a successor to Tˆ in T and let x0 be the<lex-least element of Tˆ0 which is not in Tˆ .
Define the rank of the extension Tˆ0 of Tˆ to be |∆x| − 1. Note that this number is that number of successors x0 will receive if
x0 is a successor node and is the value by which the ordinal label of x0 will jump down if x0 is a limit node.
As to Tˆ0 and Tˆ1, they will be ordered according to their rank as extensions of Tˆ . By the facts mentioned above these values
are equal to the size of the set δx. When these sets were constructed, their sizes were chosen to be larger than any previous
number in the construction, thus the smaller of the trees will be constructed first. This agrees with the situation for the trees
T1 and T2. 
Therefore, to prove that the order type of X is ωω
β
(2) shows that it is sufficient to prove that the order type of the set
{Tˆ |T ∈ X} is ωωβ . The proof that {Tˆ |T ∈ X} has the correct order type is best carried out in an abstract situation.
Definition 24. Define a set Y of trees to be free if the following conditions are satisfied.
1. The one-point tree is in Y .
2. For each T ∈ Y and each n < ω there is an extension T1 ∈ Y of T of rank greater than n such that T1 − T consists of a
single path whose minimal element has ordinal label 0.
Lemma 25. If Y is free set of trees whose roots are labeled with γ and Z = Y ∩Wγ then ot(Z) ≥ ωωγ .
Proof. By induction on γ .
Case 1. γ is a limit. Fix n < ω,we show that ωω
γ (n) ≤ ot(Z).
Say that an extension where only a single path is added is a simple extension. Let T ∈ Y be a simple extension of the
one-point tree such that the successor to the root is labeled with γ (m+ 1) for somem ≥ n. Thus T consists of a single path.
Let z be the node of T such that αz = γ (m)+ 1. Let S be any extension of T such that z is the≤lex-least element which has
< dz successors.
Let
Z0 = {Rx|R ∈ Z, R an extension of S, and x is the first successor to z not in S}.
Then Z0 is free and by induction
ot(Z) ≥ ot(Z0) ≥ ωωγ (m) .
Since nwas arbitrary we have
ot(Z) ≥ ωωγ (n)
for all n < ω. Thus
ot(Z) ≥ ωωγ .
Case 2. γ is a successor. γ = ζ + 1. Let n ∈ ω. Let T be a minimal extension of the one-point tree of such that dz > nwhere
z is the root of T . Let the successors of z in T be x1, . . . , xk+1 for some k ≥ n. Any complete extension of T can be identified
with a sequence of k trees each with root ζ . Therefore by another induction on k,
ot(Z) ≥ ωωζ ·(k).
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And since kwas arbitrary
ot(Z) ≥ ωωζ+1 . 
10. A monochromatic triangle
In this last section we adopt the assumption that the Architect has a winning strategy and use the strategy to construct a
triple monochromatic in color 1. It is only this last part of the proof that is sensitive to the number of indecomposables in β
and to the size of the finite clique. We present first the proof in the case where β is indecomposable. Discussion of the case
of two indecomposables follows afterward. If β is indecomposable we may assume that β(0) = 0.
Lemma 26. If H ⊆ ω infinite is such that the Architect has a winning strategy provided the Builder plays sufficiently large in H
then there is a triple in color 1.
Proof. For notation, let (i, j, k) be any permutation of (1, 2, 3). We construct three trees T1, T2, T3 ∈ Wβ , where T1 <
T2 < T3. As there are three pairs of trees, (T1, T2), (T1, T3) and (T2, T3), the construction is three games being played
simultaneously. This means that each node x in each tree Tk has two labels, ∆k,ix and ∆
k,j
x one for each of the two pairs
involving tree Tk. Thus Tk can bemade into a labeled tree in two different ways, one using the labels∆k,ix the other using∆
k,j
x .
This means that there are also two different G-sets corresponding to the two different labelings; we denote the two sets by
Gi(Tk) and Gj(Tk).
Note that the sets ∆k,ix and ∆
k,j
x cannot be completely independent, for example max ∆k,ix = max ∆k,jx which is equal to
the number of successors of x.
The construction proceeds as follows.
1. The Builder builds trees T1, T2 and T3 following the≤lex order of each tree.
2. For each node of x ∈ Tk the Builder chooses labels, ∆k,ix ,∆k,jx ⊆ H . If αx = 0 then the Builder only chooses one label ∆x.
The labels are chosen to be increasing and sufficiently large.
3. The Builder continues to construct nodes of a tree Tk until he reaches a node x ∈ Tk such that αx = 0 and x is in the either
of the sets Gi(Tk) or Gj(Tk). At this point the Builder will move to one of the other trees Ti or Tj.
4. The Architect will move on a node of Tk when it is appropriate to do so in either of the games (Tk, Ti) or (Tj, Tj).
The two essential points that remain to be defined are:
1. The order in which the trees T1, T2, T3 are constructed. That is, which tree does the Builder work on when he has come
to the end of a partition class in Tk.
2. How the sets∆k,ix and∆
k,j
x are related for each x ∈ Tk.
The main point to be verified is that partition defined on Tk by the sets ∆k,ix is the same as the partition on Tk defined
by the oscillation of Seq (Tk) with Seq (Ti). We shall accomplish this by making the regions where Ti and Tj partition Tk as
disjoint as possible.
We remark that from this point forward there is no canonical way to proceed. We present what is the simplest pattern
for the conclusion.
To further define the construction there are two cases.
Definition 25. Let (T , S) be a good pair of elements fromWβ . Let D = {D1, . . . ,Dn} and E = {E1, . . . , Em} be the partitions
which T and S induce on each other. The pair (T , S) is inside if n+m is odd and is outside if n+m is even.
The corollary to the Ramsey dichotomy says we may assume that the winning strategy of the Architect always results in
an inside pair or in an outside pair.
We shall consider the inside case, which is slightly more difficult, and leave the modifications for the outside case to the
reader.
The order is which the trees are constructed is specified by the following diagrams. To read the diagrams note that each
is a picture of only the G-sets, that is the set Gi(Tk)∪Gj(Tk), along with the final branch of the tree. Secondly the labels at the
bottom of a branch define in which order the paths are constructed, the path with label 1 is constructed first followed by the
path (2, 1) and then (2, 2), etc followed by (3, 1) and so on until 7, the last path constructed. Each bracket then represents
a cell of the partition, the path leading down to it being the G-set which terminates in the maximum element of the cell. For
each pair (Ti, Tj) of trees the cells, determined by the partitions Seq(Ti) and Seq(Tj) induce on each other, can be determined
by the ordering of the bracketed intervals. Thus for (T2, T3) the (2, i)’s are all individual cells (1 ≤ i ≤ 2l+1), but for (T1, T2)
the union of the (2, 2k+ 1) intervals is a single cell.
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1 (3, 1) (3, 3) . . . (3, 2h+ 1) (5, 1) . . . (5, 2g + 1) 7
T1
(2, 1) (2, 3) . . . (2, 2l+ 1) (5, 2) . . . (5, 2g) 6
T2
(2, 2) (2, 4) . . . (2, 2l) (3, 2) . . . (3, 2h) 4
T3
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Consider the tree T1. The first path labeled, with 1, is the first partition class with respect to both trees T2 and T3.
The Builder begins by constructing against the Architect’s strategy the part of the tree above cell 1. He stops (cell 1
in completed when he constructs an x with αx = 0 and x ∈ G2(T1) (x will also be in G2(T3)), and proceeds to
T2 playing against the Architect’s strategy. The Builder then alternates between tree T2 and T3. The Builder will know
that he has reached the cell (2, 2l + 1) (he does not a priori know the value of l) when there are no more possible
elements of G3(T2). Or equivalently Player I will make no more moves in the game (T2, T3). He then begins the (3, n)
alternation.
Thus between the points 1 and (3, 1) lie all of the points (2, 1), (2, 3), . . . , (2, 2l + 1). The next time elements of tree
T2 occur are between (5, 1) and (5, 3). So the path (5, 1) is the end of the second partition class of T1 with respect to tree
T2. It is important to remark that the paths (5,−) branch off higher that the paths (3,−). This can be accomplished by the
appropriate choice of the sets ∆1,2x and ∆
1,3
x for x the root of T1. In this regard we describe in detail the first stages of the
construction. The first node constructed is the root of tree T1 and the Architect will move on this node. Since this is the first
move the strategy of the Architect, hewill specify the samemove in both games (T1, T2) and (T1, T3). So say that the Architect
determines the size of both sets ∆1,2x and ∆
1,3
x as m + 1. Then the Builder will choose 2m + 1 sufficiently large elements
of H , h1, . . . , h2m+1, and let ∆1,2x = {hm+1, . . . , h2m+1} and ∆1,3x = {h1, . . . , hm, h2m+1}. This is a very important move for
it ensures that the points where T1 splits with respect to tree T2 are higher than with respect to tree T3. Note that here we
are using the assumption that β(0) = 0 which is only possible when β is indecomposable. Also from this point forward
the nodes where the Architect moves in the games (T1, T2) and (T1, T3) are distinct. This means that in the remaining cases
the relation between the sets ∆1,2x and ∆
1,3
x is trivial, that is, in most cases one of the two sets will have size 1, in which
case its single element is the maximal element of the other. The exceptions to this occur only for successor nodes along
the branch labeled with 1 in the picture. Above the point where path (5, 1) branches off the two sets have size 2 and are
equal. At the point where (5, 1) branches off the Architect may make a move in the game (T1, T2), (but not in (T1, T3) by
the above remark). If the Architect chooses the size of the set ∆1,2x to be n + 1 then the Builder chooses n + 1 sufficiently
large elements, h1, . . . hn+1 of H and sets∆1,2x = {h1, . . . , hn+1} and∆1,3x = {h1, hn+1}. A similar construction occurs at the
points where the paths (3,−) branch off, the role of the two sets is simply the reverse of that above. The remaining trees can
be analysed in the same way and the relevant information can be seen from the diagrams and by applying the rules of the
game.
This establishes the cases needed to prove that ωω
β → (ωωβ , 3)2 for β an indecomposable ordinal.
Now we give the relevant information for two indecomposables. The basic setup is the same. The trees given below
describe how the trees are related to one another. We now give those points in the tree where the Architect moves on a
node in both games. And how the sets δ for these nodes are related.
1. Tree T1:
(a) For the root x the elements of δ1,2x are larger than those of δ
1,3
x .
(b) x is on the path to (3, 1) and αx = β2 the elements of δ1,3x are larger than those of δ1,2x .
2. Tree T2:
(a) For the root x the elements of δ2,1x are larger than those of δ
2,3
x .
(b) x is on the path to (2, 2l) and αx = β2 the elements of δ2,3x are larger than those of δ2,1x .
3. Tree T3:
The root x is the only place where the Architect moves in both games and here the elements of δ3,2x are larger than those
of δ3,1x .
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(2, 2) . . . (2, 2l+ 1) (4, 2) . . . (4, 2h) 5
T3

11. Conclusion
The proof uses a theorem of Erdos and Milner.
Theorem 27 (Erdos–Milner). Let α, γ < ω1, n < ω. If
ωα → (ω1+γ , k)2
then
ωα+γ → (ω1+γ , 2k)2.
Corollary 3. For all µ < ω1 and n < ω,
ω1+µ·m → (ω1+µ, 2m)2.
See [9] for a proof of these results.
Theorem 28. Let β < ω1 be the sum of one or two indecomposable ordinals, then
ωω
β → (ωωβ , 3)2.
Proof. By the Erdos–Milner theorem we can assume that if S, T ∈ Wβ are such that Blk(T ) = Blk(S), then χ({T , S}) = 0
Applying the Ramsey dichotomy of Section 3 there is an infinite set H ⊆ ω such that either the Architect has a winning
strategy or every play of the Builder is a win for sufficiently large moves of the Builder.
If the Builder has a winning strategy then by the theorem of Section 5 there is a triangle in color 1 and we are done. If the
Builder always wins then by the lemma of Section 4 there is a set X ⊆ Wβ , homogeneous in color 0 and such that the order
type of X is ωω
β
. 
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12. Negative results
The purpose of this section is to prove negative partition relations, which complement the positive relations in the paper.
This shows that no major improvement of the main theorem is possible. Although the proofs and notation are our own, we
make no claims here to priority, or to present the best known results.
Theorem 29. 1. If β is the sum of two indecomposable ordinals then
ωω
β 6 →(ωωβ , 6)2.
2. If β is the sum of three indecomposable ordinals then
ωω
β 6 →(ωωβ , 4)2.
3. If β is the sum of≥4 indecomposable ordinals then
ωω
β 6 →(ωωβ , 3)2.
The way to prove these relations is to find some pattern or type, and color the pairs according to the pattern. One then
shows on the one hand that the pattern occurs in every set of size ωω
β
and on the other hand that it is impossible to have a
triple or quintuple of elements which pairwise satisfy the pattern.
The first task can be accomplished in a general way by the following lemma.
Let α be any countable ordinal and let U(α) be the set of all finite increasing sequences of elements of α. Let U(α) be
ordered lexicographically. U(α)will not be a well order under this ordering.
Definition 26. A set X ⊆ U(α) has l-freedom if for some there is an element t ∈ U(α) and a set A ⊆ α of order type α such
that for every β ∈ A the set
{s ∈ U|t̂ 〈β 〉̂ s ∈ X}
has (l− 1)-freedom. A set has 0-freedom if it is non-empty.
The following crude lemma will suffice for our purposes.
Lemma 30. Let α be indecomposable. If Y ⊆ U(α) and ot(Y ) ≥ α2l then Y has l-freedom.
Proof. Let i be largest such that there is s ∈ U of length i and for which the set {t ∈ Y | t  i = s} has order type ≥ α2l. Let
A ⊆ α be the set of elements β such that Z(β) = {t ∈ Y | ti = β} has order type ≥ α2l−2. Note that by the definition of i,
ot(Z(β)) < α2l−1. If the order type of A is α then by induction on l, we are done. Assume that the order type of A is less than
α then we show that the order type of Y is less than α2l. Next note that if 〈γg : g < α〉 is a sequence such that γg < α2l−2
for all g then
∑
γg ≤ α2l−1. And further since α is indecomposable, we have that if γ < αm then γ +αm = αm. Thus means
that in the sum,
ot(Y ) =
∑
{ot(Z(β))| β ∈ α},
only those terms coming from Awill make a significant contribution, or explicitly,∑
{ot(Z(β))| β ∈ α} ≤
∑
{ot(Z(β))| β ∈ A} + α2l−1.
And finally, since the order type of A is less than α, say δ, we have∑
{ot(Z(β))| β ∈ A} ≤ α2l−1 · δ < α2l.
Thus we have ot(Y ) < α2l, contrary to assumption. 
To apply this lemma to the case at hand, let X ⊆ Wβ be a set of order type ωωβ such that the lexicographic order of
{Seq(T ) | T ∈ X} coincides with the order of X as a subset ofWβ . Such a set was constructed in the proof of Theorem 33.
Assume that β = ωδ1 + · · · + ωδn and let βi = ωδ1 + · · · + ωδi for 1 ≤ i ≤ n.
Define a map fromWβ to U(Wβn−1); let T ∈ Wβ and, in increasing ≤lex order, let x1, . . . , xk, be the nodes of T such that
αx = βn−1, map T to 〈Tx1 , . . . , Txk〉.
Definition 27. Denote the image of a set X ⊆ Wβ under this map as P(X).
Now, the image of X under this map has order type ωω
β
in the lexicographic order of U(Wβn−1). Thus the lemma applies
and we can extract l-freedom from this set. By repeating we see that there is enough freedom on each level βi to construct
the necessary patterns. See the remarks at the end of the proof of Theorem 31 below for more details.
Now we describe the patterns required for the negative relations.
Definition 28. Let T ∈ Wβ and let E be a convex subset of Seq(T ). Let S be any other element of Wβ such that Seq(T ) ∩
Seq(S) = ∅.
1. S breaks E if there are elements a, b ∈ E and c ∈ Seq(S) such that a < c < b.
2. S isolates E if there are elements c, d ∈ Seq(S) and such that (c, d) ∩ Seq(S) = ∅ and (c, d) ∩ Seq(T ) = E.
1214 R. Schipperus / Annals of Pure and Applied Logic 161 (2010) 1195–1215
We define the level of a node x as follows.
Definition 29. If x is a node of T with ordinal label 0, and x is not the<tot-greatest or least element of T , let y ≥T x be least
such that y 6∈ G(T , E). Define the level of x to be equal k where αy ∈ (βk−1, βk]. If however x is the <tot-greatest or least
element of T then define the level of x to be equal to nwhere β is the sum of n indecomposables.
If E ⊆ Seq(T ) then the level of E is equal to the level of x where x is such that Sx = {max (E)}. However, if the x is the
<tot-greatest or least node of T and Sx ⊆ E then the level of E is n.
The notation which we shall employ is as follows. Trees will be denoted by the symbols A, B, C, . . .. The symbols
A1, A2, A3, . . . will denote convex subsets of Seq(A) with levels 1, 2, 3, . . .. Any such symbol may occur many times, and
each occurrence will denote different convex sets.
So, for example the word A3, B3, A2, B1, A2, B3, A3 describes the situation of two trees A and B inW3 such that Seq(A) is
split into four pieces by B, the first piece is of level 3 and the next two pieces are each of level 2. Also, B is split into 3 pieces
the first of level 3 and the second of level 1. The first and last pieces must always have level n by the second clause of 29.
Now we prove
Theorem 31.
ωω
β 6 →(ωωβ , 6)2
where β is the sum of two indecomposables.
Proof. Color a pair {A, B}where A < B in color 1 if Seq(A) ∩ Seq(B) = ∅ and they have the following type:
A2, B2, A1, B2, A1, B2, A1, B2, A2.
Nowwe argue that it is impossible to have six elements which pairwise exhibit this type. Assume that there is such a six
element clique of trees say, A, B, C,D, E, F where A < B < C < D < E < F . First note that no second level element of A is
isolated by B. Thus no second level element of B is isolated by C . B isolates several first level elements of A so C must also
isolate several first level elements of A. Clearly these two restrictions on C imply that C must lie between two second level
elements of B which must be represented in the above type as . . . B2, A1, B2 . . .. Now we concentrate only on this interval.
The same considerations for C also hold for D and thus at best we have an interval of the form C2, A1, C1, B1, C2 inside which
Dmust lie. (The interval could also be of the form C2, B1, C1, A1C2 but they are symmetric and it does not matter which we
choose.) Now looking at the intervals between second level elements of Dwe have patterns of only the following forms:
D2, C1, A1,D2 or D2, A1, C1, B1,D2 or D2, A1, C1,D2 or D2, C1, B1,D2 or D2, B1, C1,D2.
Thus E must lie inside an interval of the second form. Finally, inside the intervals between second level elements of E, we
have the possible forms
E2, B1, C1E2 or E2, C1, A1E2 or E2, C1, B1E2 or E2, A1, C1E2,
where only the A, B and C first level elements are shown. Clearly which ever of these intervals F lies in, it will be unable to
isolate a first level element of one of A, B or C .
We will now indicate why every subset of order type ωω
β
must contain a pair of the given type. The argument is general
and apply equally to the other types to be discussed in this section.
Let X0 ⊆ Wβ have order typeωωβ and be such that its ordering as a subset ofWβ and its lexicographic ordering coincide.
Such a set was constructed in Theorem 21. Now X1 = P(X0) ⊆ U(Wβ0) (see Definition 27 has 1-freedom). So there is
X2 ⊆ Wβ0 and t ∈ U(Wβ0) such that for all T ∈ X2 there is s ∈ U(Wβ1) such that t̂ T ŝ ∈ X1. Now X2 has order type
ωω
β0 so let X3 = P(X2) ⊆ U(ω) has 3-freedom. Thus there exists X4 ⊆ ω and r ∈ U(ω) such that for all n ∈ X4, the set
{s ∈ U(ω]|r̂ n̂ s ∈ X4} has 2-freedom. Now we begin to construct a pair according to the specification. First choose the
block A2 as t̂ r now choose B2 by an analogous but separate procedure then choose n ∈ X4 larger than B2. n is the beginning
of the first A1 block. We now repeat this procedure two times using the 2-freedom of the above set to obtain the second and
third A1 blocks. The last A2 block is the s from X1 above. 
Next we prove
Theorem 32.
ωω
β 6 →(ωωβ , 4)2
where β is the sum of three indecomposable ordinals.
Proof. The pattern is
A3, B3, A1, B3, A2, B3, A1, B3, A3.
Assume that we have four elements A < B < C < Dwhich form a clique for this pattern. Notice that no third level element
of A is isolated, Thus C and Dmust lie between two third level elements of B. Since a second level element of A is isolated, C
and Dmust lie in
B3, A2, B3.
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Similarly, Dmust lie between two third level elements of C and since Dmust isolate a second level element of A and B, there
must be two adjacent third level elements of C which contain second level elements of both A and B between them. This is
impossible because then C could not isolate first level elements of A to the right and left of the second element of A. 
Theorem 33.
ωω
β 6 →(ωωβ , 3)2
where β is the sum of four indecomposables.
Proof. Here the pattern is
A4, B4, A1, B1, A1, B1, A3, B2, A1, B2, A4,
B2, A1, B2, A3, B1, A1, B1, A1, B4, A4.
Assume that we have a clique A < B < C in this pattern. Note that the pattern is symmetric about the central A4 element.
B isolates a single fourth level element of A and so C must isolate fourth level elements of both A and B. Therefore C must
break the central A4 element and either one of the B4 elements at the ends. By symmetry we assume that it is the first B4
element. Now B does not isolate a second level element of A, thus C cannot isolate a second level element of B. This, and the
fact that C breaks A4 implies that no part of C can lie in the interval
A1, B1, A1, B1, A3, B2, A1.
This implies that the first element of Awhich C isolates is A3, and this is a contradiction since the leftmost isolated element
of Amust be of the first level. 
In light of the positive results we see that
ωω
2 → (ωω2 , 3)2
but
ωω
2 6 →(ωω2 , 6)2.
Thus it is not true that α→ (α, 3)2 implies α→ (α, n)2 for all n < ω.
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