We give a survey on recent advances at the forefront of research on probabilistic knowledge bases for representing and querying large-scale automatically extracted data. We concentrate especially on increasing the semantic expressivity of formalisms for representing and querying probabilistic knowledge (i) by giving up the closed-world assumption, (ii) by allowing for commonsense knowledge (and in parallel giving up the tuple-independence assumption), and (iii) by giving up the closed-domain assumption, while preserving some computational properties of query answering in such formalisms.
Introduction
In the recent years, there has been a strong interest in building large-scale probabilistic knowledge bases (PKBs) from data in an automated way, which has resulted in several systems, such as DeepDive [De Sa et al., 2016; , NELL [Mitchell et al., 2015] , Microsoft's Probase [Wu et al., 2012] , and Google's Knowledge Vault [Dong et al., 2014] . These systems continuously crawl the Web and extract structured information, and thus populate their databases with millions of entities and billions of tuples. A recent survey on such systems has been given in [Hossain and Schwitter, 2018] .
To what extent can these search and extraction systems help with real-world use cases? This turns out to be an openended question. For example, DeepDive is used to build knowledge bases for domains such as paleontology, geology, medical genetics, and human movement [Ku et al., 2015; Peters et al., 2014] . Google's Knowledge Vault has compiled more than a billion facts from the Web and is primarily used to improve the quality of search results on the Web. Currently, it can even estimate the trustworthiness of more than 119M sources [Dong et al., 2015] .
From a broader perspective, the quest for building large knowledge bases serves as a new dawn for artificial intelligence (AI) research. Fields such as information extraction, natural language processing (e.g., question answering), relational and deep learning, knowledge representation and reasoning, and databases are taking initiative towards a common goal. Querying large-scale probabilistic knowledge bases is commonly regarded to be at the heart of these efforts.
Beyond all these success stories, however, probabilistic knowledge bases still lack the fundamental machinery to convey some of the valuable knowledge hidden in them to the end user [Weikum et al., 2016] , which seriously limits their potential applications in practice. These problems are rooted in the semantic expressivity of probabilistic databases (PDBs) [Imieliński and Lipski, 1984; Fuhr and Rölleke, 1997; , which are used for encoding most probabilistic knowledge bases. Most relational PDB management systems are restricted in their expressivity in three dimensions: the relational dimension, the knowledge dimension, and the probabilistic dimension.
More specifically, along the relational dimension, PDB systems are restricted by two shortcomings, all of which are inherited from classical databases:
• The closed-world assumption states that any fact that is not entailed by the knowledge base is false, i.e., has probability 0.
• The closed-domain assumption fixes the domain of discourse to a finite set of known constants, i.e., those that appear in the database.
In the knowledge dimension,
• the lack of commonsense knowledge means that PDB systems cannot infer new facts from stated ones in the way a human does intuitively.
All three limitations have been crucial for the efficiency, and hence the success, of classical database systems. They are also well-justified in an environment where the data are wellcurated and of high quality, e.g., for small-to-mid-scale companies' internal knowledge management systems. However, in recent years, it has been increasingly recognized that when dealing with automatically constructed large-scale knowledge bases, these restrictions need to be relaxed to allow for more flexibility and expressivity [Weikum et al., 2016] .
There is an additional tradeoff between expressivity and efficiency along the probabilistic dimension of PDBs:
• The most popular PDB model employs the tuple-independence assumption, i.e., it views every extracted fact as an independent Bernoulli variable, which means that all facts in the database are assumed to be probabilistically independent.
Open-Domain Again, this has been crucial for the success of PDB systems; nonetheless, this assumption is unnatural in many real-world applications, which need to express at least some correlations or conditional dependencies between pieces of information. Following the recent paradigms in querying probabilistic data and knowledge bases , we survey the landscape of current research on relaxing these four restrictions towards more expressive probabilistic knowledge base formalisms. These restrictions are tightly connected, as we illustrate in Figure 1 . Along the relational dimension (blue), we observe an increase in expressivity from closed-world, closed-domain PDBs (bottom) to open-world, open-domain approaches (top). In the knowledge dimension (green), we distinguish models that can encode commonsense knowledge. Along the probabilistic dimension (orange), we compare tuple-independent models (left) to ones that allow correlations between facts and explicit conditional dependencies (right). This classification clearly abstracts away from other subtle differences among these formalisms; more details are given in the relevant sections.
In the rest of this paper, we first introduce the basic PDB models, highlighting the development of successful systems, and then address relaxing the closed-world assumption, the lack of commonsense knowledge, and finally the closeddomain assumption. The discussion of probabilistic dependencies is internal to each section.
Probabilistic Databases
Tuple-independent probabilistic databases (PDBs) [Dalvi and Suciu, 2007] are a simple and intuitive model for adding probabilities to classical databases, interpreted using the standard possible-worlds semantics. A possible world is a combination of true and false facts, and is assigned a probability by multiplying the probabilities of the true facts with the complementary probabilities of those facts that are believed to be false. A query (i.e., formula) is evaluated by summing up the probabilities of all those worlds where it is satisfied. Example 1. Consider the following tuple-independent PDB P, which assigns the probability 0.5 to several selfexplaining facts composer(haydn): 0.5, teacherOf(haydn, beethoven): 0.5, knows(haydn, beethoven): 0.5, friendOf(haydn, mozart): 0.5, e.g., Joseph Haydn was recognised to be a composer with a certainty of 0.5. The conjunctive query
is evaluated to a probability of 0.25, since it is satisfied in all worlds in which the first and the third facts are true. Dalvi and Suciu [2012] have shown that evaluating unions of conjunctive queries is either possible in polynomial time (safe), or it is #P-hard (unsafe), and gave an effective algorithm to recognise and evaluate safe queries. However, the class of safe queries is small, and it is crucial to achieve scalability for unsafe queries, using the insights provided by the structure of safe queries. Beyond exact query evaluation, it is well known that unions of conjunctive queries can be approximately evaluated in polynomial time, since such queries are positive (existential) DNF formulas, for which polynomial time approximation schemes exist [Karp et al., 1989] .
The tuple-independent PDB model has been extended towards expressing probabilistic dependencies. In blockindependent-disjoint (BID) PDBs [Dalvi et al., 2009] , each relation is grouped into blocks, and the facts of each block are assumed to be disjoint (i.e., mutually exclusive), while the facts of different blocks are assumed to be independent. Conditional PDBs (C-PDBs) and U-databases allow to encode further dependencies between facts by annotating them with propositional formulas [Green and Tannen, 2006; Antova et al., 2008] ; this allows them to represent any probability distribution over the set of possible worlds.
Query evaluation over PDBs is closely related to the task of weighted (first-order) model counting [Gribkoff et al., 2014b; Beame et al., 2017] . For solving either task, the method of knowledge compilation has proven fruitful, where the PDB is translated into a different representation over which queries can be evaluated more efficiently. While the translation may be time-consuming, this effort is paid off when a large number of queries needs to be answered over the same PDB. In this way, knowledge compilation solvers can be applied to tasks that are PP-complete [Park and Darwiche, 2004] , such as threshold query evaluation over PDBs [Jha and Suciu, 2013; Olteanu and Schleich, 2016] . Tensor factorization has recently also been applied to PDBs [Krompaß et al., 2014] .
There exists a multitude of PDB systems, such as MystiQ [Boulos et al., 2005] , SPROUT [Fink et al., 2011] , SlimShot [Gribkoff and Suciu, 2016] , MayBMS [Antova et al., 2008] , and Tuffy [Niu et al., 2011] , which are based on a variety of exact and approximate query evaluation techniques. A recent survey on query answering over probabilistic data has been given in [Van den Broeck and Suciu, 2017] .
Open-World Assumption
Most real-world probabilistic knowledge bases encode only a portion of the real world, and this description is, in most cases, incomplete. However, for computational efficiency reasons, PDBs typically lack a suitable handling of incompleteness. In the query semantics, most of these systems employ the closed-world assumption, i.e., any fact that is not entailed by the knowledge base is assigned the probability 0, and thus assumed to be impossible, although it actually has some unknown probability in [0, 1]. Hence, many queries evaluate to the probability 0, which makes it impossible to distinguish queries that should intuitively differ. Example 2. We illustrate the effects of the closed-world assumption on the PDB P from above, where all missing facts have the probability 0, i.e., they are false. The following two queries both evaluate to the probability 0 over the PDB:
In particular, the fact bornIn(haydn, austria) is assumed to have the probability 0 (i.e., to be false); however, this assumption is likely incorrect. Indeed, bornIn(haydn, austria) may even have the probability 1 (i.e., may be true), which would result in Q 2 having the probability 0.5. In contrast, Q 3 is unsatisfiable and should always have the probability 0, no matter how incomplete the PDB is. That is, the closed-world assumption forces a very flat representation, which makes it impossible to even distinguish a satisfiable query from an unsatisfiable one.
Since [Reiter, 1980] , the closed-world assumption has been widely criticised in the context of classical data and knowledge bases, and alternatives have been proposed. Similar arguments apply to PDBs and probabilistic knowledge bases. In fact, for real-world applications of PDBs, it is common to use the so-called local closed-world assumption [Dong et al., 2014] , a relaxed version that is, however, still distant from the open-world assumption, which allows all facts to have a nonzero probability, even if they do not follow from the database.
An alternative approach is to set the probabilities of facts that are not in the database to a default probability interval. This approach, i.e., allowing unknown facts to take on probabilities from an interval, belongs to the area of imprecise probabilities [Levi, 1980] . The resulting inference over sets of probability distributions is harder than inference over a single distribution; for efficiency reasons, one is thus interested in closed and convex sets of distributions in the spirit of credal networks [Cozman, 2000] . In open-world PDBs (OpenPDBs) [Ceylan et al., 2016a] , the dichotomy result and algorithm for PDBs [Dalvi and Suciu, 2012] were lifted to the case where unknown facts take on a value from a default probability interval, without decreasing the class of safe queries.
Commonsense Knowledge
Another limitation of PDBs is the lack of commonsense knowledge. This shows up in real-world applications of PDBs: nowadays, results of Web search usually come with structured information boxes whenever possible, e.g., the search for "Mozart" or "Beethoven" results in a box containing basic information about them, such as their date of birth and their compositions. This information is linked to the underlying knowledge base [Dong et al., 2014] , but when it comes to query answering, these systems lack a means of intuitive reasoning. This problem is also closely linked to the tuple-independence assumption in PDBs. Example 3. The query Q 4 asking whether there is a composer who knows both Mozart and Beethoven, ∃x(composer(x)∧knows(x, beethoven)∧knows(x, mozart)) is evaluated to the probability 0, since the fact knows(haydn, mozart) is missing from the knowledge base. Even using open-world PDBs, this fact would only be assigned a default probability interval, i.e., would be equally likely as knows(haydn, elvis). However, the PDB P actually contains concrete information about this fact, namely that Haydn was a friend of Mozart. The only missing link is the commonsense knowledge that friends of course know each other. Furthermore, under tuple-independence, the query
evaluates to the probability 0.5 ⋅ 0.5 = 0.25. But, if Haydn is a teacher of Beethoven, then he also knows Beethoven, i.e., these tuples are not independent. So, the probability of Q 5 should actually be 0.5.
As we can see, adding commonsense knowledge to a probabilistic knowledge base can help improving query answers. Reasoning exploits such basic knowledge to deduce implicit consequences from data, and this kind of knowledge is essential for querying large-scale PDBs in an uncontrolled environment, i.e., the internet. Realistic data models should thus incorporate commonsense knowledge, which is also inherently connected to giving up the tuple-independence assumption of standard PDBs. Indeed, this knowledge automatically induces implicit dependencies between facts, which means that the tuple-independence assumption does not hold anymore (cf. Figure 1) .
The need to relax the tuple-independence assumption and to allow for representing commonsense knowledge has already been recognized in several recent approaches to PKBs, e.g., based on Markov logic networks (MLNs) [Richardson and Domingos, 2006; Jha and Suciu, 2013; Gribkoff and Suciu, 2016] . There, the PDB is viewed as a set of weighted facts in an MLN; additional soft/hard constraints are imposed through a set of weighted/unweighted rules. This is closely related to maximum-entropy (ME) models, where the probability distribution is obtained as the one of maximum entropy satisfying some constraints; intuitively, such a model makes the least assumptions on dependencies between tuples, and leaves all unaffected tuples independent [Jaynes, 1957] .
In particular, the recent system SlimShot [Gribkoff and Suciu, 2016] reduces such PKBs to tuple-independent PDBs with additional logical constraints; it also provides certain accuracy guarantees; but the numbers and sizes of the resulting independent probabilistic facts grow very quickly with the number of logically related facts. Other related approaches based on Markov logic networks, like Tuffy [Niu et al., 2011] and DeepDive [De Sa et al., 2016; , use Markov Chain Monte Carlo (MCMC) for probabilistic inference, or a variant called MC-SAT [Poon and Domingos, 2006] . In general, however, such approximating algorithms do not provide any accuracy guarantees.
Other probabilistic formalisms that allow to encode commonsense knowledge, but still make the closed-domain assumption, are based on (function-free) probabilistic logic programming, covering positive as well as more general logic programs, such as normal and disjunctive normal logic programs. In particular, in probabilistic logic programming under the distribution semantics (e.g., probabilistic Datalog [Fuhr, 1995] , Bayesian logic programs [Kersting and De Raedt, 2001 ], ProbLog [De Raedt et al., 2007] , and probabilistic description logic programs [Lukasiewicz et al., 2011] )-which is perhaps closest in spirit to PDBs-different joint instantiations of random variables specify subsets of a logic program and thus their least Herbrand models. Along with probability distributions over the values of each random variable and an independence assumption on the random variables, this then generates a probability for each joint instantiation, and thus overall a probability distribution (or a set of probability distributions) over all Herbrand models.
Observe that this is fundamentally different from the probabilistic semantics above that are based on Markov logic networks or maximum-entropy models. Furthermore, this distribution semantics for probabilistic logic programs is an example where the independence of a collection of random variables is not in conflict with a large amount of commonsense knowledge, as the latter is defined on top of instantiations of the random variables. Note also that probabilistic logic programs under the distribution semantics allow to encode explicit conditional dependencies between the probabilistic facts, similar to Bayesian networks; for a recent survey on probabilistic logic programming under the distribution semantics and their ability to encode Bayesian networks, see [De Raedt and Kimmig, 2015] . Importantly, many approaches to probabilistic logic programming also make a closed-world assumption (cf. Figure 1 ), e.g., the distribution semantics assigns the probability 0 to facts that are not entailed in any possible world, and approaches to probabilistic logic programming with nonmonotonic negation in rule bodies employ negation as failure as part of their semantics.
There are also many alternative approaches to probabilistic logic programming that are not based on the distribution semantics, such as the ones in [Lukasiewicz, 2001; Kern-Isberner and Lukasiewicz, 2004; Lukasiewicz, 2008b] ; they are based on a language of conditional constraints, which specifies a convex set of probability distributions over a finite set of Herbrand models, the maximum-entropy model in that convex set of probability distributions, and a probabilistic default semantics, respectively. The approach in [KernIsberner and Lukasiewicz, 2004 ] is similar to the probabilistic semantics above that are based on MLNs or maximumentropy models; however, a crucial difference is that conditional probabilities are a modeling primitive, while the above MLNs and maximum-entropy models only model unconditional probabilities as primitives.
Open-Domain Assumption
All the approaches in the previous section have in common that they also allow for modelling logic-based commonsense knowledge. However, since they are based on grounding universally quantified variables in first-order formulas with known constants of a finite domain, they essentially only allow for encoding propositional logical knowledge, and not fully fledged first-order knowledge, as it already occurs in (rather restricted) ontology languages that are used to formulate commonsense knowledge. In particular, e.g., standard MLNs cannot express full existential quantification, which may introduce unknown individuals, as illustrated by the following example.
Example 4. Consider the constraint "every employee has a private address". Unless the private address of employee A is explicitly mentioned in the PDB, in an MLN, this constraint means that A must be assigned a private address that is either (a) a private address of another employee that is mentioned in the data, or (b) a completely different object, e.g., an employee or a department. Obviously, neither (a) nor (b) reflects the intended meaning.
Interpreting databases under fully fledged first-order commonsense knowledge in the form of ontologies is closely related to ontology-based data access (OBDA) [Poggi et al., 2008] , which has been very widely studied in the context of classical databases, and also addresses the need for openworld, open-domain querying. Ontology-based access to probabilistic data has been studied for the lightweight description logics EL and DL-Lite, and the data complexity dichotomy in PDBs has been lifted [Jung and Lutz, 2012] ; they also describe the case of a more expressive ontology language that causes all CQs of a certain form to become #P-hard. The paper considers the more expressive languages of the Datalog ± family and provides results both relative to PDBs and OpenPDBs. It shows that the semantic differences between these formalisms lead to different results, and also identifies tractable cases.
Most of the recent work on probabilistic query answering using ontologies is based on lightweight ontology languages, such as the approaches to Bayesian description logics in [d'Amato et al., 2008; Ceylan and Peñaloza, 2015; , which combine the description logics of the DLLite family and the description logic EL, respectively, with Bayesian networks [Pearl, 1988] . The underlying probabilistic semantics can be generalized to other ontology languages and graphical probabilistic models as well. For example, a closely related approach is the one to probabilistic Datalog ± in [Gottlob et al., 2013] , which combines Datalog ± with Markov logic networks [Richardson and Domingos, 2006] . In [Ceylan et al., 2016b] , the computational complexity of query answering in probabilistic Datalog ± under the possible worlds semantics is investigated. In closely related work [Lukasiewicz et al., 2016; , the computational complexity of query answering over annotation-based PDBs under Datalog ± is explored. There are many alternative approaches to probabilistic ontology languages that are based on a different probabilistic semantics (for a survey, see [Lukasiewicz and Straccia, 2008] ), such as the approach in [Lukasiewicz, 2008a] , which uses a probabilistic default reasoning semantics, and which allows to represent and reason about terminological probabilistic knowledge about classes of individuals, as well as assertional probabilistic knowledge about single individuals.
The need for the open-domain assumption has also been recognized in statistical relational formalisms. The probabilistic programming language BLOG [Milch et al., 2005] allows to encode probabilistic models with unknown objects (i.e., objects that may not be known a priori and may not be directly and uniquely identified), and thus to perform inference over open domains. In [Singla and Domingos, 2007] , also MLNs were extended to an open domain by allowing universal quantifiers to range over an infinite domain (but not existential quantifiers as used in Example 4). Rather recently, a probabilistic extension of Datalog is proposed in [Bárány et al., 2017] to also cope with infinite domains.
There are also many approaches to open-domain probabilistic logic programming (with function symbols) under the distribution semantics, such as probabilistic Horn abduction [Poole, 1993] , PRISM [Sato and Kameya, 1997] , the independent choice logic [Poole, 1997] , and P-log [Baral et al., 2009] . The main idea behind the underlying probabilistic semantics is that a well-definedness condition ensures finite probability distributions even in the presence of function symbols, namely, by guaranteeing that there are only finitely many different possible worlds (often along with assuming that their canonical Herbrand models are also finite).
Alternative Inference Tasks
In addition to query evaluation and computing conditional probabilities, a lot of research effort has also focused on explaining probabilistic knowledge bases. The explanation of the behaviour of AI systems is widely regarded as an important item on the agenda of AI research in general. In probabilistic models, this encompasses research on established inference tasks such as maximum a posteriori (MAP) computations and most probable explanations (MPE), e.g., in probabilistic graphical models [Koller and Friedman, 2009] , as well as recent trends towards notions of causality, e.g., in database research [Meliou et al., 2010; Kanagal et al., 2011] .
In MPE and MAP, one is interested in finding the most plausible instantiation of a set of probabilistic variables that explains a given observation. In our setting, this corresponds to identifying tuples that contribute the most to the satisfaction of an observed query. Example 5. One may ask, for example, what are the tuples from P that are responsible for the query Q 1 -the answer being, of course, composer(haydn) and knows (haydn, beethoven) . If the PDB contains more composers that knew Beethoven, the task is to find the combination of tuples with the highest probability. This task is more important in the presence of commonsense knowledge, where it is not always so clear which tuples contribute to satisfying the query.
For MLNs and probabilistic logic programming approaches, this is one of the central inference tasks investigated [Richardson and Domingos, 2006; De Raedt and Kimmig, 2015] . For tuple-independent PDBs, first investigations into this problem for a variety of database and ontology-based query languages have been made in [Gribkoff et al., 2014a; .
More generally, research on causality in (probabilistic) databases also tries to explain negative query answers, as well as rank the causes according to their responsibility, a measure of the influence they have on the query result [Meliou et al., 2010; Kanagal et al., 2011] 
Summary and Outlook
We have surveyed recent advances in querying probabilistic knowledge bases. We focused on research efforts to increase the semantic expressivity of formalisms for representing and querying probabilistic knowledge. Our survey does not provide a deep discussion in terms of the scalability issues in each of the above formalisms, which is still a very active research area, and there are big challenges remaining in this regard. On the other hand, expressive semantic representations do not necessarily lead to a computational overhead; for example, it is well-known that some ontology languages admit rewritings into unions of conjunctive queries; meaning that they can essentially be evaluated on PDB systems using existing approximation schemes.
All the above topics are also subject to heavy present research activities on representing and querying probabilistic knowledge. Despite all the described advances, further research efforts will be necessary to unlock the full potential of probabilistic knowledge bases in applications in practice.
