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DIMENSION AND DECOMPOSITION IN MODULAR
UPPER-CONTINUOUS LATTICES
JOS ´E R´IOS MONTES AND ANGEL ZALD´IVAR CORICHI
ABSTRACT. We translate notions and results of decomposition and dimension
theories for module categories, into the lattice environment. In particular we
translate dimension theory in module categories to complete modular upper-
continuous lattices.
1. INTRODUCTION
The notions of dimension and decomposition for module categories have been
extensively studied for many authors from different perspectives. Starting with the
commutative case, the notions of primary decompositions and Krull dimension,
have been extended to the non-commutative setting. Moreover, these construc-
tions have also been extended to an arbitrary abelian category. Good accounts for
these developments are [4, 7, 9, 10]. The book [2] organizes all the distinct de-
compositions and dimensions in module categories and gives a general point of
view for the treatment of these theories via radical functions, quasi-decomposition
functions and quasi-dimension functions. Most of these treatments use lattice con-
cepts for the particular case of the lattice of all torsion theories [3]. Later on, in
[13] the author describes an analogue treatment of decompositions for modules of
[2] for complete, modular, meet-continuous (upper-continuous) lattices via allo-
cations. In the same setting as [2, 13] we develop the general dimension theory
that is not developed in [2]. The organization of the paper is as follows: Section
2 gives the general background necessary for most of the paper. In Section 3 we
develop the general setting of allocations and we introduce the concept of aspect
for complete modular upper-continuous lattice . We also investigate some proper-
ties and relations with allocations. Section 4 is an account based in some results
of [13] with some generalizations. Section 5 describes the notion of dimension for
complete modular upper-continuous lattices. We prove that this notion is exactly
the analogue for module categories via filtrations of torsion theories. In Section
6 we prove that the concept of quasi-dimension function in a module category is
intrinsically linked with the concept of aspect for the lattice of submodules of a
given module M .
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2. PRELIMINARIES AND BACKGROUND MATERIAL
An idiom (A,≤,
∨
,∧, 1¯, 0) is a complete, upper-continuous, modular lattice,
that is, A is a complete lattice that satisfies the following distributive laws:
(IDL) a ∧ (
∨
X) =
∨
{a ∧ x | x ∈ X}
holds for all a ∈ A and X ⊆ A directed, and
(ML) (a ∨ c) ∧ b = a ∨ (c ∧ b)
for all a, b, c ∈ A. These lattice were introduced in [11], and a more recent account
is in [14]. We also need the following class of idioms: A frame (A,≤,∨,∧, 1¯, 0)
is a complete lattice that satisfies
(FDL) a ∧ (
∨
X) =
∨
{a ∧ x | x ∈ X}
for all a ∈ A andX ⊆ A any subset. Two fundamental examples are the following:
Given a ring R and any left R-module M , the lattice SubR(M) of all submodules
of M is modular and upper-continuous, hence it is an idiom. Frames are the al-
gebraic version of a topological space. Indeed, if S is a topological space then its
topology, O(S) is a frame. The correspondence S 7→ O(S) has been extensively
studied, for example see [6] and [8]. It is important to mention that frames are
characterized by an implication. Recall that in any lattice A, an implication in A is
an operation ( ≻ ) given by x ≤ (a ≻ b) ⇔ x ∧ b ≤ a, for all a, b ∈ A. For a
proof of the following fact, see [12].
Proposition 2.1. A complete lattice A is a frame if and only if A has an implica-
tion.
We will use the following concepts. An inflator on an idiom A is a function
d : A → A such that x ≤ d(x) and x ≤ y ⇒ d(x) ≤ d(y). A pre-nucleus d
on A is an inflator such that d(x ∧ y) = d(x) ∧ d(y). A stable inflator on A is an
inflator such that d(x)∧y ≤ d(x∧y) for all x, y ∈ A. Let I(A) denote the set of all
inflators on A, P (A) the set of all prenuclei, and S(A) the set of all stable inflators.
Clearly, P (A) ⊆ S(A) ⊆ I(A). A closure operator is an idempotent inflator c on
A, that is, is an inflator such that c2 = c. Let C(A) the set of all closure operators
inA. A nucleus on A is a idempotent pre-nucleus. LetN(A) be the set of all nuclei
on A. All these sets are partially ordered by d ≤ f ⇔ d(a) ≤ f(a) for all a ∈ A.
Note that the identity function idA and the constant function d¯(a) = 1¯ for all a ∈ A
(where 1¯ is the top of A) are inflators. These two inflators are the bottom and the
top in all these partially ordered sets. Moreover, we can describe the infimum
∧
I
of any subset I ⊆ L, for L ∈ {I(A), P (A), S(A), C(A), N(A)}, as the function
on A given by (
∧
I)(a) =
∧
{f(a)|f ∈ I} for each a ∈ A. It is immediate that
this function lies in L, and is the infimum of the family I . Therefore, each of these
sets is a complete lattice.
Inflators tell us something about the complexity of the idiom. Indeed, given an
inflator d ∈ I(A), let d0 := idA, dα+1 := d ◦ dα for a non-limit ordinal α, and let
dλ :=
∨
{dα|α < λ} for a limit ordinal λ. These are inflators, ordered in a chain
d ≤ d2 ≤ d3 ≤ . . . ≤ dα ≤ . . . .
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By a cardinality argument, there exists an ordinal γ such that dα = dγ , for α ≥ γ.
In fact, we can choose γ the least of these ordinals, say ∞. Thus, d∞ is an inflator
such that d ≤ d∞, but more important this inflator satisfies d∞d∞ = d∞, that is,
d∞ is a closure operator on A. We say that an idiom A has d-length if d∞(0) = 1¯,
that is, the associated idempotent d∞ is just the top of I(A). In order to have
a workable notion of dimension one has to work with the complete lattice on all
nuclei:
Theorem 2.2. For any idiom A, the complete lattice of all nuclei N(A) in A is a
frame.
A proof of this fact can be found in [11, 12, 14]. Another important fact about
nuclei is that any element j ∈ N(A) gives a quotient of A, the set Aj of elements
fixed by j. Even more, Aj is an idiom, and thus many properties of A are reflected
in Aj . Since N(A) is an idiom, it has his own inflators, and we may consider any
stable inflator S over N(A). Following Simmons we said that a nucleus j over
A has S-dimension if S∞(j) = d¯. In particular, for the nucleus idA of A, since
AidA = A, if idA has S-dimension θ, then we say that the S-dimension of A is
θ. This is actually the central idea of dimension: Given a property in the idiom A,
this property gives a stable inflator S, and we want to measure how far A or some
quotient Aj , with respect to the nucleus j, has the property; that measure is the
ordinal θ. To organize all these, there is a frame, the base frame of the idiom A.
Next, following Simmons [11], we review the construction of the base frame
and other special frames used for the ranking and dimension of idioms. If A
is an idiom and a, b ∈ A satisfy a ≤ b, the interval [a, b] is the set [a, b] =
{x ∈ A | a ≤ x ≤ b}. Denote by I(A) the set of all intervals of A. Given two
intervals I, J , we say that I is a subinterval of J , denoted by I → J , if I ⊆ J , that
is, if I = [a, b] and J = [a′, b′] with a′ ≤ a ≤ b ≤ b′ in A. We say that J and I are
similar, denoted by J ∼ I , if there are l, r ∈ A with associated intervals
L = [l, l ∨ r] [l ∧ r, r] = R
where J = L and I = R or J = R and I = L. Clearly, this a reflexive and
symmetric relation. Moreover, if A is modular, this relation is just the canonical
lattice isomorphism between L and R.
We say that a set of intervals A ⊆ I(A) is abstract if is not empty and it is
closed under ∼, that is,
J ∼ I ∈ A ⇒ J ∈ A.
An abstract set B is a basic set of intervals if it is closed by subintervals, that is,
J → I ∈ B ⇒ J ∈ B
for all intervals I, J . A set of intervals C is a congruence set if it is basic and closed
under abutting intervals, that is,
[a, b][b, c] ∈ C ⇒ [a, c] ∈ C
for elements a, b, c ∈ A. A basic set of intervals B is a pre-division set if
∀ x ∈ X
[
[a, x] ∈ B ⇒ [a,
∨
X] ∈ B
]
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for each a ∈ A and X ⊆ [a, 1¯]. A set of intervals D is a division set if it is a
congruence set and a pre-division set. Put D(A) ⊆ C(A) ⊆ B(A) ⊆ A(A) the set
of all division, congruence, basic and abstract set of intervals in A. This gadgets
can be understood like certain classes of modules in a module category R-Mod,
that is, classes closed under isomorphism, subobjects, extensions and coproducts.
From this point of view C(A) and D(A) are the idioms analogues of the Serre
classes and the torsion (localizations) classes in module categories.
Note that B(A) is closed under arbitrary intersections and unions, hence it is a
frame. The top of this frame is I(A) and the bottom is the set of all trivial intervals
of A, denoted by O(A) or simply by O. The frame B(A) is the base frame of the
idiom A.
The family C(A) is closed under arbitrary intersections, but suprema are not
unions; to describe the suprema we take any basic set B and the least congruence
set that contains it, this usual construction leads to a inflator over the base frame
B(A) as follows: For each B ∈ B(A), let Cng(B) be the set of all intervals [a, b]
which can be partitioned by B, that is, there is a finite chain a = x0 ≤ . . . ≤ xi ≤
. . . ≤ xm+1 = b such that [xi, xi+1] ∈ B for each 0 ≤ i ≤ m. Note that, by
definition, B ⊆ Cng(B). As in Lemma 5.3 of [11] for each basic set B, Cng(B)
is the least congruence set that includes B. Moreover, Cng( ) is a nucleus over the
frame B(A) with fixed set C(A), that is, C(A) is a frame.
An interval [a, b] is simple if there is no a < x < b that is [a, b] = {a, b}. Denote
by Smp be the set of all simple intervals. An interval[a, b] of A is complemented
if it is a complemented lattice, that is, for each a ≤ x ≤ b there exist a ≤ y ≤ b
such that a = x ∧ y and b = x ∨ y. Let Cmp be the set of all complemented
intervals. In fact, for every B we can define Smp(B) and Cmp(B): the former is
the set of intervals that are B-simple, that is, the set of all [a, b] such that for each
a ≤ x ≤ b, [a, x] ∈ B or [x, b] ∈ B, and the latter is the set of all intervals that
are B-complemented, that is, [a, b] such that for every a ≤ x ≤ b exists a ≤ y ≤ b
such that [a, x∧y] ∈ B and [x∨y, b] ∈ B. With this, we have that Smp = Smp(O)
and Cmp = Cmp(O).
There are others special sets of intervals: Given anyB ∈ B(A) denote by Crt(B)
the set of intervals such that for all a ≤ x ≤ b we have a = x or [x, b] ∈ B; this
is the set of all B-critical intervals. Denote now by Fll(B) the set of all intervals
[a, b] such that, for all a ≤ x ≤ b there exists a ≤ y ≤ b with a = x ∧ y
and [x ∨ y, b] ∈ B; this is the set of all B-full intervals. Note that Smp(O) =
Crt(O) and Cmp(O) = Fll(O). In [11] Simmons proves that for any B ∈ B(A),
Crt(B) ≤ Smp(B), Fll(B) ≤ Cmp(B), Smp(B) ≤ Cmp(B) and Crt(B) ≤
Fll(B). Moreover, he shows that for any B ∈ B(A) the sets Smp(B),Cmp(B) and
Crt(B),Fll(B) are basic. He also proves that Smp( ),Cmp( ) ∈ S(B(A)) and
Crt( ),Fll( ) ∈ P (B(A))
For the set D(A) and for any B ∈ B(A) we can describe the least division
set that contains it. Since D(A) is closed under arbitrary intersections, denote by
Dvs(B) that division set that contains it. In [11] it is proved that Dvs( ) is a
nucleus over B(A) and the quotient of this nucleus is D(A). In fact, there is a
relation with this frame and the frame N(A): To describe this relation, take any
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basic set B and a ∈ A; define |B|(a) =
∨
X, where x ∈ X ⇔ [a, x] ∈ B. This
produces the associated inflator of B. Moreover, if the basic set B is a congruence
set, then |B| is a pre-nucleus in A, and if it is a division set, then |B| is a nucleus.
In this way we have for every division set a nucleus. Now, given a nucleus j we
can construct a division set [a, b] ∈ Dj ⇔ j(a) = j(b). These correspondences
are bijections and moreover they define an isomorphism between D(A) and N(A),
with this we have:
Theorem 2.3. If A is an idiom, then there is an isomorphism of frames
N(A)←→ D(A)
j ←→ D
given by
j 7−→ Dj [a, b] ∈ Dj ⇐⇒ b ≤ j(a)
D 7−→ j = |D|
The Dvs-construction can be described it in a useful way:
Theorem 2.4. For every B ∈ B(A) we have
[a, b] ∈ Dvs(B)⇐⇒ (∀a ≤ x < b)(∃x < y ≤ b)[[x, y] ∈ B],
for each interval [a, b].
Details are in [11], and a more recent account is given in [15] and [16].
Example 2.5. An interval [a, b] is simple if there is no a < x < b that is [a, b] =
{a, b}. Denote by Smp be the set of all simple intervals. An interval[a, b] of A is
complemented if it is a complemented lattice, that is, for each a ≤ x ≤ b there
exist a ≤ y ≤ b such that a = x ∧ y and b = x ∨ y. Let Cmp be the set of all
complemented intervals. In fact, for every B we can define Smp(B) and Cmp(B):
the former is the set of intervals that are B-simple, that is, the set of all [a, b] such
that for each a ≤ x ≤ b, [a, x] ∈ B or [x, b] ∈ B, and the latter is the set of all
intervals that are B-complemented, that is, [a, b] such that for every a ≤ x ≤ b
exists a ≤ y ≤ b such that [a, x ∧ y] ∈ B and [x ∨ y, b] ∈ B. With this, we have
that Smp = Smp(O) and Cmp = Cmp(O).
There are others special sets of intervals: Given any B ∈ B(A) denote by
Crt(B) the set of intervals such that for all a ≤ x ≤ b we have a = x or
[x, b] ∈ B; this is the set of all B-critical intervals. Denote now by Fll(B) the
set of all intervals [a, b] such that, for all a ≤ x ≤ b there exists a ≤ y ≤
b with a = x ∧ y and [x ∨ y, b] ∈ B; this is the set of all B-full intervals.
Note that Smp(O) = Crt(O) and Cmp(O) = Fll(O). In [11] is proved that
for any B ∈ B(A), Crt(B) ≤ Smp(B), Fll(B) ≤ Cmp(B), Smp(B) ≤ Cmp(B)
and Crt(B) ≤ Fll(B). Moreover, one can shows that for any B ∈ B(A) the
sets Smp(B),Cmp(B) and Crt(B),Fll(B) are basic. Also it can be seen that
Smp( ),Cmp( ) ∈ S(B(A)) and Crt( ),Fll( ) ∈ P (B(A))
6 JOS ´E R´IOS MONTES AND ANGEL ZALD´IVAR CORICHI
3. Λ-ALLOCATIONS AND Λ-ASPECTS
In [13] the author introduces the concept of Λ-allocation for an idiom A to study
the decomposition of intervals on A. This concept can be understood as the id-
iomatic version of the decomposition theory in [2].
Definition 3.1. If Λ is a complete lattice, for an idiom A a Λ-allocation is a func-
tion ϕ : I(A) −→ Λ that satisfies the following:
(1) ϕ(l ∧ r, r) = ϕ(l, l ∨ r) with r, l ∈ A.
(2) ϕ(a, b) ≤ ϕ(a, c) for a ≤ c ≤ b.
(3) ϕ(a, c) ∧ ϕ(c, b) ≤ ϕ(a, b) for a ≤ c ≤ b.
(4) ϕ(a,∨X) = ∧ {ϕ(a, x) | x ∈ X} for a ∈ A and X ⊆ [a, 1¯] directed.
In item (4) of Definition 3.1 the subset X can be independent over a, this is
pointed in 6.2 of [13]. In [13] Simmons shows that for any idiom A there is always
a N(A)-allocation given by χ : I(A)→ N(A), where χ(a, b) is the unique largest
nucleus that satisfies χ(a, b)(a) ∧ b = a.
Denote by Sit(A,Λ) = {ϕ | ϕ is a Λ-allocation}. It is almost immediate that
Sit(A,Λ) is a poset. Moreover, it is a complete lattice. Now, take any f : A −→ A′
idiom morphism and ϕ ∈ Sit(A′,Λ). Then, consider the induced poset morphism
I(f) : I(A) → I(A′) and the composition ϕ ◦ I(f) : I(A) → Λ. From the
definition and the fact that f is monotone we have that ϕ ◦ I(f) ∈ Sit(A,Λ).
Setting f∗ : Sit(A′,Λ)→ Sit(A,Λ) the following is straightforward.
Proposition 3.2. Let be Λ a complete lattice. Then, Sit( ,Λ) : ID −→ CL is a
contravariant functor from the category of idioms ID to the category of complete
latticesCL.

Now, fixing the first component consider any morphism between two complete
lattices, ̺ : Λ→ Γ. Thus, for any Λ-allocation ϕ consider the composition ̺ ◦ ϕ :
I(A)→ Γ. It is easy to see that this function is a Γ-allocation, and thus:
Proposition 3.3. If A is any idiom, then Sit(A, ) : CL −→ CL is a covariant
endofunctor in the category of complete lattices and preserves monomorphisms.

Proposition 3.4. Let be Λ a complete lattice and A an idiom. Then, there is a
function Q : Sit(A,Λ) × Λ→ C(A) given by [a, b] ∈ Q(ϕ,α) ⇔ α ≤ ϕ(x, b) for
all x ∈ [a, b]. Moreover
(1) For every ϕ ∈ Sit(A,Λ), the function Q(ϕ, ) : Λop → C(A) is a ∧-
morphism in CL.
(2) For every α ∈ Λ, the function Q( , α) : Sit(A,Λ) → C(A) is a ∧-
morphism in CL.
Proof. First we show that Q(ϕ,α) ∈ B(A) for every ϕ ∈ Sit(A,Λ) and every
α ∈ Λ. From (1) of Definition 3.1 it follows that Q(ϕ,α) is abstract. Now, let
[a, d] ∈ Q(ϕ,α) and take a ≤ b ≤ c ≤ d. For any b ≤ x ≤ c, we have that
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ϕ(x, d) ≥ α. But from (2) of Definition 3.1 we have that ϕ(x, d) ≤ ϕ(x, c), that
is, [b, c] ∈ Q(ϕ,α). Now consider [a, b], [b, c] ∈ Q(ϕ,α), and let x ∈ [a, c]. Thus,
a ≤ b ∧ x ≤ b and b ≤ x ∨ b ≤ c. Hence, by the hypothesis, ϕ(x ∧ b, b) ≥ α and
ϕ(b ∨ x, c) ≥ α. On the other hand, we have ϕ(x, c) ≥ ϕ(x, b ∨ x) ∧ ϕ(b ∨ x, c),
and from modularity we deduce that [x ∧ b, b] ∼= [x, x ∨ b]. The last inequality, by
(1) of Definition 3.1, is ϕ(x, b ∨ x) ∧ ϕ(b ∨ x, c) = ϕ(x ∧ b, b) ∧ ϕ(b ∨ x, c). But
this infimum is above α, and thus ϕ(x, c) ≥ α, that is, Q(ϕ,α) ∈ C(A).
Now, to prove part (1), note that if α ≤ α′ in Λ, then Q(ϕ,α′) ≤ Q(ϕ,α) by
definition. Thus, if X ⊆ Λ we have that Q(ϕ,
∨
X) ≤
⋂
{Q(ϕ,α)| α ∈ X}.
But, for any [a, b] ∈
⋂
{Q(ϕ,α)| α ∈ X} we have that ϕ(x, b) ≥ α for ev-
ery α ∈ X. Therefore, ϕ(x, b) ≥
∨
X, that is, [a, b] ∈ Q(ϕ,
∨
X), and hence⋂
{Q(ϕ,α)| α ∈ X} = Q(ϕ,
∨
X).
For part (2), observe that if ϕ ≤ ϕ′, then Q(ϕ,α) ≤ Q(ϕ′, α). The result is
immediate now. 
We know that Dvs( ) : B(A)→ B(A) is a nucleus, so Dvs( ) : C(A)→ D(A)
is a frame morphism, in particular a ∧-morphism.
Corollary 3.5. Let be Λ a complete lattice and A an idiom. Then,
(1) For every ϕ ∈ Sit(A,Λ), the function Dvs( ) ◦ Q(ϕ, ) : Λop → D(A) is
a ∧-morphism in CL.
(2) For every α ∈ Λ, the function Dvs( ) ◦ Q( , α) : Sit(A,Λ) → D(A) is a
∧-morphism in CL.
Proof. Direct from Proposition 3.4 and the previous observation. 
For every idiom A and any complete lattice Λ, we have a function S : Λ →
Sit(A,Λ) defined by S(α)(a, b) = α. The following is straightforward.
Proposition 3.6. Let Λ be a complete lattice and A an idiom. Then, the function
S : Λ → Sit(A,Λ) defined by S(α)(a, b) = α, is an embedding in the category of
complete lattices.
Definition 3.7. Let be Λ a complete lattice. For an idiom A, a Λ-aspect is a func-
tion ϕ : I(A) −→ Λ that satisfies the following:
(1) ϕ(l ∧ r, r) = ϕ(l, l ∨ r), for r, l ∈ A.
(2) ϕ(a, c) ∨ ϕ(c, b) = ϕ(a, b), for a ≤ c ≤ b.
(3) ϕ(a,∨X) = ∨ {ϕ(a, x) | x ∈ X}, for a ∈ A and X ⊆ [a, 1¯] directed.
Denote by App(A,Λ) = {ϕ | ϕ is a Λ-aspect}. It is immediate that App(A,Λ)
is a poset and a complete lattice. Take any idiom morphism f : A −→ A′ and
ϕ ∈ App(A′,Λ). Consider the induced poset morphism I(f) : I(A) → I(A′).
Then, ϕ◦I(f) : I(A)→ Λ, and from the definition and the fact that f is monotone
we have ϕI(f) ∈ App(A,Λ). For f∗ : App(A′,Λ) → App(A,Λ) the following
is immediate.
Proposition 3.8. Let be Λ a complete lattice. Then, App( ,Λ) : ID −→ CL is a
contravariant functor from the category of idioms ID to the category of complete
lattices CL. 
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Consider now any morphism between two complete lattices, ̺ : Λ → Γ. Thus,
for any Λ-aspect ϕ, we have ̺ ◦ ϕ : I(A) → Γ, and it is easy to see that this
function is a Γ-aspect. We have shown:
Proposition 3.9. If A is any idiom then, App(A, ) : CL −→ CL is a covariant
endofunctor in the category of complete lattices and preserves monomorphisms.

Proposition 3.10. Let be Λ a complete lattice and A an idiom. Then, there is a
function M : App(A,Λ) × Λ → C(A) given by [a, b] ∈ M(ϕ,α) ⇔ ϕ(a, b) ≤ α
that satisfies
(1) For every ϕ ∈ App(A,Λ), the function Mϕ : Λ→ C(A) is a
∧
-morphism
in CL.
(2) For every α ∈ Λ, the function Mα : App(A,Λ)→ C(A) is a
∧
-morphism
in CL.
Proof. Take (ϕ,α) ∈ App(A,Λ). By (1) of Definition 3.7 we have that M(ϕ,α)
is abstract. Now, consider [a, d] ∈ M(ϕ,α) and a ≤ b ≤ c ≤ d. Then by (2) of
Definition 3.7 we have that ϕ(a, c) ≤ ϕ(a, d) ≤ α, and again by (3) of Definition
3.7, ϕ(a, c) = ϕ(a, b) ∨ ϕ(b, c) ≤ α. Therefore, ϕ(b, c) ≤ α, and hence M(ϕ,α)
is basic. Now, take [a, b], [b, c] ∈M(ϕ,α). Then, α ≥ ϕ(a, b) ∨ϕ(b, c) = ϕ(a, c),
that is, [a, c] ∈M(ϕ,α). Parts (1) and (2) are now straightforward. 
As in the case of a Λ-allocation, for any α ∈ Λ we have a function R(α) ∈
App(A,Λ) given by R(α)(a, b) = α. A direct calculation gives:
Proposition 3.11. Let be Λ a complete lattice and A an idiom. Then, the function
R : Λ → App(A,Λ) defined by R(α)(a, b) = α, is an embedding in the category
of complete lattices.

As an example of this, define ξ : I(A) → D(A) by ξ(a, b) = D(a, b), where
D(a, b) is the least division set that contains the interval [a, b]. It is clear that ξ( )
is a D(A)-aspect of A.
Theorem 3.12. Let A any idiom and Λ a complete lattice. Then, there is poset-
morphism
H : App(A,Λ) −→ Sit(A,Λ)op
given for ψ ∈ App(A,Λ) by H(ψ)(a, b) = ∨ {α ∈ Λ|[a, b] ∈ Dvs(M(ψ,α))}.
Proof. We must check that H(ψ) ∈ Sit(A,Λ). First observe that condition (1) of
Definition 3.1 is clearly satisfied. For the other parts of Definition 3.1, consider
any interval [a, c] on A and take a ≤ b ≤ c. From the definition of H(ψ) we
have that H(ψ)(a, c) ≤ H(ψ)(a, b). Now, from the fact that ψ(a, b) ∨ ψ(b, c) =
ψ(a, c) we deduce that H(ψ)(a, b) ∧ H(ψ)(b, c) ≤ H(ψ)(a, c). Now, let X ⊆
[a, 1¯] be a directed set. From the above paragraph we have that H(ψ)(a,
∨
X) ≤∧
{H(ψ)(a, x)|x ∈ X}. For the other comparison, observe that since ψ is a Λ-
aspect, we have ψ(a,
∨
X) =
∨
{ψ(a, x)|x ∈ X}. Thus, ψ(a, x) ≤ ψ(a,
∨
X).
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Hence, ψ(a,
∨
X) ≤ H(ψ)(a, x) for all x ∈ X, and therefore ψ(a,
∨
X) ≤∧
{H(ψ)(a, x)|x ∈ X}. Thus,
∧
{H(ψ)(a, x)|x ∈ X} ≤ H(ψ)(a,
∨
X). Lastly,
consider any ψ ≤ ψ′ in App(A,Λ). Then, from the definition of H we have that
H(ψ′) ≤ H(ψ), that is, H is a poset morphism. 
4. SOME CONSTRUCTIONS FOR Sit(A,Γ)
In this section we analyse how the elements of Sit(A,Γ) lead to decomposition
theories for the idiom A. As in the case of categories of modules, the concept of
radical function in idioms is natural in this context (see, for example [2] and [10]):
Definition 4.1. Let be A an idiom and Ω a partial ordered set. A function ρ :
I(A) −→ Ω is a radical function if:
(1) ρ(l ∧ r, r) = ρ(l, l ∨ r) for any r, l ∈ A, and
(2) ρ(a, c) ≤ ρ(a, b) for all a ≤ b ≤ c .
Examples of these functions are, of course, any Γ-allocation for A. In particular,
the N(A)-allocation χ. Other examples of these functions come from module the-
ory: Denote by Λ(M) the idiom of sub-modules of an R-module M , and consider
any radical function in R-Mod in the sense of [2, Chapter 3]. Then, the restriction
of any radical function to the intervals of Λ(M) gives a radical function in our
sense. If Ω is a lattice and ρ ∈ Rad(A,Ω), for l ∈ Ω define ρ′ : I(A) → Ω by
ρ′(a, b) = ρ(a, b) ∧ l. Then, ρ′ is a radical function on A with values in the lattice
Ω.
Let Rad(A,Ω) = {ρ : I(A)→ Ω | ρ is radical }. We define a partial order in
Rad(A,Ω) using the order of Ω as follows: ρ ≤ ̺ ⇔ ρ(a, b) ≤ ̺(a, b) for all
[a, b] ∈ I(A). As in the case of Sit(A,Γ), we have that Rad(A, ) : Pos −→ Pos
is a covariant functor and Rad( ,Ω) : ID −→ Pos is a contravariant functor. If Γ
is a complete lattice, then Sit(A,Γ) is included in Rad(A,Γ).
Definition 4.2. Let ρ ∈ Rad(A,Ω). An interval [a, b] is ρ-stable or ρ-inert if and
only if a < b and ρ(a, b) = ρ(a, x) for all a < x ≤ b.
For χ ∈ Sit(A,N(A)), the χ-stable intervals are precisely the inert intervals. In
particular, any uniform interval is inert, [13]. In fact, in [13] the author describes
in detail the decomposition theory generated by χ, and gives an application to geo-
lattices. Now, for ρ ∈ Rad(A,Ω), the support of ρ is the set
Σρ(a, b) = {ρ(a, x) | a < x ≤ b is ρ-stable} .
Proposition 4.3. The function Σρ : I(A)→ P(Ω)op which assigns to each interval
[a, b] the support of the radical function ρ, is a P(Ω)op-allocation.
Proof. Let ρ ∈ Rad(A,Ω). By definition of radical function the first requirement
to be a allocation is clearly satisfied, that is, Σρ(r ∧ l, r) = Σp(l, r ∨ l) for any
l, r ∈ A. Now, consider any interval [a, c] and a ≤ b ≤ c. Then Σρ(a, b) ⊆
Σρ(a, c). Take any ρ(a, x) ∈ Σρ(a, c). If a < b ∧ x, then ρ(a, x) = ρ(a, b ∧ x) ∈
Σρ(a, b), and if a = b ∧ x we have ρ(a, x) = ρ(b ∧ x, x) = ρ(b, b ∨ x). Thus,
from the above this last interval is ρ-stable and then ρ(a, x) ∈ Σρ(b, c), that is,
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Σρ(a, c) ⊆ Σρ(a, b) ∪ Σρ(b, c). Now, for the last requirement take any X ⊆ [a, 1¯]
directed, for some a ∈ A and consider ρ(a, y) ∈ Σρ(a,
∨
X). Thus, from the
idiom distributivity law we have y = y ∧ (
∨
X) =
∨
{y ∧ x | x ∈ X}. Then,
a < y ∧ x ≤ x for some x ∈ X, and from a < y ∧ x ≤ y we derive ρ(a, y) =
ρ(a, y ∧ x) ∈ Σρ(a, x). This proves that Σρ(a,
∨
X) ⊆
⋃
{Σρ(a, x) | x ∈ X}.
The other comparison follows immediately from the first property. 
Assume now that Ω is a complete lattice and consider ϕ ∈ Sit(A,P(Ω)op).
Define the function ̺ϕ : I(A) → Ω by ̺ϕ(a, b) =
∧
ϕ(a, b). This function is
clearly a radical function. Thus we have two functions
Sit(A,P(Ω)op)
̺
33
Rad(A,Ω)
Σ
ss
where Σ(ρ) = Σρ and ̺(ϕ) = ̺ϕ. Observe now that we have a diagram
Sit(A,Ω)
ι //
{ }∗ ))❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
Rad(A,Ω)
Σ

Sit(A,P(Ω)op)
̺
ZZ
where { }∗ : Sit(A,Ω) → Sit(A,P(Ω)op) is the morphism induced by the inclu-
sion Ω→ P(Ω)op. Note that ̺ ◦ { }∗ = ι and so one triangle is commutative, but
the other one does not need to commute.
Definition 4.4. For ρ ∈ Rad(A,Ω), an interval [a, b] is ρ-atomic ifΣρ(a, b) = {∗}.
For ρ ∈ Rad(A,Ω), the idiom A is ρ-adequate if Σρ(a, b) is not empty for every
non-trivial interval [a, b] ofA. For ρ ∈ Rad(A,Ω) and a element p ∈ Ω, an interval
[a, b] is p-inertial if ρ(a, b) = p and [a, b] is ρ-stable.
From this observe that any ρ-stable interval [a, b] is a p = ρ(a, b)-inertial. We
will use p-inertial intervals to generate a decomposition for the parent idiom.
Using intervals p-inert with respect to some ϕ ∈ Sit(A,Ω) give us another look
at allocations. For p ∈ Ω, consider the frame 2 with two elements 0 < 1, and
define the function p : I(A) −→ 2 by
p(a, b) =
{
1 if [a, b] is p-inertial
0 if not,
for each interval [a, b].
Proposition 4.5. For each p ∈ Ω, the function p : I(A) −→ 2 is a 2-allocation,
that is:
(1) For l, r ∈ A, [l ∧ r, r] is p-inert ⇔ [l, l ∨ r] is p-inert.
(2) For a ≤ b ≤ c, [a, c] p-inert ⇒ [a, b] is p-inert.
(3) For a ≤ b ≤ c, [a, b] and [b, c] p-inert ⇒ [a, c] is p-inert.
(4) For a ∈ A andX ⊆ [a, 1], [a,∨X] is p-inert⇔ (∀x ∈ X) [[a, x] is p-inert].
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Proof. (1): For any l, r ∈ A, first suppose that [l ∧ r, r] is p-inert and consider
l < x ≤ l ∨ r. Then, using the canonical isomorphism [l ∧ r, r] ∼= [l, l ∨ r] we
have that x = y ∨ l for some y < l ∧ r ≤ r. Therefore, ϕ(l, x) = ϕ(l, y ∨ l) =
ϕ(l ∧ r, y) = ϕ(l ∧ r, r) = p, where the second equality is because the axioms
of allocations and the third one is by the hypothesis. The reverse implication is
similar.
(2): Let a ≤ b ≤ c with [a, c] p = ϕ(a, c)-inert. Then, for any a < x ≤ b we
have ϕ(a, x) = ϕ(a, c) = ϕ(a, b).
(3): Given [a, b] and [b, c] p-inert intervals and any a < x ≤ c we have that
p = ϕ(a, b) ∧ ϕ(b, c) ≤ ϕ(a, c) ≤ ϕ(a, x). Thus we only need to show that
ϕ(a, x) ≤ p. First observe that a ≤ b ∧ x ≤ b. Now, if a = b ∧ x we have
b < b ∨ x ≤ c, and therefore ϕ(a, x) = ϕ(b ∧ x, x) = ϕ(b, b ∨ x) = ϕ(b, c) = p,
where the second equality comes from the fact that [b, b ∨ x] ∼= [b ∧ x, x].
(4): Let a ∈ A and X ⊆ [a, 1¯] directed. It is enough to verify that (∀x ∈
X) [[a, x] is p-inert] implies [a,
∨
X] is p-inert. To see this, note that sinceX is
directed we have that ϕ(a,
∨
X) =
∧
{ϕ(a, x) | x ∈ X} = p. Consider now
a < y ≤
∨
X. Then, p = ϕ(a,
∨
X) ≤ ϕ(a, y). To show the other comparison
note that y = y ∧ (
∨
X) =
∨
{y ∧ x | x ∈ X} using the idiom distributivity law.
Then, for some x ∈ X we have that a ≤ y ∧ x ≤ y and a < y ∧ x ≤ x. It follows
that ϕ(a, y) ≤ ϕ(a, y ∧ x) = ϕ(a, x) = p. 
Now, for ϕ ∈ Sit(A,Ω), let Dp = {[a, b] | [a, b] is p-inert}. The last proposition
says that Dp is a congruence set in A. Moreover, we know that for any congruence
set C, if [a, x], [a, y] ∈ C then [a, x ∨ y], [a, x ∧ y] ∈ C. From this it is easily seen
that C is closed under finite suprema.
Corollary 4.6. The set Dp is a division set in A.
Proof. Take any a ∈ A and X ⊂ [a, 1¯] with [a, x] p-inert for all x ∈ X. Let Y be
the set of all elements of the form x1∨x2 . . .∨xn, with xi ∈ X for 0 ≤ i ≤ n. This
is a directed set and [a, y] is p-inert. Using the same reasoning in the proof of (4) in
Proposition 4.5, we have p = ϕ(a,
∨
Y ) =
∧
{ϕ(a, y) | y ∈ Y } ≤ ϕ(a,
∨
X) ≤∧
{ϕ(a, x) | x ∈ X} = p, and for any a < z ≤
∨
X ≤
∨
Y there is some y ∈ Y
with a < z ∧ y ≤ y then ϕ(a, z) ≤ ϕ(a, z ∧ y) = ϕ(a, y) = p. The other
comparison is clear. 
Definition 4.7. Let be [a, b] an interval over an idiom A. An element a ≤ x ≤ b is
a p-inertial point or a p-stable point in [a, b], with p ∈ Ω, if [a, x] is p-inertial and
if x ∧ y = a then [a, y] is not p-inertial for each a ≤ y ≤ b. The element x is an
inertial point or a stable point in [a, b], if it is a p-inertial point for some p ∈ Ω.
For the remaining part of this section we use concepts and results on independent
sets on idioms as in [10]. We start by showing that there are enough inertial points
in an idiom:
Proposition 4.8. Let [a, b] be an interval of an idiom A, and ρ ∈ Sit(A,Ω) with Ω
a complete lattice and consider p ∈ Σρ(a, b). Then, for each a ≤ z ≤ b with [a, z]
p-inertial there is a p-inertial point z ≤ x ≤ b in [a, b].
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Proof. We use Zorn’s lemma: Consider the family Π of subsets X ⊆ [a, b] satisfy-
ing:
(1) z ∈ X .
(2) X is independent over a.
(3) For each x ∈ X the interval [a, x] is p-inertial.
By hypothesis, z is an inertial point and thus gives an element {z} in Π. Inclusion
is a partial order in Π. Consider any chain Z of elements of Π, and its union
⋃
Z .
Clearly,
⋃
Z ∈ Π and by Zorn’s lemma there exists a maximal member X of Π. If
x =
∨
X, then a ≤ x ≤ b and by Proposition 4.5 it follows that [a, x] is p-inertial.
Lastly, consider a ≤ y ≤ b with x ∧ y = a. Then, the family X ∪ {y} is
independent over a and the maximality ofX implies that [a, y] is not p-inertial. 
Lemma 4.9. Let be A an idiom and ϕ ∈ Sit(A,Ω). Suppose that A is ϕ-adequate.
Then, for each interval [a, b] we have that
χ(a, b) =
∧
{χ(a, x) | a < x ≤ b with [a, x] ϕ-stable} .
Proof. Since χ is a N(A)-allocation,
χ(a, b) ≤
∧
{χ(a, x) | a < x ≤ b with [a, x] ϕ-stable} .
For the other comparison, let Ξ = {χ(a, x) | a < x ≤ b is ϕ-stable} and k =
∧
Ξ.
If a < k(a) ∧ b, by hypothesis there is a < x ≤ k(a) ∧ b with [a, x] ϕ-stable.
Then, χ(a, x) ∈ Ξ and thus k ≤ χ(a, x). Hence, x ≤ k(a) ≤ χ(a, x)(a) and then
x = χ(a, x)(a) ∧ x = a, which is a contradiction. 
The concept of p-inertial point is related to the concept of a large element:
Lemma 4.10. Let beA an idiom, ϕ-adequate for some ϕ ∈ Sit(A,Ω) and suppose
[a, b] is ϕ-atomic, that is, Σϕ(a, b) = {p}. Then, any p-inertial point in [a, b] is
large in [a, b].
Proof. Suppose x is a p-inertial point in [a, b]. Then, [a, x] is p-inert in [a, b].
Consider any y ∈ [a, b] with a = x∧ y and suppose a < y. Since A is ϕ-adequate,
there is some a < z ≤ y with [a, z] ϕ-stable. Then a ≤ z ∧ x ≤ x ∧ y = a, which
contradicts the p-point property of x. 
We can now extend the definition of decomposition for a interval [a, b] over an
idiom A.
Definition 4.11. Let A be an idiom and ϕ ∈ Sit(A,Ω). A ϕ-decomposition of
an interval [a, b] of A is a family X = {xp | p ∈ Σϕ(a, b)} of elements of [a, b]
indexed by the support of ϕ such that:
(1) X is independent over a.
(2) ∨X is large in [a, b].
(3) The interval [a, xp] is p-inert for each p ∈ Σϕ(a, b).
Theorem 4.12. For an idiom A and ϕ aΩ-allocation, the following are equivalent:
(1) Each non-trivial interval of A has a ϕ-decomposition.
(2) A is ϕ-adequate.
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Proof. Assuming (1), every non-trivial interval [a, b] in A has a ϕ-decomposition
X of [a, b], with
∨
X large in [a, b]. Then, this element is not a and so X is not
empty. Thus, Σϕ(a, b) is not empty.
Now assume (2) and consider any non-trivial interval [a, b] of A. By Propo-
sition 4.8 there is a family X = {xp | p ∈ Σϕ(a, b)} ⊆ [a, b] such that xp is a
p-inertial point in [a, b], and [a, xp] are p-inert intervals. To verify parts (1) and
(2) of Definition 4.11 it is enough to prove that X is independent over a. Thus,
we only need to check that every finite subset of X is independent over a. Let
Y be a finite subset of X. We do induction on the cardinality of Y . Consider
p, p1 . . . , pn distinct elements of Σϕ(a, b) such that Y = {p, p1 . . . , pn}. By in-
duction hypothesis we know that xp1 . . . , xpn are independent over a. To show the
independence of Y ∪ xp over a, let y =
∨
Y . Then, Σϕ(a, y) =
∧
{p1, . . . , pn}
because Σϕ is a P(Ω)-allocation, and we also have that Σϕ(a, xp) = p. Then,
Σϕ(a, y ∧ xp) = Σϕ(a, y) ∩ Σϕ(a, xp) = ∅ by (2) of Definition 3.1. Since A is
ϕ-adequate, then x ∧ xp = a and thus Y ∪ xp is independent over a. To verify (2)
of Definition 4.11 suppose that x =
∨
X is not large in [a, b], that is, there exists
a < y ≤ b with x ∧ y = a. By the hypothesis (2) we can assume that [a, y] is
ϕ-inert with ϕ(a, y) = p ∈ Σϕ(a, b). Thus, the element xp is a p-inertial point in
[a, b] and xp ∧ y ≤ x ∧ y = a, which is a contradiction. 
Theorem 4.12 is a bit more general than Theorem 8.2 in [13] which is the special
case of an NA-allocation χ. In [13] the author applies this to geo-lattices and the
decomposition theory generated by χ in connection with certain spatial properties
of the corresponding idiom, that is, any χ-stable interval [a, b] gives a point (a
∧-irreducible element) of N(A). Thus, the resulting decomposition theory has a
more module theoretic flavour.
5. SOME CONSTRUCTIONS IN App(A,Λ)
The concept of dimension in an idiom can be stated in many ways, depending of
the context, for example via inflators and nuclei as in [16]. In this section we will
give the lattice theoretical constructions of these via App(A,Λ). these construc-
tions are the idiomatic version of the one developed in [2].
Let Λ be a complete lattice with ⊤,⊥ his top and his bottom elements, respec-
tively. Denote by ∝ (Λ) the minimum of all cardinals ι such that ι > #Λ. Let
∞(Λ) = {κ | κ is an ordinal and κ ≤∝ (Λ)}. Define
seq(Λ) = {h :∞(Λ)→ Λ | h is increasing and h(0) = ⊥, h(∝ (Λ)) = ⊤} .
Note that seq(Λ) is a complete lattice in the usual way. Now, let h ∈ seq(A); then,
there is an ordinal α <∝ (Λ) such that h(α) = h(α+1) = · · · . The least of these
ordinals will be denoted by Bnd(h).
Let beA an idiom and Λ a complete lattice, for ψ ∈ App(A,Λ) and h ∈ seq(Λ).
We dine dψh : I(A)→∞(Λ) inductively as follows:
(i) dψh (a) = 0 for all a ∈ A.
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(ii) If [a, b] ∈ I(A) is non trivial, then
d
ψ
h (a, b) = inf{0 ≤ ι ≤∝ (Λ) | ψ(a, b) ≤ h(ι)}.
Proposition 5.1. Let be A an idiom and Λ a complete lattice. Then, the function
d
ψ
h is a ∞(Λ)-aspect for each ψ ∈ App(A,Λ) and h ∈ seq(Λ). Moreover:
(1) For every ψ ∈ App(A,Λ), the function dψ : seq(Λ)op → App(A,∞(Λ))
is a
∨
-morphism.
(2) For every h ∈ seq(Λ), the function dh : App(A,Λ) → App(A,∞(Λ)) is
a
∨
-morphism.
Proof. Let ψ ∈ App(A,Λ) and h ∈ seq(Λ). The first requirement of Defini-
tion 3.7 is clearly satisfied. Now consider any non-trivial interval [a, c] on A
and take a ≤ b ≤ c. Then, ψ(a, c) = ψ(a, b) ∨ ψ(b, c) and so dψh (a, c) =
sup{dψh (a, b), d
ψ
h (b, c)}. If X is a directed subset of [a, 1¯], then ψ(a,
∨
X) =∨
{ψ(a, x) | x ∈ X}. Therefore dψh (a,
∨
X) = sup{dψh (a, x) | x ∈ X}.
Let H = {hj | j ∈ J} be a family in seq(Λ), and h =
∧
H . Consider any inter-
val [a, b] onA, and let ι = dψh (a, b), B(j) = d
ψ
hj
(a, b), andB = sup {B(j) | j ∈ J},
for each j ∈ J . Then, ψ(a, b) ≤ h(ι) ≤ hj(ι) and thus ι ≥ B(j), for each j ∈ J .
Hence ι ≥ B. For the other comparison, we have ψ(a, b) ≤ hj(B) for each j ∈ J .
Then, ψ(a, b) ≤ h(B) and thus ι ≤ B, that is, ι = B. This proves assertion (1).
Next, consider ψ =
∨
{ψj | j ∈ J} in App(A,Λ) and [a, b] an interval over A.
If ι = dψh (a, b), B(j) = d
ψj
h (a, b), and B = sup {B(j) | j ∈ J}, for each j ∈ J ,
then ψj(a, b) ≤ h(B(j)) ≤ h(B) for each j ∈ J . Thus, ψ(a, b) ≤ h(B) and
so ι ≤ B. Now, if this inequality is strict, then there exists a j ∈ J such that
B(j) > ι. Hence, ψj(a, b)  h(ι) and so ψ(a, b)  h(ι), which is a contradiction.
So we must have ι = B, and this proves assertion (2). 
Note that for every α ∈ Λ we have an embedding from Λ into seq(Λ) given by
α 7→ hα, where hα(ι) = α. With this and the definitions above we obtain:
Corollary 5.2. Let be A and idiom and Λ a complete lattice. Then, for any element
α ∈ Λ the diagram:
App(A,Λ)op
dhα //
M( ,α) &&▼
▼▼
▼▼
▼▼
▼▼
▼
App(A,∞(Λ))
M( ,0)
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
C(A)
conmutes. 
The method developed in Proposition 5.1 is the idiomatic version of the one
described in [2]. Now remember from Section 2, that we can construct certain
operations over the base frame B(A) for any idiom A, that is, certain inflators
Opr : B(A) → B(A). With these we can define sequences hψ,α ∈ seq(Λ), for
each ψ ∈ App(A,Λ) and α ∈ Λ, as follows:
(1) hψ,α(0) = α.
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(2) If 0 < ι <∝ (Λ), then
hψ,α(ι) = hψ,α(ι− 1) ∨
(∨
{ψ(a, b) | [a, b] ∈ Opr(M(ψ, hψ,α(ι− 1)))}
)
.
(3) If 0 < ι <∝ (Λ) is a limit ordinal, then hψ,α(ι) =
∨
{hψ,α(λ) | λ < ι}.
This sequence will be called the Opr-filtration. From this we can apply d to ψ
and the Opr-filtration to obtain dψhψ,α ∈ App(A,∞(Λ)). This aspect will be called
the (ψ,α)-dimension, or (ψ,α)-dim for short.
Now consider the particular case when Λ = D(A), and A is an idiom. Then,
take the D(A)-aspect ξ( ) and the inflator Dvs ◦ Opr := Kpr, and define a
(D,Kpr)-filtration of any D ∈ D(A) as follows:
(1) Kpr0(D) = D.
(2) Kprγ+1(D) = Kpr(Kprγ(D)).
(3) Kprλ(D) = Dvs(⋃{Kprβ(D) | β < λ}). For each ordinal γ and limit
ordinal λ.
Proposition 5.3. Let A be an idiom. With the above notations we have that the
Opr-filtration and the (D,Kpr)-filtration are the same.
Proof. We proceed by induction over the ordinals γ and limit ordinals λ. The case
γ = 0 is trivial. For the induction step γ 7→ γ + 1 observe that by definition of the
sequence
hξ( ),D(γ) = hξ( ),D(γ−1)∨
(∨{
ξ(a, b) | [a, b] ∈ Opr(M(ξ( ), hξ( ),D(γ − 1)))
})
we have that the congruence set M(ξ( ), hξ( ),D(γ − 1)) = M(ξ( ),Kprγ−1(D)).
Recall that [a, b] ∈M(ξ( ), hξ( ),D(γ−1)) precisely when ξ(a, b) ≤ hξ( ),D(γ−1),
that is, ξ(a, b) ⊆ Kprγ−1(D). Thus, M(ξ( ), hξ( ),D(γ − 1)) = Kprγ−1(D), and
from this and the induction hypothesis we obtain that
hξ( ),D(γ) = Kpr
γ−1(D) ∨
(∨{
ξ(a, b) | [a, b] ∈ Opr(Kprγ−1(D))
})
in D(A), that is,
Dvs(Kprγ−1(D) ∪Dvs(
⋃{
ξ(a, b) | [a, b] ∈ Opr(Kprγ−1(D))
}
)) =
= Dvs(
⋃{
ξ(a, b) | [a, b] ∈ Opr(Kprγ−1(D))
}
)
because Kprγ−1(D) ⊆ Opr(Kprγ−1D).
Let B = Dvs(
⋃{
ξ(a, b) | [a, b] ∈ Opr(Kprγ−1(D))
}
). By the description of
the Dvs( ) construction in Theorem 2.4 for any basic set of intervals, for an in-
terval [a, b] ∈ B, there exists a proper subinterval [x, y] of [a, b] such that [x, y] ∈⋃{
ξ(a, b) | [a, b] ∈ Opr(Kprγ−1(D))
}
. Thus, [x, y] ∈ ξ(a′, b′) for some [a′, b′] ∈
Opr(Kprγ−1(D)). From this we can find a subinterval of [a′, b′] isomorphic to a
subinterval of [x, y], say I , and this interval is in Opr(Kprγ−1(D)). This is the case
when [a, b] ∈ Dvs(Opr(Kprγ−1(D))). Therefore B ⊆ Dvs(Opr(Kprγ−1(D))).
The other inclusion is clear. Thus, from the definition of the D−Kpr-filtration we
conclude that Kprγ+1(D) = Kpr(Kprγ(D)) = hξ( ),D(γ).
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Now, for the limit case, we have
hξ,D(λ) =
∨
{hξ,D(β) | β < γ} = Dvs
(⋃
{hξ,D(β) | β < γ}
)
= Dvs
(⋃{
Kprβ(D) | β < γ
})
= Kprλ(D),
where the second equality is by definition of suprema in D(A) and the induction
hypothesis, the third equality is by the definition of the filtration on Kpr with
respect to D in the limit case. 
Recall that for any basic set B on A, Crt(B) is the set of intervals such that for
all a ≤ x ≤ b we have a = x or [x, b] ∈ B. This is the set of all B-critical intervals.
Now, denote by Fll(B) the set of all intervals [a, b] such that, for all a ≤ x ≤ b
there exists a ≤ y ≤ b with a = x∧y and [x∨y, b] ∈ B. This is the set of all B-full
intervals. Then, we consider the Ctr-filtration and the Fll-filtration in seq(A).
Recall that the Gabriel derivative is given by Gab( ) := Dvs ◦ Crt, and the
Boyle derivative is Boy( ) := Dvs ◦ Fll on D(A). Then, we can construct the
D− Gab-filtration and the D−Boy-filtration, for some division set D on A. With
these and Proposition 5.3 the following is immediate.
Corollary 5.4. If A is an idiom, then the Crt-filtration is exactly the D-Gabriel
filtration and the Fll-filtration is exactly the D-Boy filtration. 
6. DIMENSIONS IN CATEGORIES OF MODULES
In [2] the following framework is introduced to deal with most dimensions in
module theory. Recall some of that material. Fix a complete lattice Γ and consider
a ring R, and the category of left modules R-Mod.
Definition 6.1. A quasi-dimension function in R-Mod is a function R-Mod D−→ Γ
that satisfies:
(1) If 0 → N → M → K → 0 is a exact sequence in R-Mod then D(M) =
D(N) ∨D(K).
(2) If M is a module which is a directed union of a directed family {Ni | i ∈
Ω} of submodules of M , then D(M) =
∨
{D(Ni) | i ∈ Ω}.
If D(M) = ⊥⇔M = 0, we say that D is of pre-dimension. If the image of D
is linearly ordered, we say that D is linear. A linear pre-dimension function will
be called a dimension function.
Let Q-dim(R,Γ) be the collection of all quasi-dimension functions in R-Mod
with values in Γ. Let R-mod be the set of isomorphism classes of finitely gen-
erated modules. It is easily seen that any quasi-dimension function is completely
determined by its values in R-mod. Thus, Q-dim(R,Γ) is a set, and, in fact, a
complete lattice.
Denote by Λ(M) the idiom of sub-modules of an R-module M .
Observe that any D ∈ Q-dim(R,Γ) defines a Γ-aspect of each module as
follows: Take any module M and let DM : I(Λ(M)) −→ Γ be defined by
DM (K,L) = D(L/K). The definition of quasi-dimension function implies that
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the function DM is a Γ-aspect for Λ(M). In particular, DR defines a Γ-aspect for
Λ(R).
Lemma 6.2. For each R-module M we have a morphism of complete lattices
[M ] : Q- dim(R,Γ) −→ App(M,Γ)
given by [M ](D) = DM .
Proof. Let D ⊆ Q-dim(R,Γ) be a family of quasi-dimensions functions. Then,
[M ](
∨
D) =
∨
DM , and thus(∨
DM
)
(K,L) =
(∨
D
)
(L/K) =
∨
{D(L/K) | D ∈ D}
=
∨
{DM (K,L) | D ∈ D} =
∨
{[M ](D) | D ∈ D} ,
as required. For [M ](
∧
D) =
∧
{[M ](D) | D ∈ D} the proof is similar. 
Denote by B(R) the collection of all classes of modules closed under isomor-
phism, sub-modules and quotients. This is the base frame ofR-Mod thus as in [11]
we can do the idiomatic constructions of C(R) and D(R). Note that this frames
are the classes of all Serre classes and the frame of all hereditary torsion classes in
R-Mod, in particular we can identify D(R) with R-tors.
As an example, consider the quasi-dimension function ξ ∈ Q-dim(R,D(R)),
take an left R-module M and the induced D(R)-aspect [M ](ξ) = ξM .
The situations described by Proposition 5.3 and Corollary 5.4 are precisely the
ones exposed in Golan lecture notes [2], but in our context. In the inflator context,
for example, consider any basic class of modules B ∈ B(R), and let Crt(B) be the
class of modules M such that for all N ⊆ M , N = 0 or M/N ∈ B. The Crt-
filtration in D(R) is just the well-known Gabriel filtration given by the pre-nucleus
Gab := Dvs ◦ Crt in D(R).
Given a class of modules, B and a module M , as in [14] we define the slice of
B by M as the set 〈M〉(B) by [K,L] ∈ 〈M〉(B)⇔ L/K ∈ B. We know that
(1) If B ∈ B(R), then 〈M〉 (B) ∈ B(Λ(M)).
(2) If C ∈ C(R), then 〈M〉 (C) ∈ C(Λ(M)).
(3) If D ∈ D(R), then 〈M〉 (D) ∈ D(Λ(M)).
Slicing by a module M determines a morphism of frames
〈M〉 ( ) : B(R) −→ B(Λ(M)),
in fact, we have the morphism
〈M〉 ( ) : D(R) −→ D(Λ(M)).
Also from Proposition 3.10 we have, for the idiom Λ(M), a morphism of com-
plete lattices, Na : App(Λ(M),Γ) −→ D(Λ(M)), where Na := Dvs ◦Ma for
each a ∈ Γ. Now from [2], for each a ∈ Γ there is a morphism of complete lattices
Na : Q−dim(R,Γ) −→ D(R)op given byM ∈ TN (D,a) if and only if D(M) ≤ a.
With all these we can state the following:
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Theorem 6.3. Let Γ be a complete lattice, and R-Mod the category of modules
over a ring R. For each a ∈ Γ and each R-module M the following square
Q-dim(R,Γ)
[M ]( )
//
Na

App(M,Γ)
Na

D(R)op
〈M〉( )
// D(Λ(M))op
commutes in the category of complete lattices.
Proof. We already know that all morphisms in the diagram are morphisms in the
category of complete lattices, hence we just have to check the commutativity. Con-
sider any D ∈ Q-dim(R,Γ), and recall that Na([M ](D)) = Dvs(Ma(DM ).
Then, [K,L] ∈ Na([M ](D)) = Dvs(Ma(DM ) if and only if for all K ≤ H < L
there exists H < N ≤ M such that N/H ∈ Ma(DM ). That is, DM ([H,N ]) =
D(N/H) ≤ a. But this is the condition for N/H belonging to TNa(D), and this
happens precisely when [H,N ] ∈ 〈M〉 (Na(D)). Thus, [K,L] ∈ 〈M〉 (Na(D)).
Therefore, Na([M ](D)) = 〈M〉 (Na(D)), for all D, and the diagram commutes.

Corollary 6.4. Let Γ be a complete lattice, and consider the complete lattice
∞(Γ). Let R-Mod be the category of modules over a ring R. Then, for any
a ∈ ∞(Γ) and any left R-module M , the following diagram commutes in the
category of complete lattices:
Q- dim(R,∞(Γ))
[M ]( )
//
Na

App(M,∞(Γ))
Na

D(R)op
〈M〉( )
// D(Λ(M))op.

Example 6.5. Let Γ be a complete lattice and consider D ∈ Q-dim(R,Γ), a ∈ Γ.
Following [2, Chapter 12] define a sequence kD,a, called the Gabriel filtration of
(D, a), mimicking the one defined after our Corollary 5.2:
(1) kD,a(0) = a.
(2) If 0 < ι <∝ (Γ), then
kD,a(ι) = kD,a(ι− 1) ∨ (
∨
{D(M) |M is an N (D, kD,a(ι− 1)))-cocritical left
module}).
(3) If 0 < ι <∝ (Γ) is a limit ordinal, then kD,a(ι) =
∨
{kD,a(λ) | λ < ι}.
Then, taking this filtration and applying the construction in Proposition 5.1, in this
context, we obtain the quasi-dimension function λ(D, kD,a) in Q-dim(R,∞(Γ)).
Now consider any left R-module M and [M ](λ(D, kD,a)) = λ(D, kD,a)M ∈
App(M,∞(Γ)). Then, the ∞(Γ)-aspect for M is just the (DM , a)-dimension.
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