The aim of this study is to explore a control architecture that facilitates the control of a soft and flexible octopus-like arm. Inspired by the division of functionality between the central and peripheral nervous systems of a real octopus, we note that the important requirement for control is not to regulate the arm muscles one by one but rather to control them collectively with the appropriate timing. In order to realize this timing-based control, we propose an architecture that is equipped with a recurrent neural network (RNN) and then we determine the performance of its reaching behavior. To train the network, we introduce an incremental learning strategy that is capable of taking the body's dynamics into account. As a result, we show that the RNN can successfully accomplish the reaching behavior by exploiting the physical dynamics of the arm due to the timing-based control. 1877-0509 © Selection and peer review under responsibility of FET11 conference organizers and published by Elsevier B.V. Open access under CC BY-NC-ND license. © Selection and peer review under responsibility of FET11 conference organizers and published by Elsevier B.V. Open access under CC BY-NC-ND license.
Introduction
An octopus has hyper-redundant limbs with a virtually infinite number of degrees of freedoms (DOFs), and its movements are significantly sophisticated [1] . From the conventional control perspective, its method of controlling movement is outstanding and far-reaching. There, it has been an excellent test case to learn how to control a flexible and soft body. In a real octopus, it is well known that simplification strategies have evolved to reduce the number of control parameters in the movement of its flexible arms. That is, the functionality is divided between the central nervous system (CNS) and the peripheral nervous system (PNS). Taking the reaching behavior as an example, it consists of bend propagation along the arm toward the tip in a highly stereotypical and invariant way. The bend is always created on the dorsal side of the arm as the ventral side of the arm approaches the object. It is well studied that the CNS only sends an initiation command to the PNS; therefore, almost all the required control of the arm muscles in the reaching behavior is handled by the PNS [2] . Accordingly, several studies have intensively focused on the role of the PNS in the reaching behavior. In this study, we focus on not only the role of the PNS, but also the coordination between the CNS and the PNS. This raises a new challenge. Indeed, due to this control scheme, the CNS does not have to control the movement of the muscles one by one and the PNS mainly drives the behavior. On the other hand, because of this division of functionality, the following question remains unaddressed. How can the CNS recognize when to apply the command to the PNS? This question suggests that we need to consider an additional important factor in the control, which is "timing."
Model and Results
The control architecture is based on a recurrent neural network (RNN), in combination with a feed forward network (FFN). The main body of the RNN controls the angle of the arm base and the timing to send a signal to the low-level control (PNS). The accompanying network decides the power of the signal and the angle hat is required to achieve the reaching behavior. In order to determine the performance of the networks, we established the reaching tasks by using a simulated octopus arm. As revealed in octopus biology, the octopus starts to create a bend on the dorsal side of its arm and, through the bend propagation, its arm approaches the object from the ventral side. The important point here is the time it takes for the bend to form. Our aim is to autonomously control this time lag in the network. In order to achieve the reaching behavior toward the object, the networks are required to exploit the physical dynamics of the arm. Unlike the conventional supervised learning case, we do not predefine the learning sets, but rather collect the learning sets by actually running the arm. As a result, networks that can successfully achieve the reaching behavior have been developed. We found that networks are regulating the time lag by using the relaxation dynamics to the point attractor, and autonomously switching the point attractors to regulate the base angle of the arm in the internal dynamics. Also, the performance of the reaching behavior seems to depend on the location of the object; this means that the networks are successfully recognizing the dynamics of the arm. In the present study, we mainly focused on the temporal control aspect. It should be noted that this means of control differs entirely from the conventional sense. Usually, to deal with a soft body, we tend to focus on the control that straightforwardly regulates its high DOFs one by one and moment by moment; this approach seems to ignore and restrict the natural dynamics that the soft body intrinsically has. In our approach we try to exploit its body dynamics positively. By introducing the timing-based control, we show that it is possible to release and harness the body dynamics that are hidden underneath the control.
