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ON HELMHOLTZ FREE ENERGY FOR FINITE
ABSTRACT SIMPLICIAL COMPLEXES
OLIVER KNILL
Abstract. We prove first that for the Barycentric refinement G1
of a finite abstract simplicial complexG, the Gauss-Bonnet formula
χ(G) =
∑
xK
+(x) holds, where K+(x) = (−1)dim(x)(1−χ(S(x)))
is the curvature of a vertex x with unit sphere S(x) in the graph
G1. This curvature is dual toK
−(x) = (−1)dim(x) for which Gauss-
Bonnet is the definition of Euler characteristic χ(G). Because the
connection Laplacian L′ = 1+A′ of an abstract simplicial complex
G is unimodular, where A′ is the adjacency matrix of the connec-
tion graph G′, the Green function values g(x, y) = (1 + A′)−1xy are
integers and 1 − χ(S(x)) = g(x, x). Gauss-Bonnet for K+ reads
therefore as str(g) = χ(G), where str is the super trace. As g
is a time-discrete heat kernel, this is a cousin to McKean-Singer
str(e−Lt) = χ(G) for the Hodge Laplacian L = (d+d∗)2 which lives
on the same Hilbert space than L′. Both formulas hold for an arbi-
trary finite abstract simplicial complex G. Writing Vx(y) = g(x, y)
for the Newtonian potential of the connection Laplacian, we prove∑
y Vx(y) = K
+(x), so that by the new Gauss-Bonnet formula,
the Euler characteristic of G agrees with the total potential the-
oretic energy
∑
x,y g(x, y) = χ(G) of G. The curvature K
+ now
relates to the probability measure p minimizing the internal en-
ergy U(p) =
∑
x,y g(x, y)p(x)p(y) of the complex. Since both the
internal energy (here linked to topology) and Shannon entropy are
natural and unique in classes of functionals, we then look at crit-
ical points p the Helmholtz free energy F (p) = βU(p) − TS(p)
which combines the energy functional U and the entropy func-
tional S(p) = −∑x p(x) log(p(x)). As the temperature T = 1− β
changes, we observe bifurcation phenomena. Already for G = K3
both a saddle node bifurcation and a pitchfork bifurcation occurs.
The saddle node bifurcation leads to a catastrophe: the function
β → F (p(β), β) is discontinuous if p(β) is a free energy minimizer.
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HELMHOLTZ FREE ENERGY FOR ABSTRACT SIMPLICIAL COMPLEXES
1. Introduction
1.1. To every geometry with a Laplacian belongs a Newtonian po-
tential theory. The prototype was developed by Gauss for the Lapla-
cian (4pi)−1∆ in R3, where the Green function g(x, y) = Vx(y) =
−1/|x − y| defines the familiar Newton potential making its appear-
ance in classical gravity and electro statics. As calculus shows, the
Gauss law div(F ) = d∗dV = div(grad(V )) = ∆V = µ determines
the gravitational potential V of a mass distribution µ and the grav-
itational force F = grad(V ). An other important classical case with
applications in vortex dynamics or complex dynamics or spectral the-
ory of self adjoint operators is the logarithmic potential g(x, y) =
Vx(y) = log |x − y| associated to the Laplacian (2pi)−1∆ in R2. Given
a measure µ, it defines the energy I(µ) =
∫
C
∫
C log |x − y|µ(x)dµ(y).
The logarithmic capacity of K ⊂ C is then the minimum of e−I(µ)
over all probability measures µ supported on K. For discrete measures
µ, one usually disregards the self interaction. One can then minimize
I(µ) =
∫
x 6=y log |x− y|µ(x)dµ(y) = log
∏
λj 6=λk |λj − λk|, when µ ranges
over all discrete probability measures. In a spectral or random ma-
trix setting, this energy appears as a van der Monde determinant. In
one dimensions, the potential energy is in statistics known as the Gini
index I(µ) =
∫
R
∫
R |x − y|dµ(x)dµ(y) because Vx(y) = |x − y| is the
natural Newton potential to the Laplacian (1/2)∆ = (1/2)d2/dx2 on
the real line.
1.2. A finite simplicial complexG carries an exterior derivative d given
as an incidence matrix. It defines the Hodge Laplacian L = (d+d∗)2
and has so a Newtonian potential theory. But as in the manifold case,
we have to deal with singularities, as this Laplacians is not invertible.
Indeed, both for compact manifolds as well as for finite complexes, the
kernels of of the blocks Lk of L consist of harmonic forms which by
Hodge are as vector spaces isomorphic to the k’th cohomology Hk(G)
of the simplicial complex G. While this is topologically interesting,
the regularization via a pseudo inverse renders the individual entries
less likely to be of topological interest. By the spectral theorem for
selfadjoint matrices, using an orthonormal eigenbasis ψk the psudeo
inverse can be written as
g(x, y) =
∑
λk 6=0
ψk(x)ψk(y)
λk
.
2
OLIVER KNILL
And even if regularized by restricting L to the orthogonal complement
of the kernel, the Green functions g(x, y) of successive Barycentric re-
finements Gn explode as there is no spectral gap at 0 in the limit G∞.
1.3. While the dynamical importance of the inverse Hodge Laplacian
L is evident, the Green function values are just real numbers, and even
if existent, a topological connection would be difficult to detect. We
have in vain tried to associate the Hodge energy
∑
x,y L
−1(x, y) de-
fined by the Hodge Laplacian L with anything topological ofG. The sit-
uation completely changes for the connection Laplacian L′ = 1+A′,
for which the Green function entries g(x, y) = (1 + A′)−1xy are integers.
The diagonal entries are Poincare´-Hopf type indices and can also be
seen as a generalized genus of a unit sphere S(x) and related to cur-
vatures K+(x)(−1)dim(x). The set of these values does not change any
more under further Barycentric refinements and are therefore combi-
natorial invariants.
1.4. This note is a continuation of [17, 18] and was obtained by study-
ing the topological nature of g(x, y) for x 6= y. There is still an enigma
about these off-diagonal entries. Since the diagonal entries g(x, x) are
topological and given by g(x, x) = 1− χ(S(x)), where S(x) is the unit
sphere of x in G1, we expect also all other entries to have topological
interpretation. There are some indication that this is so as we see that
the intersection of unstable manifolds W+(x) and W+(x) for the gra-
dient flow of the dimension functional on G1 needs to be non-empty.
As we will see in the proof of our main result
∑
x,y g(x, y) = χ(G),
the entries g(x, y) are closely related to Poincare´-Hopf indices which
appear here as curvatures. It was the discovery of this identity “energy
= Euler characteristic” which led us to look into the thermodynamic
branch of the story.
1.5. Diving into the potential theoretical aspect we establish new rela-
tions for the Green function values. If the potential energy
∑
x,y g(x, y)
is seriously considered to be an internal energy in the sense of physics
(like the energy of a finite vortex configuration in the case of the Lapla-
cian in R2 or the energy of a finite electron configuration in the case
of the Laplacian in R3), this naturally leads to thermodynamics and in
particular to questions usually studied in statistical mechanics. When
considering arbitrary simplicial complexes G, it would be natural to
look at the Barycentric refinement limits G∞ and hope that the limit-
ing case leads to situations which are universal at critical parameters.
On a spectral level there is some universality already in the sense that
the law of the complex, the density of states converges universally to a
3
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limit which only depends on dimension [12, 15] The Barycentric limit
replaces the van-Hove limit in lattice gas models [22, 24]. But as we
will see, already the bifurcation story for the Helmholtz free energy
functional for a fixed network G can be complicated - without any
thermodynamic limit. For the Whitney complex G of the graph K3,
the simplest two-dimensional complex, the operators L,L′ are 7×7 ma-
trices and two important bifurcation cases known in dynamical systems
theory appear.
2. Gauss Bonnet for G1
2.1. Let G be an abstract finite simplicial complex. This means that
G a collection of finite, non-empty sets closed under the operation of
taking non-empty subsets. It defines two finite simple graphs G1 and
G′ which both have the faces of G as vertex set. In the Barycentric
refinement G1, two vertices are connected if one is contained in the
other, in G′ two vertices are connected if they intersect. If A′ is the
adjacency matrix of G′ then the Fredholm connection Laplacian L′ =
1 + A′ is unimodular so that the Green functions g(x, y) = L′−1xy are
integers. We know that g(x, x) = 1 − χ(S(x)), where S(x) is the unit
sphere of x in G1. The unit sphere S(x) in G1 the graph generated by
the vertices in G1 which have distance 1 to x.
2.2. As usual in potential theory, Vx(y) = g(x, y) is the Newtonian
potential at y if a unit mass is placed at x. If we place a unit mass
at every vertex, then K+(x) =
∑
y g(x, y) is the potential energy at
x. We call this the unstable curvature at x. The stable curvature
is defined as K−(x) = (−1)dim(x) and relatively plain. But they are
dual to each other as one belongs to f(x) = dim(x) and the other
to f(x) = −dim(x). The two curvatures agree if G is discrete even
dimensional manifold. Also, due to index averaging results, we will see
that if G was the Whitney complex of a graph (V,E), then pushing
either of them to the vertices gives the Euler curvature.
Theorem 1. For any finite abstract simplicial complex G, the Gauss-
Bonnet formula ∑
x
K+(x) = χ(G)
holds, where the sum is taken over the faces of G.
Proof. The unit sphere S(x) in G1 is the Zykov join S
−(x) + S+(x) of
the stable and unstable sphere defined as S−(x) = {y ∈ S(x) | x ⊂ y}
and S+(x) = {y ∈ S(x) | y ⊂ x}. We know that the functional i(G) =
1 − χ(G) is multiplicative for the join i(S(x)) = i(S+(x))i(S−(x)).
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But because S−(x) is the (dim(x) − 1)-skeleton of the simplex x and
so a (dim(x) − 1)-sphere which has χ(S−(x)) = 1 − (−1)1+dim(x) so
that i(S−(x)) = (−1)dim(x) and the Poincare´-Hopf index i+(x) = 1 −
χ(S+(x)) is the curvature (1−χ(S(x)))(−1)dim(x). Now use Poincare´-
Hopf. 
2.3. As the punchline of the proof was Poincare´-Hopf, this Gauss-
Bonnet result is just a Poincare´-Hopf result [6] in disguise. It belongs
to the Morse function f(x) = −dim(x) which is locally injective (a
coloring) on G1. Its structure is in general more interesting than the
stable curvature K−(x), which is like K+(x) a divisor on G. The
Gauss-Bonnet result for K−(x) = (−1)dim(x) is essentially the definition
of Euler characteristic of G and known to coincide with χ(G1). Note
that χ(G′) is in general different from χ(G). For the Whitney complex
G of the octahedron for example, G′ has Euler characteristic 0 and is
actually homotopic to a 3-sphere.
2.4. We have seen that averaging Poincare´-Hopf over natural prob-
ability spaces gives the Euler curvature [8, 11]. One of the simplest
averages is jf (x) = (i
+
f (x) + i
−
f (x))/2 which is of topological interest.
For odd-dimensional x, this is 0− χ(S(x))/2. For even dimensional x,
this is 1−χ(S(x))/2. In [7] we have seen that jf (x) = 1−χ(S(x))/2−
χ(Bf (x))/2(∗), where Bf (x) = {y | f(y) = f(x)} is a discrete contour-
surface in the sense of [14]. Therefore, for f = dim and even dimen-
sional x, where i+f (x) = 1− χ(S(x)), i−f (x) = 1 we have χ(Bf (x)) = 0.
If x is odd dimensional, where i+f (x) = χ(S(x))− 1, i−f (x) = −1, then
jf (x) = χ(S(x))/2 − 1 and so χ(Bf (x)) = χ(S(x))/2 − 1. If G is a
d-graph, where all unit spheres S(x) are (d−1)-spheres, then Bf (x) are
d− 2 spheres, then if x is even dimensional jf (x) = 1− χ(S(x))/2 = 1
and if x is odd dimensional, jf (x) = χ(S(x))/2 − 1 = −1. But the
point of the index formula (*) was that in the four dimensional case
and any f , the index can be written in terms of 1−χ(Bf (x))/2, where
Bf (x) is a 2-dimensional graph so that by applying Gauss-Bonnet and
index-averaging the Euler characteristic is related to an average sec-
tional curvature.
3. McKean-Singer
3.1. The super trace of a matrix A acting on Rn, where n is the
number of faces of G is defined as the super sum of A over the diagonal:
str(A) =
∑
x
(−1)dim(x)Axx .
5
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For example, the super trace of the identity operator is by definition
the Euler characteristic
str(1) =
∑
x
(−1)dim(x) = χ(G) .
And since the connection Laplacian has 1 in the diagonal, we know this
also for the connection Laplacian L′ = 1 + A′
str(L′) = χ(G) .
Not so obvious is the following McKean-Singer interpretation for the
Green functions g = L′−1:
Corollary 1. If g is the Green function of a simplicial complex G,
then str(g) = χ(G)
Proof. The diagonal elements of gxx = (1 +A
′)−1xx are 1− χ(S(x)) [18].
The Gauss-Bonnet theorem shows that
str(g) =
∑
x
(−1)dim(x)gxx = χ(G) .

3.2. Since the discrete time heat equation u(n+1)−u(n) = A′u(n)
means u(n− 1) = (1 +A′)−1u(n), this formula is a cousin of the usual
McKean-Singer formula str(exp(−L)) = χ(G) for the Hodge-Laplacian
L = (d + d∗)2 of G. This result for manifolds [20] was ported to
finite geometries in [9] by adapting the super symmetry proof [3]. The
matrices A′ and L have the same size and both
exp(−L) = 1− L+ L2/2!− . . .
and
(1 + A′)−1 = 1− A+ A2 − . . .
have the same super trace χ(G). The second geometric sum is divergent
and has to be understood as an analytic continuation of the matrix-
valued function
Z(z) = (1 + zA′)−1
which is analytic for complex |z| < 1 and which has as a determinant
the Bowen-Lanford zeta function [1]
ζ(z) = det(Z(z)) .
6
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Figure 1. Above we see the Fredholm connection ma-
trix L′ = (1 + A′) and its inverse g = (L′)−1 in the
case of the icosahedron graph G. Below is the Hodge
Laplacian L = (d + d∗)2 and its pseudo inverse L−1.
All matrices are 62 × 62 matrices as the f-vector of G
is (v, e, f) = (12, 30, 20) so that G has 12 + 30 + 20 = 62
faces. The Hodge Laplacian L = (d + d∗) is block diag-
onal with Kirchhoff Laplacian L0 = d
∗
0d0, the operator
L1 = d
∗
1d1 + d0d
∗
0 and L2 = d2d
∗
2. The diagonal elements
g(x, x) = 1 − χ(S(x)) = 1 are topological. The total
energy
∑
x,y g(x, y) = 2 is χ(G) = 12− 30 + 20. The di-
agonal elements of the pseudo inverse L−1 has diagonal
elements 7/36 in L−10 and 86/225 on L
−1
1 and L
−1
2 . Its su-
per trace of Ln is zero for all n 6= 0 by McKean-Singer su-
per symmetry: the union of the non-zero spectra σ(L0) =
{(5±√5)(3), 6(5)} and σ(L2) = {(3±
√
5)(3), 5(4), 3(4), 2(5)}
coincides with the non-zero spectrum σ(L1).
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4. Newtonian potential
4.1. The Newtonian potential of a simplex x ∈ V (G1) is defined
as the function Vx(y) = g(x, y). For a measure p onto the vertex set of
G1, the potential of the measure p at x is
Vx(p) =
∑
y
p(y)Vx(y) .
The total energy of the probability measure p on G is
H(p) =
∑
x
Vx(p) =
∑
x,y
Vx(y)p(x)p(y) =
∑
x,y
g(x, y)p(x)p(y) .
We want now to show that if we put equal mass 1 to each of the points
x, then Vx(1) =
∑
y Vx(y) agrees with unstable curvature. In order to
prove this we first give a formula for the connection vertex degree
dG′(x) of x in terms of stable spheres S
+(y) = {z ∈ S(y) | x ⊂ y} in
G1. We denote by BG′(x) the unit ball of x in the connection graph
G′.
Lemma 1. dG′(x) =
∑
y∈BG′ (x) χ(S
+(y)).
Proof. Since χ(S+(y)) = (−1)dim(y)χ(S(y)), this is equivalent to
d(x) =
∑
y∈B(x)
(1 + (−1)dim(y)) + (−1)dim(y)χ(S(y)) .
This can now be rewritten as
χ(S(x)) =
∑
y∈S(x)
(−1)dim(y)χ(S(y))
which is Gauss-Bonnet for the unit sphere SG′(x). 
4.2. Lets look at some examples.
1) If G = K3 and x is the central vertex of G1 of dimension 2, then
d(x) = 6 and every χ(S+(y)) in B(x) except x itself has χ(S+(y)) = 1.
2) In a general complex G, If x is a facet in G (a face of maximal
dimension), then χ(S+(x)) = 0, χ(S+(y)) = 1 for all neighbors.
4.3. Here is the curvature interpretation of the row sum or column
sum of the Green function matrix g. This was first found experimen-
tally and remained a mystery for some time until realizing that one
does not have to know explicit formulas for g(x, y) but only needs to
know about g(x, x):
Proposition 1.
∑
y g(x, y) = (−1)dim(x)g(x, x).
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Proof. Since the right hand side is K+(x), this this can be restated in
vector form as g1 = K+, where 1 is the vector which is constant 1.
As g = (1 + A′)−1, this is equivalent to (1 + A′)K+ = 1. But since
K+(x) = 1−χ(S+(y)) and A′ is the adjacency matrix of G′, this means
(1 + A′)(1− χ(S+(y))) = 1 + dG′(x)−
∑
y∈S(x)
χ(S+(y)) = 1 .
Now use Lemma (1). 
4.4. This proposition implies that if x has even dimension, then the
potential contribution from points outside x is zero and that for odd-
dimensional x, the potential energy contributions from points outside
of x is equal to the internal energy g(x, x) of the point x.
4.5. We immediately get a formula for the total energy. Also this
relation was first found experimentally and triggered writing down this
note:
Corollary 2.
∑
x,y g(x, y) = χ(G).
Proof. Use the lemma and the Gauss-Bonnet result. 
4.6. In some sense, the measure of maximal entropy leads to an energy
which is topological. When rescaled by the size of the network, we get a
number which is independent of Barycentric refinements. We have seen
in other places [7, 10] that the Euler characteristic has some affinities
with the Hilbert action, the sum over all sectional curvatures at a point.
Seeing both classical and relativistic connections between gravity and
Euler characteristic makes the functional even more interesting.
5. Minimizing energy
5.1. The problem of minimizing potential energy
F (p) = (gp, p) =
∑
x,y
p(x)p(y)g(x, y)
among probability measures p is a Lagrange problem as we have the
constraint (p, 1) = 1.
Lemma 2. The minimal energy configurations have pk = (1+d(x))/Z,
where Z is the normalisation factor so that
∑
k pk = 1.
Proof. The Lagrange equations are
2gp = λ1, (p, 1) = 1 .
Since we can invert g, this gives p = (1 + A′)1(λ/2) which means
pk = (1 + d(x))(λ/2) The probability measure condition fixes λ. 
9
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5.2. More in the spirit of quantum mechanics is to write the prob-
ability as the square of a wave function amplitude p = |ψ|2. We
minimize then F (ψ) = (gψ, ψ) under the constraint (ψ, ψ) = 1. The
Lagrange problem is then a more familiar eigenvalue problem
2gψ = λψ
and the Lagrange multiplier is an eigenvalue. In other words, ψ is
then the Perron-Frobenius type eigenvector and λ is the largest
eigenvalue of g which means the lowest eigenvalue = ground state of
the connection Laplacian L′. The magic is that this lowest eigenvalue is
never 0 and that this holds for an arbitrary abstract simplicial complex
G.
5.3. More in the spirit of discrete Markov process is to look at the
San Diego type Laplacian [2] L˜ = PL′P , where P = Diag(1/
√
p).
Now ψ =
√
p is an eigenvector of the operator g˜ = L˜−1 with maximal
eigenvalue c = 1/λ1, where λ1 is the minimal eigenvalue of L
′. This
ground state energy is also
λ1 =
∑
x,y
g(x, y)p(x)p(y) .
Compare this with
χ(G) =
∑
x,y
g(x, y) .
and
χ(G) =
∑
x,y
g˜(x, y)(1/ψ(x))(1/ψ(y)) .
5.4. Again we have to point out that minimizing energy classically for
the potential −1/|x| of the Laplacian −(4pi)−1∆ in R3 does not make
much sense due to the unboundedness of the Green function. This
also applies to the Green function g the Hodge Laplacian L for a finite
abstract simplicial complex, where (gψ, ψ) can get arbitrary large if ψ
gets close to a constant field, the minimizer of entropy.
5.5. What is unique about the connection Laplacian is that it leads
to a natural quantization, without the need for any regularization.
The need for regularization penetrates classical field theories. What
happens in the connection Laplacian is that the unimodularity theorem
has shown that independent of the network, the 0 energy is uniformly
off limits. There is no need for numerical tricks nor the need for any
regularizations. We would not be surprised to see it to emerge to be
relevant in some physics.
10
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6. Shannon Entropy and Helmholtz free energy
6.1. The Shannon entropy of a probability measure p on the set of
faces x in a finite simplicial complex G is defined [23] as
S(p) = −
∑
x
p(x) log(p(x)) ,
where the sum is over all faces x of G. The usual understanding is that
if p(x) = 0, then p(x) log(p(x)) = 0. We will see that this case appears,
especially at the zero temperature limit β = 1 of the Helmholtz free
energy functional F (p, β) of G. Actually, without defining any process
of changing G, the selection done by p could get interesting geome-
tries: run the variational problem to the Barycentric limit and hope
for the appearance of some universal β value which leads to a space
G∞ selected out by the limiting matter distribution p∞. Then study
this geometry G.
6.2. The Lagrange equations for the functional S(p) under the con-
straint (p, 1) = 1 leads to the uniform distribution p(x) = 1/n, where n
is the number of simplices. With an adjusted inner product normalized
so that then (p, 1) = 1/n, we can say:
Corollary 3. The energy of the entropy maximizing measure is the
Euler characteristic.
6.3. For a real non-negative temperature T , the Helmholtz free en-
ergy is defined as
F (p, T ) = H(p)− TS(p) ,
where H(p) =
∑
x,y g(x, y)p(x)p(y) is the internal energy and S(p)
is the Shannon entropy. The Helmholtz free energy allows classically
to compute all important thermodynamic properties of a system. The
equivalent functional F (p, β) = βH(p) − S(p) is better suited for de-
scribing the infinite temperature limit β = 0, which means max-
imizing entropy. In order to study both limits, we will always look
at
F (p, β) = βH(p)− (1− β)S(p)
so that with β ∈ [0, 1], we start with β = 0 the infinite temperature
limit and end up with β = 1, the zero temperature limit.
6.4. Is it possible that for the infinite temperature β = 0 and zero
temperature β = 1 the critical points are the same? It would require
G′ to be regular. But if G is has maximal dimension larger than 0,
then the connection graph G′ is never regular and the two measures
differ. In the one-point graph K1, the function F is constant.
11
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6.5. When using the original F (p, T ) = H(p)−TS(p), then the energy
increases with T :
Lemma 3. For any simplicial complex G and every probability measure
p, the function T → F (p, T = H(p)− TS(p) is strictly monotone.
Proof. We have S(p) > 0 for any probability measure p and it is
maximized by log(n) if G′ has n vertices. The slope of the function
T → F (p, T ) is therefore in [0, log(n)]. 
When fixing p in F (p, β) we have the partial derivative Fβ(p, β) =
H(p) + S(p). But away from bifurcation values, we can look at β →
F (p(β), β). We see experimentally that Fβ(p(β), β) ≤ 0 and F (p(β), β) >
0 at critical points but we have only looked at small cases so far. As we
have seen earlier, the entries g(x, y) have both signs can have absolute
values larger than 1 for larger networks. Anyway, we would not bet yet
on the observed Fβ(p, β) ≤ 0 and F (p, β) > 0 but just ask whether it
is true.
6.6. To the zero temperature energy limit β = 1, we did not expect
such a complicated behavior at first because the Lagrange extremiza-
tion problem gives a unique critical point, the Gibbs distribution which
is completely determined by the vertex degrees of G1. Numerical ex-
plorations however show also other critical points in a limiting sense.
What happens is that some of the pk can become zero for β → 1. Let
W be the support of p, then the Lagrange equations of the problem,
where p is confined to W reads
2gp = λ1W , (p, 1W ) = 1 .
We don’t yet know which subsets W are selected by the thermodynamic
functional F .
6.7. In other words, for selected subsets W of the vertex set V (G′) =
V (G1) we get a critical point in the limit β → 1. The zero tempera-
ture limit β → 1 can therefore become complicated but the “freezing
process” appears to select some geometries. On the other hand, the
high temperature regime is simple. What we don’t yet know is whether
there exists a universal constant β0 ∈ (0, 1) such that for β < β0 the
free energy is analytic for any simplicial complex G. Classical statis-
tical mechanics stories expect something like this to happen: at high
temperatures, entropy wins over energy and smooths out free energy
preventing bifurcations. It is also possible that F needs to be rescaled
depending on the size of G as in the infinite temperature case β = 0,
the measure p is a uniform measure of weight 1/n. Taking p = 1 for
12
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example gives at β = 0 always the free energy χ(G), independent of
the Barycentric refinement.
Figure 2. We see the minimal free energy for the zero
temperature case β = 1, where U is minimized. The
complex G is the Whitney complex of a random graph.
Then to the right, we see the case of pure entropy β = 0,
the infinite temperature limit. In the figure, the size of
a vertex x ∈ G′ is drawn in size proportional to p(x).
7. Examples
7.1. If G = K2, then
A′ =
 1 1 11 1 0
1 0 1

g =
 −1 1 11 0 −1
1 −1 0
 .
The minimal energy is obtained with p = (3, 2, 2)/7 The minimal en-
tropy is p = (1, 1, 1)/3. The Lagrange equations are
−T (log(x1) + 1)− 2x1 + 2x2 + 2x3 = λ
−T (log(x2) + 1) + 2x1 − 2x3 = λ
−T (log(x3) + 1) + 2x1 − 2x2 = λ
x1 + x2 + x3 = 1 .
These are transcendental equations which we have to solve numerically.
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7.2. If G = K3, then
A′ =

1 1 1 1 1 1 1
1 1 0 0 1 1 0
1 0 1 0 1 0 1
1 0 0 1 0 1 1
1 1 1 0 1 1 1
1 1 0 1 1 1 1
1 0 1 1 1 1 1

g =

1 1 1 1 −1 −1 −1
1 0 0 0 0 0 −1
1 0 0 0 0 −1 0
1 0 0 0 −1 0 0
−1 0 0 −1 0 1 1
−1 0 −1 0 1 0 1
−1 −1 0 0 1 1 0

.
The minimal energy for a measure with full support is obtained for
p = (7, 4, 4, 4, 6, 6, 6)/37. The minimal entropy is obtained with p =
(1, 1, 1, 1, 1, 1, 1)/7. The Lagrange equations are
−T (log(x1) + 1) + 2x1 + 2x2 + 2x3 + 2x4 − 2x5 − 2x6 − 2x7 = λ
−T (log(x2) + 1) + 2x1 − 2x7 = λ
−T (log(x3) + 1) + 2x1 − 2x6 = λ
−T (log(x4) + 1) + 2x1 − 2x5 = λ
−T (log(x5) + 1)− 2x1 − 2x4 + 2x6 + 2x7 = λ
−T (log(x6) + 1)− 2x1 − 23 + 2x5 + 2x7 = λ
−T (log(x7) + 1)− 2x1 − 2x2 + 2x5 + 2x6 = λ
x1 + x2 + x3 + x4 + x5 + x6 + x7 = 1
Also here, we have transcendental equations. We wrote down the equa-
tions in full detail for G = K3 to illustrate that also computer algebra
systems can not break the transcendental nature of the solutions. It
would be great to have explicit formulas for the possible solutions p(β)
minimizing the Helmholtz free energy. As the problem is a finite di-
mensional variational problem, rigorous bounds could be established
using interval arithmetic.
7.3. In the following picture, we look at the free energy βU − TS,
where T = 1− β. When parameterized like this, we can go from β = 0
to β = 1.
14
OLIVER KNILL
Figure 3. The critical points p(β) of the free energy
F (p) = βU(p)−(1−β)S(p) depending on inverse temper-
ature β. The left picture shows it for G = K2 where one
bifurcation value β1 appears. The right picture shows
β → F (p(β), β) for G = K3. We see two bifurcation
values β1, β2. The first is a saddle node bifurcation,
where two critical points appear out of nothing, the sec-
ond a pitchfork bifurcation, where a critical point
spans to new critical points. For β = 0, this is the pure
entropy (high temperature) case, for β = 1, it is the
pure energy (zero temperature) case. Not all limiting
measures for β → 1 have full support.
8. Pushing curvature to G
8.1. For a finite simple graph G, let Vi(x) denote the number of Ki+1
subgraphs in the unit sphere S(x) of a vertex x ∈ V with the under-
standing that V−1(x) = 1. With the Euler curvature
K(v) =
∞∑
k=0
(−1)kVk−1
(k + 1)
= 1− V0
2
+
V1
3
− V2
4
+ · · ·
we have the Gauss-Bonnet formula
∑
vK(v) = χ(G) [5]. The Euler
characteristic χ(G) is ∑
x∈V (G1)
ω(x)
so that ω(x) = (−1)dim(x) can be seen as a curvature too. If this
simplex curvature ω(x) on a simplex is distributed equally to the
k + 1 vertices of x, we get at each vertex the value K(x). This is
15
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already the proof of Gauss-Bonnet. It appeared in [19] but was not
labeled as a Gauss-Bonnet result.
8.2. As we have seen that if G was a finite simple curvature, the Euler
curvature was obtained by pushing the stable curvature ω(x) from the
simplices x to the vertices v. We can do the same than the curvature
K+(x) and get the unstable Euler curvature
K˜(v) =
∑
x,v∈x
(−1)dim(x)(1− χ(S(x)))/|x| .
As K˜ is a second order difference operator and only involves Euler
characteristic again, this looks like an interesting curvature, but
Corollary 4. The unstable Euler curvature is the same than Euler
curvature K˜(v) = K(v).
Proof. We see that by index averaging with a measure which is invariant
under f → −f . The Euler curvature is an average over all functions f ,
the unstable Euler curvature is an average over all functions −f . 
8.3. Given a function f , we can push the curvature K−(x) from the
simplices x to the vertex v in x for which f is maximal. This gives the
Poincare´-Hopf index 1 − S−(x) [6]. This can also be done for K+(x),
where it pushes the Poincar´-Hopf index for f on G1 with a function g
on G to the vertices of G. This gives then an curvature on the vertices
of G.
9. Open problems
A) We still don’t have a topological description of the entries g(x, y)
for x 6= y. We know that g(x, y) is only non-zero if the unstable con-
nection W (x, y is not empty. We see this from the fact that v = gex is
the x column of g. Then L′v = ex.
B) The bifurcation scheme of the free energy variational problem given
by the Helmholtz free energy F (p) = βU(p)− TS(p) appears to be in-
teresting even in very concrete examples. The discontinuity of the
function β → F (pmin, β) can for every simplicial complex be deter-
mined case by case but it would be nice to know where the bifurcation
parameters βk(G) are, especially in the limit of Barycentric refinement.
The first bifurcation β1 appears to grow with larger dimension. Is there
are Feigenbaum type universality [4]?
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C) We certainly have to explore more the nature of the Helmholtz free
energy function
F (p, β) = β
∑
x,y
g(x, y)p(x)p(y) + (1− β)
∑
x
p(x) log(p(x)
for a simplicial complex G with Green function g = L′−1 = (1 + A′)−1
We see at critical points p that Fβ(p(β), β) ≤ 0 and F (p(β), β) > 0 but
more experiments are necessary. Having seen catastrophes [21] already
for G = K3, bifurcations, where the lowest free energy jumps discon-
tinuously to a lower level. If G has n simplices meaning that g is a
n × n matrix and p a stochastic vector in Rn, then F (p, 0) = log(n)
and F (p, 1) = 2|E(G′)|+ |V (G′)| = 1/λ, where λ is the maximal eigen-
value of the San Diego Laplacian L˜ rsp the ground state energy of
the San Diego Green function. So far we have always seen that at all
β away from bifurcation values and for all branches of the bifurcation,
the function β → ∂βF (p, β) is negative.
D) We expect universal phenomena for suitably rescaled measures p∞
in the Barycentric limit G∞. A model close to a Barycentric refinement
limit is the Hierarchical model by Dyson.
E) A long shot is the hope that the Helmholtz free energy functional
on simplicial probability complexes selects out interesting geometries
G and probability distributions ψ near temperatures selected out nat-
urally. One can experiment then with physics of the “gravity waves”
ψ(t) = eiL
′tψ similarly to the wave equations for the Hodge Lapla-
cian L = D2. For the later the solutions are given by Helmholtz
eiDψ = cos(Dt)ψ(0) + i sin(Dt)D−1ψ′(0) solving the wave equation
ψ′′ = −Lψ responsible for non-gravitational parts.
F) We still don’t know whether the Fredholm operator L′ = (1 + A′)
can be characterized somehow as the only L which universally for all
simplicial complexes has a bounded inverse and which has the property
that Lxy = 0 if x, y are disjoint. One could imagine for example to have
Lxy depend on the dimensions of the simplices x and y.
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Figure 4. We see F (p, β) as a multi-valued function
of β ∈ [0, 1] for K2 and G = K3. To the left, for K2, we
know F (p, 0) = log(3) = 1.099 . . . and a critical point p
with F (p, 1) = 1/7 as 2|E(G′)|+ |V (G′)| = 7. For K3 we
know F (p, 0) = log(7) = 1.94 . . . , and a critical point p
with F (p, 1) = 1/37 as 2|E(G′)| + |V (G′)| = 37. More
critical points are at the zero temperature limit β = 1,
as p can be supported on a subgraph of G′.
Figure 5. We see the free energy F for G = K3 near
the catastrophe parameters. Again, F is multi-valued
due to the presence of different critical points in some
intervals. Catastrophe values are defined as parameter
values βk at which the number of equilibrium points for
β −  and β +  are different if  > 0 is small enough.
There are three local extrema of the free energy func-
tional F (p, β) then. There is a second bifurcation, which
is a pitchfork bifurcation for the measures.
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10. Appendix: on Euler characteristic and Shannon
Entropy
10.1. There would be many ways to modify or extend the Helmholtz
functional p → F (p, β). One could replace the potential energy U
with enthalpy U + PV , where P is an additional pressure variable
and V (G) is the volume, the number of facets in G. This leads to
the Gibbs free energy. An other possibility is to let the probability
space be a space of fields ψ rather than probabilities p = |ψ|2 and us-
ing a Heisenberg interaction energy
∑
x,y A
′
xyψ(x) ·ψ(y). We focus
on an energy functional because U(1) =
∑
x,y g(x, y) = χ(G) is the
Euler characteristic, which enjoys a nice uniqueness characterization.
A similar uniqueness characterization applies also to the Shannon en-
tropy functional S. We will outline this characterization here in this
appendix.
10.2. Before we point out the similarities between Euler characteristic
and entropy, one can ask why it is natural to let energy and entropy
compete in the form of the functional F . Helmholtz considered it a use-
ful notion as it is relevant to various processes, especially in chemistry,
physics and cosmology; but Planck realized that the notion of entropy
has no accurate definition in cosmological terms. The usual informal
definition as a measure of the “number of microscopic configurations”
but that needs a finite probability space or a finite partition of the entire
probability space and a conditional probability. For absolutely contin-
uous probability measures, the notion of differential entropy makes
sense. A quantum mechanical version, the von Neumann entropy
deals with density operators P , self adjoint operators for which the
eigenvalues λj > 0, j ∈ N add up to 1. Then S = −tr(P log(P )) is the
Shannon entropy for the probability measure on N given by pi = λi.
10.3. An other point of view came with Boltzmann who replaced the
microcanonical ensemble, the invariant measure on an energy sur-
face of a Hamiltonian system with the canonical ensemble in which
energy is no longer fixed but a new temperature variable like β is intro-
duced. On a calculus of variation level, it means replacing the energy
functional with a Helmholtz free energy. While mathematical texts
define it as such [22], physics motivates it by imagining the physical
system placed into a “heat bath” which means coupling it with a sto-
chastic system. But replacing the exact velocities of the particles with
a statistical distribution which depends on an inverse temperature pa-
rameter β is a rather large step, more so than mean field approaches.
It is an emergent definition, similarly as Navier Stokes is an emergent
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PDE model from a n body problem. Justifying the step would require
to establish hyperbolicity for the mechanical system which is not pos-
sible as for smooth interaction potentials, KAM theory has destroyed
any hope as there are often tiny parts of the phase space on which the
dynamics remains integrable. Only in few cases, one has been able to
prove ergodicity or even establish positive Kolmogorov-Sinai entropy.
10.4. A finite abstract simplicial complex G is a collection of non-
empty sets closed under the process of taking non-empty subsets. A
finite probability space is a finite set equipped with the algebra of all
subsets as events and a probability measure p. In the following, we
just say simplicial complex or probability space when meaning finite
abstract simplicial complex or finite probability space. What is a nat-
ural probability distribution on G? The most obvious one is to take
the lowest energy state ψ of the Laplacian and take p = |ψ|2. For
the scalar Kirchhoff Laplacian L0 = D − A, the constant distribution
minimizes the energy. For the Fredholm connection matrix 1 + A′, we
get more interesting probability distributions and we have chosen to
minimize U(p) =
∑
x,y g(x, y)p(x)p(y) and we try here to justify the
choice as
∑
x,y g(x, y) = χ(G) is a natural functional. Combining it
with an other natural functional S(p) = −∑x p(x) log(p(x)) is then
natural too.
10.5. In order to parallel Euler characteristic χ and entropy S we
restrict the functionals. On simplicial complexes, lets look at valua-
tions on one side, functionals φ(G) of the form φ(G) = X · f(G) =∑
xXdim(x), where f(G) is the f -vector ofG andX = (X0, . . . , Xdim(G)).
For a probability space p, we look at functionals φ(p) =
∑
x p(x)g(p(x)),
where g is some function. In the following, if we say “functional”, we
always mean a functional of this type in both cases.
10.6. The Cartesian product of two finite abstract simplicial com-
plexes G and H is the order complex of the Cartesian product G×H.
The Cartesian product of two finite probability spaces p on a finite
set G and q on a finite set H is the measure on the Cartesian product
G×H of sets where the measure is defined by p× q((x, y)) = p(x)q(y).
10.7. We say that a functional on simplicial complexes is multiplica-
tive if φ(G×H) = φ(G)φ(H). We say that a functional on probability
spaces is multiplicative if φ(p × q) = φ(p)φ(q). Euler characteristic
is an example of a multiplicative functional on simplicial complexes.
The exponential of Shannon entropy is an example of a multiplicative
functional on probability spaces.
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10.8. We say a functional on simplicial complexes is normalized if
φ(K1) = 1. We say a functional on probability measures is normalized if
φ(p) = 1 if p is a probability measure supported on a single point. Euler
characteristic is an example of a normalized functional on simplicial
complexes. The exponential of Shannon entropy is an example of a
normalized functional on probability spaces.
10.9. Euler characteristic is very natural, at least when restricting to
valuations. We have seen that Wu characteristic is natural too when
allowing multi-linear valuations [16].
Proposition 2. Any multiplicative normalized functional on simplicial
complexes is Euler characteristic.
Proof. The multiplicative property implies especially that φ is invari-
ant under Barycentric refinements as G1 = G × K1 [13]. There is an
explicit Barycentric refinement operator A which maps fG to fG1 . This
operator has only one eigenvector X = (1,−1, 1, . . . ) [16] implying that
φ must be the Euler characteristic. 
10.10. Also the Shannon entropy functional is natural. There is a tiny
ambiguity about the choice of the base of the logarithm but this can
be bootstrapped once we know that entropy is a natural functional:
Proposition 3 (Shannon). Any multiplicative normalized functional
on probability spaces must be some exponential of entropy.
Proof. This is essentially theorem 2 in Shannon [23]. Lets look at
a product of two probability spaces, with measures (p, q) and (a, b).
The requirement pag(pa) + pbg(pb) + qag(qa) + qbg(qb) = (pg(p) +
qg(q))(ag(a) + bg(b)) implies g(pa) = g(p)g(a) so that g(x) = logb(x)
for some base b. 
10.11. There is still the question about the choice of the base b of
the logarithm or the choice of the exponential. Now which real num-
ber minimizes −x logb(x), where logb is the logarithm to any arbitrary
base b. The answer to this extremal problem is 1/e, independent of b.
As maximal entropy selects out the base, lets take this as a base for
entropy. We get g(x) = log1/e(x) = − log(x), where log is of course the
natural logarithm.
10.12. Having singled out Euler characteristic which is
∑
x,y g(x, y),
it is natural to take the energy U(p) =
∑
x,y g(x, y)p(x)p(y). One could
ask why not take U(p)− eTS(p) and suspect that it should not matter
much like in Maupertius principles, where extremizing the length or
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energy functional leads to equivalent critical points. We see indeed that
the situation remains essentially unchanged for very small temperatures
T but that at high temperature the bifurcations of the critical points of
the Helmholtz functional start much earlier. We stick to the standard
U − TS functional also because it has proven to be so fundamental in
other domains.
10.13. To summarize, we have argued in this appendix that the Helmholtz
functional
F (G, p) = β
∑
x,y
g(x, y)p(x)p(y) + (1− β)
∑
x
p(x) log(p(x))
is a natural functional on finite abstract simplicial complexes equipped
with a probability measure p. Whether it is useful to describe some
phenomena in nature or select interesting geometries by “placing the
complex G into a heat bath, and then turning the temperature to
zero, picking the lowest energy state limit“ still needs to be explored.
Encouraging are the two main results of this note, the energy-topology
connection
∑
x,y g(x, y) = χ(G) as well as that the path from β = 0 to
β = 1 features catastrophes already for small complexes G.
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