A novel proof of principle prototype for a quantum heat engine is proposed, based on the quasi-static tuning of an external magnetic field, in combination with controlled mechanical strain applied to a single graphene flake. The "working fluid" of this engine is composed by a statistical ensemble of Dirac quasiparticles in Landau levels. The cyclic operation of the engine, whose intermediate states are described through a density matrix, is discussed in detail, and its thermodynamic efficiency is calculated in the quasi-static limit.
INTRODUCTION
Quantum heat engines (QHEN) have been proposed as a generalization of classical engines, as open systems capable to transform heat into useful work via a cycle of sequential transformations of a "working fluid" that possesses quantum mechanical features. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] More concretely, an idealized reciprocating QHEN is constituted by a stationary limit cycle, 7, 16 composed of a sequence of intermediate equilibrium states described microscopically by a density matrix operator that depends upon a minimal set of macroscopic variables. 16, 17 This conceptual formulation is part of the modern theory of quantum thermodynamics. 18 From a practical point of view, QHENs represent an opportunity for energy harvesting at the nanoscale. A number of different examples and applications of the concept have been proposed in the recent literature, including photosynthesis in plants, 19 as well as human-designed photocells, 8, 9 where the working substance are thermalized photons. If the reservoirs are also of quantum mechanical nature, these could be prepared into quantum coherent states 8, 9 or into squeezed thermal states, 8, 9, 20 with possibilities to enhance the efficiency beyond the Carnot limit. A number of different designs based on alternative principles have been proposed in the literature, such as entangled states in a qubit 21 and quantum mechanical versions of the Diesel 12 and the Otto cycle. 13, 20, 22, 23 Recently, we have proposed a magnetically driven QHEN that combines the effects of a parabolic confining potential, that in reality may be provided by a semiconductor quantum dot, and an external magnetic field. 24 Such configuration leads to the emergence of a discrete spectrum of effective Landau levels, with a characteristic confining length scale determined by the Landau radius. This confining length can be modulated quasi-statically by tuning the external magnetic field.
extremely large (> 100 Tesla) values 29 of the associated pseudo-magnetic field, as seen experimentally by the emergence of effective relativistic Landau levels. 29 In practice, it is difficult to modulate with extreme precision the strain pattern, but then the confining length scale can be tuned by imposing a real external magnetic field, 17, 25 that can be controlled with high precision. Therefore, the superposition of shear strain and an externally controlled magnetic field provides a suitable system to generate a magneto-strain driven reciprocating QHEN. In this proceedings article, we shall first discuss the general quantum thermodynamics theory that allows for the description of QHENs, particularly within the quasi-static limit. Then, we shall focus on the theoretical description of the magneto-strain driven QHEN on a graphene flake.
GENERAL THEORY OF A QHEN
A QHEN is a particular example of a quantum open system, in contact with one or more thermal reservoirs that interact with it, thus exchanging energy and information. As depicted schematically in Figure 1 , the open system (S) and the reservoir (B) are described by Hamiltonian operatorsĤ S andĤ B , acting over states in Hilbert spaces H S and H B , respectively. Due to the interactionĤ I that mixes the degrees of freedom of both subsystems S and B, the whole system is described by the Hamiltonian
operating over the composed Hilbert space H S ⊗ H B . Here, 1 S and 1 B represent the identities over the Hilbert spaces H S and H B , respectively.
Let us define byρ the density matrix operator describing the mixed state of the combined system S and B. The reduced density matrix operator that characterizes the state of S, denoted byρ S , is obtained by tracing over the reservoir degrees of freedom,ρ
The equation of motion for the reduced density matrix Eq. (2) is then given by
In what follows, we shall assume that the reservoir B is a truly macroscopic one, as compared to the small size of the open system S. Under this assumption, the relaxation time scale for the dynamics of the reservoir τ B is much shorter that the corresponding one for the system S, i.e. τ B τ S . Moreover, when the reservoir is considered as a macroscopic object, the eigenstates ofĤ B form a continuum. Under these two physical assumptions, in the weak coupling limit between system and reservoir the Born-Markov approximation 31 applieŝ
The general form of interaction Hamiltonian can be expressed aŝ
withÂ α andB α two sets of Hermitian operators acting on the Hilbert spaces H S and H B , respectively.
Performing a spectral decomposition for the open system HamiltonianĤ
i |, we define the family of operators in frequency space
i | projection operators onto the subspace of eigenvectors ofĤ S with eigenvalue and possible degeneracy g ≥ 1.
Under the assumption τ B τ S stated above, it is possible to separate the time-scales for the system and reservoir dynamics. Hence, a further approximation involves the averaging of the rapidly oscillating terms in the dynamics of the reservoir, also known as rotating wave approximation, where the environment operators average out to zero, B α (t) = Tr(B α (t)ρ B ) = 0. Under these approximations, the dynamics 31 of the reduced density matrix operator, in the Schrödinger picture, is expressed by the Born-Markov master equation
Mathematically, this implies the existence of a one-parameter dynamical map, from the space of density matrices V (t) : S(H S ) → S(H S ) of the system S onto itself, withρ(0) →ρ(t) = V (t)ρ S (0) for t > 0. Its infinitesimal generator, as seen in Eq. (7), combines unitary evolution with a dissipative term described by a Lindblad superoperator L D . 18, 31 In Eq. (7), we have defined the Lamb-shift operator
whose physical meaning is a renormalization of the open system Hamiltonian due to its interaction with the rapidly fluctuating environment, 31 by analogy with the Lamb shift 32 in atomic physics. On the other hand, the Lindblad super-operator in Eq. (7) is explicitly given by
The coefficients above are given by the real and imaginary parts of the Fourier transform of the bath autocorrelation functions
Let us now discuss the implications of the previous quantum-mechanical description of the open system dynamics in the context of non-equilibrium thermodynamics. The instantaneous ensemble-average energy for the system out-of-equilibrium is given by
where the trace in this case is taken over the degrees of freedom of the open system S. The energy balance arising from this equation is
This is a non-equilibrium, quantum mechanical version of the first law of Thermodynamics, whereQ represents the heat dissipation rate exchanged between the system and the environment, whereasẆ is the power. These terms are defined by the expressionṡ
Relaxation to equilibrium
If the reservoir is a macroscopic system, it can be assumed to be in thermal equilibrium, with a Gibbsian canonical distribution at inverse temperature β,ρ
Under this assumption, it can be proved 31 that for the approximate Markovian dynamics described by the Born-Markov master equation (7), the small open system S relaxes to a stationary distribution corresponding to its own thermal distribution at the same temperature as the reservoir
The proof follows after the Kubo-Martin-Schwinger (KMS) relation for the correlators of the reservoir operators
which is a direct consequence of the thermal distribution of the reservoir Eq. (14) . The KMS relation implies the properties:
Using these relations, it is straightforward to prove that the dissipation term vanishes for the canonical Gibbsian distribution Eq. (15) L DρS,eq = 0.
On the other hand, it is evident that the Lamb-shift operator Eq. (8) commutes with the open system Hamiltonian H S , which implies
Therefore, it follows from Eqs. (18, 19) that the thermal distribution Eq. (15) is indeed a steady-state solution for the small system master equation (7) in the Born-Markov approximation, given that the macroscopic reservoir B is in a thermal equilibrium state.
Quasi-static evolution
In the previous section, we have discussed sufficient conditions under which the dynamical evolution of the reduced density matrix operatorρ S (t), when in contact with a macroscopic reservoir in thermal equilibrium, will relax towards the thermal distributionρ S,eq . Assuming that the system is in such an equilibrium state, in analogy with the classical thermodynamics analysis, we can conceive a sequence of quasi-static processes that drives the subsystem along a sequence of equilibrium states. This is a very special type of dynamics, where we shall assume that one or more physical parameters in the small set {λ j } (such as geometrical dimensions or external fields), on which the HamiltonianĤ S ({λ j }) depends explicitly, can be varied at an arbitrary slow ratė λ j . To be more precise, let us assume that |n; {λ j } constitutes the set of eigenvectors ofĤ Ŝ
where n represents a set of indexes (can be continuous, not necessarily discrete) that labels the spectrum of the Hamiltonian. The equilibrium density matrix operator is diagonal in the energy eigenbasiŝ
Due to the normalization condition Tr SρS,eq = 1, we have
In this representation, the von Neumann entropy 33 adopts a simple expression in terms of the probability coefficients
The ensemble-average energy E = Ĥ S of the open system S is given by
The statistical ensemble just described can be submitted to an arbitrary quasi-static process, involving the smooth change of one or more of the parameters {λ j }, 24 , 34 thus inducing a change in the ensemble-average energy after Eq.(24)
Clearly, Eq.(25) represents a microscopic statement of the first law of thermodynamics for the statistical ensemble of single-particle systems. 24, 25, 34 We further notice that Eq.(25) strongly parallels the non-equilibrium relations described along Eqs. (11 -13) . Indeed, the quasi-static process described above via Eq.(25) can be considered as a very particular form of a dynamical one under two considerations. First, we assume the process is performed arbitrarily close to equilibrium, such that the dynamics is uniquely determined by the rate of change of the small set of parameters {λ j }. Concretely, in a given interval of time δt we have δλ j =λ j δt. The second assumption is that, for the system to remain arbitrarily close to equilibrium at any instant, the rates are slow enough in order to satisfy δλ j /λ j τ S τ B , with τ S and τ B the characteristic relaxation time scales for the open system S and the reservoir B, respectively. This is certainly an idealization, since such a process would take of course a nearly infinite amount of time to yield a finite change in any of the quantities δW =Ẇ δt and δQ =Qδt. However, this very same idealization is the one applied in the standard classical thermodynamical analysis of macroscopic engines in order to obtain their maximal theoretical efficiency.
MAGNETO-STRAIN-DRIVEN QHEN ON A GRAPHENE FLAKE
Graphene is an mono-atomic layer of carbon atoms arranged in a honeycomb lattice that possesses remarkable mechanical, thermal and electronic properties. [26] [27] [28] [35] [36] [37] From the electronic point of view, it is a zero-gap semiconductor characterized by the presence of Dirac points in its band structure 26, 27 that confer pseudorelativistic properties to the charge carriers in this material. From the mechanical point of view 36 it is extremely flexible, thus possessing a phonon bending mode with quadratic dispersion near the Γ-point (see Figure 2 ), but at the same time extremely strong, with the highest Young modulus known to any material up to date. 38 The nearly ballistic propagation of phonons in graphene confers to this material a remarkably high thermal conductivity, rising up to 4000 W/mK.
36, 39
The interplay between mechanics and electronics, determined by electron-phonon interactions 37 in graphene, induces interesting effects over its transport properties. In particular, the effect of strain-induced pseudo-magnetic fields on the electronic properties of graphene has been extensively discussed in the literature. [26] [27] [28] [29] [30] Moreover, by strain engineering it is possible to generate nearly homogeneous pseudo-magnetic fields, 27, 28 thus allowing for the emergence of relativistic Landau levels, as confirmed experimentally.
29 Along this section, we shall describe a conceptual model for a QHEN that is based on these singular properties.
The single-particle spectrum
Under mechanical strain, an in-plane pseudo-vector potential A S is induced 27, 28, 30 in single-layer graphene
Here, the local deformation vector is defined as u = (u 1 , u 2 , z), with u i the in-plane components, and z the out-of-plane component, while β = ∂ ln t/∂ ln a is the relative change of the hopping parameter δt/t with respect to the dilation of the lattice constant δa/a. 41 The strain tensor [u ij ] is defined by
The pseudo-magnetic field generated by the strain-induced gauge potential is given by B S =ê 3 (∂ 1 A S,2 − ∂ 2 A S,1 ). 
Here, v F ∼ 10 6 m s −1 is the Fermi velocity for the planar graphene lattice, andσ i are the Pauli matrices. The presence of strain induces a local position dependence on the velocity, 30, 42 which then becomes a tensor
Here,ũ ij = 1 2 (∂ i u j + ∂ j u i ). On top of the gauge field A S , a "geometric" vector field Γ i appears, whose origin can be understood within the covariant picture 42 as the pseudo-spin connection for fermions propagating in a curved space
The last term in the Hamiltonian Eq.(28) represents a pseudo-Zeeman coupling between the pseudo-spin degree of freedom and the strain pseudo-magnetic field B S .
43
Let us consider the deformation field (see Figure 3 )
where u S is a constant characterizing the magnitude of the in-plane displacement. After Eq.(26), the vector potential is
This corresponds to a pseudo-magnetic field
which is constant in magnitude and points along the out-of-plane directionê 3 . In the last step we used, for graphene, β = ∂ ln t/∂ ln a ∼ 2. 30, 41 Therefore, for the deformation field defined by Eq.(31), the velocity is a constant diagonal tensor v ij = v F δ ij .
The Hamiltonian in Eq.(28) describes the physics in the vicinity of a single Dirac point (valley). The inclusion of the pseudo-magnetic field terms breaks the valley degeneracy since, as opposed to a real magnetic field, the strain-induced gauge potential has opposite signs in the vicinity of each Dirac point. 26 Therefore, we define the Hamiltonian describing both valleys by the higher-dimensional structurê
Here, ξ = ± represents each of the K ξ valleys, corresponding to the two inequivalent points ξ 4π 3 √ 3aê 1 in the first Brillouin zone, respectively. By adopting the standard convention for the components of the spinor field at each sub-lattice (A, B), we have defined the spinor
is the two-component pseudo-spinor at valley K ξ arising from the bipartite graphene lattice, whereas the electronic spinors χ ↑ = (1, 0)
T and χ ↓ = (0, 1) T are eigenvectors ofσ 3 with eigenvalues s = {±}.
The Hamiltonian operator defined in Eq.(34) includes the effect of mechanical strain, via the pseudo-vector potential in Eq.(32), whose curl is the pseudo-magnetic field in Eq. (33) . This effect on itself is sufficient to generate pseudo-relativistic Landau levels in the energy spectrum.
As we shall discuss in more detail in the next section, for the purpose of constructing a QHEN, the characteristic confinement length-scale given by the Landau radius must be tunable in a quasi-static way. In practice, it is difficult to adjust the strain applied to a nanoscale structure under realistic experimental conditions. Therefore, in addition to mechanical strain we consider the effect of a uniform magnetic field B =ê 3 B that is easier to control experimentally. For convenience, we choose the gauge A = B 2 (−x 2 , x 1 , 0) which has the same form as the strain induced pseudo-vector potential in Eq. (32) . For the combined magnetic field and strain, the effective Hamiltonian density at each valley K ξ , including the electronic spin degree of freedom becomes
The last term in the Hamiltonian Eq. (36) is the Zeeman interaction, characterized by a coupling constant γ = gµ B /2, with g ∼ 1.8 for graphene. 44 Notice that the Zeeman coupling only involves the real magnetic field B, since the strain-induced pseudo-magnetic field B S does not interact with the electronic spin.
The Hamiltonian Eq.(34) determines a system of two decoupled Dirac equations in first quantization, one for each electronic spin component s = {±},
The pseudo-spinor eigenstates in Eq.(37) are ψ
λ,n,m,s , with (see Ref. 25 for details)
Here, the coefficients α n and β n are real constants. 25 The corresponding energy eigenvalues are
Here, λ = ± is the band index, while Ω ξ = v F 2e|B ξ |/ is the effective frequency, expressed in terms of the effective "total" magnetic field B ξ = B + ξB S that results from the combination of the strain-induced pseudomagnetic field B S and the real magnetic field B at each valley K ξ . We have also defined the dimensionless parameters ∆ ξ =γB S −1 Ω −1 ξ at each valley. The two quantum numbers (n, m) correspond to the quantization of the orbital Landau level n ≥ 0, and the guiding-center (i.e. the center of the classical cyclotronic orbit) coordinate m ≥ 0, respectively. 41 The energy levels described by Eq. (39) 
The quantum engine cycle
As the "working fluid" for a QHE, let us consider a statistical ensemble of replicas of an open system 24, 34 composed by a single electron in the conduction band (λ = +) of the graphene flake described by Eq. (34) . This can in principle be achieved by charging an otherwise neutral graphene flake with a small positive gate potential. Each replica 24, 34 may be in any of the different eigenstates of the Hamiltonian Eq.(34). The singleparticle system is then in a statistically mixed quantum state, 33 described by the density matrix operator ρ eq = n,m,s,ξ p n,m,s,ξ (B)|ψ
n,m,s (B) a spinor eigenstate of the single-particle Hamiltonian Eq.(34) for a given magnetic field intensity B and pseudo-magnetic field B S . The indexes (n, m, s, ξ) enumerate the eigenstates of the Hamiltonian defined by Eq.(39), with Landau level n, at valley ξ and electronic spin component s, for λ = +. Here, the coefficient 0 ≤ p n,m,s,ξ (B) ≤ 1 represents the probability for the system, within the statistical ensemble, to be in the particular state |ψ 
As discussed in section 2.2, the von Neumann entropy reduces to the explicit expression
In our notation, we emphasize the explicit dependence of the energy eigenstates {|ψ
n,m,s (B) }, as well as the probability coefficients {p n,m,s,ξ (B)}, on the intensity of the external magnetic field B.
The ensemble-average energy of the quantum single-particle system is
where we introduced the coefficients p n,s,ξ ≡ m p n,m,s,ξ as the spectrum is degenerate with respect to the quantum number m.
The statistical ensemble just described can be submitted to an arbitrary quasi-static process, either by modulating the magnetic field intensity or by exchanging energy with a reservoir. Along such process, the ensemble-average energy will change according 24, 34 to the microscopic form of the first law of thermodynamics defined in Eq. (25) . The work along the process connecting states with magnetic fields B γ → B δ is, after Eq.(25)
On the other hand, the heat exchanged by the system with the environment while modifying its temperature from T γ → T δ will be
Let us now consider a sequence of quasi-static trajectories forming a closed cycle, as depicted in Fig.4 . Initially, the single-particle system, while submitted to an external magnetic field of intensity B 1 , is brought into thermal equilibrium with a macroscopic thermostat at temperature T 1 ≡ T C . The system then equilibrates to a Gibbsian ensemble at the temperature of the reservoir
where the normalization factor is defined by the partition function
Here, we have defined
The ensemble-average energy for the Gibbsian distribution in Eq. (45) is given by the expression
It also follows from the definition Eq. 
The system performs work along the iso-entropic trajectory 1 → 2, according to Eq.(43), W 1→2 = E(T 2 , B 2 )− E(T C , B 1 ), and along the iso-entropic trajectory 3 → 4, W 3→4 = E(T 4 , B 1 ) − E(T H , B 2 ). A physical interpretation of the work performed by the engine follows from the statistical mechanical definition of the ensemble-average magnetization, that is M = − (∂E/∂B) S . Therefore, we clearly have W = − M dB, a familiar expression from classical macroscopic thermodynamics.
Along the constant magnetic field trajectories 2 → 3 and 4 → 1, the system exchanges heat with the reservoirs. The heat absorbed by the system from the "hot" reservoir at
while the heat released by the system to the "cold" reservoir at T C is
The efficiency of the engine is then given by the expression
The intermediate temperatures T 2 and T 4 must be determined numerically from the condition that connects the initial and final states along each iso-entropic trajectory (see Figure 4 )
For given values of the initial magnetic field B 1 , the strain pseudo-magnetic field B S , and the reservoir temperatures T C and T H , the efficiency is a function of the magnetic field B 2 . We choose to parametrize this dependency by defining the ratio
where l B = min{l + , l − } is a characteristic confinement length for the semi-classical cyclotronic orbit, defined as the minimum Landau radius among the two inequivalent valleys. In Figure 5 we plot the numerical calculation of the efficiency, as a function of the magnetic field expressed in terms of the ratio r(B 2 ). In this particular example, we have chosen B 1 = 4 T, B S = 20 T and the temperatures T C = 30 K and T H = 100 K at the cold and hot reservoirs, respectively. In Figure 5 , we also compare the effect of the pseudo-Zeeman term, by calculating the efficiency when settingγ = 1.7µ B andγ = 0, respectively. It is evident from comparison of both curves that the pseudo-Zeeman effect produces a relative enhancement of the efficiency as compared to the case when this term is absent. We find that the numerical solution for the efficiency as a function of the compression ratio can be accurately parametrised by the equation
Here, the exponent α depends on the temperatures T C and T H , as well as on the strain pseudo-magnetic field B S . In particular, for the choice of parameters represented in Figure 5 , we find that α = 6.88 forγ = 1.7µ B , whereas α = 4.2 forγ = 0. Remarkably, Eq.(55) is similar to the well known formula for the efficiency of the Otto cycle that works with a classical ideal gas, with r instead of the volumetric ratio that applies to the classical case. An even closer analogy between both cases is obtained by noticing that r(B 2 ) = l B1 /l B2 > 1 can be literally interpreted as a "compression ratio" between the effective Landau radii, which defines a characteristic confinement length for the semi-classical cyclotronic orbit associated to each Landau level.
Numerical solutions for the efficiency only exist up to a maximum compression ratio, which in the example displayed in Figure 5 is r max = 1.19 forγ = 1.7µ B , whereas r max = 1.33 forγ = 0. At this point, the efficiency attains its maximum value, that exactly matches the Carnot efficiency for the same temperatures in the thermostats, i.e. η(r max ) = η C = 1 − T C /T H = 0.7. More generally, using the parametric form Eq.(55), one concludes that
CONCLUSION
We have presented a new conceptual prototype for a QHEN, based on the combination of an external magnetic field and a controlled mechanical strain pattern applied over a graphene flake. Ww developed the general quantum thermodynamical analysis of the engine, conceived as a statistical ensemble of replicas of a single-particle system, whose intermediate states are described by a density matrix operator. Moreover, we explicitly calculated the thermodynamic efficiency of the engine, in the ideal quasi-static limit of its cyclic operation. Moreover, we showed that this theoretical efficiency follows a parametric equation similar to the classical Otto cycle, where in the quantum case the compression ratio is defined in terms of the initial and final Landau radii associated to the corresponding effective relativistic Landau levels. Remarkably, the upper limit for the theoretical efficiency is still given in this quantum mechanical system by the Carnot efficiency at the temperatures of the reservoirs, thus satisfying the general statements of the second law as applied to macroscopic heat engines. This analysis and its consequences constitute an interesting proof of principle for the robustness of thermodynamics. The cold reservoir is at T1 = TC , whereas the hot reservoir is at T3 = TH . 
