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records and the Library and Information Science Abstracts thesaurus to further refine and standardize the terminology for their core topics and subtopics. The result was 21 core topics and 1,105 subtopics, which they present in a large table and as a series of charts. Three of the 21 core topics-architecture/infrastructure, digital library research and development, and information organization-produced 53% of the publications in the analysis (see their figure 2).
A new concept map
This chapter builds on and extends these prior analyses by focusing on the work done in the second decade of digital library research and practice (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) . My purposes in conducting the analysis included uncovering the key themes and core topics of the field in a way that would 
History and impact of D-Lib
Founded early in the life of digital libraries (1995) , D-LIb Magazine is freely available on the internet. It has tracked progress across participating disciplines, and its articles include a range of both technical and professional perspectives. The primary intent is "timely and efficient information exchange" (Wilson and Powell 2005) . D-Lib's founders and subsequent editors made a deliberate choice of quick turnaround from submission to publication over the long timelines generally associated with publishing peer-reviewed articles. 
Other analyses of D-Lib Magazine
Others have evaluated the contents of D-Lib Magazine. Zhang, Mostafa and Tripathy (2002) used the contents of D-Lib articles from 1995 to 2002 to test their innovative information retrieval and visualization system, in the process automatically generating a set of concepts associated with these articles. Their process generated 69 concepts, which their system displayed visually in a number of ways (see their figures 1-5). Bollen and others (2005) 
Methodology: evaluating the articles
The analysis of the 440 D-Lib articles involved both quantitative and qualitative methods. The first, qualitative steps of the analysis were to manually examine the articles, in the process assigning keywords or keyword phrases to each. Next, a quantitative analysis, using a word frequency macro, counted the occurrences of title words and keywords or keyword phrases.
The frequency counts of title words, keywords, and keyword phrases revealed patterns that suggest the comparative strength and evolution of themes in the 11-year span of articles. Table   3 .1 summarizes the frequently-occurring keywords or keyword phrases and their ranges of occurrences. A total of 77 keywords and keyword phrases (8.3% of all of the keywords and keyword phrases) occurred eight or more times each and accounted for a little over half (51.8%) of all occurrences of all keywords and keyword phrases in the data set. The next phase of the analysis was to reflect on the patterns and themes that emerged from the keyword frequency data, develop an understanding of how the themes are connected, and then group related keywords and keyword phrases together (for example, "mass digitization" and "Google Books" were grouped with "digitization".
Methodology: constructing the map
The construction of the map came next. It involved a qualitative analysis to tease out interrelated themes and decide how to group them together visually. This required choosing the map's x-and y-axes. The choice of axes was informed by the word frequency counts but not completely determined by them. After carefully reflecting on the patterns in the keyword frequency counts, I labeled the x-axis of the concept map to organize a continuum of themes and topics ranging from "collections" to "communities." Similarly, the y-axis organizes a continuum of themes ranging from "technology" to "social and economic aspects."
As I constructed the map, I added a few additional keywords and keyword phrases that occurred fewer than eight times to aid the comprehensibility and completeness of the map. For example "FRBR" (5 occurrences) and "RDA" (4 occurrences) were added to the "cataloging"
cluster, and "digital divide" (6 occurrences) was added as a social issue relevant to digital libraries. The last step of constructing the map was to select the themes for the two "key challenges" boxes at the top and bottom of the map.
The result of the evaluation of the articles and the construction of the map is figure 3.1. indicates how frequently the keyword or keyword phrase occurred. This concept map can be said to reveal significant themes in the 11-year span of articles, but not all themes. The overall intent is to organize the decade's themes and suggest one way to comprehend and explain them as a coherent conceptual whole.
The map suggests the nature and thematic structure of the past decade's digital library research and practice. It represents the principal themes and the relationships between key topics using the map's four cardinal directions and quadrants. The northern hemisphere represents a body of work focused on the enabling technologies of digital libraries and on addressing the field's key technological challenge: interoperability. The southern hemisphere clusters the body of work devoted to the social and economic aspects of digital libraries and to addressing the key challenges of community engagement, intellectual property rights and sustainability. The northwest and northeast quadrants of the map cluster work on the technological aspects of collection and community building, respectively. The southwest quadrant clusters the body of work on the social and economic aspects of digital library collections, while the southeast represents work on the social and economic aspects of building communities around digital libraries.
The remainder of this chapter focuses on the "key challenges" identified at the top and bottom of the map. Before continuing to those sections, however, it is important to write a few words about the limitations of this analysis of the second decade of digital library literature.
Limitations of the analysis
The analysis and concept map provide a snapshot but not a definitive evaluation of the digital A more comprehensive analysis would examine the second-decade literature as represented in other forums, especially peer-reviewed journals and conference proceedings, and in languages other than English.
Key challenges
The next chapters of this book define and expand on the themes from the concept map in the context of the map's x-axis: building collections and building communities. Prior to those chapters' detailed discussions, this chapter describes and evaluates four key challenges to building collections and communities for digital libraries: (1) interoperability and its facets; (2) community engagement; (3) intellectual property rights; and (4) sustainability.
Key challenge 1: Interoperability
The information landscape can be said to be a highly distributed, heterogeneous one containing many islands of content. Interoperability became increasingly important as more and more content moved online and demand for unified access grew. Research into deep web extraction has made progress (as described for example by Liu et al. 
The problem of digital library interoperability is not solved
Carl Lagoze defines interoperability in terms of the user's experience: "providing the user with a seamless experience as they use heterogeneous, distributed information services (discovery, access, browse, etc.)" (2010, 102) . Search engines provide a degree of interoperability across the web of documents; a great deal of content can be discovered via the surface web or through the centralized indexes underlying tools like Google Scholar. But not all of it. And so, after twenty years of progress in the field of digital libraries, the challenge of interoperability remains.
The vision of researchers and digital library pioneers was to integrate "tens of thousands of repositories of digital information that are autonomously managed yet integrated into what users view as a coherent digital library system" (Lynch and Garcia-Molina 1995, under "Executive Summary section III). They could probably not have anticipated the scale and complexity of the ocean of content to be coherently integrated today. Digital libraries need to scale to a large amount of content; in addition they must be scalable in terms of efficiency and performance.
This is made particularly difficult because the content of interest to the communities that digital libraries serve is heterogeneous, and so are the systems, software, and formats associated with that content.
Heterogeneity
Dictionary definitions of "heterogeneity" suggest it describes a condition or quality "lacking in uniformity," "diverse," and "composed of unrelated or differing elements." In the field of digital libraries, heterogeneity refers on the one hand to diverse systems, interfaces, and networks;
and on the other to the greatly distributed, complex content that digital libraries seek to bring together for easy discovery and use. Besides being widely distributed on the web, content of interest is managed by many different organizations, and the formats of the digital objects are diverse: text, images, audio and video, other multimedia, geographical information, data and so on.
Many digital library experts' writings devote attention to the topic of interoperability, from the 
Early work on interoperability: Z39.50
This section extends the discussion of interoperability in chapter 2 to discuss the contribution of an information retrieval protocol and International Standards Organization standard, ISO 23950, known as Z39.50. Z39.50, which pre-dates the web and has been used mainly by libraries, was the basis of early digital library efforts to achieve interoperability of distributed digital content stores. It performs broadcast searching in real time across a range of different information sources stored in different systems. Organizations can also set up their online resources (e.g., catalogs, databases, indexes) as Z39.50 targets-in other words, Z39.50 search services can gather records from them.
In some early digital library initiatives, Z39. 
Other early work on interoperability
Chapter 2 discusses the Open Archives Initiative, OAI-PMH, reference linking, and the importance of persistent identifiers. All are important outcomes of the first decade of digital library research and practice that continue to support digital library interoperability today.
Syntactic and semantic interoperability
In the same workshop discussed earlier in this chapter, Lynch and Garcia-Molina (1995), identified a continuum of interoperability with "deep semantic interoperability" at one end, "syntactic interoperability" in the middle, and "superficial uniformity" at the other end. The word semantic relates to meaning in language or logic; the word "syntactic" relates to the proper arrangements of elements according to a structure and set of rules. Lynch and Garcia-Molina noted that syntactic interoperability can achieve common navigation, query and viewing interfaces as well as other functionality to support a degree of interoperability for digital library users. They saw deep semantic interoperability as holding the promise of enabling searchers to "consistently and coherently" find and use autonomously managed, distributed information objects and services without being troubled by differences in the underlying systems and content.
Syntactic interoperability achieves coherence across systems based on common protocols, metadata formats, and digital object exchange standards. Tedd and Large (2005, chapter 4) may provide the most comprehensive discussion of various aspects of standards and interoperability up to 2005. The best overview of the digital library community's development of syntactic interoperability may be that of Lagoze (2010, 102-114) .
Interoperability and standards
The digital library community's approach to achieving interoperability has been to define, agree Relatively early on, Bill Arms recognized the potential challenges of an approach to interoperability based on large-scale community adoption of standards. He wrote "an ideal approach would be to develop a comprehensive set of standards that all digital libraries would adopt" (2000, (207) (208) (209) , but like other implementers, he quickly questioned the practicality of the ideal approach. He proposed a tempered approach to achieving interoperability-one that balances the costs (sometimes quite high) that organizations are willing to incur to implement standards against the degree of interoperability that adopting the standard will achieve. He later wrote "if the cost of adopting a standard is high, it will be adopted only by those organizations that truly value the functionality provided. Conversely, when the cost is low, more organizations will be willing to adopt it, even if the functionality is limited." Chapter 4 continues the discussion of the tension between standards and approaches developed or preferred by digital libraries and the less-constrained, low-barrier methods and simpler standards typically used by the larger web community.
Semantic interoperability
Digital library researchers and practitioners have been quite successful in advancing syntactic interoperability, but until recently, semantic interoperability has seemed to be a "holy grail" 
The semantic web and linked data
The web of data
The first realization of the web has been called a "web of documents" (w3.org/standards/semanticweb). Even though documents are marked up for use on the web, they are mainly intended for people to read, and it has been difficult to extract pieces of information from them in an automated, consistently generalizable way. A new vision of the web, the "semantic web," has been called a "web of data." The intent of the semantic web is to automatically bring together and disclose meaningful relationships between related resources stored in different places, as described by Hagedorn and Sattler (2013):
The problem of the inability of machines to interpret and process information published on web pages caused the development of a web of data, next to the web of documents.
The idea is known as the Semantic Web, where links between information are established in a way that machines can understand and interpret.
The semantic web does not replace the web of documents, but it has the potential to enable interoperability at a significantly higher and more useful level. The semantic web is important for many reasons. In the context of the progress of digital libraries:
1. The semantic web revives (and reshapes) the notion of a singular, "universal digital library" that inspired the first digital library builders in the early 1990s. Bizer (2010), who manages DBPedia (dbpedia.org), has envisioned the semantic web as a "single global information space," with hyperlinks connecting everything. The end goal is being able to query the web as if it was one global database and get back useful results.
2. Semantic web applications offer new functionality and benefits for particular online communities (see chapters 9 and 10).
From an individual's point of view, the semantic web has the potential to greatly facilitate information seeking. Instead of having to search and examine multiple web sites and assemble needed information manually, many questions can be answered in one step. In addition, semantic web applications can disambiguate (identify separate meanings for) names that are the same, like Jerome the saint and Jerome the town in Arizona.
Computer and information scientists and librarians tend to articulate the benefits of semantic web approaches in different ways, but with equal enthusiasm. For example Keller (2011) , university librarian at Stanford, explains why semantic web approaches are superior to current approaches to information discovery and access, which lock up pieces of information in silos and fail to comprehensively surface relevant information. Leading computer scientists Bizer, Heath and Berners- Lee (2009, 14) have made the point that semantic web approaches are superior to classic data integration systems as well as newer approaches using machine-tomachine data exchange based on web services, APIs and mashups (discussed in chapter 4).
History of the semantic web
The idea of a semantic web is traced to Tim Berners-Lee with a grasp of (normally) English, and the significance of the links is only evident from the context around the anchor. To a computer, then, the web is a flat, boring world devoid of meaning. This is a pity, as in fact documents on the web describe real objects and imaginary concepts, and give particular relationships between them.
At that conference, Berners-Lee proposed "adding semantics to the web," and he and colleagues further elaborated on the idea in a book published in 1999. In 2001, Scientific
American published Berners-Lee, Hendler and Lassila's article entitled "the semantic web," thus bringing the phrase into mainstream usage.
The Resource Description Framework (RDF)
RDF is a standard data model that supports data interchange and reuse on the web; it "allows structured and semi-structured data to be mixed, exposed, and shared across different applications" (w3.org/RDF 
BBC applications of linked data
Since 2007 the BBC (British Broadcasting Corporation) has been using a semantic web approach to structuring information about its programs (bbc.co.uk/programmes) so that the data can be easily used in other contexts within the BBC. In effect, the BBC is using its own and other linked data on the web as its web content management system (Raimond et al. 2012 ).
Since implementing BBC Programmes, the BBC has launched BBC Music (bbc.co.uk/music) and BBC Wildlife Finder (bbc.co.uk/nature/wildlife). The BBC creates a web identifier (and an Progress and prospects for semantic interoperability Chapters 9 and 10 further discuss the semantic web and linked data with respect to their early adoption in digital libraries. Chapter 10 also discusses schema.org, a collection of schemas (HTML tags) that enable webmasters to provide structured metadata within web pages. The schema.org approach achieves greater visibility in search engines.
in the US by the historic concept of "fair use" and related exceptions and limitations of copyright.
The following sections elaborate on these concepts.
In many countries, the legal framework protecting intellectual property is out of step with the new conditions of the digital world. The effect of not upgrading the copyright laws to reflect these new conditions has led to a poor climate for innovation, diminished public access and the limitation of some former provisions permitting the use, dissemination or long-term preservation of content by libraries. This section provides some basic information about the current situation and briefly lays out some ways in which digital libraries are responding.
Definition of intellectual property (IP)
The UK Intellectual Property Office (ipo.gov.uk) introduces the concept of intellectual property in this way:
"Intellectual Property (IP) results from the expression of an idea. So IP might be a brand, an invention, a design, a song or another intellectual creation. IP can be owned, bought and sold."
The UK IPO office goes on to define four main methods for legally protecting intellectual property: patents, trademarks, designs and copyright. The IP protection most relevant in the digital library domain is copyright, which is generally "an automatic right which applies when the work is fixed, that is written or recorded in some way." Most copyright systems require both this aspect ("fixity") in addition to "originality" (an original work fixed in a tangible medium of expression).
Copyright
Copyright in the US is based on the Constitution, article 1, section 8. The web, online information services and digital libraries are driving a shift to discovery and access models that rely on exchanging and linking digital content and metadata. Digital library implementers and others began searching for new ways to incorporate freer copying, distribution and re-use of content, while minimizing the potential for negative outcomes. Models supporting new lawful ways to distribute and exchange content and data have appeared. These new models (e.g., Creative Commons licensing) reserve a range of rights ("some rights reserved") or explicitly dedicate the content or data to the public domain ("no rights reserved").
Creative Commons (creativecommons.org) GNU Free Documentation License (gnu.org/licenses/licenses.html#FDL) Open Data Commons (opendatacommons.org)
Key challenge 4: Sustainability
The digital library field's knowledge of how to build digital libraries outpaces its understanding of how to sustain them. While the digital library builders aspire to offer free access to all, digital libraries are not free for their builders to create and maintain. These costs must be recovered somehow. Financial sustainability is critical.
Digital library sustainability has several aspects. Setting aside the technological aspects of sustainability for the moment, sustainability in digital libraries has economic, social and ethical characteristics (see figure 3. 2). Consider the following brief overview of these:
 Economic: A sustainable digital library has ongoing funding and a workable business model for recovering its costs; its managers engage in ongoing business planning; it regularly gauges community needs, awareness and satisfaction with its services; it has clear accountability and evidence-based metrics to underpin strategic plans and investments in ongoing development  Social: A sustainable digital library is considered essential by the communities it serves (Hamilton 2004, 393) ; it maintains its visibility and community awareness; it provides ongoing access to content and services that are highly valued by the communities it serves  Ethical: A sustainable digital library provides the broadest possible access to its content,
and it supports open inquiry and the free flow of ideas while respecting the rights of content creators and producers The second decade of digital library research and practice carried forward the first decade's emphasis on enabling technologies and on building collections. Three main areas of focus were building and aggregating repositories; technologies and models for digital preservation; and metadata. The key technological challenges continued to be scale, heterogeneity and interoperability; but over the course of the decade, the standards, processes and methods for achieving interoperability changed. Interest in the semantic web and linked data increased strongly from about 2007 forward. While the longer-term prospects for semantic web approaches remain unclear, impressive applications using these approaches have begun to demonstrate their potential. The long section on interoperability is intended to give readers a basic foundation for understanding subsequent chapters and other digital library literature.
Digital library research and practice evolved over the second decade, resulting in greater attention to social and economic issues, especially with respect to evaluating the use and users of digital libraries; advancing education and the processes of scholarly communication; and broadening access to high-quality digital content through open access. The continuing focus on digital collections is now paired with a new body of work that focuses on digital library communities. The second decade began to address key challenges related to engaging communities around digital libraries, coping with the barriers associated with a restrictive legal framework, and identifying success factors for sustaining digital libraries.
