Abstract. In this paper, the study of the class of biochemical systems known as zero deficiency networks is extended to the case of time-varying kinetic parameters. We show that the resulting class of nonlinear systems with inputs satisfies a notion of input-to-state stability uniformly over a set of parameters. In particular, the input-to-state stability estimates allow us to characterize the robustness of zero deficiency networks with respect to perturbations in the parameters as well as study their stability when the reaction rates are controlled by an independent process.
developed a rich and beautiful theory on these systems, also known in the literature as zero deficiency networks. This model accommodates a wide variety of significant biological systems, including many models for enzymatic mechanisms [14] , a model for T-cell receptor signal transduction [13] , and receptor-ligand interactions and Gprotein coupled receptor activity in cyclic signaling pathways [3, 12, 19] . The models of receptor-ligand interaction are of interest for biomedical applications as well as for drug design: the concentration-response curves associated with some of the basic models [3, 12] may also be analyzed in the context of these zero deficiency networks [5] .
The zero deficiency networks may be characterized in terms of a strongly connected graph and the corresponding irreducible matrix, while the mass action kinetics property leads to nonlinear systems with polynomial vector fields. These are the systems we consider in this paper: for these systems, which exhibit multiple steady states, the state space may be viewed as a (disjoint) union of invariant manifolds (which are parallel translates of a given subspace of R n ) so that to each of these invariant manifolds corresponds a distinct (globally) asymptotically stable steady state. The idea of invariant sets of the state space and the existence of steady states, and how these are affected by the external inputs or perturbations will be central to our analysis.
Recently [17] , this class of nonlinear systems was studied from a control theory point of view, and the stability and other properties for the system with no inputs were further analyzed. In [17] a formalism is developed for dealing with this type of systems and several results are established which will be frequently referred to in the present work.
We first introduce the class of systems to be studied and recall some basic results (section 2). The definition and characterization of the notion of uniformly semiglobal input-to-state stable systems as well as the statement of the main results are given in section 3. The input-to-state stability estimates are established and the main theorems are proved in sections 5 and 6. In section 4 we show the dependence of steady states of the system on its parameters: the unique steady state in each invariant manifold is an analytic function of the parameters. Section 7 summarizes the main contributions in this paper. Since the vector x ∈ R n represents the concentration of each species involved in the reactions, we will be interested only in those trajectories that evolve in the positive orthant. In fact, it is easy to see that the positive orthant R n >0 is a forward-invariant set for the system (2.1) (see also section 5). We have the following assumptions on A and B.
Some notation and previous results. Let n ≥ m be integers and let
(a) The matrix B = (b 1 , . . . , b m ) has nonnegative integer entries; it has full column rank and none of its rows vanishes completely.
(b) The matrix A = (a ij ) has nonnegative entries (without loss of generality, we assume that its diagonal entries are zero, since the corresponding terms would be of the form a ii x b1i 1 · · · x bni n (b i − b i ) ≡ 0) and is assumed to be irreducible. This last property is equivalent to saying that the incidence graph of A is strongly connected, and it describes the following property of the network: there is a chemical pathway connecting every pair of complexes, but the pathway leading from b i to b j may be different from the pathway leading from b j back to b i (in other words, each individual chemical reaction is not necessarily reversible). Another equivalent definition of irreducibility says that there is an integer k such that all the entries of the matrix (A + I) k are strictly positive (see [10] ). Example. The simplest model for the interaction of a cell surface receptor with a specific ligand is depicted as R +L C. Here we have three species (n = 3): receptor (R), ligand (L), and receptor-ligand product (C). There are only two complexes (m = 2): R + L and C. Let x 1 , x 2 , and x 3 denote the concentrations of R, L, and C, respectively. Then the two columns of matrix B are b 1 = (1, 1, 0) and b 2 = (0, 0, 1) . The matrix A is of size 2 and its nonzero elements are a 21 (the rate constant for R + L → C) and a 12 (the rate constant for C → R + L). It is easy to see thaṫ x 1 =ẋ 2 = −ẋ 3 = −a 21 x 1 x 2 + a 12 x 3 . A network involving two distinct receptor conformations is shown in Figure 1 .
Example. Another simple example is a dimer model, where the ligand binds to two receptors, according to the diagram 2R + L R + C 1 C 2 . In this case n = 4 and m = 3. Setting x = (R, L, C 1 , C 2 ), the matrix B consists of the vectors b 1 = (2, 1, 0, 0) , b 2 = (1, 0, 1, 0) , and b 3 = (0, 0, 0, 1) . The nonnegative entries of the matrix A are a 21 , a 12 , a 32 , and a 23 . Again, it is easy to see that properties (a) and (b) are satisfied. At any given time, the concentration of receptors is given by the equationṘ = −a 21 R 2 L − (a 32 − a 12 )RC 1 + a 23 C 2 , and the concentration of ligand is given byL = −a 21 R 2 L + a 12 RC 1 . The concentrations of C 1 and C 2 are given bẏ
respectively. In this paper, we wish to study system (2.1) when the parameters a ij are allowed to be time variant. Values of the parameters should be such that, at each time instant, the matrix A = (a ij ) is irreducible, so we consider the set of irreducible m×m matrices whose entries are nonnegative:
A ≥ 0 and (A + I) k > 0 for some power k (the inequality A ≥ 0 (resp., A > 0) means that every entry of the matrix on the left-hand side is nonnegative (resp., positive)). Let |A| ecl denote the matrix norm induced by the vector norm |·| (the Euclidean norm). Throughout this paper, we will define an input u(·) to be a piecewise locally Lipschitz function, with a finite number of discontinuities, that is, there exist ∈ N and numbers 0 = T 0 < T 1 < · · · < T < T +1 = ∞ such that the function u is locally Lipschitz on each interval (T i−1 , T i ): for each i = 1, . . . , + 1 and each compact interval J ⊂ (T i−1 , T i ), there exists κ > 0 such that
In addition, the mass action kinetics model may be generalized as in [17] , so we will consider the system with inputṡ
where the same assumptions on B hold and each map θ i : R → [0, +∞) has the following properties:
|ln θ i (r)| dr < ∞; (f) its restriction to R ≥0 is strictly increasing and onto the set [0, σ i ), where 0 < σ i ≤ +∞.
Before stating the last condition that the functions θ i should satisfy, let us introduce the following vector functions:
defined on R n >0 and R n , respectively. (From now on, we will drop the superscript n of ρ [n] and exp [n] , since its value is usually clear from the context.) Each θ i (restricted to R >0 ) is onto the set (0, σ i ), so each function ρ i = ln θ i (for the restriction of θ i to R >0 ) is onto (−∞,ρ i ) withρ i = ln σ i . Since θ i (restricted to R ≥0 ) is strictly increasing, ρ i has an inverse function, which is onto R >0 : ρ i (s) ds − pt = +∞ for any a < ln σ i . Note that, for any constant p, there exists t 0 ∈ (−∞,ρ i ) such that ρ −1 i (s) > p + 1 for all s ≥ t 0 . Therefore, when σ i = +∞, condition (g) always holds. The case of mass action kinetics corresponds to θ i (r) = |r| ∀ i. Another example of interest is the case θ i (r) = |r| k+|r| with k > 0. Even though condition (g) will not be used explicitly in this paper, it is necessary to prove some auxiliary results such as Lemma IV.1 in [17] , which will be used in section 4.
For the case of a constant matrix A, system (2.3) has been extensively studied. It takes the formẋ
and we next recall some results already established about this system, which are given in [6, 7, 8, 9] (for the particular case of mass action kinetics), and can also be found in [17] (for the general case).
For any two vectors a, b ∈ R n , let a, b denote their dot product. Define the stoichiometric space
and also consider its orthogonal space
Then, for any v ∈ D ⊥ , notice that
by the definition of v. Hence x(t), v =constant= x(0), v , and we have
Therefore, the parallel translates of the stoichiometric space, p + D with p ∈ R n >0 , define invariant manifolds for the systemẋ = f A (x). For each p ∈ R n >0 , we will define a positive class of system (2.4) to be
, then we do not consider such S as a positive class. In this work, we are not concerned with trajectories that evolve on the boundary of the positive orthant.) Note that the positive classes do not depend on the matrix A, only on B.
The equilibria of system (2.4) may be divided into boundary equilibria, E 0 = {x ∈ ∂R n ≥0 : f A (x) = 0}, and positive equilibria,
From [17, Proposition VI.3] we know that E 0 depends only on the matrix B and not on A (however, the elements in E A,+ may depend on the matrix A). Throughout this paper we will assume that no boundary equilibria exist in any positive class, i.e., S ∩ E 0 = ∅ for each positive class S. (2.6) Under these conditions we have the following result from [17] and also [6] .
Theorem 2.1. Consider system (2.4) and assume that condition (2.6) holds. Then, for each positive class S there exists a (unique) statex =x S ∈ R n >0 which is a globally asymptotically stable point relative to S, i.e., for each x 0 ∈ S, the solution oḟ
Throughout this paper, we will assume that the matrix B (which defines the complexes that form the network) is fixed. Each matrix A ∈ A ≥0 characterizes a system of the form (2.4), and we will let x(t, x 0 , A) denote the solution of the differential equationẋ = f A (x) at time t, when the initial condition is x(0) = x 0 ∈ R n >0 . Then, from Theorem 2.1, it follows that each trajectory x(·, x 0 , A) converges to the positive equilibrium in the same class as x 0 . So we definex(x 0 , A) to be the unique equilibrium in the same class as x 0 , and thus we may also write
and introduce the set of all such positive equilibrium points:
In section 4 we will show that, as a map from 2.1. An example. As a motivation for our theoretical results, we will discuss a nominal example. The biochemical network depicted in Figure 1 is a basic model for receptor-ligand interactions at the cell surface [3, 12] . The ligand is denoted by L, two cell receptor conformations are denoted by R 1 and R 2 , and the respective receptor-ligand complexes are denoted by C 1 and C 2 . These constitute the n = 5 individual species, 
where A is clearly irreducible. Under mass action kinetics, the dynamics of the system isṘ
The stoichiometric space is given by
and the positive classes are thus characterized by a pair of positive constants (α 1 , α 2 ),
and, incidentally, note that the classes reflect the conservation of the total amount of ligand and the total amount of cell receptors in the system. The boundary equilibria set is given by
and it is easy to see that each of these equilibrium points implies either α 1 = 0 or α 2 = 0, which do not define a positive class. Therefore, the "no boundary equilibria" assumption (2.6) holds.
In this receptor-ligand model, the kinetic parameters are assumed to be fixed. A rough numerical estimate of the effect of perturbations on the steady-states shows that, for a sufficiently large (and fixed) T ,
suggesting that the system is indeed parameter-robust and that, moreover, the error is not amplified. Figure 2 shows the effect on the trajectories of the system of random perturbations in the kinetic constants, while Figure 3 justifies estimate (2.8). In this figure, each point · corresponds to the mean square error at steady state for a given error in the kinetic constant (|A − A 0 | ecl ). To obtain Figure 3 , for each p ∈ {10, 20, 30, 40, 50, 60}, system (2.7) was simulated 20 times for the same fixed initial condition (x 0 ), with its kinetic constants randomly perturbed within p%, i.e.,
For each simulation, the norms |A − A 0 | ecl and |x(T, x 0 , A) − x(T, x 0 , A 0 )|, for a sufficiently large T , were computed, and a point · was plotted. An average of the values
of length 0.16 was also computed, resulting in the open squares (2) . The solid line represents the best linear fit to these average points with a slope of 0.05. Finally, notice that mostly all points are below the dash-dotted line, that is, they satisfy estimate (2.8).
For both figures, the initial condition was set to x 0 = (7, 2, 15, 0.5, 0.5) corresponding to a common situation where the amount of ligand is larger than the total amount of receptors, and there are practically no receptor-ligand complexes formed at the beginning of the reaction. The (ideal) values of the parameters were set to 3. Input-to-state stability and robustness. We wish to study the system with inputs (2.3) and establish general estimates that reflect the stability result obtained numerically for the example in (2.8). To do this, we start by defining appropriate input-to-state stability notions. An important observation on the system is that positive classes are invariant not only under constant inputs but also under any time-variant input map with u(t) ∈ A ≥0 ∀ t. This follows from the fact that the matrix B (and hence also the stoichiometric space and its orthogonal space D ⊥ ) is fixed, and also from (2.5). Indeed, let Sx be any class (recall that each class may be characterized by a positive equilibriumx ∈ E). Then, for each initial condition x 0 ∈ Sx and input map u(·), the trajectory of system (2.3) evolves in this positive class for all times. Thus, any input-to-state stability estimates only need to hold in that class.
Definition of input-to-state stability in each invariant subspace.
The input-to-state stability notion introduced in Definition 3.2 follows the ideas and the concept of input-to-state stability (ISS) first established in [15] (and see also the notion of input-output-to-state stability introduced in [11] ). With the goal of analyzing positive systems, the main difference in our definition of ISS is the introduction of a condition on the completeness of the system with respect to positive states (i.e., those states with all coordinates in the strictly positive half-line). This condition plays an important part in the subsequent characterization of the ISS property in terms of an ISS-Lyapunov function: such a function need only be defined on R n ≥0 and differentiable on the strictly positive orthant, and it is not required to satisfy a decrease condition except at positive vectors, as stated in Definition 3.3 (in the original characterization, the ISS-Lyapunov function was defined in R n ). In addition, our notion of ISS is formulated as a semiglobal property, in the sense that the input-to-state estimates only hold while the trajectories remain in some preestablished compact set (see also [4] ). And it is a uniform property, in the sense that the same functions provide input-to-state estimates for all trajectories evolving in ∪x ∈P Sx, where P is a compact subset of E.
We first recall some standard notions that will be used in establishing estimates: a function α : R ≥0 → R ≥0 is said to be of class K if it is continuous, strictly increasing, and α(0) = 0. The function α is said to be of class K ∞ if it is of class K and in addition α(r) → +∞ as r → +∞. A function β : R ≥0 × R ≥0 → R ≥0 is said to be of class KL if, for each fixed t, β(·, t) is of class K and for each fixed r, β(r, ·) is strictly decreasing with β(r, t) → 0 as t → +∞.
For the following definitions, let the systemẋ = f (x, u) evolve on a state space X which is an open subset of R n containing R n >0 . Let U be a subset of A ≥0 , and let A 0 ∈ U. For anyx 0 ∈ R n >0 , let Sx 0 represent any invariant set for the systeṁ
-forward complete, and (ii) for every compact set P ⊂ E and every compact set
If the functions β, ϕ given in (ii) may be chosen independently of the compact F , then the system is uniformly input-to-state stable with input-value set U.
If the functions α, γ given in (iii) may be chosen independently of the compact
F ⊂ R n ≥0 ,
then the function V is a uniformly ISS-Lyapunov function for the system.
We next state without proof that the existence of an ISS-Lyapunov function implies that the system is input-to-state stable (in the sense of the previous definitions). The proof of the lemma is very similar to what is done in the case of the usual definition of an ISS system and follows closely the argument given in [18] . One should keep in mind that the Lyapunov function is differentiable only on the positive orthant, and that the trajectories evolve in invariant classes. (For a similar adaptation of the proof given in [18] , see also [4] 
Main results.
As already mentioned, the work of Horn and Jackson, and Feinberg [6, 7, 8, 9] on zero deficiency biochemical networks considers only constant kinetic parameters. This is also the case in the recent work developed in [17, 4] . In other words, so far the focus has been on systems (2.3) with constant inputs, u ij (t) ≡ a ij . In this paper, our goal is to study the stability and robustness of zero deficiency networks under time-varying parameters. In order to establish our stability results a "lower bound" on the parameters will be assumed, that is, given any ε > 0, we consider the input-value set to be the following subset of A ≥0 :
Note, however, that no upper bound on the values of a ij is required. In addition, recall that the input maps satisfy the regularity condition (2.2). So, we define
The main results state that, first, system (2.3) is uniformly semiglobal ISS, and second, if (2.3) is mass-conservative, then it is also uniformly ISS. The proofs of the theorems are presented in section 6: the ISS properties are established by showing that the system admits a uniformly (semiglobal) ISS-Lyapunov function (section 5.1).
Theorem 3.5. System (2.3) with the state space X = R n , restricted to taking input maps w ∈ W, is uniformly semiglobal ISS with input-value set U ε . Theorem 3.6. Suppose that system (2.3) with state space X = R n satisfies
Then the system, when restricted to input maps w ∈ W, is uniformly ISS with inputvalue set U ε .
We would like to point out that, in the particular case of the constant input u(t) ≡ A 0 , Theorem 3.6 recovers the global stability result of Theorem 2.1 for massconservative systems. In fact, establishing that a given system is uniformly inputto-state stable with input-value set U ε (appropriately chosen) provides an alternative proof of Theorem 2.1. Furthermore, in the case when the input consists of small perturbations around a desired value A 0 , for instance, u(t) = A 0 + δ(t), uniform (global) ISS implies robustness of the system with respect to A 0 . In other words, if δ ≤ δ 0 , then we expect the difference between the desired and perturbed steady states of the system to satisfy |x −x 0 | < ∼ ϕ( δ ) ≤ ϕ(δ 0 ) (see also the example discussed in section 2.1).
Remark. Condition (3.4) is satisfied by many biochemical systems; in particular, it is satisfied by mass-conservative systems, whose trajectories are a priori constrained to move in a compact subset of R n ≥0 . A system of the form (2.3) is mass-conservative if and only if (1, 1, 1, 2, 2) .
Remark. One of the main assumptions in the model (2.3) is that, for all times t, the incidence graph of the matrix u(t) is strongly connected or, equivalently, u(t) is irreducible; hence the input u is only allowed to take values in A ≥0 . However, in some ways, the structure of the network may be modified, i.e., new reactions may be added and existing reactions may be removed, provided that the irreducibility of the matrix u(t) is not violated at any time t. This is guaranteed by requiring that u ∈ U ε .
As discussed above, Theorems 3.6 and 3.5 hold for input maps that are piecewise locally Lipschitz. These include many of the typical biological inputs such as piecewise constant, periodic, or exponentially decaying signals.
Example. As mentioned in the introduction, changes in the temperature induce changes in the value of the reaction rate constants. These changes are given by the Arrhenius law [1] :
where F a > 0 is the frequency factor, E a is the activation energy, T is the temperature (in K), and R is the universal gas constant (≈8. 31 
In general, changes in temperature will be reflected in the matrix of kinetic parameters as u T1 − u T0 ≤ c |T 1 − T 0 | for some c > 0. Then, from Theorem 3.6, we expect that a change in temperature from T 0 to T 1 will lead to a deviation in the steady state of order |x 1 
where ϕ is some K ∞ function. Example. Consider the model in Figure 1 and assume that the concentration of ligand is regulated from "outside." For instance, L(t) may be experimentally designed to be a piecewise constant function, in order to measure the response of the system to different concentrations of ligand. Or L could be regulated by an independent network. In either case, we would have the following system: (3.5) where x = (R 1 , R 2 , C 1 , C 2 ) and
If L is determined by a dynamical system, sayż = g(z), also of the form (2.1), then we know that z(t) →z for somez ∈ E, and therefore w(·) ∈ W. An interesting problem for further analysis is whether the convergence of L(t) to someL implies that the trajectory x(t) will also converge to somex ∈ E. Another interesting question, which we leave for further research, is whether the cascade systemẋ = f (x, z),ż = g(z) is again input-to-state stable, in the manner developed in [15] .
Dependence of the steady states on the kinetic parameters.
A typical problem concerning cell receptor-ligand interactions, and many other biochemical reactions, is to determine the "dose-response" curves, that is, determine the final concentration of the products,C 1 orC 2 , as a function of the initial concentration of ligand, L 0 (see [12, 19] and [5] ). When translated into mathematical language, this problem involves the characterization of the multiple steady states of system (2.4) and their dependence on the matrix A and classes S x0 .
We recall that, for the case of constant inputs, say u(t) ≡ A, the systemẋ = f (x, u) with initial condition x(0) = x 0 converges to the constant steady statex(x 0 , A). In contrast, for a general input u(·) one certainly does not expect the system to converge to a constant steady state. However, one may still consider the mapx : R n >0 × A ≥0 → E, wherex(x 0 , A) is defined as the unique positive steady state of the systemẋ = f (x, A) = f A (x) in the class S x0 . Then the following is true:
We will show thatx is in fact a real analytic function of x 0 and A. This will help us in the proof of the main results, namely, in section 5, to show that the system is R n ≥0 -forward complete. To prove this theorem we will use the following alternative expression for f A (see [17] ):
. . .
(Recall that we assumed without loss of generality that all the diagonal entries of A are zero.) Now, given any matrix G ∈ R m×m , with entries g ij , define
By construction, the diagonal entries of φ(G)G+I are positive. Introduce the following subset of R m×m :
where the inequality means that every entry of the matrix on the left-hand side is strictly positive, and1 is the row vector (1 1 · · · 1) . The set G may be seen as an open subset of the (m 2 − m)-dimensional linear subspace {G :1 G = 0} of R m×m . Define G ≥0 to be the set of all irreducible matrices which have1 G = 0, nonnegative off-diagonal entries and arbitrary diagonal entries. Note that
Then to each matrix A ∈ A ≥0 , we associate a matrixÃ ∈ G ≥0 : clearly,1Ã = 0 and soÃ ∈ G ≥0 .
For
, of the matrix M G must correspond to the eigenvalue μ = 1 since
and1v is a positive scalar (since v = (0, . . . , 0) by the definition of eigenvector).
Since, by definition, M G is irreducible and has all entries positive, by the PerronFrobenius theorem we know that the spectral radius of M G , σ(M G ), is an eigenvalue of M G of algebraic (and hence geometric) multiplicity one. Moreover, an eigenvector associated with σ(M G ) can be chosen to have all entries strictly positive (this will be a Perron eigenvector of M G , and any two such vectors are positive multiples of each other). But, as we have just seen, any positive eigenvector of M G corresponds to the eigenvalue μ = 1, so we have
to be the map that assigns to each G ∈ G the unique Perron eigenvector of M G , which has its first coordinate equal to 1,
. Then the map v P is a rational function on G, as shown in the appendix.
Proof of Theorem 4.1. A function f , defined on an open set V, is real analytic if it admits a power series expansion on a neighborhood of each point of V. If, as in our case, the set V is not open, then the function f is still called real analytic if it admits an extension to a real analytic function on a neighborhood of V (see [16] ). This is what we will show for the mapx(·, ·).
For each A consider the matrixÃ ∈ G ≥0 , constructed from A as indicated above. Then, from (A.1), kerÃ = span {v P (Ã)}. Because B has full column rank, it follows that each equilibriumx ∈ E A,+ is characterized by
where c is a positive constant.
Claim. For each A, the elementz(A) ∈ R n >0 given bȳ
is an equilibrium point in E A,+ .
To prove the claim, note that B has full column rank, so B B is an invertible matrix and the formula gives ρ(z(A)) = B(B B) −1 ρ(v P (Ã)) or, equivalently,
B ρ(z(A)) = B B(B B)
The claim is proved by letting c = 1 andx =z(A) in (4.2). Now, by Proposition A.1, the map v P is a rational function on G and, furthermore, 
is again analytic because it admits an analytic extension to R n >0 × G. Therefore,
is the unique element that belongs to both the class of x 0 and the equilibria set E A,+ , and we have just shown that the mapx : R n >0 × A ≥0 → E is real analytic.
Existence and completeness of solutions.
We now turn our attention to system (2.3) and will show that it is complete in the sense of Definition 3.1.
Proposition 5.1. Consider system (2.3), with state space X = R n and inputvalue set A ≥0 . Then the system is R n >0 -forward invariant. Proof. Given an initial condition u(t) ). The existence and uniqueness of a maximal solution to this initial-value problem follows from standard results (such as stated in [16] ), by noticing that, for each fixed t, F (t, x) is locally Lipschitz in x and, for each fixed x, it is locally integrable as a function of time. Forward invariance also follows from standard arguments based on the fact that, for x ∈ R n ≥0 , if x k = 0 for any k, then F k (t, x) ≥ 0. The actual proof is very similar to that of Proposition 3.13 in [4] , so we will not reproduce it here. In that proposition, simply take C = 0 and replace "a ij " by "u ij " (we only use the fact that u ij ≥ 0).
A Lyapunov function.
In order to prove R n >0 -forward completeness of system (2.3), we will need to introduce our candidate ISS-Lyapunov function. Fix any pointx in E and recall the notation ρ i = ln θ i . Define
This function is introduced and motivated in [17] , where it is shown that V is always nonnegative and zero if and only if x ≡x. It is also easy to see that V (x,x) → +∞ as |x −x| → +∞. Also, the function V is proper in the following sense: for each compact set P ⊂ E, one can show that there exist two class K ∞ functions ν 1 = ν 1,P , ν 2 = ν 2,P such that
and ∀x ∈ P . For instance, we may take
So, it is easy to see that V satisfies both properties (i) and (ii) of Definition 3.3. In the case of maps θ i (r) = |r|, the function has the form
Some more notation will be useful. For anyx = (
Introduce also the scalar function ω : R → R ≥0 given by
Now, given any A ∈ A ≥0 and anyx ∈ E A,+ , consider
The third inequality holds because 
An important point to notice is that −W (x,x) (hence ∇V (x,x)f A (x)) is always nonpositive, because ω(r) ≥ 0 ∀ r (with ω(r) = 0 if and only if r = 0). To prove R n >0 -forward completeness, we consider the function V (x(t),x(x 0 , u(t))) along a trajectory x(·, x 0 , u(·)), which is the solution of (2.3), when the input is u(·) and the initial condition x(0) = x 0 . For the next lemma recall that the maps θ i are onto an interval of the form [0, σ i ), where 0 < σ i ≤ +∞.
Lemma 5.2. Given any compact set P ⊂ E, let 1 , 2 > 0 be any numbers so that
where the numbers r ± are defined by the equations ln θ i (r ± ) = ln θ i (x i ) ± 1/ 1 . Then
i , and we may choose 1 and 2 independently of P : indeed, condition (5.8) becomes e Proof. Pick any compact set P ⊂ E and pick any numbers 1 and 2 according to (5.8) and (5.9). First, note that the definition of V implies (see (5.1))
(recall that ρ i (s) = ln θ i (s)). Now fix any i ∈ {1, . . . , n} and put a =x i . For r ≥ 0, a > 0, define
We will show that h(r) ≥ 0 ∀ r ≥ 0. The first derivative of h is piecewise continuous
and the second derivative is
where θ i (r) = dθ i /dr > 0, because θ i is strictly increasing. Each continuous piece of the derivative has a zero, at the points r ± ,
Note that, because ρ i is an increasing function, indeed r − < a and r + > a. In addition, from (5.8) it follows that both r − and r + are well defined, since they belong to the domain of θ i . Since the second derivative of h is always positive for r = a, h has local minima at the points r = r ± . By definition of 2 , it follows that the value of h at r ± is positive:
since the first term is positive by construction of V and the two other terms satisfy (5.9)
To summarize,
so that h decreases down to a local positive minimum at r − , then increases up to h(a) > 0, and decreases again to another local positive minimum at r + , and increases ∀r > r + . Therefore,
This finishes the proof, since for each a =x i , .3), with the initial condition x(0) = x 0 ∈ R n >0 , and let it be defined on the maximal interval [0, T ). From Proposition 5.1, we already know that x(t) := x(t, x 0 , u(·)) ∈ R n >0 ∀ t in the interval [0, T ). Assuming that T < +∞, we will show that x(·) evolves on a compact subset of X ∀ t ∈ [0, T ), which is a contradiction. To do this, we consider the function
whose derivative iṡ
where, for simplicity, we used 
The function θ i is positive and strictly increasing, so θ i (r) is also positive. Sincē x i (·, ·) takes values in a compact set, there exists c 2 > 0 such that
. Then, applying Lemma 5.2, with P = [c, c] n ∩ E, to the second term onġ, we obtaiṅ
Taking c 3 = 2 c 1 c 2 c and c 4 = 1 c 1 c 2 and applying Gronwall's lemma, yield
and, therefore,
implying that x evolves in a compact subset of the state space, which contradicts T < +∞.
ISS estimates.
To establish the main results, we now show that the function V is a uniformly semiglobal ISS-Lyapunov function. In section 5.1 it was shown that V satisfies properties (i) and (ii) of Definition 3.3. We next show that it also satisfies property (iii).
For anyx = (x 1 , . . . ,x n ) ∈ E and any x ∈ R n ≥0 define
and observe that, if x ∈ R n >0 , from (5.4)
Using this notation, define the function Ψ :
which, from Lemma 3.8 in [4] , satisfies
where E 0 is the set of boundary equilibria and A ∈ A ≥0 is such thatx ∈ E A,+ . Recall the function W defined in (5.6): a useful estimate (see Lemma 3.10 in [4] ) establishes that, for each fixedx,
Moreover, since x ∈ R n >0 , it follows from (6.2) that the expression on the right-hand side is zero if and only if x ≡x.
Next, given any A ∈ A ≥0 , suppose that A 1 is a matrix with entries a 
Since A 1 is irreducible, we may apply Lemma VIII.1 from [17] to conclude that there exists a positive constant κ(
Now, define the following subset of A ≥0 ,
and note that its cardinality is finite (in fact, the number of elements in A 1 ≥0 is equal to the number of distinct strongly connected graphs with m vertexes). Then let
Additionally observe that, given any ε > 0,
(where U ε is the set defined in (3.2) ).
From this discussion, it is easy to establish the following lemmas. Lemma 6.1. For each compact P ⊂ E and each ε > 0, there exists a constant c(P, ε) given by
such that
and any elementx ∈ P . Lemma 6.2. Let P ⊂ E be any compact set. Given any compact subset F ⊂ R n ≥0 containing the set P , there exists a class K ∞ function, α = α P,F , such that
Proof. Pick any compact set P ⊂ E. Let F ⊂ R n ≥0 be any compact set which contains P , and let R 0 be such that the closed ball |x| ≤ R 0 contains the set F . Define R = R 0 + maxx ∈Px . Note that, for everyx ∈ P , the ball |x −x| ≤ R also contains the set F . Consider the function R As discussed above, for x ∈ Sx, Ψ(x,x) = 0 if and only if x =x. Since the minimum is taken over a compact set, the function α satisfies α(0) = 0 and α(r) > 0 for r > 0. Also clearly, for R ≤ r, α is strictly increasing and satisfies α(r) → +∞ as r → +∞. For 0 ≤ r ≤ R, α(r) is also strictly increasing, as a product of a strictly increasing function and a nondecreasing function. By construction, Ψ(x,x) ≥ α(|x −x|) for all x ∈ P , x ∈ F ∩ Sx. Finally, without loss of generality we may assume that α is continuous on R ≥0 (otherwise, it is possible to construct a continuousα,α(0) = 0, with α(r) ≥α(r), andα(r) → +∞ as r → +∞).
Pick any ε > 0 and consider the sets U ε and W as defined in (3.2) and (3.3), respectively. For any pointx 0 ∈ E, set V 0 (x) ≡ V (x,x 0 ), where V is the function defined in (5.1). As in section 2, let Sx 0 be the class that containsx 0 . Proposition 6.3. Given any compact sets P ⊂ E and F ⊂ R n ≥0 containing P , there exist class K ∞ functions α = α P,F and γ = γ P,F such that, for everyx 0 
for every u ∈ U ε and every x ∈ F ∩ Sx 0 ∩ R n >0 . Proof. Pick any compact sets P ⊂ E and F ⊂ R n ≥0 containing P . Let c(P, ε) be the constant given by Lemma 6.1, and letα =α P,F be the K ∞ function given by this elementx 0 , construct the function V 0 (x) := V (x,x 0 ). This function V 0 satisfies properties (i) and (ii) of Definition 3.3 and Proposition 6.3 establishes property (iii). Hence V 0 is a uniformly semiglobal ISS-Lyapunov function for system (2.3).
By Lemma 3.4, it follows that system (2.3) is uniformly semiglobal ISS with the input-value set U ε , as we wanted to show.
6.2. Proof of Theorem 3.6. Let ε > 0 be any constant and consider the input value set U ε defined in (3.2) and the set W defined in (3.3) . Proposition 5.3 shows that system (2.3) is R n >0 -forward complete with respect to input maps in W. Assume that system (2.3) is mass conservative, i.e., there exists v = (v 1 , . . . , v n ) ∈ R n >0 so that v, f (x, u) = 0 for every x ∈ R n and every u ∈ U ε . Choose any compact subset P ⊂ E and put F (P ) := closure q ∈ R n >0 :x(q, A) ∈ P for some A ∈ U ε .
Then F (P ) is a compact subset of R n ≥0 because it is closed and also bounded, since
∀ i, where c = max{|x| :x ∈ P }. Moreover, given anyx ∈ P , F (P ) contains the whole class Sx. Now, pick any elementx 0 ∈ P and any matrix A 0 ∈ U ε so thatx 0 =x(x 0 , A 0 ) for some x 0 ∈ F (P ) ∩ R n >0 .
2 Using this elementx 0 , construct the function V 0 (x) := V (x,x 0 ). This function V 0 satisfies properties (i) and (ii) of Definition 3.3. Moreover, the two K ∞ functions provided by Proposition 6.3 depend only on P : α = α P,F (P ) ≡ α P and γ = γ P,F (P ) ≡ γ P .
So, V 0 is in fact a uniformly ISS-Lyapunov function for system (2.3).
By Lemma 3.4, it follows that system (2.3) (when constrained to take input maps in W) is uniformly ISS with the input-value set U ε .
Conclusions.
We have extended the analysis of zero deficiency biochemical networks to the case where the kinetic parameters associated with each reaction rate are assumed to be time-varying inputs. We have shown that these rate controlled biochemical systems are input-to-state stable with respect to an appropriate input set. Thus one may analyze the stability of the biochemical network when the reaction rates are controlled by some independent process; for instance, some reactions may be inhibited or activated through enzymatic activity. Also as a consequence of the ISS property, we conclude that such systems of biochemical networks are robust with respect to small perturbations in the kinetic parameters such as temperature fluctuations.
By definition, the zero deficiency biochemical networks are assumed to be closed systems in the sense that there are no inflows or outflows (such as additive inputs). While the systems we have studied also do not allow any inflows or outflows, we have nevertheless incorporated outside effects, in the form of "multiplicative" inputs, by allowing an independent system to control the reaction rates.
Appendix. The Perron eigenvector v P . By a rational function everywhere defined on G we mean a function ψ : G → R m for which every coordinate is a quotient ψ i = p num p −1 den of two polynomial functions (on the entries of G) p num , p den : R m×m → R such that p den (G) = 0 ∀ G ∈ G.
Proposition A.1. The map v P is a rational function on G. Proof. For each G ∈ G, by an abuse of notation, we write v P for v P (G). We will also drop the subscript and we let M = M G for simplicity. We have Claim. The matrix N has full rank. Suppose the claim is false. Then there exists an element u in the kernel of N , and one can write N (w P + u) = −N 1 . But if this is true, then it also holds that (M − I) 1 w P + u = 0 which implies w P +u = w P , because v P is in fact the unique vector with first coordinate equal to 1 in the kernel of M − I. So u ≡ 0, which proves the claim. It follows that det(N N ) = 0 for every G, and applying the Moore-Penrose pseudo-inverse of N yields
where N and N 1 are defined from M = M G , as above. This shows that v P is a rational function on G. For every G ∈ G, the Perron eigenvector of M G , v P , is also an eigenvector of the matrix G, corresponding to the 0 eigenvalue, and has multiplicity 1. This fact follows from two observations. 1. ker (G) = ∅, so ∃v ∈ R m \ {0} such that Gv = 0. This is because1G = 0, which means that the rows of G are linearly dependent and thus have rank G ≤ m − 1.
2. Any v such that Gv = 0 satisfies v ∈ span {v P }. This follows from
and hence v ∈ span {v P }, since σ(M G ) = 1 is an eigenvalue of M G , of multiplicity 1. Therefore, the kernel of G has dimension 1 and is given by ker (G) = span {v P (G)}. (A.1)
