















   る値μ、＝μ［g（・）］の推定とその誤差評価について考察する場合，
 （2）あるモデル∫尾（・1θ麦）を真の分布と考えて，パラメータθ麦の推定法とその誤差評価に






























               MODEL（0）：κ5～M（0，1）
               MODEL（1）：灼～M（μ，1）
のAICの値は，それぞれ，
                AIco＝m1og2π十11κ112
              AIC1＝m1og2π十11κ112－m万2＋2
となる．ただしπはκ1，．．．，κ、の標本平均，またllκ112＝κ壬十κ多十…十㌶である．この例の場合
の｛∫危｝は
                  ∫。＝1κlnτ2＜2｝
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図1、πの分布とρM．I。。の分布．
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                  109！（κ1θ）
の最大化で求めたとしよう．別のデータッがんと同じ分布に従っていると考えてよいか否か
を，情報量規準を使って解くには，θの次元を后として
              AIC（κ）＝一21og！（κ1θ（κ））十2尾
              AIC（ツ）＝一21og∫（y lθ（ツ））十2尾
        AIC（κ，ツ）＝一2｛1og！（κ1θ（κ，ツ））十1og！（y lθ（κ，ツ））｝十2尾
を計算する．θ（κ，ツ）は
             Z（θ；κ，y）＝1o9ル1θ）十109！（ツ1θ）
の最大化で求める．







                   AIC’（κ）＝2尾
         AIC’（κ，y）＝一2プ（θ’（κ，y））一21og！（ツ1θ’（κ，y））十2尾
で代用し
          DAIC’（κ，y）＝AIC’（κ）十AIC（ツ）一AIC’（κ，y）＜0
たら，κとyは異なる分布に従っているとする方法が考えられる．ここで，θ’（κ，y）は








                 ツ＝α。十α1κ十α。κ2＋ε





                     ともとの対数尤度関数が2次形式であれば，「疑似
                     AIC」を使ったモデル選択は本来のAICを使った
1。                ものと全く同じになるはずである．分散σ2の真値
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30 統計数理 第41巻 第1号 1993
表1、「最小疑似AIC法」とAIC最小化法の比較．
DAIC’（巧ツ）＜0   DAIC’（名ツ）》0
DAIC（名ツ）〈0      69
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Error Estimation and Information Criterion
         Makio Ishiguro
（The Institute of Statistica1Mathematics）
   In this paper，it is shown that the estimation errors of statistica1inferences cou1d be
reduced by uti1izing a mode1se1ection proceφre based on Akaike Information Criterion，
AIC．However the eva1uation of the error of the Minimum AIC Estimate，MAICE，is
difficu工t．The use of the error covariance matrix of MLE in the context of a statistica1
ana1y§is using the AIC is discussed and a new“Quasi－AIC”is proposed・
Key words：AIC，MAICE，error estimation，model se1ection，MLE，information，Quasi－AIC．
