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I. INTRODUCTION

P
HYSICAL models of impacts between objects are ubiquitous in many areas of science and engineering, including robotics [1] , haptics [2] , computer graphics [3] , acoustics [4] and sound synthesis [5] . The phenomenologically plausible and energy-consistent behavior of contacting bodies is especially crucial in simulations of interactions based on sustained or repeated impacts, such as in rolling [6] , scraping, or bouncing [7] .
The higher the upper limit of the perceptual bandwidth is (and the rendering rate), the more critical the accuracy that real-time numerical simulations can afford; thus, making the problem of impact modeling increasingly complex when moving from graphic, to haptic, to auditory displays. Whereas for most graphic displays it is sufficient to describe an impact in terms of the ratio between outbound and inbound velocities, in haptic display and in sound synthesis the perceived characteristics of the impact depend on how bodies interact during contact. Therefore, more sophisticated impact models and carefully designed discretizations are necessary in audio and haptic contexts. 
A. Impact Models
The classic starting point is the Hertz model of collision between two spheres, which can be extended to include internal viscosity [8] . The impact force in such models is the sum of a nonlinear elastic term-in the form of a power law of compression-and a dissipative component proportional to the compression velocity-via a second power law of compression. For example, see [9] for the case of two colliding spheres.
In the context of musical acoustics, Stulov proposed a piano hammer model that includes relaxation properties of felt [10] . Other models exist that take plastic deformations into account, thus introducing abrupt direction changes in the force-compression curves at the transition between loading and unloading [11] .
Particularly popular is the model by Hunt and Crossley [1] , [12] - [15] , that generalizes the extended Hertz model by considering a variable exponent that accounts for different contact shapes. In this model-described in detail in Section II-the power laws in the elastic and dissipative term are considered to be equal, thus allowing easier closed-form calculations [16] . Despite not being fully justified in physical terms, the Hunt-Crossley model has been quite successful in some areas of engineering because it allows to derive the phase trajectories in closed form, and because it is sufficiently complex to represent a wide variety of contact phenomena. In our work, we adopted this model and extended the range of the available analytical results.
B. Applications in Acoustic Modeling
Contact models can serve as a basis for developing models of acoustic phenomena. In the context of physically based sound synthesis, the Hunt-Crossley model has been used to develop an impact sound model [5] , where a generic resonating object is used in place of a rigid wall.
Other models of more complex acoustic phenomena have been developed based on the very same impact model studied here. As an example, a bouncing sound model [7] has been obtained by superimposing a constant force, which simulates gravity, on a plain impact sound model. Also, a rolling sound model [6] has been implemented by driving an impact sound model by means of a physically inspired control layer. More precisely, the continuous interaction of a ball rolling on a surface has been modeled as a dense temporal sequence of micro-impacts driven by the geometry of the contacting surfaces, and modulated by the ball's asymmetry.
Accurate and consistent impact modeling is crucial in some audio-haptic rendering applications, such as interactive floors or shoes with vibratory and sonic augmentation [17] .
In the context of musical sound synthesis, the piano and other percussive musical instruments have also been modeled by using dissipative impact models [10] .
C. Issues With Discrete Time
A wide range of numerical methods can be employed to discretize the interaction of impacting bodies. Given a reference continuous-time system, such as the Hunt-Crossley model, the goal is to obtain numerical quantities that follow the continuous-time trajectories as closely as possible, at an affordable computational cost. Thus, efficiency and accuracy are central issues.
Another important goal is energy consistency, especially in the case of repeated or sustained contacts. A numerical method, albeit being accurate, can introduce spurious oscillations or instabilities if it fails in terms of energy conservation. In this regard, the use of wave-digital structures (e.g., wave digital filters [18] ) allows to preserve the passivity of certain continuous-time systems. Another approach is that of energy-based methods, i.e., numerical schemes based on the definition of a numerical energy that is proved to be conserved in lossless conditions [19] . These provably stable discrete-time models can be derived for some continuous-time models, including some nonlinear oscillators [20] , but are not available for more general nonlinear contact models.
As for applications which make use of impact/contact models, energy inconsistencies are a recurring issue. In computer graphics, where the constraint of low frame rates makes numerical systems prone to instabilities [3] , a typical example is provided by a steady object in resting contact with a rigid floor: when the system does not retain passivity, the object can move upward and bounce [21] . Similar issues are encountered in simulations of haptic contact, where stiffness values are usually limited by requirements on system passivity [22] , [23] , whereas higher values can cause the system to become unstable, for example oscillating, or reacting actively to the input. In numerical sound synthesis by physical models [24] , artifacts and inconsistencies can become audible especially in situations of sustained or repeated contact interactions, as in rolling, sliding, or bouncing.
Instead of aiming at provably stable numerical methods, this study looks at the accuracy of some methods commonly found in physics-based engines [3] , and measures their performance in following the theoretical phase trajectories and in reproducing the energy exchanges that occur in the continuous-time impact model.
D. Outline
In this paper, the Hunt-Crossley impact model is first characterized by proving some novel analytical results. Such results are then used as a reference to compare the accuracy of several numerical simulations of the model, obtained by discretizing the continuous-time equations with a number of widely used numerical methods. It is shown that for some regions of the parameter space, the trajectories of the discretized systems may significantly drift from the analytically derived curves. Finally, by exploiting the provided analytical results, two approaches are proposed which improve the accuracy of the numerical simulations, thus restoring their energy consistency.
More in detail, the main contribution of this work can be summarized as follows.
1) Novel approximate closed-form expression for the outbound velocity, and quantification of its relative error. Expression of the total energy (Hamiltonian) as a function of compression velocity (Section II-A). 2) Analysis of the distortion caused by a constant external force on the analytically derived phase portraits. This is of some importance for applying the results to real-world simulations (Section II-B). 3) Comparison of the analytically derived phase portrait and Hamiltonian with those obtained by applying four relevant numerical methods to the Hunt-Crossley impact model. Two critical cases are examined: low dissipation and hard impact (Section III-B). 4) Proposal of two correction methods for numerical models, one based on the analytical dependence of compression on velocity, and one based on a constraint on the outbound velocity (Section IV). The remainder of the paper is organized as follows. Section II contains the analytical study, Section III-A describes different numerical methods which are used for discretizing the continuous-time system, while in Section III-B the corresponding numerical simulations are compared. Sections IV-A and IV-B show how the provided analytical results can be used to improve the behavior of the numerical simulations. Finally, in Sections IV-C and IV-D the computational cost and accuracy of simulations with and without corrections are compared and evaluated.
II. IMPACT MODEL
The Hunt-Crossley impact model [12] is described by the following nonlinear equation for the impact force: (1) where is the compression, is the compression velocity, is the exponent of a power law and represents the local shape of contact surfaces, is the stiffness coefficient, and is the damping coefficient. The mathematically convenient term allows to simplify some closed-form calculations. The impact force model thus represents a nonlinear spring of constant in parallel with a nonlinear damper of constant . The term corresponds to the elastic component, while represents the dissipation due to internal friction. Marhefka and Orin [1] made use of the Hunt-Crossley model in order to represent the impact between a single mass and a comparatively massive object which does not move during collision, therefore considering the system described by the equation (2) where is the acceleration of the mass .
In order to simplify the study of the model and avoid details on the geometry of the contact surfaces, one can equivalently consider a point-mass impacting on a wall, where the contact is represented by the Hunt-Crossley model [13] . According to this configuration-represented by the system of (2) and (1)-the compression and the compression velocity are respectively defined as the position and velocity of the point-mass with respect to the wall (zero reference). The position and velocity are considered positive, respectively, while the mass is in contact with the wall, and when the mass is directed towards the latter.
A. Properties and Analytical Results
Thanks to the simple form of (2), the model can be treated analytically and some of its properties can be inferred. Hereafter, the initial conditions and are considered, that is to say that the mass hits the wall with velocity at time .
1) Compression:
It is shown in [1] that from (2) it follows: (3) which can be exploited for plotting the phase portraits on the plane shown in Fig. 1 . From Fig. 1 it can be inferred that, due to the viscous dissipation occurring during contact, the relation holds, and in particular the output velocity is always smaller in magnitude than the corresponding . Moreover, for increasing 's, converges to the limit value . The line represents the trajectory where the elastic and dissipative terms cancel, and separates two regions of the phase space, each of which is never entered by trajectories started in the other one.
Equation (3) allows to infer the maximum compression experienced during contact, which occurs when the compression velocity equals zero:
Finally, by substituting (3) in (2) one can plot the compression-force characteristics during collision, which are shown in Fig. 2 . It can be noted that the dissipative term introduces hysteresis around the curve . 
2) Output Velocity:
The restitution coefficient is defined as (5) Note that and correspond to the roots of the right-hand side of (3), that is the points where . As a result, can be defined implicitly from (3) as a function of only: (6) This implies that is a function of only, and therefore is also a function of only. Analytical derivations of the dependence have been classically performed in the limit of small initial velocities and/or small dissipation [12] . 1 However, we suggest that a nonlocal approximation can be empirically determined as an ansatz which fits the curve in the two limit regions and , thus obtaining: 2 (7) where, in the case , the coefficients are (8) From now on, unless specified otherwise, the notation will refer to the fourth-order approximation provided by (7) and the coefficients (8) . Conventional iterative zero-finding methods applied to (6) can always be used to compute a more precise release velocity at a higher computational cost (see Section IV-C). Fig. 3 shows the error introduced by the approximate value , when compared to the corresponding value computed numerically as a zero of (6). Fig. 3 . Log-scaled percentage error of the output velocity approximated bỹ v , with respect to the value computed numerically as a zero of (6). Ranges of v are shown, for which the maximum error is respectively less than 1% and 0.1%.
3) Contact Time:
It is shown in [25] that the contact time can be expressed as (9) Equation (9) states that the contact time depends only on , the exponent and the ratio , plus obviously the impact velocity . Since neither nor affect the value of the integral (recall that depends only on and ), it follows that, given a fixed , the proportionality holds. From an auditory point of view the value of the contact time is strongly correlated to the perceived "hardness" of the impact [25] , [26] . Namely, as the contact time decreases, the perceived hardness increases. Recalling the power-law dependence above and (1) it follows that, for a fixed mass , "hard" and "soft" impacts correspond respectively to high and low force values.
4) Energy Properties and Behavior:
The energy variation in a mechanical system can be calculated as the work made by the non-conservative forces acting on the system along a certain path (10) where is the total energy content, known as the Hamiltonian, is the energy dissipation, and the second integral is obtained by application of the chain rule and considering that and correspond respectively to the instants when the displacements and are reached. The Hamiltonian is the sum of potential and kinetic energies, hereafter named and , respectively, (11) With regard to the system represented by (2) , is related to the dynamics of the mass, which is described by the left-hand side of (2), while is related to the elastic component of the impact force of (1) .
In agreement with the last integral in (10), multiplying both sides of (2) by and time-integrating them, gives (12) where the force expression of (1) has been considered in the case only. The first two integrals in (12) can be solved explicitly, obtaining (13) Considering a system where the mass travels with velocity before an impact occurs, then the initial Hamiltonian corresponds to the initial kinetic energy (14) From (10) it follows that at each time instant : (15) and, since , the following inequalities hold:
Indicating as the instant when an impact ends, the final Hamiltonian of the system, that is the energy content right after contact, can be written as (17) Also, the total amount of energy dissipation occurred during contact is (18) Since the area enclosed by the hysteresis loops shown in Fig. 2 is by definition the work done by the impact force, such area corresponds to . As for the rightmost integral in (12) , which is non-solvable, an equivalent expression can be obtained by substituting the complementary results for the remaining integrals: (19) Finally, by substituting (3) in (19) and recalling (15) , the following expression in only is found: which can be used for plotting the curve shown in Fig. 4 .
B. Addition of a Constant External Force
When a constant external force (e.g., the force of gravity) is applied to the mass, (2) has to be rewritten as (21) Unfortunately, in this case no closed-form analytical results can be found as those described in Section II-A. In more detail, multiplying both sides of (21) by and time-integrating them, an equation is found where an unsolvable integral is present, this way preventing to directly obtain explicit-form expressions for , and . Rewriting the second-order equation in (21) as a system of first-order equations (22) the equilibrium point of the system is found to be , which corresponds to the compression offset in stationary conditions.
As Fig. 5 shows, for positive values of and , the velocity of the mass during the compression phase is generally greater than in the case when . In particular, at the beginning of contact interaction, since is higher than the current impact force , the compression velocity exceeds . On the other hand, compared to the case when , during the decompression phase the absolute value of the mass velocity decreases, resulting in lower output velocities. Moreover, the resulting maximum compression is always greater than that calculated by (4).
III. NUMERICAL SIMULATIONS
In this section, the continuous-time system described by (2) is discretized by means of several numerical methods, and the resulting numerical systems are studied.
A. Numerical Methods
Different numerical methods were considered, which are commonly used in various fields of applications ranging from computer graphics, to physical simulation of dynamical systems and digital signal processing. Thanks to their low order-which generally results in low computational costs-the chosen methods are particularly suitable for real-time applications:
• the trapezoid rule is popular to translate analog filter structures to discrete-time filters, and it is the basis for wave digital filters; • Verlet integration is popular in physics-based graphic engines; • Heun is a second-order method (complexity similar to the previous two) representative of the Runge-Kutta family; • fourth-order Runge-Kutta is expected to be more accurate, and more expensive. Following the standard notation in numerical analysis, the integration step is a constant named .
1) 1-
Step Adams-Moulton (AM1): Is a -stable second-order implicit method [27] , also known as bilinear transformation, or trapezoid rule.
Discretizing (2) results in the following equation in statespace form: (23) where the expression for the discrete-time force is obtained by replacing the continuous-time variables and in (1) with their discrete-time counterparts.
Since the AM1 method is implicit, (23) is also in implicit form, and this is reflected in the instantaneous relationship between and . Unfortunately, since also has an instantaneous dependence on and given by (1), the discrete-time counterpart of the system described by (2) contains a delay-free loop, which is not directly computable and-because of the nonlinear dependence -needs some special handling in order to be solved. In particular, the K-method [28] together with Newton's method [27] are used, weighing on the efficiency of the simulation (see Section IV-C).
2) Verlet: Is a second-order explicit method commonly used in computer graphics [3] , video games, and molecular dynamics simulation, where it is typically used for integrating Newton's equation of motion in order to describe the trajectory of moving particles. The one used here is a variant, called velocity Verlet, which provides better handling of the velocity variable and can be seen as a predictor-corrector method.
Discretizing (2) results in the following implementation scheme:
It should be noted that this algorithm assumes that only depends on the predicted velocity , which clearly gives rise to inaccuracies.
3) Heun: Is a predictor-corrector explicit method [3] , [27] , with the forward Euler method as predictor and the trapezoid rule as corrector. It can also be seen as a second-order Runge-Kutta method (RK2).
Discretizing (2) results in the following implementation scheme: predictor corrector (25) Again, it should be noted that both and only depend on the predicted velocity , and this gives rise to inaccuracies.
4) Fourth-Order Runge-Kutta (RK4):
Is an explicit iterative method [3] , [27] which is widely used to solve ODEs with improved accuracy.
where (26b) It should be noted that, for each sample, both the velocity and the nonlinear force of (1) need to be evaluated four times, therefore strongly affecting the efficiency of the simulation (see Section IV-C).
B. Experimental Results
In order to evaluate the chosen numerical methods, it is useful to compare the behavior of the corresponding simulations against the known analytical results (see Section II-A).
The main references used to quantitatively assess the reliability of a particular numerical method during contact are (3) and (20) , which express respectively the compression and the Hamiltonian as functions of the compression velocity . The errors in and are then measured as the maximum deviations of their discrete-time versions from the respective analytical curves and , in relation to the entire variation range of the quantities considered (i.e., and ). In detail, taking into account (20) and defining as the Hamiltonian computed from (13) using compression and velocity values resulting from a numerical simulation, 3 and as in (18) , the maximum deviation on is calculated by means of the following expression: (27) Thus, the deviation is obtained by normalizing the absolute error according to the range of variation of the quantities being evaluated, and picking the maximum deviation along such range. It can be viewed as the Chebyshev distance between and during contact, normalized by . Such measure has a different meaning compared to ordinary relative errors, since the latter would only account for local deviations from the analytical curves. Similarly to what is described above, considering (3) and defining as in (4), the maximum deviation on is calculated as (28) Finally, another indicator which allows to evaluate the accuracy and consistency of the simulations at release from contact is provided by the output velocity computed numerically as a zero of (6), which is used to calculate the relative error of its simulated counterpart . Throughout the following example simulations some values of parameters are kept constant: kg, and kHz (i.e., a standard audio sample rate).
1) Non-Critical Simulations:
In order to verify the numerical implementations, the parameters of the model are set to a "safe" configuration, that is to far-from-extreme values. In this case, contact extends over many samples, thus ensuring that the simulations are influenced only to a negligible extent by the chosen sampling rate (see Section I-C) and should more likely behave as the original continuous-time system. This is confirmed qualitatively by Fig. 6 , where the plots of all such simulations substantially overlap and coincide with the 2) Critical Parameter Regions: It has been found empirically that when samples, the errors in , and heavily increase, resulting in an extremely poor reliability of all the simulations. The obvious reason for this behavior is that, since only very few samples of data are available, the numerical systems are totally unable to describe the original continuous-time counterpart. Hence, in the following study, only values of parameters resulting in samples are considered. It has been observed that when and/or as the contact time decreases (i.e., for "hard" impacts), the behavior of most numerical implementations tends to become inconsistent with the continuous-time system. Hereafter, the numerical systems are studied for these two critical configurations, respectively, named case 1 and case 2.
Case 1: Low dissipation . In case of low dissipation, the Hamiltonian of both Verletand Heun-discretized systems is prone to oscillations, while (17) and is calculated using values of computed numerically as zeros of (6) . As for AM1-discretized systems, these generally tend to dissipate too much energy during contact (i.e., ), while slightly gaining spurious energy as the contact ends (i.e., ). On the other hand, RK4-discretized systems generally behave quite consistently both during and after the contact interaction (i.e.,
). Fig. 7 shows the Hamiltonian of a simulation example with low dissipation , while Table II(a) shows the resulting errors.
Case 2: Hard impacts.
With the exception of RK4-discretized systems, in this case the simulations usually show more spread errors: , , and tend to substantially deviate from the respective analytical results. It is worth noticing that the RK4 method has been proved to behave quite consistently across disparate configurations of parameters. Therefore, a highly oversampled RK-discretized system can be taken as a reference, able to provide extremely accurate simulations.
IV. IMPROVED NUMERICAL SIMULATIONS
A. Exploitation of Analytical Results
Making use of some of the analytical results obtained in Section II-A, in this section solutions are proposed to fix the inconsistencies pointed out in Section III-B. The aim is to improve the accuracy and reliability of simulations which make use of the impact model under study, in view of their implementation as real-time applications.
1) Hybrid Numerical-Analytical Computation: Instead of computing both the state variables and as the result of a numerical simulation-for example using one of the numerical methods described in Section III-A-this solution consists in computing only the compression velocity numerically, then employing it in (3) to calculate the corresponding value of compression analytically. As a result, the corrected numerical system strictly follows the analytical curves and . Since the computation is to be made at each sample for the whole duration of the contact interaction, this solution noticeably increases the computational load of the simulation. 2) Output Velocity Constraint: The solution above can only be applied while the contact interaction lasts, and therefore the behavior of a numerical system upon the end of the impact is not affected. An additional method is proposed here to control the energy content (i.e., the residual kinetic energy ) at that time: as soon as takes a non-positive value following an impact (i.e., at the detachment of the two objects), the output velocity can be forced to the approximate value given by (7) .
Considering that the error introduced by (7) depends solely on the product (see Fig. 3 ), it is advisable to apply the correction only when the product corresponds to an acceptable error, or the risk is to even worsen the behavior of the numerical system. However, the use of this conditional correction always implies a tradeoff: on the one hand it guarantees not to introduce errors greater than a chosen maximum, while on the other hand 1) within the excluded range of , the output velocity is not controlled and therefore depends only on the plain numerical method chosen, 2) within the included intervals of , the risk is that the correction introduces errors even greater than those provided by the non-corrected numerical system (this is true especially for noncritical parameter regions).
Once the output velocity has been forced to , the corresponding compression should be set to 0, this way adhering to the compression-force characteristics shown in Fig. 2 by closing their numerical counterpart at , and ensuring that the final potential energy is set to zero. The computation of only needs to take place in correspondence to an impact event, and as soon as the impact velocity is known.
B. Numerical Simulations With Corrections
In order to test the described corrections, they were applied to the worst behaving simulation examples provided in Section III-B2: Figs. 9 and 10 show a comparison of Heun-based simulations following, respectively, case 1 and case 2, with and without corrections.
1) Improved Energy Behavior: When the hybrid correction described in Section IV-A1 is applied, any simulation strictly adheres to the analytical curves and during contact, that is the respective errors, as defined in (27) and (28) , are equal to zero. 4 As for the energy state upon the end of the interaction, the error on depends either on the error introduced by (when the output velocity constraint described in Section IV-A2 is actually applied), or on the error introduced by the plain numerical simulation. As already stated in Section IV-A2, in the first case the maximum error on is predictable, and clearly the same goes for the error on . Equation (27) allows to quantitatively assess the improvements on the energy consistency of the numerical simulations.
The trend of error on resulting from simulations with and without corrections is depicted in Fig. 11(a) and 11(b) , which show that even the best numerical method among those considered (i.e., RK4) can be improved, especially for critical values of parameters (see Section III-B2) such as .
2) Sequence of Impacts:
In order to better appreciate the importance of the proposed corrections, a sequence of rebounds has been implemented applying a conservative force (e.g., gravity) during free motion only. 5 Thanks to this setup, one 4 Not taking into account the inherent errors related to the representation of numbers in the digital domain. 5 That is, the external force is temporarily suspended during the short contact at each rebound. As shown in Section II-B, when an external force is applied during contact, no closed-form analytical result is available, this way making the corrections provided in Section IV-A unsuitable. can track the accumulation of energy anomalies at each contact interaction.
To this end, the residual energy of numerical simulations after the th impact was examined and compared to the residual energy due to the exit velocity of the th rebound, computed numerically as a zero of (6) . The corresponding relative error provides a measure of the inaccuracies accumulated during the sequence of impacts. In addition, the deviation of with respect to the analytical curve was measured according to (27) along the whole sequence of impacts. Table III shows the errors on the residual energy and the maximum deviations of occurred during a sequence of 100 impacts, for simulation examples following case 1 and case 2. Notice that, since in some simulations the energy can strongly oscillate during contact (see Fig. 7 ), the maximum deviations from do not necessarily reflect the accumulated errors. The last columns show the errors resulting from simulations corrected as suggested in Section IV-A, where the error threshold for the output velocity constraint is set to 0.1%, i.e., the correction is always applied (see Fig. 3 ).
In order to better understand the importance of such corrections, Fig. 12 provides a partial plot of the sequence of rebounds for case 2, where only the two better performing simulations are depicted. From Table III and Fig. 12 it is evident that, even in case of errors apparently negligible for a single impact (see the errors relative to RK4 in Table II ), indeed energy inconsistencies accumulate and can become noticeable-if not disastrous-after a certain number of contact interactions.
On the other hand, the errors resulting from the corrected simulations are actually negligible, and they are only due to inaccuracies in the forced exit velocity . The effectiveness of such corrections is confirmed comparing the results of a 16 oversampled RK4 simulation used as a reference: in case 1 the accumulated error on is 0.001% and the maximum deviation is 0.024%, while in case 2 they are, respectively, 0.002% and 0.006%.
C. Computational Cost
In this section, the computational costs of both the numerical implementations seen in Section III-A and the corrections suggested in Section IV-A are taken into account. In particular, the cost has been measured as the number of operations (i.e., memory write/read accesses and arithmetical operations) needed to execute an algorithm.
Table IV(a) summarizes the cost of the algorithms implementing the numerical methods. Since the AM1-based implementation makes use of Newton's method, its cost is displayed on two sub-columns: the first one shows the constant cost per (6) sample, while the second one (in italics) shows the cost of a single iteration of Newton's method. Notice that the number of iterations per sample is not predictable. Table IV (b) shows the cost of the corrections. In particular, the columns "hybrid correct." and " constraint" account for straightforward implementations of (3) and (7), (8), respectively, which consist in substituting the continuous-time variables with their numerical counterparts.
For comparison, the last column reports the cost of a single zero-finding iteration on (6) . The number of iterations depends on and , and is in the order of some tens (usually between 15 and 40). Moreover, as decreases the number of iterations increases. It is clear that, despite being more precise than the approximate value , the value computed numerically as a zero of (6) implies several times the number of operations required by . Since the computational load of simple write/read operations is generally low (if not negligible), two totals for each column are reported: one excluding write/read operations and, in brackets, one accounting for them.
Recalling that the hybrid correction only affects the computational cost during contact, whereas the output velocity constraint is applied at most once per impact event (as shown in Section IV-A2, the output velocity constraint should be applied conditionally), from Table IV one can infer that Verlet-or Heunbased simulations with corrections are roughly three times as efficient as plain RK4-based simulations during free motion, and almost twice as efficient during contact. On the other hand, while the exact computational load of an AM1-based simulation is not predictable, it can be noted that it already matches the cost of a RK4-based one after two iterations of Newton's method.
D. Evaluation of Methods
The considered implementations can be finally evaluated in the light of the results regarding their accuracy (see Section III-B and IV-B2) and computational load (see Section IV-C).
It can be stated that, among the non-corrected implementations, the best all-round performance is achieved by RK4-discretized systems, although they are quite computationally expensive. On the other hand, a corrected Verlet-discretized system is generally at least as good as a non-corrected RK4 implementation, at a fraction of its computational load.
As for AM1-based implementations, it was shown that they behave quite poorly in the critical regions identified as case 1 and case 2. These poor results in terms of accuracy, together with a generally high (and non-predictable) computational load, set the AM1 method as a hardly recommendable choice. Apparently such conclusion can be quite surprising, especially if one considers that AM1 is the only implicit and -stable method among those considered. However, the presence of nonlinearities, together with the inaccuracies introduced by the K-method and Newton's method, justify the behavior of AM1-based implementations.
V. CONCLUSION
A nonlinear physical model of impact with sound synthesis applications has been reviewed, and its properties have been studied using both analytical tools and numerical simulations.
Several numerical realizations have been compared, and their shortcomings with regard to the corresponding analytical results have been pointed out. Special emphasis has been placed on energy consistency.
It has been shown that by exploiting the analytical results provided, the inconsistencies of the numerical realizations can be amended, thus restoring the correct energy state of the simulated systems, during and after contact.
Future research will consider finding a closed-form approximation of the release velocity for the system of (21), where a constant external force is applied, in this way allowing to implement suitable corrections. Even without such a closed-form solution, zero-finding numerical procedures could be profitably used to fix individual impacts. More interestingly for applications in acoustics, solutions will be investigated for extending the corrections to the case where vibrational losses are present, thus being applicable to impacts with resonating objects.
APPENDIX
A. Polynomial Expansion of the Output Velocity
As mentioned in Section II-A2, Hunt and Crossley [12] suggested that, in the limit , the restitution coefficient can be approximated by the linear function . Then, recalling (5), the corresponding output velocity is (29) This result can be easily verified through a Taylor expansion of the two sides in (6), using the approximation , for . The same approach can be used in order to find a polynomial expansion of order (30) in the limit . Equation (30) is then substituted into the left-hand side of the Taylor expansion of (6) . For the case one obtains
The coefficients are then determined by equating the two sides of (31) term by term, leading to the system (32) which yields (33) It follows that, in (30), is a function of only. Equations (30) and (33) result in a slightly better approximation than (29), but still provide a local approximation.
B. Nonlocal Approximation for the Output Velocity
From (6) can be written as (34) where . Equation (34) emphasizes that the convergence for is governed by the fast-decreasing term . For small 's, the zeroth order approximation of the exponential term is ; however, it is easy to verify that the equation (35) does not provide an accurate approximation of for small 's. More precisely, its Taylor expansion around only matches the first Taylor coefficient of the expansion (30) (36) This qualitative discussion justifies to some extent the nonlocal approximation for given in (7). Indeed (7) combines the two viewsand -on : the exponential term ensures the convergence for high values of , while the polynomial coefficients are determined by imposing that the Taylor expansion of (7) around matches that of (30). Recalling that (37) then one can verify that the th-order coefficient of the Taylor expansion of (7) is given as . Then the coefficients can be determined recursively as (38) Applying this recursive equation for the case yields (8) .
