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ABSTRACT
Plasma flow physics in magnetic nozzles must be clearly understood for optimal
design of plasma propulsion devices. Toward that end, in this thesis we: i) perform
an extensive literature survey of magnetic nozzle physics, ii) assess the validity of
magnetohydrodynamics for studying magnetic nozzle physics, and iii) illustrate the
effects of the Hall term in simple flows as well as in magnetic nozzle configurations
through numerical experiments with the Magneto-Gas Kinetic Method (MGKM).
The crucial steps necessary for thrust generation in magnetic nozzles are energy
conversion, plasma detachment, and momentum transfer. These three physical phe-
nomena must be understood to optimize magnetic nozzle design. The operating
dimensionless parameter ranges of six prominent experiments are considered and the
corresponding mechanisms are discussed.
An order of magnitude analysis of the governing equations reveal: i) most mag-
netic nozzles under consideration operate at the edge of the continuum regime render-
ing continuum-based description and computation valid; ii) in the context of MHD
framework, the generalized Ohm’s law must be used to capture all of the relevant
physics.
This work also continues the development of the Magneto Gas Kinetic Method
(MGKM) computational tool. Validation of the solver is performed in shock-tube
and Hartmann channel flows in the Hall physics regime. Comparison with theory
and available data is made whenever possible.
Novel numerical experiments of magnetic nozzle plasma jets in the Hall regime are
performed, confirming the theoretically predicted azimuthal rotation of the plasma
jet due to Hall physics. The primary conclusion from this work is that the addi-
ii
tion of the Hall effect generates helical structures in magnetic nozzle plasma flows.
Preliminary results are encouraging for future magnetic nozzle studies and further
challenges are identified.
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NOMENCLATURE
ρ Density
n Number density
T Temperature
p Pressure
U Center of mass velocity, potential energy
u Macroscopic velocity
v Velocity or kinetic velocity
m,M Mass
e Energy
J Current density
B Magnetic field
E Electric field
Φ Electric potential
r Radius
λ Mean free path
ω Frequency
τcol Collision time
q Charge
ν Collision frequency
k Boltzmann constant
µ0 Permeability of free space
0 Permitivity of free space
Ψ Macroscopic variables
vii
Subscripts
⊥ Perpendicular to magnetic field
‖ Parallel to magnetic field
0 Initial
I Ion
E Electric
e Electron
H Hydrodynamic (flow+internal)
p Plasma or propellant
f Flow characteristic
c Cyclotron
k Kinetic
ex Exit
d Delivered
D Debye
n Neutral
m Magnetic
i, j, k Indices
σ Species
viii
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1. INTRODUCTION
1.1 Overview of Space Propulsion
Thus far the exploration of space has been driven primarily by the desire to learn
more about the universe and stretch the reach of man incrementally further. The
technology and scientific insight gained from these endeavors are numerous and essen-
tial to the modern world. Exploration is initially driven by curiosity and transitions
into socioeconomic expansion.
The means by which we travel through space must be developed to advance space
exploration. Among the current limitations of space travel are the time length of
missions, the technology to keep man alive in space, and the cost of missions. Space
propulsion methods are a key enabling technology which strive to eliminate these
limitations. Developing propulsion technology can increase thrust and efficiency
which decrease transit time, increase payload mass, and decrease mission cost. Space
propulsion is therefore a crucial technology that can alleviate the design constraints
of other technologies. Improving propulsion methods will also enable faster and
further travel. NASA has defined efficient in-space propulsion as a space technology
grand challenge to illustrate its importance to future space exploration.
Propulsion methods provide the force necessary to drive spacecraft and strive
to maximize efficiency in order to maximize payload, minimize travel time, and
minimize cost. The force produced by the propulsion method is defined as the thrust,
T , while the efficiency of propellant use is characterized by the specific impulse, Isp.
Specific impulse is a measure of the exit velocity of ejected particles and is defined
by the relation shown in Equation 1.1 in which g0 is the acceleration due to gravity
on the Earth’s surface.
1
Isp =
vex
g0
(1.1)
The force the spacecraft experiences is equal to the mass of the spacecraft mul-
tiplied by the change in velocity, shown in Equation 1.2.
T = Mspacecraft
dv
dt
(1.2)
This thrust force comes as a result of the ejection of particles by the spacecraft
which is characterized by the exit velocity of the particles multiplied by the flow rate
of particles, shown in Equation 1.3.
T = −vexdmp
dt
(1.3)
Solving this system of ordinary differential equations leads to the rocket equation.
This equation represents the total change in velocity of the spacecraft experiences
during a mission (∆v) as a function of Isp, the final mass (mf ), and the initial mass
(m0).
∆v = g0(Isp)ln
(
m0
mf
)
(1.4)
The total change in velocity required is a mission specific value. Equation 1.4
demonstrates that when the Isp is increased the required initial mass decreases ex-
ponentially for a mission requiring a given ∆v and delivered mass. This implies
a significant decrease in the required propellant. This equation also demonstrates
that for a given ∆v and initial mass, the final mass can be increased exponentially
as Isp is increased. Finally for a constant initial and final mass, it can be inferred
that increasing Isp linearly increases ∆v. Therefore increasing the specific impulse
2
characterizes the efficiency of propellant use and should be maximized.
1.2 Space Propulsion Methods
A list of some of the currently being considered in-space propulsion methods for
near term mission use is shown below along with a brief description of each.[33]
1. Cold gas thrusters consist simply of a pressurized tank of gas connected to a
valve and a nozzle
2. Solar sails accelerate the spacecraft via collisions of photons with a deployed
sail
3. Nuclear thermal propulsion heats propellant to high temperatures by a nuclear
reactor and then expands the propellant through a nozzle
4. Chemical propulsion heats propellant by chemical reactions and then expands
the high energy fluid through a nozzle
5. Electric propulsion can potentially generate thrust by many means: electrically
heating propellant; electrostatically accelerating charged particles; or, manip-
ulating the flow charged particles with electromagnetic fields
Electric propulsion is the primary focus of this study and consists of the following
sub-fields.
1. Electrostatic Propulsion accelerates charged particles with electrostatic body
forces
2. Electrothermal Propulsion heats a propellant gas electrically and expands it
through a nozzle
3
3. Electromagnetic Propulsion produces thrust through the interaction of electro-
magnetic fields and an ionized propellant
Electrostatic propulsion devices include Hall thrusters and ion thrusters. Elec-
trothermal propulsion devices include resistojets and arcjets. Finally, electromag-
netic propulsion devices include magnetoplasmadynamic (MPD) thrusters and the
VAriable Specific Impulse Magnetoplasma Rocket(VASIMR). Figures 1.1 and 1.2
show examples of some of Hall thrusters and VASIMR.
Figure 1.1: Hall thruster. Credit: PEPL
Figure 1.2: VASIMR Schematic [13]
4
Figure 1.3 shows the specific impulse and thrust regimes for some of the discussed
propulsion methods. Chemical and nuclear thermal propulsion provide the greatest
thrust, but have low specific impulse. Electric propulsion, particularly electrostatic
and electromagnetic propulsion, have high specific impulse but much lower thrust.
The firing time for chemical propulsion devices is normally several minutes, whereas
electric propulsion devices may operate for months at a time. This demonstrates
that the key difference between electric and chemical propulsion. Electric propulsion
devices are extremely efficient with propellant use and operate over extended periods
of time while chemical propulsion provides short, high thrust impulses. Electric
propulsion systems are therefore more suited for long term space missions, but require
a power source to operate.
This figure also shows contours of constant propulsive power. This propulsive
power can be related to the power required for the system through efficiency factors.
These contours demonstrate the approximate power regimes at which the different
propulsion systems operate to produce the given specific impulse and thrust.
Electric propulsion devices which are currently in use fall primarily in the electro-
static thruster regime. Electromagnetic propulsion methods are the preferred choice
for space application. The virtue of electromagnetic propulsion lies in the projected
increased thrust that these systems can provide while maintaining high specific im-
pulse. They strive to bridge the gap between current electrostatic propulsion devices
and chemical propulsion by providing a propulsion method which is efficient and also
produces thrust capable of performing maneuvers on shorter time scales than current
electric propulsion systems.
5
Figure 1.3: Thrust vs specific impulse of space propulsion methods
1.3 Magnetic Nozzle Problem
Electromagnetic propulsion devices currently being developed include a strong
guiding field known as a magnetic nozzle to confine plasma flow and produce thrust.
Among the devices that utilize magnetic nozzles are the VAriable Specic Impulse
Magnetoplasma Rocket (VASIMR), magnetoplasmadynamic thrusters (MPDs), and
helicon thrusters. Magnetic nozzles are functionally similar to De Laval nozzles; they
operate by converting energy from other modes into uni-directional kinetic energy
which will ultimately be harnessed for thrust. The virtue of magnetic nozzles lies
in minimizing contact between the high temperature plasma and surfaces while also
providing additional mechanisms for thrust generation by plasma-field interaction.
The ability to vary the magnetic field topology also gives magnetic nozzles versatility
which is not possible in De Laval nozzles. A comparison of the magnetic nozzle to
the conventional De Laval nozzle is shown in Figure 1.4.
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Figure 1.4: De Laval nozzle comparison with magnetic nozzle
Although similar in purpose, magnetic nozzles are inherently more complex due
to the plasmadynamics resulting from plasma-field interactions. Three key steps are
required to generate thrust in magnetic nozzles:
1. Conversion of magnetoplasma energy to directed kinetic energy
2. Efficient plasma detachment
3. Momentum transfer from plasma to spacecraft
These steps impose conflicting requirements – in the energy transfer phase, the
magnetic field must confine the plasma whereas in the detachment stage the plasma
must break free from the same field. This duality illustrates the challenge associated
with magnetic nozzle design. The incumbent physical phenomena are an active
research topic and must be understood to optimize magnetic nozzle design. The
goal of this research is to study the physics of magnetic nozzles in order to optimize
design for future space propulsion applications.
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1.4 Solver Description
Theoretical and computational research have made significant progress in under-
standing the mechanisms of thrust generation in magnetic nozzles. Efforts to study
plasma flows in magnetic nozzles have primarily sought time independent steady
state solutions using the two fluid or ideal magnetohydrodynamics (MHD) methods
while making a number of simplifying assumptions.[26, 34, 6, 10, 50, 39, 1, 40, 2, 41]
These models generally focus on studying specific mechanisms for energy conversion,
plasma detachment, or momentum transfer. This specialized study has significantly
developed the understanding of the different facets of magnetic nozzle physics but
questions still remain about the coupling of the different mechanisms and how they
relate to experimental results. The goal of our research is not to examine a spe-
cific mechanism, but to study the system as a whole by performing fully 3D, time-
dependent numerical experiments using an MHD solver known as the Magneto Gas
Kinetic Method (MGKM).[22] Transient phenomena such a magnetic reconnection
require time-dependent solvers. The long term goal is for the numerical experiments
to be based on physical experimental setups[38, 13, 31, 64, 20, 63] and will allow
the different physical mechanisms to couple with one another. The solver will strive
to replicate experimental conditions and identify the dominant physics. Such com-
putational capability when fully developed can be used to optimize magnetic nozzle
design.
1.5 Research Contributions
This research is aimed toward contributing to the body of knowledge of magneto-
hydrodynamics through theoretical and computational studies. The various studies
are outlined below:
1. An extensive literature survey that defines the regimes in which magnetic noz-
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zles operate, determines the crucial physical phenomena of magnetic nozzles,
and establishes the current state of magnetic nozzle physics
2. Order of magnitude analyses are done to determine the validity of magnetohy-
drodynamics for studying the magnetic nozzle problem and establish the type
of magnetohydrodynamics solver necessary to capture all relevant physics
3. Further develop the Magneto-Gas Kinetic Method to incorporate Hall effect
physics. The electron pressure term is also incorporated, but not extensively
studied.
4. The effects of Hall physics are characterized in 1D, 2D, and 3D flows and the
new numerical solver validated. Numerous of these cases studied are not well
documented in literature.
5. The physics of the Hall effect in magnetic nozzle plasma flows is studied through
numerical experiments
1.6 Outline of Thesis
The thesis begins with an introduction to the background physics necessary to
study magnetic nozzles. The specific magnetic nozzle physics are discussed along with
a literature review of previous work. The theory and development of the Magneto
Gas Kinetic Method solver are then discussed. Validation results are then presented
to confirm the accuracy of MGKM in the compressible and Hall physics regime.
Finally preliminary jet results are presented which demonstrate the effects of the
Hall term on magnetic nozzle flows.
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2. PLASMA PHYSICS AND MAGNETOHYDRODYNAMICS
2.1 Introduction
Plasmas are abundant in the universe but are rare on Earth. The Aurora Bore-
alis, lightning, and the sun are examples of plasma phenomena on our planet and
in our solar system. Figure 2.1 shows an image of the Aurora Borealis. Despite the
prevalence of plasma in the universe, an intuitive understanding of plasmadynamics
is difficult to achieve due to the lack of physical interaction people have with them.
Compared with the other states of matter, it is rare for people to touch, feel, or see
the flow of plasmas.
Figure 2.1: Aurora Borealis. Credit: Aggie Balloon Club and Project Aether
Plasmas are often referred to as the fourth state of matter. They are formed
when gases reach high enough temperatures at which a significant portion of the
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gas is ionized and distinct species of positively charged ions, negatively charged
electrons, and neutrals are present. The introduction of new species with differing
charges significantly complicates the dynamics of plasma flows, coupling the fluid
or particle dynamics equations with Maxwell’s equations. Laboratory plasmas have
temperatures which can reach up to one million Kelvin and have densities of about
1018 particles per meter cubed. Though they may be at high temperatures, only few
collide with a surface and transfer heat to it. It is also of note that the electrons and
ions can have separate temperatures. [14]
The purpose of this chapter is to give a brief overview of plasma physics and the
resulting plasmadynamics equations. This chapter will begin with the overview of
plasma physics which will cover basic electromagnetism and plasma physics. This
will be followed by a section describing the kinetic theory description of plasma
dynamics and will conclude with a derivation of the magnetohydrodynamics (MHD)
equations.
2.2 Classical Electrodynamics
Classical electrodynamics is a branch of physics that describes the dynamics of
particles due to the forces derived from the charges of the particles. The concept of
charge and the forces between these charges is the most fundamental part of elec-
tromagnetic theory. The charge of a particle is a quantized amount determined by
the amount of protons and electrons present. The charge of individual protons and
electrons is a universal constant with protons holding positive charge and electrons
holding negative charge. The nature of the forces between charges results in like
charge repelling one another while opposite charges attract one another. This fun-
damental force is defined by the Coulomb’s Law shown in Equation 2.1. In this
equation q represents the charge of the particles and r the radial distance between
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those particles.
F =
1
4pi0
q1q2
r2
rˆ (2.1)
From this force can be derived the fundamental field of classical electromagnetic
theory known as the electric field. The electric field is used to describe the force a
particle would experience in the presence of another particle. The equation for the
electric field and the force due to the electric field is shown in Equations 2.2 and 2.3.
E =
1
4pi0
q
r2
rˆ (2.2)
F = qE (2.3)
The form of these equations allows the electric field to be described by a potential
known as the electric potential, Φ. The electric potential can be found by integrating
the electric field over any arbitrary path. The relationship between the electric field
and the electric potential are shown in Equations 2.4 and 2.5.
Φ =
∫
c
E · dl (2.4)
E = −∇Φ (2.5)
The electric potential can then also be used to describe the potential energy U
by multiplying by the charge of the particle. This is shown in Equation 2.6.
UE = qΦ (2.6)
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The motion of charged particles coupled with the finite speed of light results in
the second fundamental field used to describe the dynamics of charged particles.
This field created by the motion of charged particles is the magnetic field B and can
be found through the Biot-Savart Law shown in Equation 2.7.
B =
∫ µ0
4pi
Idl× rˆ
r2
(2.7)
The force on a charged particle due to both of these fields is known as the Lorentz
Force shown in Equation 2.8
F = q(E + v×B) (2.8)
The relationship between the electric and magnetic fields are found by further
manipulation of the given equations describing these fields and result in what are
known as Maxwell’s equations. Maxwell’s equations in a vacuum are shown in Equa-
tions 2.9 - 2.12. These equations have several forms, the forms shown are chosen
because they are most applicable for the study of plasma physics. In these equations
ρcharge is the charge density and J is the current density which act as source terms
for the electric and magnetic fields respectively.
∇ · E = ρcharge
0
(2.9)
∇ ·B = 0 (2.10)
∇× E = −∂B
∂t
(2.11)
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∇×B = µ0J + µ00∂E
∂t
(2.12)
Manipulating Maxwell’s equations can lead to insight into the nature of elec-
tromagnetic fields. Assuming a charge free space and manipulating some of these
equations leads to the derivation of the wave equations for the electric and magnetic
fields shown in Equations 2.13 and 2.14.
∂2B
∂t2
= c2∇2B (2.13)
∂2E
∂t2
= c2∇2E (2.14)
Combining the source equations (Equation 2.9 and 2.12) leads to an expression
for the conservation of charge shown in Equation 2.15.
∂ρcharge
∂t
= ∇ · J (2.15)
Multiplying Equations 2.11 by B and Equation 2.12 by E and manipulating these
equations through vector Calculus leads to Equation 2.16 which describes the time
evolution of the electromagnetic field energy.
∂
∂t
(
B2
2µ0
+
0E
2
2
)
= −E · J−∇ · (E×B) (2.16)
This equation describes the change in the energy of the electromagnetic fields over
time. The first term on the right hand side, E · J, represents the energy exchanged
between the fields and charged particles. As the fields lose energy, the particles
gain energy. This term shows up with an opposite sign in the energy equation
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for the particles. The last term in Equation 2.16 represents the convection of the
electromagnetic fields and is characterized by the Poynting vector, E×B.
2.3 Basic Plasma Physics Concepts
In thermodynamics of non-conducting fluids two parameters are used to char-
acterize the state of a gas. Plasma physics complicates this by requiring a third
fundamental parameter to characterize the plasma. Most often these fundamental
parameters are the number density, n, the temperature of each species, T , and the
magnetic field strength, B. [8]
By definition plasmas are quasineutral and exhibit collective behavior. [14]
Quasineutrality implies that when concentrations of charge or external potentials
arise in plasma, they are shielded out in a length, the Debye length, much smaller
than the system dimension. This results from a phenomenon known as Debye shield-
ing. Quasineutrality also leads to the assumption that the ion and electron densities
are equal and have a common density known as the plasma density. The term col-
lective behavior implies that plasmas have strong non-local effects due to the long
range electromagnetic forces. Collective behavior also implies that there are enough
particles so that Debye shielding can occur. These two definitions help define two
of the conditions for an ionized gas to be a plasma. There is also a third condition
which states that the interactions in plasma must be controlled by electromagnetic
forces rather than hydrostatic forces. This third condition is defined by requiring
the plasma oscillation frequency to be greater than the frequency of collisions with
neutrals. These three conditions are summarized below in Equations 2.17 - 2.19. In
these equations LD is the Debye length and ND is the number of particles in the
Debye sphere. [14]
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LD  L (2.17)
ND  1 (2.18)
ωpτcol,n > 1 (2.19)
The motion of the constituent particles in plasma is defined by the electromag-
netic effects that ions and electrons have on one another as well as the effects of
outside fields. Applied magnetic fields cause the charged particles to stream along
and revolve around the magnetic field lines in a helical pattern. This is caused by the
Lorentz Force and is characterized by the cyclotron frequency and the Larmor radius
shown in Equations 2.20 and 2.21 respectively. In these equations v⊥ indicates the
velocity perpendicular to the magnetic field. Electrons having smaller mass, have
much higher cyclotron frequencies and much smaller Larmor radii under the same
conditions as the ions.
ωc =
|q| |B|
m
(2.20)
rL =
v⊥
ωc
(2.21)
Collisions in plasmas are more complex than in regular fluids due to the effect
of the long range electromagnetic forces. In particular the collisions can be modeled
in various ways, two of which are the Fokker-Planck Collision Operator and the
Bhatnagar Gros Krook Collision Operator.
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2.4 Dynamics of Plasmas
At the most basic level the Lorentz force tends to make charged particles flow
along and orbit around magnetic field lines in a helical pattern. This behavior
becomes significantly more complex with the addition of external forces and spatially
or temporally varying electromagnetic fields. The motion is further complicated if
the plasma is considered as a fluid consisting of numerous particles. In this section
we will briefly discuss some basic particle and fluid motion associated with plasmas.
2.4.1 Single Particle Motion
The addition of external forces and varying fields significantly complicates the
motion of charged particles. The drift of the guiding center of the particle orbit is
used to describe the particle dynamics instead of the cyclical motion. For the sake of
brevity the different types of drifts will not be discussed in detail, but are presented
in Table 2.1 for future reference. [14]
General Force v = 1
q
F×B
B2
Electric Field v = E×B
B2
Non-Uniform Electric Field v =
(
1 + 1
4
r2L∇2
)
E×B
B2
Gradient of Magnetic Field v = ±1
2
v⊥rLB×∇BB2
Curvature of Field Lines v =
mv2‖
1
Rc×B
R2cB
2
Polarization v = ± 1
ωcB
dE
dt
Table 2.1: Single particle guiding center drifts
Another important characteristic of single particle motion is the existence of
adiabatic invariants. Adiabatic invariants are constants of motion that exist when a
system undergoes slow changes. An adiabatic invariant that is of particular interest is
the magnetic moment of a charged particle, µm. The magnetic moment of a particle
is an adiabatic constant of motion if ∆B << B over a single period of cyclotron
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motion. The conditions for adiabaticity may be represented by the relations shown
in Equation 2.23. The most often used condition describes the ratio of the Larmor
radius, rL = mv⊥/(qB), to the characteristic length scale of the magnetic field change
defined 1/|∇B
B
|.
µm =
mv2⊥
2B
(2.22)
B˙  Bωc or ∇‖B  B v‖
ωc
or rL
∇⊥B
B
 1 (2.23)
The magnetic moment is a simplified representation of a more complex physics
derivable from Lagrangian mechanics. [54]
2.4.2 Elementary Fluid Drifts
Plasmas may also be described as fluids in which numerous particle motions are
represented by large scale macroscopic behavior. In the fluid description, plasmas
will generally prefer to flow along magnetic field lines and not across them. This
behavior is rooted in the single particle motions described in the previous section.
Plasma can flow across magnetic field lines due to resistive diffusion and fluid drifts
similar to some of the particle drifts. The basic types of fluid drift perpendicular to
the field direction are shown in Equations 2.24 and 2.25.
v =
E×B
B2
(2.24)
v = −∇p×B
qnB2
(2.25)
Equation 2.24 is known as the E × B drift and Equation 2.25 is known as the
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diamagnetic drift. It is also important to note that nonuniform magnetic fields do
not result in fluid drifts. These drifts represent the fluid motion for each species
perpendicular to the magnetic field.
2.5 Kinetic Theory Description of Plasmas
Kinetic theory is based primarily on the idea of the particle distribution function,
f = f(x1, x2, x3, v1, v2, v3, t). The distribution function is a function of physical
space, velocity space, and time and is defined so that fdx1dx2dx3dv1dv2dv3 gives the
number of particles within physical space element dx1dx2dx3 and the velocity space
element dv1dv2dv3. The distribution function can be thought of as representing the
number of particles residing within a certain range of velocities, velocity space, inside
a certain physical space at a given time. When this function is integrated over the
entire velocity space, n =
∫∞
−∞f dv1dv2dv3, n gives the particles per unit volume. The
equilibrium distribution function, g, is the Maxwellian distribution function shown
below which is defined so that integration yields the mass density of particles.
g = ρ
(λ
pi
)N+3
2 e−λ[(v−u)·(v−u)+ξ
2] (2.26)
In Equation 2.26 λ is a constant defined by m
2kT
, v is the particle velocity, u is the
macroscopic fluid velocity, N is the internal degrees of freedom, and ξ is an internal
particle velocity. The particle velocity is composed of three independent variables v1,
v2, and v3. N represents the number of internal degrees of freedom (such as rotation
and vibration) , it is different from normal degrees of freedom in that it does not
include the translational degrees of freedom. The number of degrees of freedom is
related to the ratio of specific heats γ by Equation 2.27. It is important to note that
the convention chosen is that which is most convenient for later use in relation to
the Gas Kinetic Method.
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N =
5− 3γ
γ − 1 (2.27)
The parameter ξ is the component of internal particle velocity (from rotations,
vibrations, etc) that has K total degrees of freedom. It is meant help to account for
the total internal energy and varies between 1D - 3D flows because the translations
which are not resolved in 1D and 2D flows become part of K. For 1D flow K =
N + 2, 2D flow K = N + 1, and 3D flow K = N . Also note that for simplicity
ξ2 = ξ21 + ξ
2
2 + ...+ ξ
2
K
The relationship between the particle distribution function and the macroscopic
variables is defined by the Equations 2.28 and 2.29.
Ψ = [ρ, ρu1, ρu2, ρu3, E]
T =
∫ ∞
−∞
ψf dΞ (2.28)
ψ = [1, v1, v2, v3,
1
2
(v21 + v
2
2 + v
2
3 + ξ
2)]T (2.29)
In Equation 2.28, ρ is the mass density, u is the macroscopic velocity, E =
1
2
ρ(u21 + u
2
2 + u
2
3 +
N+3
2λ
) is the energy density (sum of kinetic and thermal energy
densities). In Equation 2.28, dΞ = dv1dv2dv3dξ is the volume element in phase space
with dξ = dξ1dξ2...dξK .
2.5.1 The Boltzmann Equation
The time evolution of the particle distribution function is described by the Bolz-
mann equation shown in Equation 2.30.
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∂f
∂t
+
(
∂f
∂x1
∂x1
∂t
+
∂f
∂x2
∂x2
∂t
+
∂f
∂x3
∂x3
∂t
)
+
(
∂f
∂v1
∂v1
∂t
+
∂f
∂v2
∂v2
∂t
+
∂f
∂v3
∂v3
∂t
)
=
(
∂f
∂t
)
col
(2.30)
The right hand side operator is known as the collisional operator and acts on the
equation similar to the way forces act on the Navier Stokes equation. To be more
specific, the collisional operator represents how the fluid changes due to collisions of
particles. Choosing how to represent this collisional operator is one of the primary
unknowns in this equation. One of the simplest ways to represent this operator is by
using the Bhatnagar-Gross-Krook (BGK) approximation. The BGK approximation
is a first order linear approximation which when applied to the Boltzmann Equation
gives the Bolzmann-BGK (BBGK) equation, shown in Equation 2.31, which will be
used in the GKM solver.
∂f
∂t
+ v · ∇f + a · ∇vf = g − f
τ
(2.31)
In this equation a is the particle acceleration, ∇f = ∂f
∂x1
iˆ + ∂f
∂x2
jˆ + ∂f
∂x3
kˆ is the
gradient of f in physical space, and ∇vf = ∂f∂v1 vˆi + ∂f∂v2 vˆj + ∂f∂v3 vˆk is the gradient of
f in velocity space. The variable τ in this equation is known as the characteristic
relaxation time and represents the time it take for a system to return to equilibrium
after it has been disturbed. This equation is further simplified if there are no source
terms or external forces leading to the form in Equation 2.32.
∂f
∂t
+ v · ∇f = g − f
τ
(2.32)
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2.5.2 The Vlasov Equation
The Vlasov equation is a form of the Boltzmann equation which is more suited for
studying the flow of plasmas. A collisionless Boltzmann equation is assumed which
may take one of the following two forms in Equations 2.33 and 2.34.
∂f
∂t
+ v · ∇f + a · ∇vf = 0 (2.33)
∂f
∂t
+ v · ∇f + ·∇v(af) = 0 (2.34)
The acceleration in these equations is replaced by the Lorentz force. The equation
given in 2.33 suggests that for a particle moving in phase space the relation of Equa-
tion 2.35 is true. This implies that from the viewpoint of a particle the distribution
function is constant in time if a collisionless Vlasov equation is assumed.
df
dt
=
∂f
∂t
+ v · ∇f + a · ∇vf = 0 (2.35)
2.5.3 Kinetic Theory and Conservation Equations
Moments of the Boltzmann and Vlasov equations are taken to obtain macro-
scopic conservation equations for non-conducting and conducting fluids. As we are
discussing primarily plasma physics we will focus on the integration of the Vlasov
equation with the added effect of collisions. This primarily follows the derivation of
Bellan.[8] The equation for the individual species of a plasma including the effects
of collisions is shown in Equation 2.36.
∂fσ
∂t
+ v · ∇fσ + a · ∇vfσ =
∑
α
Cσα(fσ) (2.36)
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The effects of the collisions are constrained by the following relations:
1. Collisions can not change the total number of particles
2. Collisions between particles of the same species can not change the total mo-
mentum or energy of that species
3. Collisions between particles in different species can not change the total mo-
mentum or energy of the system
Taking the zeroth, first, and second moment of Equation 2.36 for each of the
species and applying the collisional constraints leads to the continuity, conservation of
momentum, and conservation of energy equations respectively for each species. The
different species are coupled through the collision operator and the electromagnetic
field. The resulting conservation equations are shown in Equations 2.37 - 2.39. [8]
∂nσ
∂t
+∇ · (nσuσ) = 0 (2.37)
nσmσ
duσ
dt
= nσqσ(E + uσ ×B)−∇pσ −Rσα (2.38)
∂
∂t
(
Npσ
2
+
mσnσu
2
σ
2
)
+∇·
(
Qσ +
2 +N
2
pσuσ +
mσnσu
2
σ
2
uσ
)
−qσnσuσ·E = −
(
∂W
∂t
)
Eσα
(2.39)
To arrive at these conservation equations the velocity field was assumed to be
composed of a mean, u(x, t), and a fluctuating part, v’(x, t) which resulted in the
relations shown in Equation 2.40 and 2.41. The parameter N in these equations is the
dimension of the random velocity and is defined differently from that of Xu where
N is the dimension of the internal degrees of freedom excluding the translational
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motion. Equation 2.40 describes the pressure tensor of the individual species and
Equation 2.41 describes the heat flux.
pσ =
mσ
N
∫
v’ · v’fσdNv’ (2.40)
Qσ =
∫ mσv’2
2
v’fσd
Nv (2.41)
The terms Rσα and
(
∂W
∂t
)
Eσα
represent the effects of the collisions between the
species and require transport relations to fully close the system of equations.
2.6 Magnetohydrodynamics
Magnetohydrodynamics (MHD) is a simplification of the multi-fluid equations
in which the plasma is treated as a single fluid. New variables are needed for this
treatment which are shown in Equations 2.42 - 2.44. These equations respectively
represent the total mass density ρ, the center of mass velocity U , and the current
density J .
ρ =
∑
σ
mσnσ (2.42)
U =
1
ρ
∑
σ
mσnσuσ (2.43)
J =
∑
σ
nσqσuσ (2.44)
The MHD equations are found by summing the multi-fluid conservation equations
over all species and writing the equations in terms of the newly defined variables.
The resulting MHD conservation equations are shown in Equations 2.45 - 2.47.
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∂ρ
∂t
+∇ · (ρU) = 0 (2.45)
∂(ρU)
∂t
+∇ ·
[
ρUU + τ + Ip
]
= J×B (2.46)
∂e
∂t
+∇ ·
[
U(e+ p)− k∇T + U · τ
]
= J · E (2.47)
In the these equations τ is the dissipative stress tensor and e is the hydrodynamic
energy, e = ρU2/2 + p/(γ − 1). The energy equation may also be rewritten in terms
of an energy which includes the electromagnetic field energy, etot = ρU
2/2 + p/(γ −
1) +B2/2µ0, which is shown in 2.48.
∂etot
∂t
+∇ ·
[
U(e+ p)− k∇T + U · τ + E×B
µ0
]
= 0 (2.48)
These conservation equations are not closed and require an additional equation
relating J to U. This equation is known as Ohm’s law, Equation 2.49, and is derived
form the electron equation of motion while making the assumption that the electron
time scales are much faster than the any other time scales. It is also assumed that
the electron mass is negligible. It is in the derivation of Ohm’s law that the MHD
equations are most dramatically separated from the two fluid equations of motion.
In this equation η characterizes the resistivity of the plasma.
E = −U×B + 1
neq
J×B− 1
nee
∇(nekTe) + ηJ (2.49)
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3. MAGNETIC NOZZLE PHYSICS
Magnetic nozzles are functionally similar to De Laval nozzles, they generate thrust
by converting thermal energy or non-directional kinetic energy to directed kinetic
energy. The comparison between De Laval nozzles and magnetic nozzles is shown in
Figure 3.1. The virtues of magnetic nozzles lie in minimizing contact between the
high temperature plasma and surfaces, providing additional mechanisms for thrust
generation by plasma-field interaction, and enabling the ability to vary the magnetic
field topology providing versatility which is not possible in De Laval nozzles.
Figure 3.1: De Laval nozzle compared to magnetic nozzle
The physics of magnetic nozzle plasma flow is inherently complex, the magnetic
fields must confine plasma to the correct configuration to produce kinetic energy
while also ensuring efficient detachment from the closed applied magnetic field lines
which tend to pull the plasma back to the spacecraft. Three key steps are required
to produce thrust in magnetic nozzles:
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1. Conversion of magnetoplasma energy to directed kinetic energy
2. Ensuring efficient plasma detachment
3. Transfer of momentum from the plasma to the spacecraft
These steps impose conflicting requirements of confinement and detachment which
present the primary challenge in magnetic nozzle design. Although these processes
are separated in the list above, they are intimately coupled with one another and
must be understood to optimize magnetic nozzle design.
This chapter presents a literature survey of the crucial physics of plasma flow
in magnetic nozzles.[23] Findings and advances on this topic will be consolidated,
summarized, and analyzed to define the current status of magnetic nozzle theory
while outlining areas in which additional work is required. The regimes in which the
discussed magnetic nozzle physics are relevant will also be defined.
3.1 Energy Conversion Physics
An outline of magnetic nozzle energy exchange mechanisms and the respective
modes between which energy is converted is shown below.
1. Conservation of magnetic moment adiabatic invariant: v⊥ → v‖
2. Electric field acceleration: eelectron → eion
3. Directionalizing of thermal energy: ethermal → ekinetic
4. Joule heating: efield ⇀↽ eh
The plasmadynamics of magnetic nozzles is a complex interplay of fluid dynamics
and electromagnetism and although these mechanisms are considered separately in
the following sections they are coupled. The separation of mechanisms is done in an
attempt to provide physical insight on this complex system.
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3.1.1 Conservation of Adiabatic Invariant
As stated previously, the magnetic moment of a particle, µm =
mV 2⊥
2B
, is an adi-
abatic invariant when ∆B << B over a single period of cyclotron motion. The
conditions for adiabaticity may be represented by the relations shown in Equation
3.1 with the most often used condition describing the ratio of the Larmor radius,
rL = mv⊥/(qB), to the characteristic length scale of the magnetic field change de-
fined 1/|∇B
B
|.
B˙  Bωc or ∇‖B  B v‖
ωc
or rL
∇⊥B
B
 1 (3.1)
To further describe the adiabatic energy exchange a simplified energy equation
for an isentropic, collisionless, and equipotential plasma is assumed.
Ktot = K⊥ +K‖ =
mv2⊥
2
+
mv2‖
2
= constant (3.2)
From these conservation equations it is evident that a decrease in magnetic field
strength results in an increase of velocity parallel to the magnetic field. This behavior
is similar to the familiar physics of magnetic mirrors. Combining these equations
results in the following relationship for the velocity parallel to the magnetic field.
v‖ =
√
v2tot − 2µmB/m (3.3)
Additional insight can be gained by assuming a flow which is initially domi-
nated by perpendicular velocity that gradually flows into a region with a very small
magnetic field, B ≈ 0. The downstream velocity for this flow is shown below and
represents the complete conversion of energy associated with the magnetic moment
to parallel kinetic energy.
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v‖,max =
√
2µmB0/m (3.4)
The previous description is a simplified representation of complex physics which
is presented by Nagatomo [47], Kosmahl [37], and Sercel[52]. The exchange of energy
is driven by a force Fµ = −(µmBˆ ·∇)B which may be simplified in the magnetic field
direction to be mv˙‖ = −µm∇‖B.
The VASIMR propulsion system generates energy primarily by this mechanism
and has shown promising results.[13, 5, 30, 57, 43] Theoretical, computational, and
experimental efforts have studied and demonstrated the thrust production capabil-
ities of this mechanism.[47, 37, 52, 57, 43] It should also be noted that a study of
single particle motion with Lagrangian mechanics leads to a more general conserved
variable. [54]
3.1.2 Electric Field Acceleration
Electric field acceleration may be driven by the formation of ambipolar fields [42]
or double layers[16, 63]. These plasma structures occur due to the high mobility of
electrons compared to ions. This increased mobility is characterized by the thermal
velocity, vth =
√
kBT/m. In expanding magnetic nozzles the mobile electrons estab-
lish an electron pressure gradient ahead of the slow ions. To maintain quasineutrality
an electric field is established to accelerate ions to match the speed of the electrons.
This results in an exchange of energy between the electron thermal velocity and the
ion flow velocity. As the electrons continue trying to expand their thermal energy
is converted to ion kinetic energy. Figure 3.2 shows a schematic of electric field
acceleration.
Although both ambipolar acceleration and double layer acceleration are driven
by similar physics they are distinctly different. Double layers are characterized by
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Figure 3.2: Electric field acceleration due to fast expanding electrons
a potential difference over a few Debye lengths while the potential difference for
ambipolar effects may be on the order of the system’s dimensions. Ambipolar accel-
eration has been studied computationally[7] and has shown encouraging results in
experiments.[38, 42] Acceleration due to double layers has also been shown experi-
mentally, but questions remain as to its feasibility as an acceleration mechanism.[16,
63]
3.1.3 Directionalizing Thermal Energy
Kinetic energy may be gained by directionalizing thermal energy. De Laval noz-
zles direct thermal motion into the axial direction through a converging-diverging
physical wall. Magnetic nozzles do so by confining plasma to a desired geometry
with a strong guiding field. The physics of energy conversion is based on hydro-
dynamics while the geometry of the magnetic nozzle is determined by plasma-field
interaction. This implies that relationships based on hydrodynamics similar to those
in De Laval nozzle analysis can be used to analyze this energy conversion if negligible
losses occur in establishing the magnetic wall.
The most basic condition for confinement in relation to thermal forces is charac-
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terized by the ratio of the fluid pressure to the magnetic pressure shown in Equation
3.5. When this relation is satisfied the magnetic pressure is stronger than the ther-
mal pressure and confinement is possible but not guaranteed. Confinement of the
plasma may also require the formation of a current layer at the plasma-vacuum
boundary.[44, 62] Diffusive and convective processes may degrade the current layer
and must be understood to characterize the losses due to non-ideal confinement.
βP =
nkBT
B2/2µ0
< 1 (3.5)
The physics of converting thermal energy to kinetic energy through the use of a
magnetic nozzle has been demonstrated experimentally and computationally.[47, 38,
31, 32, 44] Kuriki [38] performed experiments and showed results which matched more
closely with isentropic expansion models than with a magnetic moment conservation
model. Kuriki [38] also suggests a magnetic nozzle Bernoulli’s equation comprised of
the ion and electron energy equations coupled by an electric potential. Although this
gives physical insight, it does not provide a complete description of the numerous
energy exchange mechanisms in magnetic nozzles. It should be clarified that for the
discussed hydrodynamic energy conversion ion thermal energy is primarily converted
to ion axial kinetic energy.
3.1.4 Joule Heating
Energy exchange can also occur between between the electromagnetic field and
the hydrodynamic field as shown in a previous chapter. This exchange is best demon-
strated by the MHD energy equation shown below:
∂eh
∂t
+∇ ·
[
U(eh + p)− k∇T + U · τ
]
= J · E (3.6)
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The term on the right of Equation 5.28 represents the Joule heating and charac-
terizes the energy gained by the fluid due to the energy lost by the electromagnetic
field. This same term appears with an opposite sign in the energy equation for the
electromagnetic field.
1
2
∂
∂t
(
0E
2 +
1
µ0
B2
)
+∇ ·
[
1
µ0
E×B
]
= −J · E (3.7)
The gain(loss) of energy by the fluid should be maximized(minimized). This
relationship is complex and is coupled with the already mentioned methods.
3.2 Plasma Detachment
To generate thrust the directed kinetic energy must detach from the applied
field. Plasma detachment mechanisms are critical to magnetic nozzle design because
achieving efficient detachment minimizes losses due to electromagnetic drag forces
and divergence of the plasma plume. Plasma detachment methods can be divided into
three categories: collisional, collisionless, and magnetic reconnection detachment.
3.2.1 Collisional Detachment
Collisional detachment may be achieved through resistive diffusion across mag-
netic field lines[46, 66, 51] and recombination of the ions and electrons.[21, 15]
3.2.1.1 Resistive Diffusion
Resistive diffusion detachment is governed by the cross field diffusion of plasma.[46]
Figure 3.3 gives a schematic of cross field diffusion. Resistive detachment exhibits
conflicting requirements of initial confinement necessary for the correct nozzle geome-
try and eventual cross field diffusion to ensure detachment while minimizing resistive
drag. Moses [46] defines conditions to ensure this duality is satisfied for resistive de-
tachment in an adiabatically cooling plasma plume. It is suggested that a gradually
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diverging magnetic field is preferred to ensure resistive detachment.
Figure 3.3: Resistive detachment due to cross field diffusion
The magnetic Reynolds number, Rem = UL/η, is used to quantify the confine-
ment of a plasma in a magnetic nozzle. For high values, Rem > 1000, the resistive
diffusion is negligible compared to convective effects and confinement is achieved.
For intermediate values, 1 < Rem < 1000, diffusion is important and the plasma
may move across magnetic field lines. High values of Rem are required for confine-
ment while intermediate to low numbers are required for detachment.[27, 51] It is
important to note that although the magnetic Reynolds number provides insight on
the diffusive behavior, quantitative comparisons should be done with caution due
to the ambiguity of the scale length choice. Magnetic Reynolds numbers are best
used for qualitative comparison and can only be used for quantitative comparison in
systems which are physically and geometrically similar.
Predicting the extent at which plasma diffuses across a magnetic barrier has
been studied and suggests that plasma may exhibit anomalous resistivity several
orders of magnitude greater than predicted by classical plasma theory and Bohm
diffusion.[11] The presence of anomalous resistivity should thus be considered for
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computational studies. As a means to achieve detachment resistive diffusion has
been largely considered as ineffective due to the adverse affects it would have on
thrust production and likely divergent detachment that would occur.[2]
3.2.1.2 Recombination
Recombination achieves detachment by the formation of neutral particles which
are no longer affected by the magnetic fields. Creation of neutrals is driven primarily
by three body recombination in which two like charged particles and one unlike par-
ticle interact with one another forming a neutral and an energized particle. Figure
3.4 illustrates the recombination process. Recombination requires a sufficiently high
electron-ion collision frequency, νei, to be considered an effective means of detach-
ment. Although initial analysis of recombination as a means for detachment are not
encouraging, recombination rates can be increased by sharply decreasing magnetic
field configurations or rapid cooling of electrons in the expanding nozzle. [21, 15]
Figure 3.4: Schematic of recombination
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3.2.2 Collisionless Detachment
Collisionless detachment has been the focus of most research. Among the consid-
ered means for achieving collisionless detachment are the loss of adiabicity, electron
inertial effects, [30, 26, 34, 50, 40, 1, 2] and induced magnetic field effects[6, 10, 18,
19, 39, 64, 20, 1, 40, 2, 41].
3.2.2.1 Loss of Adiabaticity
Detachment due to the loss of adiabaticity occurs when the conditions of Equa-
tion 3.1 are violated and the plasma effectively becomes demagnetized. The third
condition relating the Larmor radius of the particle to the characteristic length of
magnetic field changes is the most often used to quantify detachment. Demagneti-
zation implies that particles are no longer forced to have orbits which are bound to
single field lines. This behavior can best be visualized by imagining a particle which
starts an orbit around one field line but then during this orbit encounters a drasti-
cally different magnetic field which alters the previous orbit. Figure 3.5 graphically
shows detachment due to the loss of adiabaticity.
Figure 3.5: Loss of adiabaticity of plasma particles
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Loss of adiabaticity is specific to each species with ions more likely to become
demagnetized than electrons due to their significantly larger Larmor radii. Theory
predicts that the loss of adiabaticity of ions alone does not ensure detachment due
to the formation of electric fields between the bound electrons and the detached
streaming ions.[26, 1, 2, 40, 45, 34] Detachment in this particular complex scenario is
referred to as inertial detachment and will be discussed in the following section. Loss
of adiabaticity describes a scenario for detachment of individual plasma species,[25]
but only guarantees detachment for the plasma as whole when both species are
demagnetized. [1, 2, 40, 45]
3.2.2.2 Inertial Detachment
As introduced in the previous section inertial detachment concerns the scenario
when a only a single species becomes demagnetized and an electric field is established
to maintain quasineutrality. Detachment of the plasma may still be achieved if the
particles have enough inertia to overcome the retarding magnetic field forces. A hy-
brid Larmor radius based on a hybrid particle mass, mH =
√
meMI , is introduced
to better examine this behavior. Detachment in this scenario can be imagined as
the drift of a hybrid electron-ion particles. Figure 3.6 graphically shows the pro-
cess of inertial detachment. The ratio of the magnetic inertia to the flow inertia is
characterized by the non-dimensional parameter shown in Equation 3.8.[26, 34, 40]
G ≈ eBz
me
eBz
Mi
r20
u20
(3.8)
Significant theoretical and computational study has been done to characterize the
effectiveness of inertial detachment with some suggesting demagnetizaion based on
the hybrid Larmor radius as an effective means for detachment[26, 34, 50, 41] and oth-
ers suggesting only demagnetization of electrons effectively achieves detachment.[1,
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2, 40, 45]
Figure 3.6: Inertial detachment of electron-ion pair
The condition for the detachment of the hybrid Larmor radius particle has been
shown in a study by Little et al. to be G−1/2|∇B
B
| = .5. [41] It has also been shown
that imposing an initial azimuthal velocity will significantly increase detachment
efficiency and decrease nozzle divergence. [50] The analysis by Hooper[26] has been
criticized by Ahedo [1] due to the simplifying assumptions made, particularly that
of ambipolarity.
Contrary to some theoretical and computational results, some experiments have
shown that significant detachment may occur even with only ion demagnetization.[60]
Numerical simulations related to VASIMR have also shown detachment occurring
due to ion demagnetization.[30] Detachment by inertial means is often referred to
as the ”lower limit” of detachment which can be enhanced by other detachment
mechanisms.
3.2.2.3 Induced Field Detachment
Detachment through the use of induced magnetic fields is possible by stretching
the magnetic field lines to infinity or by canceling out the applied fields, thereby
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demagnetizing the plasma. Induced field detachment effectiveness can be studied by
the currents which create these fields.
Magnetic field stretching occurs when the plasma kinetic energy exceeds the mag-
netic energy or equivalently when the plasma fluid velocity exceeds the Alfve´n ve-
locity. This is characterized by the non-dimensional parameter shown in Equation
3.9.
βf =
ρu2/2
(B2/2µ0)
> 1 (3.9)
When this condition is satisfied the fluid is considered to be super-Alfve´nic and is
traveling faster than the rate at which changes in the magnetic field affect the flow. As
a result of this behavior, magnetic field lines get dragged to infinity preserving frozen-
in flow. [6, 10] The currents required to produce super-Alfve´nic detachment are para-
magnetic which results in convergent detachment but produce thrust losses due to
attractive forces between the applied field and induced field currents.[6, 10, 2] Studies
have shown that sub- to super-Alfve´nic transition can minimize detachment losses
with a slowly diverging magnetic field. An experimental study has suggested detach-
ment behavior due to Bf > 1 rather than ion demagnetization and shows agreement
with computational results.[19, 20, 10] Field line stretching however could not be
measured. Other experimental and computational results have also demonstrated
super-Alfve´nic detachment and have identified a mechanism for self-collimation of
the plasma plume. [64]
The cancellation of the applied field by the induced field is referred to as self-
demagnetization and occurs due to the formation of diamagnetic currents in the
plasma. These currents create both a radial confining force and an axial accelerating
force.[45] The diamagnetic currents that drive this detachment are favorable for mo-
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mentum transfer to the spacecraft, but create a magnetic field lines. The configura-
tion of magnetic field lines to achieve this form of detachment are similar to those that
would be seen in magnetic reconnection detachment. Self-demagnetization detach-
ment has been demonstrated computationally.[2, 45] Figure 3.7 shows a schematic
of possible induced field detachment.
Figure 3.7: Induced field detachment mechanisms
3.2.3 Magnetic Reconnection
Magnetic reconnection is a widely studied problem in plasma physics and as-
trophyscis but has not been sufficiently studied when relating to plasma propulsion
detachment scenarios. Phenomenon exhibiting magnetic reconnection physics rel-
evant to plasma detachment are evident in coronal mass ejections and magnetic
confinement fusion experiments.[36]
The most elementary description of magnetic reconnection is shown in Figure 3.8.
An initial configuration of two magnetic field lines, (1), has a finite diffusion across
the magnetic field lines, (2), which eventually leads the magnetic field lines to tear
and reconnect into a new configuration (3) of lower energy. The reconfiguration of the
magnetic field lines allows plasma flows which under the previous configuration were
not possible. This characteristic of magnetic reconnection is particularly attractive
for magnetic nozzle detachment because it allows magnetic islands to form which
39
Figure 3.8: Magnetic field line reconnection
separate from the applied field.
Figure 3.9: Possible magnetic field line reconnection configurations in magnetic noz-
zles
An example of possible reconnection field configurations in magnetic nozzles is
shown in Figure 3.9. The initial field is that of a a dipole or solenoid magnetic field.
The magnetic reconnection configuration depends on the strength and direction of
the induced field which results from induced currents that may be diamagnetic or
paramagnetic. The diamagnetic current configuration is particularly intriguing be-
cause the interaction between the applied field currents and the induced field currents
would result in a repulsive force which produces thrust. Magnetic reconnection is an
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inherently transient phenomenon which requires time-dependent numerical methods
to study.
3.3 Momentum Transfer
The momentum change as a result of energy conversion and plasma detachment
must be transferred back to the spacecraft to generate thrust. The mechanisms for
momentum transfer in the absence of a physical wall are governed by the Lorentz
force. Looking specifically at the J × B terms and assuming non-relativistic flows
defines two momentum transfer mechanisms through the magnetic pressure and mag-
netic field convection.
J×B = −∇B
2
2µ0
+
1
µ0
(B · ∇)B (3.10)
As discussed previously the magnetic pressure can confine the plasma and re-
sults in the formation of a current layer at the plasma vacuum edge. It has been
shown that the forces between the currents induced in the plasma plume and currents
which create the magnetic nozzle are the primary mechanisms by which momentum
is transfered between the spacecraft and the plasma.[39, 1, 40, 2, 41] Induced cur-
rents are created throughout the plume due to the motion of the plasma and are
primarily azimuthal due to the axisymmetry of the nozzle. The resulting currents
can be either diamagnetic, opposing the applied field, or paramagnetic, increasing
the applied field. Diamagnetic currents create a repulsive force which is desirable
for thrust while paramagnetic currents create an attractive force resulting in drag
on the plasma. Diamagnetic currents create diverging magnetic field lines while
paramagnetic currents can produce convergent field lines.
Paramagnetric and diamagnetic currents may exist simultaneously in a plasma
due to diamagnetic surface currents and paramagnetic volumetric currents.[2, 40, 41]
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To produce thrust under these conditions the force per unit length due to the dia-
magnetic surface currents must exceed that of the paramagnetic volumetric currents.
This relationship has been showed computationally and suggests that thrust gener-
ation may occur even in the presence of paramagnetic currents.[41]
Figure 3.10: Illustration of currents in magnetic nozzle
To provide insight on this process we quote Little et al., ”surface currents are
induced that effectively act as a magnetic wall that confines the expanding plasma
and transmits momentum from the plasma to the applied field coil through their
mutual interaction.”[41] Thus the notion of the confining magnetic pressure and the
induced currents are intimately connected and provide the means for momentum
transfer between the spacecraft and the plasma.
3.4 Operating Regimes of Magnetic Nozzles
Numerous physical mechanisms in the thrust generation process have been pre-
sented based on a review of magnetic nozzle physics literature. A summary of pa-
rameters which characterize some of these physical processes are shown in Table
3.1.
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Physical Mechanism Parameter
Adiabaticity rL|∇B|/|B|
Recombination νei
Confinement by Magnetic Pressure βp =
nkBT
B2/2µ0
Resistive Detachment Rem = UL/η
Inertial Detachment ζ = G−1/2|∇B
B
|
Super-Alfve´nic Detachment βk = ρu
2/(B2/µ0)
Table 3.1: Dimensionless numbers of physical mechanisms
We have also compiled Table A.1 in the Appendix as a reference to experiments
which have studied magnetic nozzle physics. Table A.1 is by no means an exhausted
list, but outlines the general parameter regimes in which some typical magnetic nozzle
experiments operate. The numbers shown are calculated using equations from the
NRL formulary[29] and are based on a single point in the flow. As such, the values
throughout the nozzle may easily vary by an order of magnitude. Two cases for
the VASIMR experiments are shown with the (DS) case denoting a point further
downstream the nozzle. The table is included to give a general idea of the regimes
and how they vary between magnetic nozzle propulsion devices and brief comments
about each are given in the following subsections.
3.4.1 Variable Specific Impulse Magnetoplasma Rocket
The VASIMR experiment heats the ions by Ion Cyclotron Resonance Heating
(ICRH) which then enter a magnetic nozzle configuration. Energy conversion by the
conservation of the adiabatic invariant and ambipolar acceleration has been shown.
[13, 5, 42, 57] Detachment has been demonstrated and the responsible mechanism
is currently being determined. [57] Efficiency and thrust of the device have been
determined and show encouraging results. [43]
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3.4.2 High Power Helicon
The High Power Helicon (HPH) is an experiment performed by Winglee et al.[64]
in which a plasma produced by a helicon source flows through a magnetic nozzle.
This experiment showed both collimation of the plasma plume by a magnetic nozzle
and self-collimation due to super-Alfve´nic flow. The acceleration of the plasma in
the nozzle was attributed to directionalizing of thermal energy.
3.4.3 Detachment Demonstration Experiment
The Detachment Demonstration EXperiment (DDEX) studied plasma produced
by a pulsed plasma washer gun under the influence of a magnetic nozzle.[18, 19, 20]
Detachment was demonstrated, suggesting super-Alfve´nic detachment as the driving
mechanism. Super-Alfve´nic flow, βf > 1, is shown at the detachment location, but
field line stretching was not measured.
3.4.4 Helicon Double Layer Thruster
The Helicon Double Layer Thruster (HDLT) produces plasma by a helicon source
which expands into a magnetic nozzle configuration. [63] Energy is transfered to the
ions by the formation of a current-free electric double layer. Detachment is predicted
due to ion demagnetization.
3.4.5 Kuriki Arc Heater
The Kuriki Arc Heater (KAH) experiment studies the flow of an arc heated
plasma in a converging-diverging magnetic nozzle. [38] The plasma is shown to be
significantly accelerated by both electric field forces and thermal energy direction-
alization. An energy equation is suggested that couples ion and electron energies
through the electric potential. Detachment is not significantly addressed.
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3.4.6 Magnetoplasmadynamic Arcjet
The MagnetoPlasmaDynamic Arcjet (MPDA) experiment studies the flow MPD
exhaust under the influence of a magnetic nozzle. [32, 31] Results suggest energy
conversion governed by isentropic expansion processes and not conservation of the
magnetic moment. Plasma flow velocity and Mach number increase downstream as
the ion temperature decreases.
3.5 Summary
Theoretical and computational work have defined a variety of physical mecha-
nisms that can be used to accelerate and detach plasma in magnetic nozzles. Ex-
periments have confirmed acceleration and detachment, but questions still remain
as to which of the proposed mechanisms are responsible for this behavior. To pro-
ceed further experiments must determine which of the presented theoretical and
experimental mechanisms are dominant in regimes relevant to plasma propulsion.
Establishing which physical mechanisms are dominant will allow theory to predict
the behavior of plasma within this regime. If the predicted behavior is confirmed by
additional experiments the physics of magnetic nozzles will be sufficiently understood
for design optimization. The convergence of experimental and theoretical results is
crucial to the understanding of magnetic nozzles.
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4. MAGNETOHYDRODYNAMICS AND MAGNETIC NOZZLE PHYSICS
The relevance of MHD to studying magnetic nozzle plasma physics must be es-
tablished to justify studying magnetic nozzles with an MHD computational method.
Therefore, we performed an order of magnitude analysis to determine the validity
of continuum and MHD assumptions within the regimes in which magnetic nozzles
operate.[22].
4.1 Validity of Continuum Assumptions for Magnetic Nozzle Physics
The validity of continuum assumptions must be evaluated in the operating regimes
of magnetic nozzles in order to justify use of a fluid model such as MHD for computa-
tional studies. The Knudsen number, Kn = λ/L, is typically used for this purpose.
For approximately Kn < .1 continuum assumptions may be considered valid. To
calculate the Knudsen number the mean free paths of particles in a plasma must be
determined. Particle mean free paths in plasmas are much more complex than in
non-conducting fluids and is best illustrated by Figure 4.1.
Figure 4.1: Mean free path in plasmas
Braginskii[9] suggests that the mean free path of charged particles can vary de-
pending on the strength of the magnetic field acting on them. The strength of the
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magnetic field is typically characterized by the Hall parameter, α = wcτcol. In strong
magnetic fields, α 1, the farthest distance a particle can travel between collisions
is on the order of the Larmor radius, therefore λp ≈ rL. For intermediate strength
fields, α ≈ 1, a hybrid mean free path is defined as λp ≈
√
rLλ. Finally for weak
magnetic fields, α 1, the mean free path returns to its non-conducting fluid form
of λp = λ. It is important to note that these newly defined mean free paths are valid
for directions perpendicular to the magnetic field and that the conventional mean
free path must still be used in the direction parallel to the field.
Transport properties involving momentum, such as viscosity, are determined by
ion collisions while transport properties for internal energy and electromagnetic fields,
such as thermal conductivity and electrical conductivity, are determined by electron
collisions. This implies that the validity of each transport coefficient is determined
by the Knudsen numbers of the individual species. Taking this into consideration
we calculated Knudsen numbers according to Braginskii’s convention for a number
of experimental setups which incorporate magnetic nozzles. The results are shown
in Table 4.1 in which the relevant values for the perpendicular field direction are
highlighted. Again two cases are shown for VASIMR with (DS) denoting a point
further down stream in the flow.
Experiments
VASIMR[4] VASIMR(DS) HPH[64] DDEX[20] HDLT[63] KAH[38] MPDA[31]
Ion Hall # 4.53E+01 2.51E+00 8.29E-01 5.73E+00 5.15E-01 4.99E-03 5.47E+00
Electron Hall # 4.56E+02 4.66E+02 9.70E+01 3.35E+02 8.35E+03 5.84E+00 1.85E+02
Ion Knudsen # 3.77E+00 4.55E-01 1.09E-01 6.70E-02 7.20E-01 2.55E-04 1.09E+00
Electron Knudsen # 4.84E-02 3.11E-01 7.41E-02 4.56E-02 2.25E+02 2.46E-03 3.42E-01
Ion Hybrid 5.60E-01 2.86E-01 1.19E-01 2.80E-02 1.00E+00 3.61E-03 4.63E-01
Electron Hybrid 2.27E-03 1.44E-02 7.52E-03 2.49E-03 2.47E+00 1.02E-03 2.53E-02
Ion Strong Field 8.30E-02 1.80E-01 1.31E-01 1.17E-02 1.39E+00 5.10E-02 1.98E-01
Electron Strong Field 1.06E-04 6.66E-04 7.63E-04 1.36E-04 2.70E-02 4.21E-04 1.87E-03
Table 4.1: Knudsen numbers in magnetic nozzles
The results in Table 4.1 indicate that for most experimental setups continuum
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assumptions are valid in the direction perpendicular to the magnetic field. The
ion Knudsen number in the parallel field direction is the primary condition that
violates continuum assumptions. This implies that the viscous transport in the
parallel field direction would be the primary source of error when using a continuum
model for these flows. This can be corrected by introducing more complex transport
coefficients. Viscous transport, although important, is not the primary physics of
interest in magnetic nozzles. Furthermore, the value of transport coefficients in
plasmas is not clearly defined due to the difficulty in measuring these quantities
accurately, allowing flexibility in choosing these values.
The primary conclusion drawn from Table 4.1 is that the operating regime of
magnetic nozzles is on edge of validity for continuum solvers and this must be kept
in mind when performing computational studies. It is also worth noting that the
Knudsen number values may be different by assuming a different arbitrary charac-
teristic length, we used plume diameter, or by considering a different portion of the
plasma plume, we primarily used values near the nozzle throat or centerline which
admittedly are more favorable for determining the validity of a continuum. Finally it
must be stressed that the continuum assumptions only relate to the relevance of the
transport properties, the overall conservation equations are valid even if continuum
assumptions are not satisfied.
4.2 Order of Magnitude Analysis of Magnetic Nozzle Physics
To determine the type of MHD solver necessary to study magnetic nozzle physics
we performed a parametric analysis of the generalized Ohm’s law, Equation (5.31),
for a number of experiments.[4, 64, 20, 63, 38, 31]
E = −U×B + 1
neq
J×B− 1
nee
∇(nekTe) + ηJ (4.1)
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The terms on the right side of (5.31) will be referred to as the convective, Hall,
electron pressure, and resistive terms respectively. To maintain a single fluid model
the plasma is assumed to be quasi-neutral (ni = ne) and single temperature (Ti = Te).
Table 4.2 shows the results of the parametric analysis. Note that these ratios are
calculated primarily using data near the nozzle throat where the magnetic field is
strongest.
Experiments
Ratio of Terms Equation VASIMR VASIMR(DS) HPH DDEX HDLT KAH MPDA
MHD Assumption ωce/ω ≈ 105 ≈ 105 ≈ 105 ≈ 105 ≈ 103 ≈ 105 ≈ 104
Hall/Convective ω/ωci ≈ 10−1 ≈ 100 ≈ 10−1 ≈ 10−2 ≈ 101 ≈ 10−1 ≈ 10−1
Resistive/Convective 1/Rm ≈ 10−3 ≈ 10−3 ≈ 10−2 ≈ 10−2 ≈ 10−1 ≈ 101 ≈ 10−2
Hall/Resistive ωce/νei ≈ 102 ≈ 102 ≈ 102 ≈ 102 ≈ 103 ≈ 100 ≈ 102
Hall/Electron Pressure pB/pe ≈ 101 ≈ 101 ≈ 101 ≈ 102 ≈ 104 ≈ 103 ≈ 101
Electron Pres./Convective peω/pBωci ≈ 10−2 ≈ 10−1 ≈ 10−2 ≈ 10−4 ≈ 10−3 ≈ 10−4 ≈ 10−2
Table 4.2: Parametric analysis
The parametric analysis shows that the primary assumption for simplifying the
electron equation of motion into the generalized Ohm’s law is satisfied in all systems
analyzed. The analysis also shows that Hall term effects must be included. The
resistive term appears to be small compared to the convective and Hall terms in
most cases, but is incorporated to eliminate numerical stiffness, include MHD turbu-
lence effects, and account for the contribution of cross field diffusion to detachment.
Additionally, experiments have shown cross field diffusion to be much greater than
expected due to anomalous resistivity, which may be incorporated in the future[11].
The electron pressure term is found to be important in some cases, but negligible in
most. This term is included primarily for completeness of the model. In summary,
we have shown that the generalized Ohm’s law is necessary to capture the rele-
vant physics of magnetic nozzles. Similar results were found in a study by Araya[4]
which suggests the use of Hall MHD with tensorial transport properties to study the
VASIMR propulsion system.
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5. SOLVER DEVELOPMENT
5.1 Introduction
This chapters discusses the theory and implementation of the Magnetohydro-
dynamic Gas Kinetic Method (MGKM). An overview of the Gas Kinetic Method
(GKM) will be given along with the necessary changes to develop MGKM. The Gas
Kinetic Method was initially developed by Kun Xu. [65] It has since been developed
further by the Turbulence Research Group at TAMU under Sharath Girimaji to per-
form Direct Numerical Simulation (DNS) of turbulence.[35] It has been shown to be
a robust solver and has been extensively used to study Navier-Stokes flows.
5.2 The Gas Kinetic Method
5.2.1 GKM Overview
GKM is a finite volume numerical scheme that solves the Navier-Stokes equations
using a combination of fluid and kinetic theory methods. The fluid part of the
method involves updating cell-centered macroscopic properties such as density and
momentum through calculating fluxes at the cell interface. The kinetic theory portion
determines how these fluxes are calculated.
The basic structure of GKM can be organized into three stages: reconstruction,
gas evolution, and projection. During the reconstruction stage a piecewise continu-
ous function connecting the cell centered macroscopic flow values is created. In the
gas evolution stage fluxes are calculated at the cell interfaces based on the Boltzmann
BGK equation which is defined by the interpolated macroscopic flow variables. Fi-
nally during the projection stage the new macroscopic flow values at the cell centers
are calculated based on the fluxes.
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To find new cell-centered values of the macroscopic quantities the governing equa-
tion for GKM has to be solved. This equation, Equation 5.1, is shown below and
represents the change of the macroscopic property in time due to fluxes through the
cell interfaces.
∂
∂t
∫
Ω
U dx +
∮
A
F · dA = 0 (5.1)
In this equation Ω is the control volume, A is the surface of the control volume,
and F = F(−→x , t) = F1iˆ + F2jˆ + F3kˆ is the flux. To give an example of how this
equation may be solved we show a brief derivation in 1D. Equation 5.2 is the 1D
version of Equation 5.1. The fluxes in Equation 5.2 are defined in Equation 5.3.
∂
∂t
∫
4x
U dx+
(
F1(xj+ 1
2
, t)− F1(xj− 1
2
, t)
)
= 0 (5.2)
F1 = [Fρ, Fρu1 , FE]
T =
∫ ∞
−∞
v1ψf(x1, t, v1, ξ) dΞ (5.3)
From a computational standpoint, Equation 5.2 should be integrated over a single
time step to find Equation 5.4.
U(t+4t)− U(t) = − 14x
∫ t+4t
t
(
F1(xj+ 1
2
, t)− F1(xj− 1
2
, t)
)
dt (5.4)
Equation 5.4 is the useful form of the governing equation for the 1D GKM and
is discretized in Equation 5.5.
Un+1j = U
n
j −
1
xj+ 1
2
− xj− 1
2
∫ t+4t
t
(Fj+ 1
2
(t)− Fj− 1
2
(t)) dt (5.5)
The individual stages of reconstruction, gas evolution, and projection which are
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necessary to solve this governing equation are discussed in the following sub-sections.
5.2.2 Reconstruction
The reconstruction stage is defined as the stage in which piecewise continuous
functions of flow variables are obtained inside each cell to connect the cell-centered
values with one another. This step is necessary so that the quantities needed to
calculate the fluxes at the boundary can be found. These piecewise continuous
functions are constructed by limiters which are used because simple polynomials
may generate oscillations if large gradients, such as shocks, exist in the flow [65].
Limiters detect these large gradients and better resolve them while preventing the
oscillations. The specific limiter used by our solver is known as WENO (Weighted
Essentially Non-Oscillatory) and is widely used in shock capturing schemes. After
reconstruction is completed, macroscopic properties are defined at the cell interfaces
with respect to the right and left cell centers around the interface. The values found
to the left and right of the interface are not necessarily the same number and can
not simply be averaged to find a single number at the interface.
5.2.3 Gas Evolution
The gas evolution phase is arguably the defining stage of GKM. The purpose
of the gas evolution phase is to calculate the fluxes at the interfaces. To achieve
this the distribution function, f , must be known at the interfaces defined by the x
locations xj− 1
2
and xj+ 1
2
at time t. To find this the formal integral solution of the
Boltzmann BGK equation must be found. We will be following the description of
this stage presented by Xu.[65] The general solution for this equation at the cell
interface xj+1/2 at time t is shown in Equation 5.6.
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f(xi+1/2, t, v1, v2, v3, ξ) =
1
τ
∫ t
0
g(x′1, t
′, v1, v2, v3, ξ)e−(t−t
′)/τ dt′ + e−t/τf0(xi+1/2 − v1t)
(5.6)
In this equation x′ = xj+1/2 − v1(t − t′) is the trajectory of the particle, f0 is
the initial distribution function, and g is the equilibrium distribution function. This
equation identifies two unknowns g and f0 which must be determined to fully define
f . Following the notation of Xu, xj+1/2 = 0 will be used from now on. The equations
for g and f0 are modeled as first-order expansions of the local equilibrium distribution
and are shown in Equations 5.7 and 5.8. The superscripts l, r refer to the left and
right side of the cell interface respectively.
f0(x) =

gl[1 + alx− τ(alv1 + Al)], x ≤ 0
gr[1 + arx− τ(arv1 + Ar)], x ≥ 0
(5.7)
g(x) =

g0[1 + a
lx+ At], x < 0
g0[1 + a
rx+ At], x ≥ 0
(5.8)
The variables al,r, Al,r, al,r, and A
l,r
are slopes related to the Maxwellian and are
defined by Equations 5.9 and 5.10.
A =
∂ ln g0
∂t
al,r = ∇ ln g0 (5.9)
Al,r =
∂ ln gl,r
∂t
al,r = ∇ ln gl,r (5.10)
These slopes may also be expressed in the form of Equation 5.11.
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al,r = al,r1 + a
l,r
2 v1 + a
l,r
3 v2 + a
l,r
4 v3 + a
l,r
5
1
2
(v21 + v
2
2 + v
2
3 + ξ
2) = al,rα ψα (5.11)
Equation 5.7 is found from a combination of the first order Chapman-Enskog
expansion, shown in equation 5.12, and a Taylor series expansion. Equation 5.8 is
simply a Taylor series expansion.
f = g − τ(gt + ugx) (5.12)
Note that for 1-D the ∇ becomes ∂
∂x
. The additional terms due to the Chapman-
Enskog expansion account for the nonequilibrium states and the deviation of the
distribution function away from the Maxwellian. The gas is out of equilibrium due
to spatial distributions of macroscopic quantities. These nonequilibrium parts have
no direct contribution to the conserved variables, which is shown mathematically
in Equation 5.13. The Chapman-Enskog terms simply change the shape of the
Maxwellian but the integration should produce the same macroscopic quantities to
satisfy conservation relations.
∫
(al,r + Al,r)ψgl,rdΞ = 0 (5.13)
The Maxwellian distributions, gl, gr, and g0 are defined in Equations 5.14.
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gl = ρl
(
λl
pi
)K+3
2 e−λ
l[(v1−ul1)2+(v2−ul2)2+(v3−ul3)2+ξ2]
gr = ρr
(
λr
pi
)K+3
2 e−λ
r[(v1−ur1)2+(v2−ur2)2+(v3−ur3)2+ξ2]
g0 = ρ0
(
λ0
pi
)K+3
2 e−λ0[(v1−u10 )
2+(v2−u20 )2+(v3−u30 )2+ξ2]
(5.14)
The function g0 is a local Maxwellian distribution function located at x = 0, the
cell interface. The function g is continuous at x = 0, but has different slopes for
x < 0 and x > 0. The function f0 is piecewise continuous at x = 0, but it also has
different slopes for x < 0 and x > 0. Figure 5.1 shows f0 and g
l,r pictorially. As
will be shown later, g is evaluated from f0. The final gas distribution, f , at the cell
interface xi+ 1
2
is a nonlinear combination of both f0 and g.
Figure 5.1: Graphical representation of the spacial distribution of the initial state f0
and the equilibrium distribution g at t = 0.[3]
The macroscopic variables necessary to determine the distribution functions of
Equation 5.14 are found at the cell interfaces through the reconstruction phase. The
functions gl and gr are fully defined and are used to determine the the slopes in
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Equations 5.15-5.17. These equations relate a Taylor Series expansion for Ψ to the
expansion for f0. As shown previously Ψ = (ρ, ρu, ..., e).
Ψ =

Ψl + ∂Ψ
l
∂x
x, x ≤ 0
Ψr + ∂Ψ
r
∂x
x, x ≥ 0
(5.15)
Ψl +
∂Ψl
∂x
x+ ... =
∫ ∞
−∞
gl(1 + alx)ψα dΞ (5.16)
Ψr +
∂Ψr
∂x
x+ ... =
∫ ∞
−∞
gr(1 + arx)ψα dΞ (5.17)
The Chapman-Enksog terms are ignored because their integration equals zero
due to the conservation of the macroscopic quantities. Comparing coefficients of x
leads to Equations 5.18 and 5.19.
Ψl =
∫ ∞
−∞
glψα dΞ
∂Ψl
∂x
=
∫ ∞
−∞
glalψα dΞ (5.18)
Ψr =
∫ ∞
−∞
grψα dΞ
∂Ψr
∂x
=
∫ ∞
−∞
grarψα dΞ (5.19)
These equations are then rewritten with the previous expansions of al and ar to
give the relations in Equation 5.20 and 5.21.
∂U l
∂x
=
∫ ∞
−∞
ψαg
lalβψβ dΞ = a
l
β
∫ ∞
−∞
glψαψβ dΞ (5.20)
∂U r
∂x
=
∫ ∞
−∞
ψαg
rarβψβ dΞ = a
r
β
∫ ∞
−∞
grψαψβ dΞ (5.21)
A matrix Mαβ is defined in Equation 5.22 to solve this system of equations. This
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matrix is simply set of the different moments of the Maxwellian. These terms are
obtained analytically.
M l,rαβ =
1
ρl,r
∫ ∞
−∞
gl,rψαψβ dΞ (5.22)
The slopes Al,r are then also found by satisfying the zero contribution relation of
the Chapman-Enksog terms in Equation 5.13. The macroscopic variables necessary
to determine the function g0 are found by the relation in Equation 5.23 which relates
the equilibrium distribution functions to the left and right of an x interface to the
conservative variables at t = 0.
∫
g0ψα dΞ = Ψ
0 =
∫
v1>0
glψα dΞ +
∫
v1<0
grψα dΞ (5.23)
The slopes al,r are obtained through a relation similar to that described for al,r
in which a new matrix M
0
αβ is defined with slopes related to the Ψ
0 variables. The
only unknown that remains is A which is determined by the overall conservation
constraint shown in Equation 5.24.
∫ 4t
0
∫
(g − f)ψα dtdΞ = 0 (5.24)
At this point all the necessary slopes to fully define f0 and g have been found.
These distribution functions then fully describe f at the cell interface, which can
then be used to calculate the necessary fluxes.
5.2.4 Projection
In the projection stage the cell centered values for mass, momentum, and energy
are updated at the cell-centers. This is done by using Equation 5.5 rewritten in
Equation 5.25.
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Ψn+1j = Ψ
n
j −
1
xj+ 1
2
− xj− 1
2
∫ t+4t
t
(Fj+ 1
2
(t)− Fj− 1
2
(t)) dt (5.25)
Note that in this implementation of GKM the integrals over time have already
been evaluated in the gas evolution phase.
5.3 Generalized Ohm’s Law GKM Solver
The MGKM solver consists of a ”fluid” portion that numerically solves the Navier
Stokes equations through the Gas Kinetic Method (GKM)[65, 35] and ”magnetic”
portion that incorporates MHD physics through source terms to the conserved fluid
variables.[3] These sources appear in the projection stage of the original GKM. A
generalized Ohm’s law and Maxwell’s equations are used to close the system of MHD
equations and self-consistently calculate the induced magnetic field. The system of
equations is shown below with the ”fluid” portion on the left side and the ”magnetic”
portion on the right side of the conservation equations.
∂ρ
∂t
+∇ · (ρU) = 0 (5.26)
∂(ρU)
∂t
+∇ ·
[
ρUU + τ + Ip
]
= J×B (5.27)
∂e
∂t
+∇ ·
[
U(e+ p)− k∇T + U · τ
]
= J · E (5.28)
J =
∇×B
µ0
(5.29)
∂B
∂t
= −∇× E (5.30)
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E = −U×B + 1
neq
J×B− 1
nee
∇(nekTe) + ηJ (5.31)
In the these equations τ is the dissipative stress tensor and e is the hydrodynamic
energy, e = ρU2/2+p/(γ−1). To maintain a single fluid model the plasma is assumed
to be quasi-neutral (ni = ne) and single temperature (Ti = Te).
The source terms on the right of the conservation equations are discretized ac-
cording to second-order finite differencing. The contributions of these terms to the
conserved flow variables is then added through first order forward time differencing
on the same order as GKM. Numerically we did not neglect terms which satisfied
∇ · B = 0 in order to include the 8-wave formulation[61] which should propagate
numerical errors in ∇ ·B = 0 with the flow.
GKM was developed initially as a Navier Stokes solver by Xu[65] and was adapted
into a resistive MHD solver by Araya.[3] We have further developed MGKM to
incorporate the generalized Ohm’s law in order to capture the relevant physics of
magnetic nozzles. Validation test cases for the resistive and generalized Ohm’s law
solver are presented in the next chapter.
5.4 Sub-cycling Hall Effect
The characteristic velocities of Hall MHD for a numerical test case of the VASIMR
propulsion system are shown in Table 5.1. Incorporation of the Hall term introduces
the Whistler wave characteristic which is the most restrictive for determining time
step size. Time steps that are two to three orders of magnitude smaller than those
for resistive MHD result from the typical grid sizes of 10−2 − 10−1 (m). This results
in significant increases in computational effort.
This problem is addressed in our solver through sub-cycling the Hall term effects
through intermediate time stepping.[28] The Hall term lends itself well to sub-cycling
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Characteristic Equation Approximate Values (m/s)
Fluid U ≈ 2 · 104
Alfve´n (VA) B/
√
ρµ0 ≈ 6 · 104
Magnetosonic (VM)
√
V 2A + C
2
s ≈ 6 · 104
Hall Velocity J/ne −
Hall Drift Velocity B0
n2eµ0
∂n
∂x
−
Whistler Wave (VW ) kV
2
A/ωci ≈ 2 · 105/(∆x)
Table 5.1: MHD characteristic velocities based on VASIMR
because it is isolated in changing only the magnetic field while it is a strong function
of the magnetic field and magnetic field gradients. To sub-cycle the Hall effect the
contributions due to the Hall term are solved on their own time step. The Hall effect
is solved for time steps ∆tHall until ∆tresistive is reached at which the result of the
Hall time stepping is used to advance the rest of the scheme. This method is shown
graphically in Figure 5.2. This type of solver is valid if the remainder of the flow
effects are assumed to be stationary on the Hall time scale.
Figure 5.2: Graphical representation of sub-cycling.
Test cases with and without sub-cycling showed negligible differences in results
while significantly decreasing computational time. Figure 5.3 shows the time taken
per iteration and then what would be the equivalent time taken per iteration. Includ-
ing sub-cycling increases the time taken per global iteration, but a new equivalent
time per iteration is used which takes into account that multiple intermediate itera-
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tions of the Hall term are occurring with each global time step. The equivalent time
step is found by dividing the global time step by the number of sub-cycle iterations
and is what should be compared. Figure 5.4 shows the relative speed up when com-
paring the equivalent time steps. The data shown in Figures 5.3 and 5.4 are from
Hall MHD shock-tube runs.
Figure 5.3: Time per iteration and equivalent time per iteration with sub-cycling
Figure 5.4: Speed up with sub-cycling
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5.5 Future Work
Computational challenges currently exist for studying the more complex mag-
netic nozzle flows and will be addressed in future work. The lack of an explicit
way in MHD to satisfy the Maxwell’s equation requiring ∇ · B = 0 also presents
a computational challenge. This condition is analytically satisfied for all time if is
initially satisfied, but numerical errors violating this condition have the potential for
unmitigated growth due to the lack of an equation enforcing it. We have a method
implemented in our solver which should alleviate this numerical error, but have found
that strong shocks cause this method to fail. A number of numerical methods which
address this error will be considered in the future.[61] Fluid expansion into a vacuum
is also numerically challenging due to the formation of steep gradients and shocks
that may lead the numerical method to produce negative densities and temperatures.
This problem may be resolved in the future through the use of logarithmic variables
[53]or a multi-fluid GKM solver. Further suggestions are discussed in the conclusion
chapter.
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6. SOLVER VALIDATION
6.1 Introduction
The resistive MGKM solver has been previously validated by Araya.[3] The vali-
dation test cases consisted of 2D channel flows and resistive MHD jets. Among the
channel flows studied were Hartmann flows and Couette flows. The resistive MHD
jet cases studied were in the parameter regime of liquid metal jets and demonstrated
stretching of the laminar round jet when subjected to a magnetic field perpendicular
to the flow direction. Araya showed very good agreement with the predictions of
Davidson [17] who analytically studied this problem and predicted the jet stretching
phenomenon.
To expand on these initial validation cases we have studied 1D MHD shock-
tube flows as well as Hartmann channel flows with the addition of the Hall effect.
These test cases have further validated the solver in the compressible and Hall effect
regimes.
6.2 MHD Shock-tube
The MHD shock-tube test case is a one dimensional problem that studies the
interaction between a high pressure region and low pressure region separated initially
by a current layer. The parameters used for our test cases are equivalent to those used
by Brio-Wu [12] which are closely related to those studied by Sod.[56] A graphical
representation of the test case is shown in Figure 6.1 in which xˆ is the direction of
propagation. Note the the magnetic field is non-dimensionalized in Figure 6.1. The
original Brio-Wu test case does not include the Hall effect.
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Figure 6.1: One dimensional MHD shock-tube setup
6.2.1 Ideal MHD Shock-tube
The MHD shock-tube problem was first studied without Hall effects to compare
directly with the results of Brio-Wu. The results for the density variation in the
domain are compared side-by-side in Figure 6.2. Our computational results showed
very good agreement when running to an equivalent total time. Our solver showed
the same fast rarefraction wave (FR), slow compound wave (SM), contact discon-
tinuity (C), and slow shock (SS) structure. It is important to note here that the
major difference between MHD shock-tube problems and Navier Stokes shock-tube
problems is the formation of the slow compound wave in MHD shocks. Additional
comparison with Brio-Wu’s results are shown in Figures 6.3 and 6.4.
Figure 6.2: Left: Brio-Wu Ideal MHD results [12], Right: MGKM Ideal MHD results
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Figure 6.3: MGKM shock-tube results
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Figure 6.4: Brio-Wu shock-tube results [12]
Our results show very good agreement with those of Brio-Wu and verify the
validity of MGKM as a compressible MHD solver. These results also demonstrate
the increased complexity of MHD flows compared to those of Navier Stokes flows
due to the presence of additional characteristic waves.
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6.2.2 Hall MHD Shock-tube
Shock-tube flows were also studied in the regimes where the Hall effect becomes
important. Using the same inputs as Brio-Wu, we increased the molar mass of the
gas to increase the ratio ωf/ωci. As shown in Chapter 4, this parameter characterizes
the ratio of the Hall to the convective term in Ohm’s law. Increasing this quantity
thus increases the effect of the Hall term on the flow.
Hall MHD shocks have not been as well studied in literature and no definitive
results exist to compare against. Our results showed good qualitative agreement with
the limited results from literature [58, 55] shown in Figures 6.5 and 6.6. Hall MHD
and two fluid solvers are employed to find the literature results shown. Additional
Hall effect results are shown in Figure 6.7 to illustrate the differences between ideal
MHD and Hall MHD shocks. It is evident from these figures that the additional
characteristics due to the Hall term can significantly alter the shock structure of
the flow. The shock structure appears to be less defined and additional oscillatory
behavior occurs. Additional study of these shock structures should be done in the
future to better understand the underlying physics.
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Figure 6.5: Top: Srinivasan results for rL = 7 · 10−4,[58] Bottom: MGKM results for
rL = 6.7 · 10−4
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Figure 6.6: Top: Shumlak results for rL = 3 · 10−3,[55] Bottom: MGKM results for
rL = 3 · 10−3
69
Figure 6.7: Additional Hall MGKM results for rL = 6.7 · 10−4
6.2.3 Discussion
We have demonstrated that MGKM results agrees well with literature both in the
ideal MHD limit and with the addition of the Hall term. The addition of the Hall term
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complicates the structure of shock-tube flow through the additional characteristics
of the Whistler wave and the Hall drift that are incorporated due to the Hall term.
Oscillatory behavior develops which is not present when the Hall term is turned off.
Some of this behavior can be damped out by increasing the resistivity as shown in
Figure 6.8. As the conductivity is decreased the resistive diffusion becomes stronger
and the oscillatory behavior is damped out. The oscillations may occur due to the
finite differencing implementation of the ”magnetic” portion of MGKM. As such,
the WENO subroutine is not used as a limiter on the magnetic field and oscillatory
behavior may develop. Reformulating MGKM so that the ”magnetic” portion of the
code is a finite volume implementation as well may help address this issue without
artificially increasing diffusive behavior.
Figure 6.8: Damping due to increased resistivity
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6.3 Hartmann Flow
Hartmann flows with the addition of the Hall term are studied to validate the
MGKM solver. The Hartmann number is defined as Ha = BL
√
σ/µ0 and character-
izes the ratio of the electromagnetic force to the viscous force. The computational
setup for the Hartmann flow problem is shown in Figure 6.9. A pressure-driven
Poiseuille flow profile is given at the left boundary which is allowed to develop down-
stream under the influence of an applied magnetic field perpendicular to the flow
direction. In the absence of the field the enforced pressure gradient would maintain
the Poiseuille flow profile set at the inlet.
Figure 6.9: Hartmann flow setup
Hartmann flows in regimes where the Hall effect is negligible have been exten-
sively studied. [59, 3] Relatively simple analytical solutions exist to for these flows
which may be reproduced by computational methods. Inclusion of the Hall term
significantly complicates the dynamics of the flow and no simple analytical solutions
which are well suited for comparison with computational methods exist. In existing
semi-analytical solutions assumptions are made regarding the applied electrical field
which are difficult to impose computationally with a MHD solver. [48]
For the case of Hartmann flows, the Hall term can be neglected when the ratio
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of Hall effects to resistive effects is small. This ratio is characterized by α = ωceτe
where as α increases, the effect of the Hall term increases. To measure the effect of
the Hall term we performed a number of numerical simulations with increasing α,
the results of which are shown in Figure 6.10 .
Figure 6.10: Hartmann flow results of normalized u velocity profiles
As expected, the results for the low α where the Hall term is negligible and the
analytical solution for a flow without the Hall term show good agreement. This
behavior demonstrates that the flow behaves correctly in the limit where Hall effects
are negligible. As α increases, the flow develops a more complex structure as the
effect of the Hall term becomes more pronounced and eventually approaches the
original pressure driven solution. Similar behavior was shown and predicted by Sato
[48] and overall our results show good qualitative agreement. A comparison between
these results is shown in Figures 6.11-6.12 below in which the results from Sato have
been digitized and non-dimensionalized to compare with our results. Sharp edges
in the semi-analytical results are due to digitizing errors that occur when multiple
lines cross in Sato’s original plots. The numerical results show an induced cross flow
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which is consistent with the results of Sato. It is important to note that in the Figure
6.12 we changed the flow direction from the negative yˆ direction to the zˆ direction
to correspond with the axes used by Sato in which the applied field direction is yˆ.
Figure 6.11: Hartmann flow results of normalized u velocity profiles for comparison
with Sato. Top: α = 2, Bottom: α = 5
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Figure 6.12: Hartmann flow results of normalized v velocity profiles for comparison
with Sato. Axis is changed to w and the sign changed to align with coordinates of
Sato. Top: α = 2, Bottom: α = 5
Figures 6.13 - 6.18 show additional results of the MGKM Hartmann flow results.
These contours show the development of Hartmann flows with Ha = 10 as α =
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.1→ 10. The quantities are normalized by the mean u velocity and the applied field
strength B0 when indicated. Each test case has slightly different parameters due
to striving to keep the appropriate non-dimensional numbers constant while varying
α. For example, to increase α the magnetic field strength must be increased which
results in an decrease in the characteristic length L to keep the Hartmann number
constant. This leads to a difference of two orders of magnitude for B0 and L for
α = .1→ 10. All plots have the axes non-dimensionalized by the channel height. In
general we attempted to use the same contour scale, but some cases did not permit
this. Figure 6.14 is particularly interesting because it shows the cross flow which is
created due to the Hall term. The magnetic field contours are included primarily to
give a general idea of the changing field shape, if additional time permitted further
study of these fields could prove enlightening.
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Figure 6.13: Hartmann flow with normalized u contours.
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Figure 6.14: Hartmann flows with normalized v contours.
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Figure 6.15: Hartmann flows with Bx contours.
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Figure 6.16: Hartmann flows with normalized Bx contours.
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Figure 6.17: Hartmann flows with Bz contours.
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Figure 6.18: Hartmann flows with normalized Bz contours.
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6.3.1 Discussion
We have studied Hartmann flows in which the Hall effect is important and showed
behavior that was predicted by the analytical analysis of Sato.[48] The addition of
Hall physics complicates the dynamics of the flow and creates cross flows perpendic-
ular to the original inlet flow and the applied magnetic field. This behavior results
from the formation of a induced current along the flow direction which creates a
J × B force perpendicular to the original flow and field direction. This physics is
attributed due to the magnetization of electrons, which remain on field lines, and the
demagnetization of ions, which flow across field lines. This behavior will be discussed
more in the following chapter. The variation of parameters in the Hartmann flow
problems did not lend itself well to simple comparisons between the induced currents
in the different problems.
These numerical studies are novel and we were not able to find significant similar
work in literature aside from the analytical studies of Sato. Additional study of this
problem can be done in the future to further characterize this behavior and questions
remain about which boundary conditions are best for this type of problem. We have
confirmed through numerical studies the analytical work of Sato.
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7. JET RESULTS
7.1 Introduction
Upon validation of MGKM we began to study jet flows relatable to the magnetic
nozzle problem. The purpose of these jet flows is to illustrate the influence of the
Hall effect and provide insight on the overall magnetic nozzle problem.
7.2 Computational Domain
The computational domain for the jet cases is shown in Figure 7.1. An inflow
profile is imposed through a Dirichlet boundary condition based on a Schlichting
jet profile [49]. This inflow condition consists of flow only in the axial direction,
xˆ, and assumes that the induced field is much smaller than the applied field. By
this assumption the induced field is set to zero at the inlet. The inflowing plasma
interacts with an initially stationary plasma of the same density, temperature, and
static pressure in the domain. All other boundaries are set to zero-gradient, Neumann
boundary conditions for the velocity and the induced field.
A diverging applied magnetic field is imposed over the entire domain and is read
in as an input to the solver. This diverging applied field is generated by a current
loop and is calculated through a MATLAB subroutine which approximately solves
the Biot-Savart law through elliptic integrals. The current loop has a radius of 1.6
meters and is placed at the first grid point so that the applied magnetic field lines are
parallel to the incoming flow at this point. The applied field is a constant and does
not vary in time while the induced field is self consistently calculated by the MHD
equations. An example of a typical domain and the diverging applied magnetic field
lines is shown in Figure 7.2.
The typical domain consists of a 200×64×64 grid with a grid size of ∆x = 0.025.
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The grid size was chosen to enable multiple test cases to be run. In the future finer
grids should be run which will be discussed in later sections. The qualitative phys-
ical behavior did not vary with grid refinement, although some minor quantitative
differences are seen.
Figure 7.1: Computational domain
Figure 7.2: Applied magnetic field lines with contours of the magnitude of the applied
field (T).
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Multiple test cases of the plasma jets with the Hall effect were studied with
varying parameters and boundary conditions. The case which best shows the effects
of the Hall term is chosen to be presented in this chapter. Overall results between
different jet cases was found to be consistent and presentation of these results would
prove redundant.
7.3 Parametric Regime
The physical parameters and equivalent non-dimensional numbers for the selected
jet case are shown in Tables 7.1 and 7.2 respectively. The parameters chosen are
similar to those studied by Araya[3] with necessary changes made to shift the problem
into the Hall and magnetic nozzle physics regime. The magnetic nozzle regime found
in the previous chapters is shown for comparison as well as the parameters used by
Araya. The working fluid for our numerical cases is no longer a liquid metal jet as
it was for Araya, but is instead nearly a Xenon plasma.
From these tables it is evident that the parameters chosen for the numerical exper-
iment generally fall within the parameter range of the magnetic nozzle experiments,
but do not correspond to any single test case. The primary parametric differences
between our numerical experiment and the magnetic nozzle regime are the magnetic
field strengths and the Mach numbers which are lower in the numerical experiments
due to computational restrictions. The Mach number for the numerical experiments
is still within the sub-sonic, incompressible regime, while the Mach numbers in the
magnetic nozzle regimes are highly compressible and mostly super-sonic.
It has to be stressed that although the numerical experiments are similar to
magnetic nozzle flows parametrically they are not equivalent due to the lack of super-
sonic jet expansion. This is evidenced in the differences between the the jet static
pressure and the background static pressure ratios. In the future high Mach number
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and jet expansion cases should be studied to fully characterize this type of flow.
Further development of the numerical solver is required to enable the study of these
cases which are more directly related to experiments.
Case ρ (kg/m3) n (#/m3) T (eV ) Uin (m/s) µ (kg ·m/s) σ (S/m) B (T )
Mag. Noz. 10−9 − 10−6 1017 − 1020 10−1 − 102 103 − 105 10−8 − 10−2 103 − 104 10−2 − 10−1
Num. Exp. 1.0 · 10−5 4.59 · 1019 3.04 · 100 4.1 · 102 1.37 · 10−6 1.0 · 105 2.0 · 10−3
Araya 1.0 2.08 · 1025 3.04 · 10−2 4.1 · 101 1.37 · 10−2 1.0 · 104 3.0 · 10−2
Table 7.1: Fluid conditions
Case Reynolds Magnetic Reynolds Mach Electron Hall 1/(τresωci) pback/pjet
Mag. Noz. 100 − 104 10−2 − 103 100 − 101 100 − 103 10−2 − 101 ≈ 10−5
Num. Exp. 6.00 · 102 1.03 · 100 2.17 · 10−1 2.72 · 100 1.74 · 10−1 1
Araya 6.00 · 102 1.03 · 100 1.00 · 10−1 9.00 · 10−5 2.57 · 10−4 1
Table 7.2: Non-dimensional numbers
7.4 Preliminary Physics Discussion
Before presenting the results of the plasma jet cases we will briefly discuss the
anticipated physics. Hall effects on plasma jets with diverging magnetic fields have
not been extensively studied and magnetic nozzle studies have largely neglected the
effect of Hall physics to simplify the problem. However, we have shown in our
literature survey that these effects may become important and in this study wish to
characterize the behavior that may occur due to Hall effects. A brief discussion of the
physics of the Hall term in MHD magnetic nozzles was given by Gerwin in which he
states, ”the main effect of the Hall term is to induce a small rotational motion of the
plasma.”[24] Our primary research question thus becomes: Do magnetohydrodynamic
plasma jets under the influence of a diverging magnetic field experience rotation due
to the Hall effect?
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7.4.1 Resistive MHD Jet Physics
To explain the physics in magnetic nozzles we begin by discussing the behavior
of a resistive MHD plasma jet in a diverging magnetic field without the Hall effect.
In MHD plasmas magnetic field lines and velocity stream lines mutually attract one
another and generally want to line up. This alignment occurs due to the Lorentz force
which allows streaming of particles along magnetic field lines and induces cyclotron
motion in the perpendicular field direction. The ideal MHD equations force the
flow and field lines to line up with one another, while resistive MHD allows cross
field transport due to collisional processes. A resistive magnetic nozzle balances the
attraction between the magnetic field and velocity steam lines due to the Lorentz
force with the cross-field resistive diffusion.
Magnetohydrodynamics is based on the interaction of the velocity flow field and
the magnetic field. Currents and electric fields are secondary quantities that are
derivative of the velocity and magnetic fields. They can however be used to more
intuitively understand the physical processes. A schematic of the currents and fields
in a resistive MHD jet is shown in Figure 7.3. The axial flow and the radially
diverging magnetic field mutually attract one another as they interact. The current
necessary for this attraction is an azimuthal current that results in a Lorentz force
which expands and slows down the jet.
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7.4.2 Hall MHD Jet Physics
The Hall MHD jet undergoes the same physical processes discussed in the previous
sub-section and includes additional effects due to Hall physics. The Hall term models
effects that occur due to ion demagnetization. Ion demagnetization occurs when the
ion Larmor radius is larger than or on the order of a characteristic dimension of the
system. The Hall term captures the physics of electrons which remain attached to
the magnetic field lines and ions which may stream across them. Hall MHD is often
referred to as incorporating two fluid effects in the single fluid MHD equations.
In a magnetic nozzle plasma jet the Hall effect can generate axial currents. These
axial currents may form due to electrons remaining attached to the diverging mag-
netic field lines and ions which stream axially across them. A schematic of these
currents is shown in Figure 7.3. The interaction of these axial currents and the ap-
plied field result in a Lorentz force which causes the azimuthal rotation predicted by
Gerwin. [24]
Radial currents may also be induced due to the magnetization of electrons and
demagnetization of ions. As the field lines diverge they pull the electrons radially
outward without the ions. This is results in a radially inward current which interacts
with the axial magnetic field component and produces an azimuthal rotating force.
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Figure 7.3: Top: Resistive MHD jet. Bottom: Additional Hall MHD jet effects.
Blue lines correspond to induced currents J , red lines correspond to J ×B forces, I
represents the current loop that creates the applied field, dashed lines represent the
velocity U , and finally solid black lines represent the applied field B. The plasma is
represented by the transparent green color.
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7.5 Hall Effect Plasma Jet Results
The results from the Hall effect plasma jet numerical experiments are presented in
this section. The results are compared for three jet flows: no magnetic field, magnetic
field without the Hall term, and magnetic field with the Hall term. Typical results
comparing the velocity magnitude in the various runs is shown in figure 7.4, these
plots serve primarily as a means to orient the reader for the later plots. Slices of the
yˆ and zˆ planes are placed at the middle of the domain while xˆ planes are at the inlet.
Streamlines for future plots are 3D streamlines which originate at the inlet on these
mid-planes unless otherwise mentioned. Contour levels and streamline origination
points are identical for all plots that are shown together unless otherwise noted.
Figures 7.5 and 7.6 are yˆ mid-plane slices that show contours and streamlines
of the velocity. It is evident from these graphs that in the cases with the magnetic
field turned on the velocity streamlines near the inlet tend to get pulled radially
outward in the direction of the magnetic field in comparison with the slight inward
motion without the field. Streamline rotation is seen in the Hall effect case where
streamlines rotate in front of and behind the mid-plane. Figure 7.7 shows the xˆ
inlet-plane and demonstrates the flow streamline rotation that occurs due to the
Hall term. The cases without the Hall term only show radial motion, while with the
Hall term significant rotation is seen. Figures 7.8 and 7.9 show iso-surfaces of the
velocity magnitude for the various cases. These iso-surfaces demonstrate a slow down
of the jet when the magnetic field is turned on. This slow down and expansion occurs
due to the flow redirection caused by the J × B force resulting from the azimuthal
currents. Figure 7.10 demonstrates flow entrainment that occurs due to flowing into
a stationary background plasma of the same static pressure. This behavior is similar
to that seen by Araya.[3] Entrainment characteristics are also altered due to the
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addition of the Hall term. Magnetic nozzle runs that include expansion will not
exhibit this entrainment behavior and will expand throughout the domain.
Figure 7.11 shows contours of the azimuthal, θˆ, velocity of the plasma that occur
due to the Hall effect. The θˆ direction is defined by the right hand rule with respect
to the axial, xˆ, direction. A region of negative azimuthal velocity is seen at the
inlet which results partly due to the strong boundary condition of Bi = 0 at the
inlet. Cases with a zero gradient boundary condition at the inlet do not show this
initial negative θˆ velocity, but give a more ambiguous boundary for the inlet which
is difficult to justify physically.
Having demonstrated the effects on the flow field, we will now analyze the in-
duced currents which are responsible for these changes. Figure 7.12 shows induced
azimuthal currents in the plasma jet. As discussed in the theory section these currents
are responsible for the expansion of the plasma jet in the magnetic field direction
and also result in some slow down of the jet. These currents are present both with
and without the Hall term. Figure 7.13 shows contours of induced axial, xˆ, currents
in the plasma jet. These currents occur due to the Hall term and result in the forces
responsible for the azimuthal velocity and plasma rotation. As mentioned in the
theory section these currents may occur due to positive ions streaming across the
diverging magnetic field lines. Figures 7.14, 7.15, and 7.16 show contours of the
induced current magnitude and streamlines of the induced current. For cases with-
out the Hall term the induced currents are purely azimuthal and remain in the xˆ
planes. Cases with the Hall term have streamlines that form helical configurations
originating at the inlet.
Figure 7.17 shows the induced magnetic field and the stream traces of these
induced fields. The induced field is strongest at the inlet but generally remains
smaller than the applied field by at least an order of magnitude resulting in little
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alteration of the total magnetic field. The induced fields in the case with the Hall
term also show rotation which is not evident in cases without the Hall term.
Figure 7.4: Velocity magnitude (m/s) contours in 3D.
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Figure 7.5: Velocity magnitude (m/s) contours on yˆ mid-plane with velocity stream-
lines.
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Figure 7.6: Zoomed in view of velocity magnitude (m/s) contours on yˆ mid-plane
with velocity streamlines.
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Figure 7.7: Velocity magnitude (m/s) contours on xˆ inlet-plane with velocity stream-
lines.
96
Figure 7.8: Velocity magnitude iso-surfaces for U = 200 m/s
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Figure 7.9: Velocity magnitude iso-surfaces for U = 300 m/s.
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Figure 7.10: Velocity magnitude (m/s) contours onyˆ mid-plane with velocity en-
trainment streamlines.
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Figure 7.11: Azimuthal, θˆ, velocity (m/s) of the plasma jet
100
Figure 7.12: Azimuthal, θˆ, currents of the plasma jet
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Figure 7.13: Axial, xˆ, currents of the plasma jet
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Figure 7.14: Induced current magnitude contours on yˆ mid-plane with current stream
lines
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Figure 7.15: Zoom of induced current magnitude contours on yˆ mid-plane with
current stream lines
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Figure 7.16: Zoomed 3D view of induced current magnitude contours with current
stream lines
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Figure 7.17: Magnitude of the induced magnetic field (T) contours with induced field
streamlines.
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7.5.1 Numerical Convergence and the Divergence of B
Grid convergence was completed when possible and qualitative behavior remained
consistent as grids were refined. Small quantitative difference are measurable as the
grids are refined, but computational restrictions did not enable finer grids and time
steps to be run. A major computational limitation of the Hall term results from the
Whistler wave characteristic time which goes as 1/∆x2. This severely limits further
grid refinement. Computational effort goes as 1/∆x3 as the spatial dimension is
refined, this also requires refinement of the time step, which with the Hall term
results in a total computational effort increasing as 1/∆x5. Thus in the case of the
Hall term, halving the grid size increases the total computational effort by 32 times.
Numerical errors in the ∇ · B were still present in the studied cases. These
numerical errors were greatest at the inlet boundary as shown in Figure 7.18 and are
likely caused by the boundary condition not explicitly satisfying ∇·B. In this figure
the ∇·B error is non-dimensionalized by the magnetic field strength and the domain
length. Figure 7.19 shows that with finer time steps the error in ∇ · B decreases
when test cases are run out to the same total time. The results shown are for the
same grid-size as the previously presented results. Similar behavior is evident when
refining the grid of the domain. This indicates that with finer grids and smaller time
steps the error would decrease further, as it should. A concern however is shown in
Figure 7.20 in which the ∇ · B increases in run time. We believe this is due to the
numerical error at the boundary feeding into the domain and slowly increasing the
total volume averaged error.
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Figure 7.18: Contours of non-dimensionalized ∇ ·B errors
108
Figure 7.19: Left: Volume average ∇ · B with decreasing time step, Left: Volume
average non-dimensional ∇ ·B with decreasing time step
Figure 7.20: Volume average non-dimensional ∇ ·B in time
7.5.2 Discussion
The Hall effect plasma jet results confirmed the hypothesis presented at the be-
ginning of this section and showed azimuthal velocities due to the Hall effect in
diverging magnetic field plasma jets. These azimuthal rotations are best explained
by the additional induced axial currents and the resulting J ×B forces. Radial cur-
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rents were also found and may contribute significantly to rotational J × B forces.
However, the structure of these radial currents was not as defined as that of the axial
currents and conclusions are more difficult to make. Future cases should be run with
finer meshes and times steps to refine quantitatively this physical behavior and re-
duce ∇·B error. We have demonstrated qualitative agreement with mesh refinement
but additional work remains to be done. Multiple cases were studied with different
magnetic field strengths and inlet velocities showing consistent physical behavior.
We conclude that Hall effects in plasma jets with a diverging magnetic field produce
helical structures in the velocity, magnetic, and current fields.
Additional work should be done to characterize the magnitude of the induced
azimuthal velocities as a function of the flow parameters. In a magnetic nozzle
problem these induced azimuthal velocities may attribute to another loss mechanism
for the directed kinetic energy. Enabling the cross field flow of ions may also help
better describe the detachment phenomena. It is difficult to relate these numerical
results to those of the magnetic nozzle experiments because the plasmadynamics
will be significantly different in a super-sonic jet expansion. Further development
of the solver is necessary to study these flows. The interaction of the supersonic
jet expansion and the Hall effect may cause complex behavior which is difficult to
predict as is evidenced by the Hall MHD shock-tube problem. The results from this
study imply that the Hall effect should still generate some helical structures due to
the diverging field.
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8. CONCLUSIONS
This chapter briefly summarizes the work performed in this thesis. This work
can be divided into contributions from: i) theoretical study, ii) solver development,
and iii) numerical experiment results. Recommendations are made for future work
in studying magnetic nozzle physics and MGKM solver development.
8.1 Contributions from Theoretical Study
The theoretical work of this thesis identified the crucial physics of magnetic noz-
zles and characterized the validity of magnetohydrodynamics to studying magnetic
nozzle plasmas. We compiled a thorough and concise summary of the state of mag-
netic nozzle physics and identified that to advance the field further a joint approach
of physical and numerical experiments is necessary to confirm or debunk current the-
ories. We established that magnetic nozzles operate on the edge of the continuum
regime and that magnetohydrodynamics can be used to study some of the current
operating regimes of magnetic nozzles. More complex transport properties may be
used to further extend the validity of MHD. We also showed that a generalized Ohm’s
law MHD solver is necessary to capture all the relevant physics in magnetic nozzles.
8.2 Contributions to Solver Development
The Magneto-Gas Kinetic Method was further developed by including Hall ef-
fects. Inclusion of Hall effects led to inclusion of a sub-cycling sub-routine which
iterates separately over the Hall term. The primary reason for this is due to the
very restrictive time step constraint of the Whistler Wave characteristic. The elec-
tron pressure term was also added to include the full generalized Ohm’s law, but
contributions due to this term have not been validated due to time constraints and
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the difficulty in finding comparable results. Electron pressure effects were minimal
in most cases ran due to either studying 1D and 2D problems or operating in in-
compressible regimes. In these regimes the electron pressure term is often negligible.
Further solver development was inhibited by the inherent complexity of the Hall term
computationally and physically.
The validation of MGKM in the compressible regime through the shock-tube flows
and in the Hall effect regime through Hartmann flows further extends the operating
regimes in which we are confident of MGKM results.
8.3 Contributions from Numerical Experiment Results
The primary original contribution of this research comes from the novel study
of the effects of the Hall term in 1D, 2D, and 3D flows and the consistent behavior
that it exhibits between these flows. Shock-tube flows with the Hall term have
been previously studied with numerical experiments and our results showed good
agreement with the relevant results in literature. Hartmann flows with the Hall term
have been studied theoretically with semi-analytical solutions presented, but a lack
of numerical studies is evident in literature. Our numerical study is unique in its
scope and has confirmed the predicted analytical behavior with numerical results.
MHD studies of magnetic nozzles have wholly neglected the effects of the Hall term.
We have shown that this term may become important in our dimensional analysis
and have characterized some of the effects of the Hall term through our numerical
experiments. The novel numerical experiments performed in this research confirm
theoretical predictions of the anticipated Hall effects in magnetic nozzle regimes
and are an original contribution to the study of magnetic nozzle physics. It is our
conclusion that in magnetic nozzles the Hall effect creates helical structures in the
velocity, magnetic, and current fields.
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8.4 Recommended Future Work
To conclude this thesis we would like to include a list of possible future work both
in MGKM development and magnetic nozzle physics studies.
1. Rewrite ”magnetic” portion of MGKM as a finite volume solver instead of a
finite difference solver. This will enable better interaction between the ”fluid”
and ”magnetic” portions of the code and will allow more consistent boundary
conditions to be implemented. Finite volume implementation will also help
with integrating non-uniform grids which will be necessary for future test cases.
This may also help with numerical ∇·B errors that occur at the boundary and
will enable use of the WENO limiter for the magnetic field.
2. Development of MGKM for non-uniform grids. This will enable more complex
problems to be studied while minimizing computational effort.
3. The ∇ · B errors should be further addressed and a thorough study of the
appropriate boundary conditions which minimize numerical error should be
done. Toth (2000) addresses this issue primarily for finite volume solvers and
is a good resource for further development. [61]
4. Implementation of logarithmic variables for ρ and T as suggested by Shebalin
[53] will enable jet expansion cases to be studied and eliminate numerical er-
rors of negative densities and temperatures. These numerical errors were the
primary reason why jet expansion cases could not be studied.
5. Increase numerical accuracy and functionality of ”magnetic” portion of MGKM
by including higher order time integration (ex. Runge-Kutta) or higher order
spatial derivatives. Some preliminary work was done with second order time
integration of the ”magnetic” portion, but no definitive results are presented.
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6. Utilize functions for discretization instead of hard-coding each, this will enable
more efficient code writing and will allow for simple changes to go to higher
order schemes.
7. Restructure the code in such a way that the entire code does not need to be
compiled to perform runs, instead using external input files to select boundary
conditions, initial conditions, and numerical solver options.
8. Possible physics extensions of the code include: multi-fluid solver, variable
transport properties, and directional transport properties. Implementation of
more complex transport properties requires re-derivation of some MHD equa-
tions, particularly the induction equation.
9. I believe the next step for MGKM would be to perform a plasma jet expansion
problem. It will be computationally more feasible to first ignore Hall physics
and focus on developing a solver which is able to handle super-sonic jet expan-
sions.
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APPENDIX A. MAGNETIC NOZZLE EXPERIMENT REGIMES
Experiments
VASIMR[4] VASIMR(DS) HPH[64] DDEX[20] HDLT[63] KAH[38] MPDA[31]
Inputs
Number Density (#/cm3) 1.00E+13 1.00E+12 2.00E+13 1.00E+13 1.00E+11 6.00E+13 1.00E+14
Density (kg/m3) 6.63E-07 6.62E-08 5.31E-07 6.64E-08 6.64E-09 3.98E-06 6.64E-07
Ti (eV) 5.00E+01 5.00E+00 6.58E+00 4.00E+00 2.00E-01 1.00E-01 1.50E+01
Te (eV) 6.00E+00 5.00E+00 6.58E+00 4.00E+00 5.50E+00 5.00E-01 9.90E+00
Flow Velocity (m/s) 2.00E+04 2.00E+04 6.40E+03 1.00E+04 8.70E+03 1.70E+03 3.00E+04
Characteristic Length (m) 1.00E+00 1.00E+00 4.00E-01 5.00E-01 1.50E-02 4.00E-02 4.00E-02
B (Gauss) 5.50E+02 8.00E+01 2.00E+02 7.00E+02 1.38E+02 1.00E+03 1.00E+03
Plasma Parameters
Debye Length (m) 5.76E-06 1.66E-05 4.26E-06 4.70E-06 5.51E-05 6.78E-07 2.34E-06
Particles in Debye Sphere (#) 1.91E+03 4.59E+03 1.55E+03 1.04E+03 1.67E+04 1.87E+01 1.28E+03
Plasma Criteria 5.76E-06 1.66E-05 1.07E-05 9.40E-06 3.67E-03 1.70E-05 5.84E-05
Velocities
Ion Thermal (m/s) 1.10E+04 3.48E+03 6.30E+03 9.83E+03 6.95E+02 4.92E+02 1.90E+04
Electron Thermal (m/s) 1.03E+06 9.37E+05 1.07E+06 8.38E+05 9.83E+05 2.96E+05 1.32E+06
Alfve´n (m/s) 6.02E+04 2.77E+04 2.45E+04 2.42E+05 1.51E+05 4.47E+04 1.09E+05
Ion Sound (m/s) 4.92E+03 4.49E+03 8.13E+03 1.27E+04 4.71E+03 1.42E+03 2.00E+04
Frequencies
Ion Cyclotron (1/s) 1.32E+05 1.93E+04 1.20E+05 1.68E+06 3.32E+04 2.41E+05 2.41E+06
Electron Cyclotron (1/s) 9.68E+09 1.41E+09 3.52E+09 1.23E+10 2.43E+09 1.76E+10 1.76E+10
Ion Collision (1/s) 2.92E+03 7.68E+03 1.45E+05 2.94E+05 6.46E+04 4.83E+07 4.40E+05
Electron Collision (1/s) 2.12E+07 3.02E+06 3.63E+07 3.68E+07 2.91E+05 3.01E+09 9.50E+07
Times and Lengths
Ion Collision Time (s) 3.43E-04 1.31E-04 6.91E-06 3.41E-06 1.55E-05 2.08E-08 2.28E-06
Electron Collision Time (s) 4.72E-08 3.32E-07 2.76E-08 2.72E-08 3.44E-06 3.32E-10 1.04E-08
Residence Time (s) 5.00E-05 5.00E-05 6.25E-05 5.00E-05 1.72E-06 2.35E-05 1.33E-06
Ion Mean Free Path (m) 3.77E+00 4.55E-01 4.35E-02 3.35E-02 1.08E-02 1.02E-05 4.34E-02
Electron Mean Free Path (m) 4.84E-02 3.11E-01 2.97E-02 2.28E-02 3.38E+00 9.85E-05 1.37E-02
Ion Larmor Radius (m) 8.30E-02 1.80E-01 5.24E-02 5.83E-03 2.09E-02 2.04E-03 7.91E-03
Electron Larmor Radius (m) 1.06E-04 6.66E-04 3.05E-04 6.80E-05 4.05E-04 1.68E-05 7.49E-05
Ion Braginskii Hybrid (m) 5.60E-01 2.86E-01 4.77E-02 1.40E-02 1.50E-02 1.44E-04 1.85E-02
Electron Braginskii Hybrid (m) 2.27E-03 1.44E-02 3.01E-03 1.25E-03 3.70E-02 4.07E-05 1.01E-03
Non-Dimensional Numbers
Reynolds Number 5.03E-01 1.32E+01 9.74E+00 1.58E+01 1.81E+01 1.41E+04 1.52E+00
Magnetic Reynolds Number 6.54E+02 4.60E+02 9.79E+01 9.43E+01 3.11E+00 9.40E-02 8.63E+01
Alfve´n Mach 3.32E-01 7.22E-01 2.62E-01 4.13E-02 5.76E-02 3.80E-02 2.74E-01
Mach 4.07E+00 4.45E+00 7.87E-01 7.88E-01 1.85E+00 1.20E+00 1.50E+00
Velocity Beta 5.76E-01 8.49E-01 5.11E-01 2.03E-01 2.40E-01 1.95E-01 5.24E-01
Pressure Beta 6.66E-02 3.15E-02 1.33E-01 3.29E-03 4.23E-05 2.42E-04 6.05E-02
Hall and Collision Numbers
Ion Hall Collision 4.53E+01 2.51E+00 8.29E-01 5.73E+00 5.15E-01 4.99E-03 5.47E+00
Electron Hall Collision 4.56E+02 4.66E+02 9.70E+01 3.35E+02 8.35E+03 5.84E+00 1.85E+02
Ion Cyclotron/Residence Freq. 6.62E+00 9.65E-01 7.52E+00 8.42E+01 5.73E-02 5.67E+00 3.21E+00
Electron Cyclotron/Residence Freq. 4.84E+05 7.04E+04 2.20E+05 6.16E+05 4.19E+03 4.14E+05 2.35E+04
Ion Residence/Collision Freq. 6.84E+00 2.60E+00 1.10E-01 6.80E-02 8.99E+00 8.81E-04 1.71E+00
Electron Residence/Collision Freq. 9.42E-04 6.63E-03 4.41E-04 5.44E-04 1.99E+00 1.41E-05 7.89E-03
Knudsen Numbers
Ion Knudsen # 3.77E+00 4.55E-01 1.09E-01 6.70E-02 7.20E-01 2.55E-04 1.09E+00
Electron Knudsen # 4.84E-02 3.11E-01 7.41E-02 4.56E-02 2.25E+02 2.46E-03 3.42E-01
Ion Braginskii 5.60E-01 2.86E-01 1.19E-01 2.80E-02 1.00E+00 3.61E-03 4.63E-01
Electron Braginskii 2.27E-03 1.44E-02 7.52E-03 2.49E-03 2.47E+00 1.02E-03 2.53E-02
Ion Strong Field 8.30E-02 1.80E-01 1.31E-01 1.17E-02 1.39E+00 5.10E-02 1.98E-01
Electron Strong Field 1.06E-04 6.66E-04 7.63E-04 1.36E-04 2.70E-02 4.21E-04 1.87E-03
Transport Properties
Dynamic Viscosity (kg/(ms)) 2.64E-02 1.00E-04 1.40E-04 2.10E-05 4.77E-08 1.92E-08 5.26E-04
Dynamic Viscosity ⊥ (kg/(ms)) 3.98E-06 4.93E-06 6.31E-05 1.98E-07 5.59E-08 2.39E-04 5.45E-06
Kinematic Viscosity (m2/s) 3.97E+04 1.52E+03 2.63E+02 3.16E+02 7.20E+00 4.81E-03 7.92E+02
Electrical Conductivity (S/m) 2.60E+04 1.83E+04 3.04E+04 1.50E+04 1.90E+04 1.10E+03 5.73E+04
Thermal Conductivity (W/(mK)) 1.36E+00 7.60E-01 2.43E+01 3.06E-01 2.71E-03 2.91E+01 9.74E+00
Table A.1: Magnetic nozzle experiments
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