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Abstract
In this study we approximate a locally unique solution of a nonlinear operator equation in Banach space using Newton’s
method. A complete error analysis showing the quadratic convergence of our method is also given. Our new theorem
uses Lipschitz or H8older continuity assumptions on m-Fr)echet-di*erentiable operators where m¿2 is a positive integer. A
numerical example is given to show that our results provide a better information on the location of the solution as well
as 9ner error bounds on the distances involved than earlier results. A second numerical example shows how to solve a
nonlinear integral equation appearing in radiative transfer. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this study we are concerned with the problem of approximating a locally unique solution x∗ of
an equation
F(x) = 0; (1)
where F is an m-times Fr)echet-di*erentiable operator (m¿2 is a positive integer) de9ned on a
convex subset D of a Banach space E1 with values in a Banach space E2.
∗ Tel.: +1-580-581-2908; fax: +1-580-581-2616.
E-mail address: ioannisa@cameron.edu (I.K. Argyros).
0377-0427/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(00)00317-4
150 I.K. Argyros / Journal of Computational and Applied Mathematics 131 (2001) 149–159
Newton’s method
xn+1 = xn − F ′(xn)−1F(xn) (n¿0) (x0 ∈ D) (2)
is the most popular quadratically convergent iteration used to approximate x∗. Lipschitz–H8older
continuity assumptions have been used on the Fr)echet derivative F ′(x) ∈ L(E1; E2) (x ∈ D) to
provide suHcient convergent conditions for (2) (see, e.g. (35) and (41)). For a survey of results
of these types we refer the reader to [3,4,8] and the references therein. Here we use hypotheses on
F (m)(x) ∈ L(Em1 ; E2) (x ∈ D) (see, e.g. (9) and (31)) [3,4,8].
Using a scalar polynomial of degree m+ 1 we majorize sequence {xn} (n¿0). A complete error
analysis and semilocal convergence conditions for our method are given.
A numerical example is provided to show that on the one hand our results can give better infor-
mation on the location of the solution x∗ and on the other hand, 9ner error bounds on the distances
‖xn+1 − xn‖; ‖xn − x∗‖ (n¿0) than the ones given by Newton–Kantorovich [8,9], Huang [7] and
Guti)errez [6]. A second numerical example shows how to solve a nonlinear integral equation appear-
ing in radiative transfer in connection with the problem of determination of the angular distribution
of the radiant Nux emerging from a plane radiation 9eld [1–5].
2. Convergence analysis
We need the following lemma on zeros of scalar polynomial equations:
Lemma. Let m¿2 be a positive integer; 
2¿ 0; ¿ 0; 
i¿0 (36i6m + 1). De2ne polynomial p
and iteration {rn} (n¿0); respectively; by
p(r) =

m+1
(m+ 1)!
rm+1 +

m
m!
rm + · · ·+ 
2
2!
r2 − r + ; (3)
r0 = 0; rn+1 = rn − p(rn)p′(rn) : (4)
Assume there exists s¿ such that
p(s)60: (5)
Then;
(i) polynomial p has only two positive zeros r∗; r∗∗ satisfying
r∗6s6r∗∗: (6)
(ii) Iteration {rn} (n¿0) generated by (4) is monotonically increasing and limn→∞ rn = r∗.
Proof. (i) Since p(0) = ¿ 0, it follows from the intermediate value theorem and (5) that there
exists r∗ ∈ (0; s] such that p(r∗)=0. By the Descarte’s rule of signs p(r)=0 has two positive zeros
or none. Since r∗¿ 0 and p(r∗) = 0, it follows that there exists a second positive zero r∗∗ so that
(6) holds.
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(ii) From (3), (4) and part (i) we conclude: p′(t)¡ 0; p′′(t)¿ 0 and p(t)¿ 0 on [0; r∗]. Hence,
function r − p(r)=p′(r) increases on [0; r∗]. That is, if rk ∈ [0; r∗] for some k, then
rk6rk − p(rk)p′(rk) = rk+1 and rk+1 = rk −
p(rk)
p′(rk)
6r∗ − p(r
∗)
p′(r∗)
= r∗:
That completes the induction for part (ii) and the proof of the Lemma.
We state and prove the main semilocal convergence theorem for (2).
Theorem. Let m¿2 be a positive integer; 
2¿ 0; ¿ 0; 
i60 (36i6m); E1; E2 be Banach spaces;
D be an convex subset of E1 and F : D → E2 an m-times Fr8echet-di9erentiable operator. Assume
there exist x0 ∈ D; s¿ such that
‖F ′(x0)−1F(x0)‖6; (7)
‖F ′(x0)−1F (i)(x0)‖6
i; i = 2; : : : ; m; (8)
‖F ′(x0)−1[F (m)(x)− F (m)(x0)]‖6
m+1‖x − x0‖ for all x ∈ D (9)
p(s)60; (10)
where p is given by (3) and
QU (x0; s) = {x ∈ E1 | ‖x − x0‖6s}⊆D: (11)
Then; Newton’s method {xn} (n¿0) generated by (2) is well de2ned; remains in QU (x0; r∗) for all
n¿0 and converges to a solution x∗ of equation F(x)= 0 which is unique in QU (x0; r∗)∪U (x0; r∗∗);
where r∗; r∗∗ are the two positive zeros of p given by (3).
Moreover; the following error estimates hold for all n¿0
‖xn+1 − xn‖6rn+1 − rn (12)
and
‖xn − x∗‖6r∗ − tn: (13)
Proof. We 9rst show that if x ∈ QU (x0; r); r ∈ [0; r∗], then
‖[F ′(x0)−1F ′(x)]−1‖6− p′(r)−1; (14)
‖F ′(x0)−1F ′′(x)‖6p′′(r): (15)
It is convenient to de9ne ; b1; bi; i=2; : : : ; m by =x−x0; b1=x0+ t1; bi=x0+ ti(bi−1−x0); ti ∈ [0; 1].
We can now have in turn
F ′(x0)−1F ′′(x) =F ′(x0)−1F ′′(x0) + F ′(x0)−1[F ′′(x)− F ′′(x0)]
=F ′(x0)−1F ′′(x0) + F ′(x0)−1
∫ 1
0
F ′′′[x0 + t1(x − x0)](x − x0) dt1
=F ′(x0)−1F ′′(x0) + F ′(x0)−1
∫ 1
0
[F ′′′[x0 + t1(x − x0)]− F ′′′(x0)](x − x0) dt1
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+F ′(x0)−1
∫ 1
0
F ′′′(x0)(x − x0) dt1
=F ′(x0)−1F ′′(x0) + F ′(x0)−1
∫ 1
0
F ′′′(x0)(x − x0) dt1
+
∫ 1
0
∫ 1
0
F ′(x0)−1F (4){x0 + t2[x0 + t1(x − x0)− x0]}
× [x0 + t1(x − x0)− x0](x − x0) dt2 dt1
=F ′(x0)−1F ′′(x0) + F ′(x0)−1
∫ 1
0
F ′′′(x0) dt1
+
∫ 1
0
∫ 1
0
F ′(x0)−1F (4)(b2)(b1 − x0) dt2 dt1
= · · ·= F ′(x0)−1F ′′(x0) + F ′(x0)−1
∫ 1
0
F ′′′(x0) dt1
+ · · ·+
∫ 1
0
· · ·
∫ 1
0
F ′(x0)−1F (m)(bm−2)(bm−3 − x0) · · · (b1 − x0) dtm−2 · · · dt2 dt1
=F ′(x0)−1F ′′(x0) + F ′(x0)−1
∫ 1
0
F ′′′(x0) dt1
+ · · ·+
∫ 1
0
· · ·
∫ 1
0︸ ︷︷ ︸
(m−2)times
F ′(x0)−1F (m)(x0)(bm−3 − x0) · · ·
(b1 − x0) dtm−2 dtm−3 · · · dt2 dt1
+
∫ 1
0
· · ·
∫ 1
0︸ ︷︷ ︸
(m−2) times
F ′(x0)−1[F (m)(bm−2)− F (m)(x0)](bm−3 − x0)
· · · (b1 − x0) dtm−2 dtm−3 · · · dt2 dt1: (16)
Using the triangle inequality, (3), (7)–(9) in (16) we show (15).
We also get
−F ′(x0)−1[F ′(x0)− F ′(x)]
=F ′(x0)−1[F ′(x)− F ′(x0)− F ′′(x0)(x − x0) + F ′′(x0)(x − x0)]
=
∫ 1
0
F ′(x0)−1{F ′′[x0 + t1]− F ′′(x0)} dt1 + F ′(x0)−1
∫ 1
0
F ′′(x0) dt1
=
∫ 1
0
∫ 1
0
F ′(x0)−1F ′′(b2)(b1 − x0) dt2 dt1 + F ′(x0)−1
∫ 1
0
F ′′(x0) dt1 = · · ·=
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=
∫ 1
0
· · ·
∫ 1
0︸ ︷︷ ︸
(m−1) times
F ′(x0)−1F (m)(bm−1)(bm−2 − x0)
· · · (b1 − x0) dtm−1 dtm−2 · · · dt2 dt1
+
∫ 1
0
· · ·
∫ 1
0
F ′(x0)−1F (m−1)(bm−2)(bm−3 − x0) · · · (b1 − x0) dtm−2 dtm−3 · · · dt2 dt1
+ · · ·+
∫ 1
0
F ′(x0)−1F ′′(x0) dt1
=
∫ 1
0
· · ·
∫ 1
0︸ ︷︷ ︸
(m−1) times
F ′(x0)−1[F (m)(bm−1)− F (m)(x0)](bm−2 − x0)
· · · (b1 − x0) dtm−1 dtm−2 · · · dt2 dt1
+
∫ 1
0
· · ·
∫ 1
0
F ′(x0)−1F (m)(x0)(bm−2 − x0) · · · (b1 − x0) dtm−1 dtm−2 · · · dt2 dt1
+
∫ 1
0
· · ·
∫ 1
0
F ′(x0)−1F (m−1)(x0)(bm−3 − x0) · · · (b1 − x0) dtm−2 dtm−3
· · · dt2 dt1 + · · ·+
∫ 1
0
F ′(x0)−1F ′′(x0) dt1: (17)
Since p′(t)¡ 0 on [0; r∗], using (3), (7)–(9) in (17) we get
‖ − F ′(x0)−1[F ′(x0)− F ′(x)]‖61 + p′(r)¡ 1: (18)
It follows from the Banach Lemma on invertible operators [3,4,8] and (18) that [F ′(x0)−1F ′(x)]
−1
exists and
‖[F ′(x0)−1F ′(x)]−1‖6[1− ‖F ′(x0)−1[F ′(x0)− F ′(x)]‖]−16− p′(t)−1;
which shows (14).
We must now show that for all n¿0
‖xn+1 − xn‖6rn+1 − rn and QU (xn+1; r∗ − rn+1)⊆ QU (xn; r∗ − rn); (19)
where sequence {rn} (n¿0) is given by (4).
Let y ∈ QU (x1; r∗ − r1), then we have
‖y − x0‖6‖y − x1‖+ ‖x1 − x0‖6r∗ − r1 + r1 = r∗ − r0:
Hence, we get y ∈ QU (x0; r∗ − r0). Moreover, from the estimate
‖x1 − x0‖= ‖F ′(x0)−1F(x0)‖6= r1;
estimates (19) hold for n= 0. Let us assume that estimates (19) are true for n= 0; 1; : : : ; k; then
‖xk+1 − x0‖6
k+1∑
i=1
‖xi − xi−1‖6
k+1∑
i=1
(ri − ri−1) = rk+1 − r0 = rk+1
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and
‖xk + t1(xk+1 − x0)− x0‖6rk + t1(rk+1 − rk)¡r∗:
Furthermore, starting from the identity
F(xk+1) =F(xk+1)− F(xk)− F ′(xk)(xk+1 − xk)
=
∫ 1
0
F ′′[xk + t1(xk+1 − xk)](1− t1) dt1(xk+1 − xk)2; (20)
and using for k¿0
k = xk+1 − xk ; a1k = xk + t1(xk+1 − xk);
aik = x0 + ti(a(i−1)k − x0); i = 2; : : : ; m− 1; (21)
we can have (as in (16) or (17))
F(xk+1) =
∫ 1
0
· · ·
∫ 1
0︸ ︷︷ ︸
(m−1) times
[F (m)(a(m−1)k)− F (m)(x0)](a(m−2)k − x0)
· · · (a1k − x0)(1− t1)k dtm−1 dtm−2 · · · dt2 dt1
+
∫ 1
0
· · ·
∫ 1
0
F (m)(x0)(a(m−2)k − x0) · · · (a1k − x0)(1− t1)k dtm−1 dtm−2 · · · dt2 dt1
+ · · ·+
∫ 1
0
F ′′(x0)(1− t1)2k dt1: (22)
Composing both sides of (22) by F ′(x0)−1, using the triangle inequality, (3), (4), (7)–(9), we
get
‖F ′(x0)−1F(xk+1)‖6p(rk+1): (23)
Using (14) for x = xk+1, (2) and (4) we obtain
‖xk+2 − xk+1‖ = ‖F ′(xk+1)−1F(xk+1)‖
6 ‖[F ′(x0)−1F ′(xk+1)]−1‖ · ‖F ′(x0)−1F(xk+1)‖
6−p′(rk+1)−1p(rk+1) = rk+2 − rk+1: (24)
Hence for every y ∈ QU (xk+2; r∗ − rk+2), we can get
‖y − xk+1‖6‖y − xk+2‖+ ‖xk+2 − xk+1‖6r∗ − rk+2 + rk+2 − rk+1 = r∗ − rk+1;
which shows
y ∈ QU (xk+1; r∗ − rk+1): (25)
It now follows from (24) and (25) that (19) hold for n = k + 1. The induction on (19) is now
complete. Sequence {rn} (n¿0) is Cauchy and (12), (19) hold for all n¿0. Consequently, sequence
{xn} (n¿0) is also Cauchy and as such it converges to some x∗ ∈ QU (x0; r∗) (since QU (x0; r∗) is a
closed set), and (13) holds for all n¿0. It also follows from (13) and (23) that F(x∗) = 0. To
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complete the proof it suHces to show that there is a unique solution of equation F(x) = 0 in
QU (x0; r∗) ∪ U (x0; r∗∗). Let z ∈ QU (x0; r∗) ∪ (x0; r∗∗) with F(z) = 0. We can have in turn
z − xn+1 = z − xn + F ′(xn)−1F(xn)
=−F ′(xn)−1[F(z)− F(xn)− F ′(xn)(z − xn)]
= [− F ′(x0)−1F ′(xn)]−1
∫ 1
0
F ′(x0)−1F ′′[xn + t1(z − xn)](1− t1) dt1(z − xn)2: (26)
We have as in (22) ‖z − x0‖6r∗ − r0, if z ∈ QU (x0; r∗) and
‖z − x0‖= (r∗∗ − r0); 0¡¡ 1; if z ∈ U (x0; r∗∗):
Consequently, we can get
‖z − xn‖6r∗ − rn (n¿0); if z ∈ QU (x0; r∗) (27)
and
‖z − xn‖62n(r∗∗ − rn) (n¿0); if z ∈ U (x0; r∗∗); (28)
from (14), (15), (13) and (26).
Hence, we obtain
x∗ = lim
n→∞ xn = z:
That completes the proof of the Theorem.
In the proposition that follows we show the quadratic convergence of Newton’s method {xn} (n¿0)
given by (2) under the hypotheses of the theorem.
Proposition. (a) If r∗¡r∗∗; then the following error bounds hold:
(r∗∗ − r∗)
d1 − d2n2
d2
n
2 6r
∗ − rn6(r
∗∗ − r∗)
d3 − d2n4
d2
n
4 ; (n¿0) (29)
where
d1 = min
r∈[0; r∗]
f1(r); d3 = max
r∈[0; r∗]
f1(r); d4 = d3
r∗
r∗∗
; d2 = d1
r∗
r∗∗
;
f1(r) =
h(r)− (r∗∗ − r)h′(r)
h(r)− (r∗ − r)h′(r) ;
and h is a polynomial such that p(r) = (r∗ − r)(r∗∗ − r)h(r) with h(r∗) = 0 = h(r∗∗).
(b) If r∗ = r∗∗; then we have
dn5r
∗6r∗ − rn6dn6r∗; (30)
where
d5 = min
r∈[0; r∗]
f2(r); d6 = max
r∈[0; r∗]
f2(r);
and
f2(r) =
h(r)− (r∗ − r)h′(r)
2h(r)− (r∗ − r)h′(r) :
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Proof. (a) Set "n = r∗ − rn and #n = r∗∗ − rn. Using (4) it follows easily that for all n¿0
"n+1 = "2n
#nh′(rn)− h(rn)
p′(rn)
and #n+1 = #2n
"nh′(rn)− h(rn)
p′(rn)
:
Hence, we get
d1
(
"n
#n
)2
6
"n+1
#n+1
=
(
"n
#n
)2 h(rn)− #nh′(rn)
h(rn)− "nh′(rn)6d3
(
"n
#n
)2
or
1
d1
d2
n
2 6
"n
#n
6
1
d3
d2
n
4 :
Noting that #n = r∗∗ − r∗ + "n, (29) follows.
(b) If r∗ = r∗∗; then we get
"n+1 = r∗ − rn+1 = "n h(rn)− "nh
′(rn)
2h(rn)− "nh′(rn) ;
from which (30) also follows.
That completes the proof of the proposition.
Remarks. (a) The equation p′(r) = 0 has only one positive solution, say s∗. Moreover, s∗ is a
minimum of p. Therefore, p(s∗)60 is a necessary and suHcient condition for the existence of
positive solutions of p(r) = 0, and consequently can be used instead of condition (5) in the above
theorem.
(b) The results obtained above can be extended. Instead of (9), F satis9es for some t ∈ [0; 1]
‖F ′(x0)−1[F (m)(x)− F (m)(x0)]‖6
m+1‖x − x0‖t ; x ∈ D: (31)
Following the proof of the Theorem, we obtain using Newton’s method the following majorizing
sequence
Qp(r) = − r + 
2
2
r2 +

3
(t + 1)(t + 2)
rt+2; (r¿0); (32)
where we have chosen m = 2 for simplicity. The error bounds obtained in the proposition above
hold in this setting also if we just simply replace p by Qp.
3. Applications
In this section, we provide examples where our results apply.
Example 1. Let E1 =E2 =R; D=[−20; 20]; m=3; x0 =0; and consider the function F on D given
by
F(x) =
1
2400
x4 − x + 3: (33)
Using (33), (3) and (7)–(9) we obtain
= 3; 
2 = 
3 = 0; 
4 =
1
100
;
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and
p(r) =
1
2400
r4 − r + 3: (34)
Choose s= 3
√
600, then p(s)=−3:3255763¡ 0. The hypotheses of our Theorem are satis9ed. Hence,
Newton’s method {xn} (n¿0) generated by (2) converges to the solution x∗ = 3:035370022 of
equation F(x) = 0; where F is given by (33). To compare our results with earlier ones, let us
assume that there exist nonnegative numbers c0; c1 such that
‖F ′(x0)−1(F ′(x)− F ′(y))‖6c0‖x − y‖; (35)
and
‖F ′(x0)−1(F ′′(x)− F ′′(x0))‖6c1‖x − x0‖; (36)
for all x; y ∈ D. Using (35) and (36) we obtain, respectively, c0 = 2; c1 = 0:1.
The Newton–Kantorovich hypothesis [8,9] based on (35) requires
c060:5; (37)
whereas the corresponding condition in [6, p. 134] or [7, p. 212] becomes
92c168: (38)
Both (37) and (38) are violated since c0= 6¿ 0:5 and 92c1 = 8:1¿ 8. Hence, the corresponding
convergence theorems in [6]–[9] cannot guarantee that Newton’s method {xn} (n¿0) starting at
x0 = 0 converges to x∗.
To further compare our results with earlier ones let us consider D = [ − 5; 5], then our results
still hold, c0 =0:125; c1 =0:05; c0=0:375¡ 0:5; 9c21=4:05¡ 8. Hence, (37) and (38) hold also.
Iterations
t0 = 0; tn+1 = tn − q(tn)q′(tn) (n¿0); (39)
q(t) = 0:0625t2 − t + 3; (40)
v0 = 0; vn+1 = vn − g(vn)g′(vn) (n¿0); (41)
g(v) = 0:0083333333v3 − v+ 3: (42)
correspond to conditions (35), (36), respectively, and
‖xn+1 − xn‖6tn+1 − tn (n¿0); (43)
‖xn+1 − xn‖6vn+1 − vn (n¿0); (44)
‖xn − x∗‖6t∗ − tn (n¿0); (45)
‖xn − x∗‖6v∗ − vn (n¿0): (46)
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Table 1
n Argyros Newton Guti)errez Argyros Newton Guti)errez
upper bounds upper bounds upper bounds upper bounds upper bounds upper bounds
on on on on on on
‖xn+1 − xn‖ ‖xn+1 − xn‖ ‖xn+1 − xn‖ ‖xn − x∗‖ ‖xn − x∗‖ ‖xn − x∗‖
using (12) using (43) using (44) using (13) using (45) using (46)
0 3 3 3 3.035370022 4 3.299278641
1 0.035340314 0.9 0.290322566 0.035370022 1 0.299278641
2 0.000029708 0.098780488 0.008947021 0.000029722 0.1 0.008956075
3 0 0.001219326 0.000009054 0 0.001219512 0.000009054
4 0 0.000000093 0 0 0.000000186 0
Using (3), (4), (12), (13), (39)–(46) we obtain
r1 = 3; r2 = 3:035340314; r3 = r∗ = 3:035370022;
t1 = 3; t2 = 3:9; t3 = 3:998780488; t4 = 3:999999814; t5 = t∗ = 4;
v1 = 3; v2 = 3:290322566; v3 = 3:299269587; v4 = v∗ = 3:299278641:
Note that r∗¡v∗¡t∗. That is our Theorem gives better information than about the location of the
solution x∗. Moreover, using the above values Table 1 is obtained.
That is our error bounds are better in all cases than the corresponding ones given by Newton–
Kantorovich [8,9], Huang [7] and Guit)errez [6].
We complete our study with a more general example for Newton’s method involving a nonlinear
integral equation.
Example 2. Let E1 = E2 = C[0; 1], the space of continuous functions on [0,1] equipped with the
sup-norm. Consider the nonlinear integral equation given by
F(x)(z) = 12400 x
4(z) + x(z)− 3 + B(x(z); x(z)) = 0; (47)
where B :E1 × E1 → E2 is a bounded bilinear operator de9ned by
B(x; y)(z) = 
1
2
[
x(z)
∫ 1
0
z
z + t
y(t) dt + y(z)
∫ 1
0
z
z + t
x(t) dt
]
; (48)
where  is a real number. Nonlinear integral equations of the form (47) appear in radiative transfer in
connection with the problem of determination of the angular distribution of the radiant Nux emerging
from a plane radiation 9eld [1–4].
Let x0(z)=0 (z ∈ [0; 1]); D= QU (0; 9). By (48) we can show ‖B‖= || ln 2 [1,3]. Moreover, using
(3), (7)–(9) and (47) for m= 3; we obtain = 3; 
2 = ‖B‖; 
3 = 0; 
4 = 1100 , and
p(r) = 12400r
4 + ln 2||r2 − r + : (49)
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For  = 0:01; choose s = 8. Using (49), we obtain p(s) = −2:849719137. That is, all hypotheses
of the theorem are satis9ed. Hence, Newton’s method {xn} (n¿0) generated by (2) converges to a
solution x∗(z) (z ∈ [0; 1]) of Eq. (47).
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