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FRACTIONAL DIV-CURL QUANTITIES AND APPLICATIONS TO
NONLOCAL GEOMETRIC EQUATIONS
KATARZYNA MAZOWIECKA AND ARMIN SCHIKORRA
Abstract. We investigate a fractional notion of gradient and divergence operator. We
generalize the div-curl estimate by Coifman–Lions–Meyer–Semmes to fractional div-curl
quantities, obtaining, in particular, a nonlocal version of Wente’s lemma.
We demonstrate how these quantities appear naturally in nonlocal geometric equations,
which can be used to obtain a theory for fractional harmonic maps analogous to the local
theory. Firstly, regarding fractional harmonic maps into spheres, we obtain a conservation
law analogous to Shatah’s conservation law and give a new regularity proof analogous to
He´lein’s for harmonic maps into spheres.
Secondly, we prove regularity for solutions to critical systems with nonlocal antisymmet-
ric potentials on the right-hand side. Since the half-harmonic map equation into general
target manifolds has this form, as a corollary, we obtain a new proof of the regularity
of half-harmonic maps into general target manifolds following closely Rivie`re’s celebrated
argument in the local case.
Lastly, the fractional div-curl quantities provide also a new, simpler, proof for Ho¨lder
continuity of W s,n/s-harmonic maps into spheres and we extend this to an argument for
W s,n/s-harmonic maps into homogeneous targets. This is an analogue of Strzelecki’s and
Toro–Wang’s proof for n-harmonic maps into spheres and homogeneous target manifolds,
respectively.
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1. Introduction
Products of divergence-free and curl-free vector fields, the so-called div-curl-quantities,
play a fundamental role in Geometric Analysis. They appear, for example, in the theory
of compensated compactness in the form of the div-curl Lemma: let L2(
∧1
Rn) be the
L2-space of 1-forms on Rn, or equivalently the space of vector fields L2(Rn,Rn). Given two
sequences {Fk}k∈N, {Gk}k∈N in L
2(
∧1
R
n) which weakly converge in L2(
∧1
R
n) to F and
G, respectively. In general, there is no reason that the product converges
(1.1) Fk ·Gk
k→∞
−−−→ F ·G in D′(Rn).
If we know, however, that (in distributional sense) div(Fk) = 0 and curl (Gk) = 0, or
more generally assuming compactness of div(Fk) and curl (Gk) in H
−1, then (1.1) indeed
holds true. This phenomenon is known as compensated compactness and its theory was
developed by Murat and Tartar in the late seventies [27, 28, 45, 46, 47], see also the more
recent [7, 9].
In [8] Coifman, Lions, Meyer, and Semmes found a relation between div-curl quantities
and the Hardy space H1(Rn) (for a definition see Section 6).
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Theorem 1.1 (Coifman–Lions–Meyer–Semmes). Let F ∈ Lp(
∧1
Rn) and g ∈ W˙ 1,p
′
(Rn)
where p ∈ (1,∞) and p′ = p
p−1
. Then, if
divF = 0,
we have
F · dg ∈ H1(Rn)
with the estimate
‖F · dg‖H1(Rn) - ‖F‖Lp(∧1 Rn) ‖dg‖Lp′(∧1 Rn).
This theorem can be applied to all div-curl quantities, since a curl-free G ∈ Lp
′
(
∧1
R
n)
can be written as G = dg. Theorem 1.1 had a fundamental impact, in particular, on the
regularity theory for such objects as surfaces of prescribed mean curvature and harmonic
maps into manifolds [20, 22, 21, 2, 29]. We will detail a few of those results below.
Harmonic maps into spheres. As a first example, consider He´lein’s proof [20] for con-
tinuity of harmonic maps from R2 into a round sphere SN−1 ⊂ RN . These are solutions
u ∈ W˙ 1,2(R2,RN) that pointwise a.e. satisfy |u| ≡ 1 and
(1.2) −∆ui = ui |du|2 i = 1, . . . , N.
Henceforth, we shall use Einstein’s summation convention. Since |u| ≡ 1 we find
ukduk =
1
2
d|u|2 = 0.
Thus, one can rewrite (1.2) as
−∆ui = Ωik · du
k,
where
(1.3) Ωik := u
iduk − ukdui.
Shatah discovered in [40], that (1.2) is equivalent to the conservation law
(1.4) div Ωik = 0 for i, k ∈ {1, . . . , N}.
That is, in view of Theorem 1.1, (1.2) actually implies
∆ui ∈ H1(R2) for any i = 1, . . . , N.
Then Calderon–Zygmund theory implies that u is continuous, see [39].
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Harmonic maps into general target manifolds. Let N ⊂ RN be a smooth, compact
manifold without boundary. Harmonic maps into N are solutions u ∈ W 1,2(R2,N ) to
(1.5) −∆u ⊥ TuN .
Regularity for harmonic maps from 2-dimensional domains into general manifolds N was
proven by He´lein in [21]. Rivie`re observed in the seminal work [29] that this equation, and
in fact the Euler–Lagrange equations of a huge class of conformally invariant variational
functionals, have the form
(1.6) −∆ui = Ωij · ∇u
j, for i = 1, . . . , N,
where Ω is an antisymmetric L2-vector field, Ωij = −Ωji ∈ L2(
∧1
R2). By an adap-
tation of techniques due to Uhlenbeck [52], see also [33], he then constructed a gauge
P ∈ W˙ 1,2(R2, SO(N)), such that
(1.7) div((∇P )P T − PΩP T ) = 0.
Then for ΩP := (∇P )P T − PΩP T ,
div(Pij∇u
j) = Pjk (ΩP )ij · ∇u
k.
Thus, up to a multiplicative Pjk, the right-hand side becomes a div-curl quantity. Conti-
nuity of u then follows essentially from Theorem 1.1, cf. [30].
n-harmonic maps into homogeneous target manifolds. He´lein’s regularity argument
for harmonic maps into spheres was extended to n-harmonic maps from Rn into spheres
SN−1, see [16, 44, 43]. We follow Strzelecki’s work [43]. Take an n-harmonic map into a
sphere SN−1, i.e., a solution u ∈ W˙ 1,n(Rn, SN−1) to
(1.8) − div(|du|n−2dui) = ui |du|n, for i = 1, . . . , N.
This can be rewritten, for Ωij as in (1.3),
(1.9) − div(|du|n−2dui) = |du|n−2Ωij du
j, for i = 1, . . . , N.
Again, one can observe that (1.8) is equivalent to
div(|du|n−2Ωij) = 0.
Thus the right-hand side of (1.9) is again a div-curl quantity and regularity follows again
essentially by Theorem 1.1.
Strzelecki’s argument, in turn, was generalized to homogeneous spaces by Toro and
Wang [50]. Let us remark here, that the regularity of n-harmonic maps into a general
target manifold N is still open, cf. [38].
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Outline of the article. In Section 2 we will introduce a fractional version of divergence
and obtain a fractional analogue of Theorem 1.1, see Theorem 2.1 below.
As we shall see, this fractional divergence and, in particular, fractional div-curl quantities,
appear naturally in the theory of fractional harmonic maps and critical systems with non-
local antisymmetric potential. We give several examples of consequences of Theorem 2.1
in regularity theory: in Section 3 we consider half-harmonic maps into the sphere. Appli-
cations to critical systems with nonlocal antisymmetric potential on the right-hand side
will be treated in Section 4. The case of W s,p-harmonic maps into round target manifolds
is the subject of Section 5.
Finally, in Section 6 we give the proof of the fractional div-curl theorem, Theorem 2.1.
2. Fractional divergence and div-curl lemmas
Let us remark, without going into details, that the notion “s-gradient” ds and “s-
divergence” divs defined below can be justified by an abstract theory on Dirichlet forms
Es,2(f) := [f ]
2
W s,2(Rn) acting on the Sobolev space W
s,2(Rn), see [23, Examples 4.1]. Here
for s ∈ (0, 1), the Gagliardo seminorm [f ]W s,p(Rn) is given by
[f ]W s,p(Rn) :=
(∫
Rn
∫
Rn
(
|f(x)− f(y)|
|x− y|s
)p
dx dy
|x− y|n
) 1
p
.
We will denote byM(Rn) the set of all functions measurable with respect to the Lebesgue
measure dx. Furthermore, the space of measurable (off diagonal) vector fields M(
∧1
odR
n)
is the space of functions F : Rn × Rn → R measurable with respect to the measure
dx dy
|x−y|n
. Here “od” stands for “off diagonal”. Observe that we do not require antisymmetry
F (x, y) = −F (y, x). On the space of measurable vector fields we define the scalar product.
For two vector fields F,G ∈M(
∧1
od R
n) set
〈F,G〉(x) ≡ F ·G(x) =
∫
Rn
F (x, y) G(x, y)
dy
|x− y|n
.
In particular we denote
‖F‖2(x) :=
√
〈F, F 〉(x),
and more generally,
‖F‖p(x) :=
(∫
Rn
|F (x, y)|p
dy
|x− y|n
) 1
p
.
The s-gradient ds :M(Rn)→M(
∧1
odR
n) acting on functions g : Rn → R takes the form
dsg(x, y) :=
g(x)− g(y)
|x− y|s
∈M
(∧1
od
R
n
)
.
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In particular,
F · dsg(x) =
∫
Rn
F (x, y)
g(x)− g(y)
|x− y|s
dy
|x− y|n
.
We will call the dual operation to the s-gradient ds the s-divergence divs. It maps a vector
field F ∈M(
∧1
od R
n) into a function divs F ∈M(R
n). Its distributional definition is
(2.1) divs(F )[ϕ] =
∫
Rn
∫
Rn
F (x, y) dsϕ(x, y)
dx dy
|x− y|n
, ϕ ∈ C∞c (R
n).
In particular, we say that a vector field F is divergence free, divs F = 0, if
(2.2)
∫
Rn
∫
Rn
F (x, y)
ϕ(x)− ϕ(y)
|x− y|s
dx dy
|x− y|n
= 0 for any ϕ ∈ C∞c (R
n).
Moreover, the canonical relation to the fractional Laplacian holds true: divs ds = −(−∆)s,
in the sense that ∫
Rn
dsf · dsg(x) dx =
∫
Rn
(−∆)sf(x) g(x) dx.
Here, (−∆)s stands for
(−∆)sf(x) = P.V.
∫
Rn
f(x)− f(y)
|x− y|2s
dy
|x− y|n
,
or, equivalently,
F ((−∆)sf) (ξ) = c |ξ|2sF(f)(ξ),
where F denotes the Fourier transform and c is a multiplicative constant.
For p ∈ (1,∞) the natural Lp-space on vector fields F , is induced by the norm
‖F‖Lp(∧1od Rn) :=
(∫
Rn
∫
Rn
|F (x, y)|p
dx dy
|x− y|n
) 1
p
≡
∥∥‖F‖p(·)∥∥Lp(Rn).
Observe that, in particular, we have
[g]W s,p(Rn) = ‖dsg‖Lp(∧1od Rn).
Also, if F ∈ Lp(
∧1
odR
n)) then F (x, x) = 0 for almost every x.
Lastly, for Ω ⊆ Rn we denote
‖F‖Lp(∧1odΩ) :=
(∫∫
(Ω×Rn)∪(Rn×Ω)
|F (x, y)|p
dx dy
|x− y|n
) 1
p
.
A fractional div-curl quantity is then the product F · dsg where F is s-divergence free. For
such expressions, we have the fractional counterpart of Theorem 1.1.
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Theorem 2.1 (div-curl quantities and Hardy space). Let s ∈ (0, 1), p ∈ (1,∞). For
F ∈ Lp(
∧1
od R
n) and g ∈ W s,p
′
(Rn) assume that divs F = 0. Then F · dsg belongs to the
Hardy space H1(Rn) and we have the estimate
‖F · dsg‖H1(Rn) ≤ C ‖F‖Lp(∧1od Rn) ‖dsg‖Lp
′(
∧1
od R
n),
or, equivalently, for any ϕ ∈ C∞c (R
n),∫
Rn
ϕ F · dsg dx ≤ C [ϕ]BMO(Rn) ‖F‖Lp(∧1od Rn) ‖dsg‖Lp
′(
∧1
od R
n).
Here, C is a uniform constant depending on s, p, and the dimension n.
The definition of BMO and the Hardy space H1 can be found in Section 6
Remark 2.2. It would be interesting to see if the estimate from Theorem 2.1 could also
be proved from the harmonic extension to the upper half space, as is possible for classical
div-curl structures and many commutators, see [25].
As a first immediate application let us state the following fractional version of Wente’s
lemma, see [53, 6, 48].
Corollary 2.3 (Fractional Wente Lemma). Let s ∈ (0, 1), p ∈ (1,∞). For F ∈ Lp(
∧1
odR
n)
and g ∈ W s,p
′
(Rn) assume that divs F = 0. Moreover, let T [ϕ] be a linear operator such
that for some Λ > 0,
T [ϕ] ≤ Λ‖(−∆)
n
4ϕ‖L(2,∞)(Rn) for all ϕ ∈ C
∞
c (R
n),
where L(2,∞) denotes the weak L2-space.
Then any distributional solution u ∈ W˙
n
2
,2(Rn) to
(−∆)
n
2 u = F · dsg + T in R
n,
is continuous and if lim|x|→∞ u(x) = 0, then
‖u‖L∞(Rn) ≤ C
(
‖F‖Lp(∧1od Rn) ‖dsg‖Lp
′(
∧1
od R
n) + Λ
)
,
for a uniform constant C > 0 depending only on s, p, and the dimension n.
For weak Lp-spaces L(p,∞) and more generally Lorentz spaces L(p,q) we refer, e.g., to [18, 49].
Proof. This follows from a standard argument, we only give a sketch of the proof: by
Theorem 2.1, for any ϕ ∈ C∞c (R
n),∫
Rn
(−∆)
n
4 u (−∆)
n
4ϕ - [ϕ]BMO ‖F‖Lp(∧1od Rn) ‖dsg‖Lp
′(
∧1
od R
n) + Λ ‖(−∆)
n
4ϕ‖L(2,∞)(Rn).
Since [ϕ]BMO - ‖(−∆)
n
4ϕ‖L(2,∞)(Rn), we obtain (−∆)
n
4 u ∈ L(2,1)loc (R
n). This implies that u
is continuous by Sobolev embedding. 
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It is also beneficial to have a localized version of Theorem 1.1. A classical version of this
result can be found, e.g., in [43, Corollary 3].
Proposition 2.4 (Localized div-curl estimate). Let F ∈ Lp(
∧1
odR
n) be such that divs F =
0 and let g ∈ W s,p
′
(Rn) for some s ∈ (0, 1), p ∈ (1,∞).
Then, for any ball B(x0, r) ⊂ Rn and any ϕ ∈ C∞c (B(x0, r)), for a uniform constant Λ > 0
we have∫
Rn
ϕ F · dsg dx ≤ C
(
[ϕ]BMO + r
−n‖ϕ‖L1(Rn)
)
‖F‖Lp(∧1odB(x0,Λr)) ‖dsg‖Lp
′(
∧1
odB(x0,Λr))
.
The proofs of Theorem 2.1 and Proposition 2.4 can be found in Section 6.
3. Fractional div-curl quantities and half-harmonic maps into spheres
As a first application, let us observe how Theorem 2.1 gives a new, streamlined proof of
the continuity of half-harmonic maps into spheres SN−1. Let H˙
1
2 (R) ≡ W˙
1
2
,2(R) be the
homogeneous Sobolev space of order 1
2
. By H˙
1
2 (R, SN−1) we denote the space of maps
u ∈ H˙
1
2 (R,RN) such that u(x) ∈ SN−1 for almost every x ∈ R.
Half-harmonic maps are solutions u ∈ H˙
1
2 (R, SN−1) to
(−∆)
1
2u ⊥ TuS
N−1.
Equivalently, see [26], they satisfy
(3.1) (−∆)
1
2ui = ui|d 1
2
u|22 in R, for i = 1, . . . , N.
Our first observation is a conservation law, analogous to Shatah’s (1.4), see [40].
Lemma 3.1. A map u ∈ H˙
1
2 (R, SN−1) is a solution to (3.1) if and only if
(3.2) Ωik(x, y) := u
i(x) d 1
2
uk(x, y)− uk(x) d 1
2
ui(x, y)
satisfies
(3.3) div 1
2
Ωik = 0 for all i, k ∈ {1, . . . , N}.
Let us remark that in [13] Da Lio and Rivie`re obtained an almost-conservation law for
horizontal fractional harmonic maps. As a consequence of Lemma 3.1 above we obtain a
new proof of
Theorem 3.2. Half-harmonic maps, that is solutions u ∈ H˙
1
2 (R, SN−1) to (3.1) are con-
tinuous.
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Regularity for half-harmonic maps was first proved in the pioneering work by Da Lio–
Rivie`re [12]. Another approach was given by Millot–Sire [26] who interpreted the half-
harmonic map equation (3.1) as the free boundary condition of a harmonic map U : R2+ →
R
N {
∆U i = 0 on R2+,
U = u on R× {0},
observing that then ∂νU = c (−∆)
1
2u on R. Then regularity theory follows from the known
regularity results for such free boundary harmonic maps, see [32].
The proof of Theorem 3.2 that we give here follows very closely the original proof for
harmonic maps into spheres by He´lein [20].
Proof of Theorem 3.2. As in the local case we rewrite the right-hand side of (3.1). Recall
that we use Einstein’s summation convention. With Ωik from (3.2) we find
(3.4) (−∆)
1
2ui(x) = ui(x) |d 1
2
u|22(x) ≡ u
i(x) 〈d 1
2
uk, d 1
2
uk〉(x) = 〈Ωik, d 1
2
uk〉(x) + T (x)
where
T (x) := 〈d 1
2
ui, uk(x) d 1
2
uk〉(x).
As for T we have
(3.5)
∣∣∣∣
∫
R
T (x) ϕ(x) dx
∣∣∣∣ - ‖(−∆) 14ϕ‖L(2,∞)(R) for every ϕ ∈ C∞c (R).
Assuming (3.5) and in view of Lemma 3.1 we have found that the equation (3.4) exhibits
a fractional div-curl structure on the right-hand side. Thus, it falls into the realm of the
fractional Wente lemma, Corollary 2.3.
Hence, Theorem 3.2 is proven once Lemma 3.1 and (3.5) are established. 
3.1. Proof of Lemma 3.1.
Proof of (3.1) ⇒ (3.3). We compute the fractional divergence div 1
2
Ωik, see (2.1). For any
ϕ ∈ C∞c (R),∫
R
∫
R
Ωik(x, y) d 1
2
ϕ(x, y)
dx dy
|x− y|
=
∫
R
∫
R
(
ui(x) d 1
2
ϕ(x, y) d 1
2
uk(x, y)− uk(x) d 1
2
ϕ(x, y) d 1
2
ui(x, y)
) dx dy
|x− y|
.
Now a simple computation confirms the product rule for d 1
2
,
ui(x) d 1
2
ϕ(x, y) = d 1
2
(uiϕ)(x, y)− d 1
2
ui(x, y)ϕ(y).
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Thus, ∫
R
∫
R
Ωik(x, y)d 1
2
ϕ(x, y)
dx dy
|x− y|
=
∫
R
∫
R
(
d 1
2
(uiϕ)(x, y) d 1
2
uk(x, y)− d 1
2
(ukϕ)(x, y) d 1
2
ui(x, y)
) dx dy
|x− y|
−
∫
R
∫
R
ϕ(y)
(
d 1
2
ui(x, y) d 1
2
uk(x, y)− d 1
2
uk(x, y) d 1
2
ui(x, y)
) dx dy
|x− y|
.
The last line is zero. With (3.1) we find∫
R
∫
R
(
d 1
2
(uiϕ)(x, y) d 1
2
uk(x, y)− d 1
2
(ukϕ)(x, y) d 1
2
ui(x, y)
) dx dy
|x− y|
=
∫
R
(
ui(x) uk(x)− uk(x) ui(x)
)
ϕ(x) ‖d 1
2
u‖22(x) dx = 0.
(3.3) is established. 
Proof of (3.3) ⇒ (3.1). Equation (3.3) readily implies
0 = ui(x)(−∆)
1
2uj(x)− uj(x)(−∆)
1
2ui(x),
that is
0 = u ∧ (−∆)
1
2u,
which is equivalent to
(−∆)
1
2u ⊥ TuS
N−1.
Thus, u is a half-harmonic map. 
3.2. Proof of (3.5). For any x, y ∈ R,
uk(x) d 1
2
uk(x, y) = uk(x)
(uk(x)− uk(y))
|x− y|
1
2
.
Since |u(x)| ≡ 1 and thus (u(x)− u(y)) · (u(x) + u(y)) = 0, we find
uk(x) d 1
2
uk(x, y) =
1
2
|u(x)− u(y)|2
|x− y|
1
2
.
Thus,∫
R
ϕ(x) uk(x) d 1
2
ui · d 1
2
uk(x) dx =
1
2
∫
R
∫
R
ϕ(x)
ui(x)− ui(y)
|x− y|
1
2
|u(x)− u(y)|2
|x− y|
1
2
dy dx
|x− y|
.
Interchanging x and y, we arrive at∫
R
ϕ(x) uk(x) d 1
2
ui · d 1
2
uk(x) dx ≤
1
4
∫
R
∫
R
|u(x)− u(y)|3 |ϕ(x)− ϕ(y)|
|x− y|2
dx dy
=
∫
R
∫
R
|d 1
6
u(x, y))|3 |d 1
2
ϕ(x, y)|
dx dy
|x− y|
.
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From this one obtains by interpolation,∫
R
ϕ(x) uk(x) d 1
2
ui · d 1
2
uk(x) dx - ‖((−∆)
1
6u)3‖L(2,1)(R) ‖(−∆)
1
4ϕ‖L(2,∞)(R).
Moreover, by Sobolev embedding,
‖((−∆)
1
6u)3‖L(2,1)(R) = ‖(−∆)
1
6u‖3L(6,3)(R) - ‖(−∆)
1
4u‖3L(2,3)(R)
- ‖(−∆)
1
4u‖3L2(R) = [u]
3
W
1
2 ,2(R)
.
This establishes (3.5). 
4. Fractional div-curl quantities and systems with nonlocal
antisymmetric potential and half-harmonic maps into general
manifolds
Here we study the regularity theory for a nonlocal analogue of (1.6). Let u ∈ H˙
1
2 (R,RN)
be a solution to
(4.1) (−∆)
1
2ui = Ωij · d 1
2
uj,
for some antisymmetric Ωij = −Ωji ∈ L2(
∧1
odR).
Observe that the antisymmetric potential Ω is not a pointwise function, but rather acts as
a nonlocal operator: one could write the equation above as
(−∆)
1
2ui = Ωij(u
j),
where
Ωij(f)(x) :=
∫
R
Ωij(x, y)(f(x)− f(y))
dy
|x− y|
3
2
.
In [11] Da Lio and Rivie`re studied the regularizing effects of the equation
(−∆)
1
2ui(x) = Ωij(x) (−∆)
1
4uj(x),
where Ωij = −Ωji ∈ L2(R) is a function. In [35] the second-named author studied the
regularity theory for another class of antisymmetric nonlocal operators,
(−∆)
1
2ui = ΩijH[(−∆)
1
4uj],
where H is the Hilbert transform.
Here, in the spirit of the celebrated work of Rivie`re [29], we develop the regularity theory
of nonlocal antisymmetric systems of the form (4.1). Namely, we have
Theorem 4.1 (Regularity for systems with nonlocal antisymmetric operator). Let u ∈
H˙
1
2 (R,RN) be a weak solution to
(4.2) (−∆)
1
2ui = Ωij · d 1
2
uj +R in R.
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Assume that Ωij = −Ωji ∈ L2(
∧1
odR) and that R satisfies, for any ϕ ∈ C
∞
c (R),
(4.3)
∫
R
Rϕ -
∫
R
|ϕ(x)|
∫
R
|d 1
3
u(x, y)|3
dy dx
|x− y|
+
∫
R
∫
R
|d 1
4
u(x, y)|2 |d 1
2
ϕ(x, y)|
dy dx
|x− y|
.
Then u is Ho¨lder continuous.
We postpone the proof and first mention an application. Regularity theory for half-
harmonic maps from R into a smooth, compact manifold N ⊂ RN without boundary
follows from Theorem 4.1. Indeed, just as the harmonic map equation (1.5) can be brought
into the form (1.6), the half-harmonic map equation
(4.4) (−∆)
1
2u ⊥ TuN in R
can be brought into the form (4.2).
Proposition 4.2. Let u ∈ H˙
1
2 (R,N ) be a half-harmonic map into a general smooth mani-
fold without boundary N ⊂ RN , i.e., a distributional solution to (4.4). Then u solves (4.2)
for some Ωij = −Ωji ∈ L2(
∧1
odR) and some R which satisfies (4.3).
The proof of Proposition 4.2, which we give in Section A.1, follows essentially the local
argument used to obtain (1.6). The only difference is that while du is tangential, dsu(x, y)
is not — this is why the error term R appears. But since dsu(x, y) is tangential up to a
quadratic error, see Lemma A.1, R is benign.
Thus, as a corollary of Theorem 4.1 and Proposition 4.2, we obtain
Theorem 4.3 (Da Lio, Rivie`re [11]). Half-harmonic maps from the line R into a general
manifold N are Ho¨lder continuous and in fact smooth.
It suffices to show the Ho¨lder continuity. Higher regularity follows from bootstrapping
and the growth of the right-hand side – the antisymmetry and the precise right-hand side
structure are not relevant. See [35].
4.1. Proof of Theorem 4.1. As in the local case (1.7), the first step is to find a good
gauge P ∈ H˙
1
2 (R, SO(N)).
Theorem 4.4. For Ωij = −Ωji ∈ L2(
∧1
odR) there exists P ∈ H˙
1
2 (R, SO(N)) such that
div 1
2
ΩPij = 0 for all i, j ∈ {1, . . . , N},
where
ΩP =
1
2
(
d 1
2
P (x, y)
(
P T (y) + P T (x)
)
− P (x)Ω(x, y)P T (y)− P (y)Ω(x, y)P T(x)
)
.
This choice of gauge [52], or moving frame [21], is obtained from a minimization argument,
cf. [33], and is postponed to Section A.2.
Having this good choice for P , we rewrite the equation.
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Lemma 4.5. Let u be a solution to (4.1). For P as in Theorem 4.4 and any ϕ ∈ C∞c (R)
we have,
div 1
2
(Pikd 1
2
uk) = ΩPij · d 1
2
uℓ Pjℓ +R.
Here, for some R1 ∈ L2(
∧1
odR), some g ∈ H˙
1
2 (R), and for any ϕ ∈ C∞c (R),∣∣∣∣
∫
R
Rϕ
∣∣∣∣ -
∫
R
∫
R
|R1(x, y)| |d 1
4
g(x, y)||d 1
4
u(x, y)| |ϕ(x)|
dx dy
|x− y|
.
Proof. We have∫
R
∫
R
Pik(x)
(
uk(x)− uk(y)
)
(ϕ(x)− ϕ(y))
dx dy
|x− y|2
=
∫
R
∫
R
(
uk(x)− uk(y)
)
(Pik(x)ϕ(x)− Pik(y)ϕ(y))
dx dy
|x− y|2
+
∫
R
∫
R
(
uk(x)− uk(y)
)
(Pik(y)− Pik(x)) ϕ(y)
dx dy
|x− y|2
.
By (4.1) and since P Tℓj (x) Pjm(x) = δℓm,∫
R
∫
R
(
uk(x)− uk(y)
)
(Pik(x)ϕ(x)− Pik(y)ϕ(y))
dx dy
|x− y|2
=
∫
R
∫
R
(
Pik(x) Ωkℓ(x, y) P
T
ℓj(x)
)
Pjm(x)d 1
2
um(x, y) ϕ(x)
dx dy
|x− y|
.
Also, interchanging x and y and using again P Tℓj (x) Pjm(x) = δℓm,∫
R
∫
R
(
uk(x)− uk(y)
)
(Pik(y)− Pik(x)) ϕ(y)
dx dy
|x− y|2
=
∫
R
∫
R
(
uk(x)− uk(y)
)
(Pik(y)− Pik(x)) ϕ(x)
dx dy
|x− y|2
= −
∫
R
∫
R
d 1
2
Piℓ(x, y) P
T
ℓj (x) Pjm(x) d 1
2
um(x, y) ϕ(x)
dx dy
|x− y|
Thus, ∫
R
∫
R
Pik(x)
(
uk(x)− uk(y)
)
(ϕ(x)− ϕ(y))
dx dy
|x− y|2
= −
∫
R
∫
R
ΩPij(x, y) Pjℓ(x) d 1
2
uℓ(x, y) ϕ(x)
dx dy
|x− y|
+R,
where
|R| -
∫
R
∫
R
(
|Ω(x, y)|+ |d 1
2
P (x, y)|
)
|P (x)− P (y)| |d 1
2
u(x, y)| |ϕ(x)|
dx dy
|x− y|
.

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From Lemma 4.5 and Theorem 4.4 we see that we have found a div-curl quantity. Now we
can apply the localized div-curl estimate, Proposition 2.4. With this, one obtains a decay
estimate following the typical procedure for critical nonlocal equations, see [11, 10, 35].
We only give the main ideas of the proof. For any ball B(x0, r) ⊂ R and any test-function
ϕ ∈ C∞c (B(x0, r)) ∫
R
Pikd 1
2
uk d 1
2
ϕ =
∫
R
ΩPij · d 1
2
uℓ Pjℓ ϕ+
∫
R
Rϕ
For any suitably large Λ > 2,
u˜ := ηB(x0,Λr)(u− (u)B(x0,Λr)).
for a cutoff-function η ∈ C∞c (B(0, 1)) and ηB(x0,ρ)(x) := η((x− x0)/ρ). Then∫
R
ΩPij · d 1
2
uℓ Pjℓ ϕ =
∫
R
ΩPij · d 1
2
u˜ℓ Pjℓ ϕ+
∫
R
ΩPij · d 1
2
(
uℓ − u˜ℓ
)
Pjℓ ϕ.
By the disjoint support of ϕ and u − u˜, one can show, for some σ > 0 which will change
from line to line,∫
R
ΩPij · d 1
2
(
uℓ − u˜ℓ
)
Pjℓ -
∞∑
k=1
(2kΛ)−σ‖(−∆)
1
4u‖L(2,∞)(B(x0,2kΛr).
Since ΩPij is divergence free,∫
R
ΩPij · d 1
2
u˜ℓ Pjℓ ϕ = −
∫
R
ΩPij · d 1
2
(Pjℓ ϕ) u˜
ℓ.
Now we apply Proposition 2.4,∫
R
ΩPij · d 1
2
u˜ℓ Pjℓ ϕ
-
(
[u˜]BMO + (Λr)
−1‖u˜‖L1(R)
)
‖ΩP‖L2(∧1odB(x0,Λ2r)) ‖d 12 (Pϕ) ‖L2(
∧1
odB(x0,Λ
2r)).
By Sobolev embedding, ‖f‖BMO - ‖(−∆)
1
4 f‖L(2,∞)(R), which suitably localized gives
[u˜]BMO + (Λr)
−1‖u˜‖L1 - [u˜]BMO
- ‖(−∆)
1
4u‖L(2,∞)(B(Λ2r)) +
∞∑
k=1
(2kΛ)−σ‖(−∆)
1
4u‖L(2,∞)(B(x0,2kΛ2r).
Lastly,
‖d 1
2
(Pϕ) ‖L2(∧1od B(x0,Λ2r)) -
(
‖P‖L∞(R) + ‖(−∆)
1
4P‖L2(R)
) (
‖(−∆)
1
4ϕ‖L2(R) + ‖ϕ‖L∞(R)
)
.
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In conclusion,∣∣∣∣
∫
R
Pikd 1
2
uk d 1
2
ϕ
∣∣∣∣
- λ (‖ϕ‖L∞(R) + ‖(−∆)
1
4ϕ‖L2(R))
(
[u]BMO(B(x0,Λ2r)) + ‖(−∆)
1
4u‖L(2,∞)(B(x0,Λ2r))
)
+
∞∑
k=1
(2kΛ)−σ‖(−∆)
1
4u‖L(2,∞)(B(x0,2kΛ2r),
where
λ = ‖ΩP‖L2(∧1odB(x0,Λ2r))
can be chosen arbitrarily small if we restrict our attention to small enough balls, r ≪ 1.
By a duality argument, see [35, Lemma 5.18], we find some ϕ ∈ C∞c (B(x0,Λr)), ‖ϕ‖∞ +
‖(−∆)
1
4ϕ‖L(2,1)(R) ≤ 1 such that
‖(−∆)
1
4u‖L(2,∞)(B(x0,r)) -
∣∣∣∣
∫
R
Pik(−∆)
1
4uk (−∆)
1
4ϕ
∣∣∣∣+ Λ−σ‖(−∆) 14u‖L(2,∞)(B(x0,Λ2r))
+
∞∑
k=1
(2kΛ)−σ‖(−∆)
1
4u‖L(2,∞)(B(x0,2kΛ2r).
Now, we have the following commutator-like estimate.
Lemma 4.6. For any ϕ ∈ C∞c (R)∣∣∣∣
∫
R
P d 1
2
u · d 1
2
ϕ−
∫
R
P (−∆)
1
4u (−∆)
1
4ϕ
∣∣∣∣
- ‖(−∆)
1
4ϕ‖L2(R)
(
‖(−∆)
1
4P‖L2(B(x0,Λr))‖(−∆)
1
4u‖L(2,∞)(B(x0,Λr))
+
∞∑
k=1
(2kΛ)−σ‖(−∆)
1
4u‖L(2,∞)(B(x0,2kΛr))
)
.
Proof. We use the formula
ϕ(z) = c
∫
R
|x− z|
1
2 (−∆)
1
4ϕ(z) dz
and have∫
R
∫
R
P (x)(u(x)− u(y))(ϕ(x)− ϕ(y))
|x− y|2
dx dy −
∫
R
P (z)(−∆)
1
4u(z) (−∆)
1
4ϕ(z) dz
=
∫
R
∫
R
∫
R
(P (x)− P (z))(u(x)− u(y))
(
|x− z|−
1
2 − |y − z|−
1
2
)
|x− y|2
dx dy (−∆)
1
4ϕ(z) dz.
Now an analysis similar to that of [34, Lemma 6.5, Lemma 6.6.] completes the proof. 
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We conclude that, on every ball B(x0, r) ⊂ R,
‖(−∆)
1
4u‖L(2,∞)(B(x0,r)) - (λ+ Λ
−σ)‖(−∆)
1
4u‖L(2,∞)(B(x0,Λ2r))
+
∞∑
k=1
(2kΛ)−σ‖(−∆)
1
4u‖L(2,∞)(B(x0,2kΛ2r).
This can be seen as a good decay estimate: For any ε > 0 we find a large Λ such that for
all small enough radii r ≪ 1 (so that λ is small),
‖(−∆)
1
4u‖L(2,∞)(B(x0,r)) ≤ ε ‖(−∆)
1
4u‖L(2,∞)(B(x0,Λ2r))
+ ε
∞∑
k=1
(2kΛ)−σ‖(−∆)
1
4u‖L(2,∞)(B(x0,2kΛ2r).
Now an iteration argument, see [3, Lemma A.8], implies that there is a θ > 0 such that
‖(−∆)
1
4u‖L(2,∞)(B(x0,r)) - r
θ for all r > 0.
Ho¨lder continuity of u then follows from Sobolev embedding on Morrey spaces, see [1].
This proves Theorem 4.1. 
5. Fractional div-curl quantities and W s,p-harmonic maps into
homogeneous manifolds
For s ∈ (0, 1), p ∈ (1,∞) W s,p-harmonic maps from Rn into a manifold N ⊂ RN are
solutions u ∈ W˙ s,p(Rn,N ) to
divs(|dsu|
p−2dsu
i) ⊥ TuN .
These are exactly the critical points of the energy
Es,p(u) :=
∫
Rn
∫
Rn
(
|u(x)− u(y)|
|x− y|s
)p
dx dy
|x− y|n
≡ ‖dsu‖
p
Lp(Rn).
The operator divs(|dsu|p−2dsui) is often referred to as fractional p-Laplacian (−∆)sp, whose
regularity theory has received a lot of attention lately, see, e.g., [14, 24, 5, 36].
The strategy for half-harmonic maps into spheres from Section 3, that is W
1
2
,2-harmonic
maps can be extended to W s,
n
s -harmonic maps, into round targets. Namely we obtain
Ho¨lder regularity for W s,
n
s -harmonic maps from n-dimensional sets into homogeneous
spaces. The argument now follows the corresponding classical arguments of Strzelecki
[43] and Toro–Wang [50] for n-harmonic maps into spheres and homogeneous manifolds,
respectively.
First, we rewrite the equation.
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Lemma 5.1 (Euler–Lagrange Equations). Let s ∈ (0, 1) and p ∈ (1,∞). For any u ∈
W s,p(Rn,N ) which is a W s,p-harmonic map into a homogeneous Riemannian manifold N
equivariantly embedded into RN . Then,
(5.1) divs(|dsu|
p−2dsu
i) =
m∑
α=1
|dsu|
p−2 Ωα · dsY
i
α(u) +R.
Here, {Yα}mα=1 : N → R
N is a family of m smooth tangent vector fields on N , Ωα ∈
Lp(
∧1
odR
n) and satisfies
(5.2) divs
(
|dsu|
p−2Ωα
)
= 0 in Rn, for α = 1 . . . , m.
The error term R satisfies,∣∣∣∣
∫
Rn
R ϕ
∣∣∣∣ -
∫
Rn
∫
Rn
|d s
p′
u(x, y)|p |dsϕ(x, y)|
dy dx
|x− y|n
.
The proof is a direct fractional analogue of the arguments in [22, 43, 50], we postpone it
to Section B.
From Lemma 5.1 and Theorem 2.1 we obtain the following regularity theorem. This gener-
alizes the second-named author’s regularity result forW s,
n
s -harmonic maps into spheres [34]
to homogeneous target manifolds. Let us stress that even for round spheres our argument
is much simpler.
Theorem 5.2. Let s ∈ (0, 1), p = n
s
∈ [2,∞) and u ∈ W s,p(Rn,N ) be a W s,p-harmonic
map, where N is a homogeneous Riemannian manifold equivariantly embedded into RN .
Then u is Ho¨lder continuous.
Sketch of the proof. Let B(x0, r) ⊂ Rn be a ball centered in x0 and r > 0. For a typical
cutoff function η ∈ C∞c (B(0, 2)), η ≡ 1 on B(0, 1), let ηB(x0,r)(x) = η((x − x0)/r). Define
the test-function ϕ by
ϕ := ηB(x0,r)(u− (u)B(x0,r)),
where (u)B(x0,r) denotes the mean value of u on B(x0, r). Observe that for any Λ > 4, we
have the following estimates
[ϕ]W s,p(Rn) - ‖dsu‖Lp(∧1od B(x0,Λr))
and since p = n
s
,
[ϕ]BMO + r
−n‖ϕ‖L1(Rn) - ‖dsu‖Lp(∧1odB(x0,Λr)).
We also denote by
[u]pW s,p(B(x0,r)) :=
∫
B(x0,r)
∫
B(x0,r)
|u(x)− u(y)|p
|x− y|n+sp
dx dy.
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By the usual cutoff-arguments, see for example [34, Lemma 4.1] we find for any ε > 0 a
constant Cε > 0 such that
[u]pW s,p(B(x0,r)) ≤
∫
Rn
|dsu|
p−2dsu · dsϕ(y) dy
+ ε [u]pW s,p(B(x0,Λr)) + Cε
(
[u]pW s,p(B(x0,Λr)) − [u]
p
W s,p(B(x0,r))
)
+
∞∑
k=1
(2kΛ)−σ[u]p
W s,p(B(x0,2kΛ2r))
.
Here σ > 0 is a constant that may vary from line to line.
For the first term, we use the equation (5.1)∫
Rn
|dsu|
p−2dsu · dsϕ =
∫
Rn
|dsu|
p−2 Ωα · dsY
i
α(u) ϕ+
∫
Rn
Rϕ.
For the error term R the usual cutoff arguments and Sobolev inequality lead to∫
Rn
Rϕ - ‖dsu‖
p
Lp(
∧1
odB(x0,Λr))
‖dsϕ‖Lp(∧1odB(x0,Λr)).
Moreover, we use the div-curl structure induced by (5.2) and Proposition 2.4, to obtain∫
Rn
|dsu|
p−2Ωα · dsY
i
α(u) ϕ
- ‖|dsu|
p−2Ω‖Lp′ (∧1odB(x0,Λr)) ‖dsu‖Lp(
∧1
od B(x0,Λr))
(
[ϕ]BMO + r
−n‖ϕ‖L1(Rn)
)
.
Thus, with the estimate for ϕ,∫
Rn
|dsu|
p−2dsu · dsϕ -
(
‖Ω‖Lp(∧1od B(Λr)) + ‖dsu‖Lp(
∧1
odB(Λr))
)
‖dsu‖
p
Lp(
∧1
od B(Λr))
.
For any ε > 0, by absolute continuity of integrals, we find R > 0 small enough so that for
any r ∈ (0,Λ−1R) we have(
‖Ω‖Lp(∧1od B(x0,Λr)) + ‖dsu‖Lp(
∧1
od B(x0,Λr))
)
< ε.
Also,
‖dsu‖
p
Lp(
∧1
odB(x0,Λr))
- [u]pW s,p(B(x0,Λ2r)) +
∞∑
k=1
(
2kΛ
)−σ
[u]p
W s,p(B(x0,2kΛ2r))
.
Consequently we showed
[u]pW s,p(B(x0,r)) ≤ 2ε [u]
p
W s,p(B(x0,Λ2r))
+ Cε
(
[u]pW s,p(B(x0,Λr)) − [u]
p
W s,p(B(x0,r))
)
+ C
∞∑
k=1
(
2kΛ
)−σ
[u]p
W s,p(B(x0,2kΛ2r))
.
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Absorbing Cε[u]
p
W s,p(B(r,x0))
to the left-hand side, choosing Λ large enough for τ = Cε+2ε
Cε+1
< 1
we find
[u]pW s,p(B(x0,r)) ≤ τ [u]
p
W s,p(B(x0,Λ2r))
+
∞∑
k=1
(
2kΛ
)−σ
[u]p
W s,p(B(x0,2kΛ2r))
.
This holds for any r ∈ (0,Λ−1R). With an iteration argument, for details see, e.g., [3,
Lemma A.8], one obtains θ > 0 such that for any r > 0
[u]W s,p(B(x0,r)) - r
θ[u]W s,p(Rn).
Now since p = n
s
by Sobolev inequality onMorrey spaces, see [1], u is Ho¨lder continuous. 
6. Fractional div-curl estimates: Proof of Theorem 2.1 and
Proposition 2.4
Fix a smooth nonnegative bump function κ ∈ C∞c (B(0, 1)) such that
∫
Rn
κ = 1. Denote
by κt(x) := t
−nκ(x/t). The Hardy space H1(Rn) is the space of all functions f ∈ L1(Rn)
such that
(6.1) ‖f‖H1(Rn) := ‖ sup
t>0
|κt ∗ f |‖L1(Rn) <∞.
The space BMO is given through the seminorm
(6.2) [f ]BMO := sup
t>0, x∈Rn
t−n
∫
B(x,t)
|f − (f)B(x,t)|.
Denote by M the Hardy–Littlewood maximal function
Mf(x) := sup
t>0
∫
B(x,t)
|f |.
It is well known (see, e.g., [4, 19]), that for any p ∈ [1,∞),
sup
t>0
t−1|f(x)− (f)B(x,t)| - (M|df |
p) (x)
1
p .
The following is a nonlocal version of this fact.
Lemma 6.1. Let s ∈ (0, 1), then for any p ∈ [1,∞), t > 0,
t−s|f(x)− (f)B(x,t)| -
(∫
B(x,t)
|f(x)− f(y)|p
|x− y|n+sp
dy
) 1
p
.
Proof. This can be checked by a direct computation: For any t > 0,
(6.3) t−s|f(x)− (f)B(x,t)| - t
−n−s
∫
B(x,t)
|f(x)− f(y)| dy.
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By Jensen’s inequality for p ≥ 1, then (6.3) can be further estimated by
t−s|f(x)− (f)B(x,t)| -
(
t−n−sp
∫
B(x,t)
|f(x)− f(y)|p dy
) 1
p
=
(∫
B(x,t)
|f(x)− f(y)|p
|x− y|n+sp
(
|x− y|
t
)n+sp
dy
) 1
p
.
Now the claim follows, since |x− y| ≤ 2t for any y ∈ B(x, t). 
Now we give the proof of Theorem 2.1, for which we adapt the argument of Coifman–
Lions–Meyer–Semmes [8, Lemma II.1].
Proof of Theorem 2.1. Set
Γ(t, x) := |κt ∗ (F · dsg)(x)|.
We will show
(6.4) ‖ sup
t>0
Γ(t, ·)‖L1(Rn) - ‖F‖Lp(∧1od Rn) ‖dsg‖Lp
′(
∧1
od R
n),
which in view of (6.1) implies the claim of Theorem 2.1.
For t > 0 and x ∈ Rn, since divs F = 0 we have
Γ(t, x) = κt ∗ (F · dsg)(x)
=
∫
Rn
∫
Rn
κt(x− y)F (z, y) (g(z)− g(y))
dz dy
|z − y|n+s
=
∫
Rn
∫
Rn
F (z, y) (κt(x− y)− κt(x− z)) (g(z)− (g)B(x,2t))
dz dy
|z − y|n+s
.
By the Lipschitz continuity of κ we find,
|Γ(t, x)| - t−n−1
∫
B(x,2t)
∫
B(x,2t)
|g(z)− (g)B(x,2t)| |F (z, y)|
dz dy
|z − y|n+s−1
+ t−n
∫
B(x,t)
∫
Rn\B(x,2t)
|g(z)− (g)B(x,2t)| |F (z, y)|
dz dy
|z − y|n+s
+ t−n
∫
Rn\B(x,2t)
∫
B(x,t)
|g(z)− (g)B(x,2t)| |F (z, y)|
dz dy
|z − y|n+s
=: I(t, x) + II(t, x) + III(t, x).
(6.5)
As for I(t, x), by Ho¨lder inequality we obtain,
I(t, x)
≤ t−n−1
∫
B(x,2t)
(∫
B(x,2t)
|g(z)− (g)B(x,2t)|
p′
|z − y|n+p′(s−1)
dy
) 1
p′ (∫
B(x,2t)
|F (z, y)|p
dy
|z − y|n
) 1
p
dz.
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Since s < 1, we can integrate the first term in y and have
(6.6) I(t, x) - t−n−s
∫
B(x,2t)
|g(z)− (g)B(x,2t)|
(∫
B(x,2t)
|F (z, y)|p
dy
|z − y|n
) 1
p
dz.
By Ho¨lder inequality for some q > 1, which will be specified below,
- t−n−s
(∫
B(x,2t)
|g(z)− (g)B(x,2t)|
q dz
) 1
q

∫
B(x,2t)
(∫
Rn
|F (z, y)|p
dy
|z − y|n
) q′
p
dz


1
q′
- t−n(
n+sq
nq
)
(∫
B(x,2t)
|g(z)− (g)B(x,2t)|
q dz
) 1
q (
M‖F‖q
′
p (x)
) 1
q′
,
where we recall our notation
‖F‖p(y) :=
(∫
Rn
|F (z, y)|p
dz
|z − y|n
) 1
p
.
Whenever q is so that
(6.7) q > p′ and q >
n
n− s
we can apply Lemma C.4, for q2 :=
nq
n+sq
> 1 and have
(∫
B(x,2t)
|g(z)− (g)B(x,2t)|
q dz
) 1
q
-
(∫
B(x,Λt)
(∫
Rn
|g(z)− g(y)|p
′
|z − y|n+p′s
dz
) q2
p′
dy
) 1
q2
,
for some constant Λ > 1.
Recall again, that
‖dsg‖p′(y) :=
(∫
Rn
|dsg(y, z)|
p′ dz
|z − y|n
) 1
p′
,
we obtain
I(t, x) -
(
M‖dsg‖
q2
p′ (x)
) 1
q2
(
M‖F‖q
′
p (x)
) 1
q′
.
Thus, from Ho¨lder inequality we get∫
Rn
sup
t>0
I(t, x) dx -
∫
Rn
(
M‖dsg‖
q2
p′ (x)
) 1
q2
(
M‖F‖q
′
p (x)
) 1
q′
dx
≤
(∫
Rn
(
M‖dsg‖
q2
p′ (x)
) p′
q2 dx
) 1
p′
(∫
Rn
(
M‖F‖q
′
p (x)
) p
q′
dx
) 1
p
≤
∥∥M‖dsg‖q2p′∥∥1/q2Lp′/q2 (Rn) ∥∥M‖F‖q′p ∥∥1/q′Lp/q′ (Rn).
(6.8)
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Now to apply the Maximal Theorem, see [42, Theorem 1(c), p.13], we choose p/q′ > 1 and
p′/q2 > 1. The latter can be always achieved for a q satisfying (6.7) by taking q
′ close
enough to p′. Therefore,∫
Rn
sup
t>0
I(t, x) dx -
∥∥‖dsg‖q2p′∥∥1/q2Lp′/q2 (Rn) ∥∥ ‖F‖q′p ∥∥1/q′Lp/q′(Rn)
= ‖dsg‖Lp′(∧1od Rn) ‖F‖Lp(
∧1
od R
n).
As for II(t, x), applying twice Ho¨lder inequality and using the definition of the maximal
function, we obtain
II(t, x)
- t−n
∫
B(x,t)
(∫
Rn\B(x,2t)
|g(z)− (g)B(x,t)|p
′
|z − y|n+sp′
dz
) 1
p′ (∫
Rn\B(x,2t)
|F (z, y)|p
|z − y|n
dz
) 1
p
dy
- t−n sup
y∈B(x,t)
(∫
Rn\B(x,2t)
|g(z)− (g)B(x,t)|
p′
|z − y|n+sp′
dz
) 1
p′ ∫
B(x,t)
(∫
Rn\B(x,2t)
|F (z, y)|p
|z − y|n
dz
) 1
p
dy
- sup
y∈B(x,t)
(∫
Rn\B(x,2t)
|g(z)− (g)B(x,t)|
p′
|z − y|n+sp′
dz
) 1
p′
M‖F‖p(x)
≈
(∫
Rn\B(x,2t)
|g(z)− (g)B(x,t)|
p′
|z − x|n+sp′
dz
) 1
p′
M‖F‖p(x).
We estimate(∫
Rn\B(x,2t)
|g(z)− (g)B(x,t)|p
′
|z − x|n+sp′
dz
) 1
p′
-
(∫
Rn\B(x,2t)
|g(z)− g(x)|p
′
|z − x|n+sp′
dz
) 1
p′
+
(∫
Rn\B(x,2t)
|g(x)− (g)B(x,t)|p
′
|z − x|n+sp′
dz
) 1
p′
≈
(∫
Rn\B(x,2t)
|g(z)− g(x)|p
′
|z − x|n+sp′
dz
) 1
p′
+ t−s|g(x)− (g)B(x,t)|.
Thus, by Lemma 6.1,
(6.9)
(∫
Rn\B(x,2t)
|g(z)− (g)B(x,t)|
p′
|z − x|n+sp′
dz
) 1
p′
-
(∫
Rn
|g(z)− g(x)|p
′
|z − x|n+sp′
dz
) 1
p′
.
Consequently, we arrive at
sup
t>0
II(t, x) -
(
M‖F‖p(x)
) (∫
Rn
|g(z)− g(x)|p
′
|z − x|n+sp′
dz
) 1
p′
.
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Integrating this, applying Ho¨lder and then the maximal inequality, similarly as in (6.8),
we have shown that
‖ sup
t>0
II(t, x)‖L1(Rn) - ‖dsg‖Lp′(∧1od Rn)‖F‖Lp(
∧1
od R
n).
Now we estimate III(t, x). By Ho¨lder inequality we find
III(t, x)
= t−n
∫
B(x,t)
∫
Rn\B(x,2t)
|g(z)− (g)B(x,2t)| |F (z, y)|
dz dy
|z − y|n+s
- t−n
∫
B(x,t)
(∫
Rn\B(x,2t)
|g(z)− (g)B(x,2t)|
p′
|z − y|n+sp′
dy
) 1
p′ (∫
Rn\B(x,2t)
|F (z, y)|p
dy
|z − y|n
) 1
p
dz
- t−n−s
∫
B(x,t)
|g(z)− (g)B(x,2t)|
(∫
Rn
|F (z, y)|p
dy
|z − y|n
) 1
p
dz.
Enlarging the set on which we integrate to B(x, 2t) we obtain a similar estimate as for I
(see (6.6)). Therefore, we have∫
Rn
sup
t>0
III(t, x) dx - ‖dsg‖Lp′(∧1od Rn)‖F‖Lp(
∧1
od R
n).
Now (6.4) is established and the proof is complete. 
Proof of Proposition 2.4. By a rescaling argument, we may assume that r = 1 and x0 = 0.
We denote by B(r) balls of radius r > 0 centered at the origin.
We need two things. Firstly, a simple Ho¨lder inequality yields
(6.10) ‖F · dsg‖L1(B(10)) - ‖F‖Lp(∧1od B(10)) ‖dsg‖Lp
′(
∧1
odB(10))
.
Secondly, let ηB(4) be a nonnegative bump function constantly one on B(4) and vanishing
on Rn\B(5).
We claim that ηB(4)F · dsg ∈ H1loc(B(8)). More precisely, set
Γ(t, x) := |κt ∗ (ηB(4) F · dsg)(x)|,
then we claim
‖ sup
t∈(0,1)
|Γ(t, x)|‖L1(B(8)) - ‖F‖Lp(∧1odB(10)) ‖dsg‖Lp
′(
∧1
odB(10))
.(6.11)
Assume that (6.11) is proven. Let ηB(3) be another nonnegative bump function constantly
one on B(3) and zero on Rn\B(4). In particular,
ηB(3) F · dsg = ηB(3)(ηB(4) F · dsg).
For
λ :=
∫
ηB(3)F · dsg∫
ηB(3)
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we have by [39, Proposition 1.92],
‖ηB(3)(F · dsg − λ)‖H1(Rn) - ‖F · dsg‖L1(B(8)) + ‖ sup
t∈(0,1)
|Γ(t, x)|‖L1(B(8)).
In particular, for any ϕ ∈ C∞c (B(1)),∣∣∣∣
∫
Rn
ϕ F · dsg
∣∣∣∣ - [ϕ]BMO ‖ηB(3)(F · dsg − λ)‖H1(Rn) + |λ| ‖ϕ‖L1(Rn).
That is, once (6.11) is established, we have∣∣∣∣
∫
Rn
ϕ F · dsg
∣∣∣∣ - ([ϕ]BMO + ‖ϕ‖L1(Rn)) ‖F‖Lp(∧1odB(10)) ‖dsg‖Lp′(∧1odB(10)).
It remains to prove (6.11).
We follow the strategy of the proof of Theorem 2.1 above. The only difference is that we
have to take into account the ηB(4)-term. Since F is divergence free,
Γ(t, x)
=
∫
Rn
∫
Rn
κt(x− y) ηB(4)(y)F (z, y) (g(z)− g(y))
dz dy
|y − z|n+s
=
∫
Rn
∫
Rn
F (z, y)
(
ηB(4)(y) κt(x− y)− ηB(4)(z) κt(x− z)
)
(g(z)− (g)B(x,2t))
dz dy
|y − z|n+s
=
∫
Rn
∫
Rn
ηB(4)(z)F (z, y) (κt(x− y)− κt(x− z)) (g(z)− (g)B(x,2t))
dz dy
|y − z|n+s
+
∫
Rn
∫
Rn
F (z, y)
(
ηB(4)(y)− ηB(4)(z)
)
κt(x− y) (g(z)− (g)B(x,2t))
dz dy
|y − z|n+s
=: I(t, x) + II(t, x).
The first term can be treated similarly as Γ(t, x) in the proof of Theorem 2.1, and hence
we obtain ∫
B(8)
sup
t∈(0,1)
|I(t, x)| - ‖F‖Lp(∧1od B(10)) ‖dsg‖Lp
′(
∧1
odB(10))
.
For the second term, using the Lipschitz continuity of ηB(4), for t ∈ (0, 1) and x ∈ B(1),
we get
II(t, x) - t−n
∫
B(x,2t)
∫
B(x,2t)
|F (z, y)| |g(z)− (g)B(x,2t)|
dz dy
|y − z|n+s−1
+ t−n
∫
B(x,t)
∫
Rn\B(x,2t)
|g(z)− (g)B(x,2t)| |F (z, y)|
dz dy
|y − z|n+s
=: II1(t, x) + II2(t, x).
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To estimate II1(t, x) we proceed as with I(t, x) in the proof of Theorem 2.1, (in comparison
to (6.5) we gain a t), and we obtain
‖ sup
t∈(0,1)
II1(t, ·)‖L1(B(8)) - ‖F‖Lp(∧1odB(10)) ‖dsg‖Lp
′(
∧1
od B(10))
.
For II2(t, x) we follow the estimate of II(t, x) in the proof of Theorem 2.1,
|II2(t, x)| -
(∫
Rn\B(x,2t)
|g(z)− (g)B(x,t)|
p′
|z − x|n+sp′
dz
) 1
p′
Mt<1‖F‖p(x),
where
Mt<1‖F‖p(x) := sup
t∈(0,1)
∫
B(x,t)
‖F‖p(y) dy.
From (6.9) in the proof of Theorem 2.1 we have
(∫
Rn\B(x,2t)
|g(z)− (g)B(x,t)|
p′
|z − x|n+sp′
dz
) 1
p′
-
(∫
Rn
|g(z)− g(x)|p
′
|z − x|n+sp′
dz
) 1
p′
.
Thus, by Ho¨lder inequality
‖ sup
t∈(0,1)
II2(t, ·)‖L1(B(8)) - ‖F‖Lp(∧1odB(10)) ‖dsg‖Lp
′(
∧1
od B(10))
.

Appendix A. Nonlocal antisymmetric potential and the optimal gauge:
Proof of Proposition 4.2 and Theorem 4.4
A.1. The nonlocal antisymmetric potential: Proof of Proposition 4.2. Let π :
Bδ(N )→ N ⊂ RN be the nearest point projection from a tubular neighborhood of N into
N . For the existence and properties of π see, e.g., [41]. For u ∈ N we denote by Π(u) the
orthogonal projection onto the tangent space TuN . This is a symmetric matrix, and can
be written as
Πij(u) = ∂iπ
j(π(u)), 1 ≤ i, j ≤ N.
By Π⊥(u) we denote I − Π(u).
Then, for u ∈ H˙
1
2 (R,N ) the distributional formulation of the half-harmonic map equation
(4.4) is
(A.1)
∫
R
d 1
2
ui · d 1
2
(Πij(u)ϕ)(x) dx = 0 for any ϕ ∈ C
∞
c (R).
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We rewrite this equation. For ϕ ∈ C∞c (R),∫
R
(−∆)
1
2u(x)ϕ(x) dx =
∫
R
d 1
2
ui · d 1
2
ϕ(x) dx
=
∫
R
d 1
2
ui · d 1
2
(Πij(u)ϕ)(x) dx+
∫
R
d 1
2
ui · d 1
2
(Π⊥ij(u)ϕ)(x) dx.
The first term is zero by (A.1). The second term we write in a double-integral form∫
R
d 1
2
ui · d 1
2
(Π⊥ij(u)ϕ)(x) dx
=
∫
R
∫
R
(
ui(x)− ui(y)
) (
Π⊥ij(u(x))ϕ(x)−Π
⊥
ij(u(y))ϕ(y)
) dy dx
|x− y|2
=
∫
R
∫
R
(
ui(x)− ui(y)
) (
Π⊥ij(u(x))−Π
⊥
ij(u(y))
)
ϕ(x)
dy dx
|x− y|2
+
∫
R
∫
R
(
ui(x)− ui(y)
)
Π⊥ij(u(y)) (ϕ(x)− ϕ(y)))
dy dx
|x− y|2
.
First we observe that the second term behaves well. For the local case, if u ∈ W 1,2(R,N ),
then u′ ∈ TuN almost everywhere. If that was also true for the fractional gradient, i.e., if
we had u(x) − u(y) ∈ Tu(y)N , then the second term above would vanish. But of course,
this is in general false. However, the following simple observation provides a quantitative
estimate.
Lemma A.1. We have
u(x)− u(y) ∈ Tu(y)N +O(|u(x)− u(y)|
2),
more precisely,
ui(x)− ui(y) = Πik(u(y)) (u
k(x)− uk(y)) +O(|u(x)− u(y)|2).
In particular, we have∫
R
∫
R
(
ui(x)− ui(y)
)
Π⊥ij(u(y)) (ϕ(x)− ϕ(y)))
dy dx
|x− y|2
-
∫
R
∫
R
|d 1
4
u(x, y)|2 |d 1
2
ϕ(x, y)|
dy dx
|x− y|
.
Proof of Lemma A.1. Since u(x), u(y) ∈ N , we have u(x) = π(u(x)), u(y) = π(u(y)).
Then by the Taylor expansion of π,
ui(x)− ui(y) = πi(u(x))− πi(u(y))
= Πki(u(y)) (u
k(x)− uk(y)) +O(|u(x)− u(y)|2).

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So far we have shown that (A.1) implies
(A.2) (−∆)
1
2uj = d 1
2
Π⊥ij(u) · d 1
2
ui +R1,
where R1 satisfies the error estimate (4.3). Again we use Lemma A.1
d 1
2
Π⊥ij(u) · d 1
2
ui(x)
=
∫
R
(
Π⊥ij(u(x))− Π
⊥
ij(u(y))
) (
ui(x)− ui(y)
) dx dy
|x− y|2
=
∫
R
(
Π⊥ij(u(x))− Π
⊥
ij(u(y))
)
Πik(u(y))
(
uk(x)− uk(y)
) dx dy
|x− y|2
+R2,
where R2 again satisfies (4.3), since Π is Lipschitz and thus
|R2(x)| -
∫
R
|u(x)− u(y)|3
dx dy
|x− y|2
.
Now let
Ωjk(x, y) :=
(
Π⊥ij(u(x))− Π
⊥
ij(u(y))
)
Πik(u(y))−
(
Π⊥ik(u(x))− Π
⊥
ik(u(y))
)
Πij(u(y))
|x− y|
1
2
.
Clearly, Ωjk = −Ωkj ∈ L2(
∧1
odR), since by assumption d 12
u ∈ L2(
∧1
odR) and u ∈ L
∞. We
conclude
(−∆)
1
2uj = Ωjk · d 1
2
uk +R1 +R2 +R3.
Here, R3 satisfies
|R3(x)| -
∫
R
|u(x)− u(y)|3
dx dy
|x− y|2
,
by Lemma A.1 and(
Π⊥ik(u(x))− Π
⊥
ik(u(y))
)
Πij(u(y)) ≡ Π
⊥
ik(u(x)) Πij(u(y))
≡ −(Πij(u(x))− Πij(u(y))) Π
⊥
ik(u(x)).
This proves Proposition 4.2. 
A.2. Finding the optimal gauge: Proof of Theorem 4.4. Theorem 4.4 follows from
the next two propositions for s = 1
2
and n = 1. The argument is an extension of the second
author’s [33], which in turn is based on the moving frame method argument due to He´lein
[21].
Proposition A.2. Let s ∈ (0, 1), n,N ∈ N. For any Ωij(x, y) ∈ L2(
∧1
odR
n), i = 1, . . . , N
there exists a minimizer P ∈ H˙s(Rn, SO(N)) to
F(Q) :=
∫
Rn
∫
Rn
|dsQ(x, y)−Q(x)Ω(x, y)|
2 dx dy
|x− y|n
, Q ∈ H˙s(Rn, SO(N)).
This minimizer satisfies
‖P‖H˙s(Rn) - ‖Ω‖L2(∧1od Rn).
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Proof. We have
[Q]H˙s(Rn,RN×N ) ≤ F(Q) + ‖Ω‖L2(∧1od Rn).
Let Pk be a minimizing sequence in H˙
s(Rn, SO(N)). Since Pk maps into SO(N) pointwise
a.e., it is, in particular, bounded. Thus, up to a subsequence, we can assume that Pk con-
verges to some P weakly in H˙s(Rn), strongly in L2loc(R
n) and pointwise almost everywhere.
Thus P ∈ H˙s(Rn, SO(N)).
The Lemma of Fatou, simply by pointwise a.e. convergence of Pk to P , implies
F(P ) ≤ lim inf
k→∞
F(Pk).
Thus, P is indeed a minimizer. The norm estimate follows since Q ≡ IN×N is admissible.

Proposition A.3. Let s ∈ (0, 1), n,N ∈ N. Let P ∈ H˙s(Rn, SO(N)) be a critical point
of F in the class of maps in H˙s(Rn, SO(N)). Then, for ΩP ∈ L2(
∧1
odR
n) given by
ΩP (x, y) =
1
2
(
dsP (x, y)
(
P T (y) + P T (x)
)
− P (x)Ω(x, y)P T (y) + P (y)ΩT (x, y)P T (x)
)
it holds
divsΩ
P = 0.
Observe that if Ωij(x, y) = −Ωji(x, y) almost everywhere, then
ΩP (x, y) =
1
2
(
dsP (x, y)
(
P T (y) + P T (x)
)
− P (x)Ω(x, y)P T (y)− P (y)Ω(x, y)P T (x)
)
.
Proof. Let P ∈ L∞ ∩ H˙s(Rn, SO(N)) be a critical point of F .
To compute the Euler–Lagrange equation, define for some ϕ ∈ C∞c (R
n) and a constant
α ∈ so(N) the variation
Pt(x) := e
tαϕ(x)P (x), t ∈ R.
Clearly, Pt ∈ H˙s(Rn, SO(N)) and P0 = P , so Pt is an admissible variation of P . Moreover,
d
dt
Pt(x) = ϕ(x) αP (x)
and, since P is critical,
0 =
d
dt
∣∣∣
t=0
F(Pt)
= 2
∫
Rn
∫
Rn
(dsP (x, y)− P (x) Ω(x, y)) :
d
dt
∣∣∣
t=0
(dsPt(x, y)− Pt(x)Ω(x, y))
dx dy
|x− y|n
.
(A.3)
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Here A : B :=
∑N
i,j=1AijBij is the Hilbert–Schmidt scalar product for matrices. We
compute
d
dt
∣∣∣
t=0
dsPt(x, y)− Pt(x)Ω(x, y) = α ds(ϕP )(x, y)− αP (x) Ω(x, y)ϕ(x).
Now
ds(ϕP )(x, y) = P (y) dsϕ(x, y) + dsP (x, y)ϕ(x),
and we arrive at
d
dt
∣∣∣
t=0
dsPt(x, y)− Pt(x)Ω(x, y)
= α (dsP (x, y)− P (x)Ω(x, y)) ϕ(x) + αP (y) dsϕ(x, y).
Since α ∈ so(N), we have
(dsP (x, y)− P (x)Ω(x, y)) : α (dsP (x, y)− P (x)Ω(x, y)) ≡ 0.
Thus (A.3) can be rewritten as
0 =
∫
Rn
∫
Rn
(dsP (x, y)− P (x)Ω(x, y)) : αP (y) dsϕ(x, y)
dx dy
|x− y|n
=
∫
Rn
∫
Rn
(
dsP (x, y)P
T (y)− P (x)Ω(x, y)P T (y)
)
: α dsϕ(x, y)
dx dy
|x− y|n
.
This holds for any antisymmetric α ∈ so(N), so we have componentwise
divsΩ
P = 0,
for
ΩP (x, y) = so
(
dsP (x, y)P
T (y)− P (x)Ω(x, y)P T (y)
)
=
1
2
(
dsP (x, y)
(
P T (y) + P T (x)
)
− P (x)Ω(x, y)P T (y) + P (y)ΩT (x, y)P T (x)
)
.

Appendix B. Euler–Lagrange equations for W s,p-harmonic maps into
homogeneous Riemannian manifolds: Proof of Lemma 5.1
Let the W s,p-energy Es,p be given by
Es,p(v) := [v]
p
W s,p(Rn).
Then W s,p-harmonic maps into a smooth, compact manifold N without boundary are
maps that satisfy the Euler–Lagrange equation of Es,p with the side condition v(x) ∈ N
for almost every x ∈ Rn. Namely, a W s,p-harmonic map into N is a distributional solution
to
divs(|dsu|
p−2dsu) ⊥ TuN .
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Recall from section A.1 that we denote by Π : N → RN×N the projection onto the tangent
plane TN . Then u is W s,p-harmonic if and only if
(B.1)
∫
Rn
(
|dsu|
p−2dsu
i
)
· ds(Πij(u)ϕ)(x) dx = 0 for all ϕ ∈ C
∞
c (R
n) for i = 1, . . . , N.
Similarly to (A.2) we find
Lemma B.1. Let u be a W s,p-harmonic map into N . Then,∫
Rn
(
|dsu|
p−2dsu
j
)
· dsϕ(x) dx
=
∫
Rn
∫
Rn
|dsu(x, y)|
p−2dsu
i(x, y) dsΠij(u)(x, y) ϕ(x)
dx dy
|x− y|n
+
∫
Rn
R ϕ.
Here, the error term R satisfies∣∣∣∣
∫
Rn
R ϕ
∣∣∣∣ -
∫
Rn
∫
Rn
|d s
p′
u(x, y)|p |dsϕ(x, y)|
dy dx
|x− y|n
.
From now on throughout the section we assume that N is a homogeneous Riemannian
manifold which is equivariantly embedded into RN . We recall that a homogeneous space
N is a quotient space G/H , where G is a connected Lie group and H is a closed subgroup.
Let m = dim(G), with the help of [15] or [22, Lemma 2], we find a family of G-Killing
vector fields {Xα}mα=1 on N and a family {Yα}
m
α=1 of smooth tangent vector fields, such
that for any y ∈ N
v =
m∑
α=1
〈Xα, v〉Yα for any v ∈ TyN .
We will use the following two properties of Killing fields: Firstly, from equation (19) in
[37] we have the following nonlocal Killing field property
(B.2) 〈Xα(p)−Xα(q), p− q〉 = 0, for all p, q ∈ N , 1 ≤ α ≤ m.
Secondly, we have that the projection Πij(p) into the tangent plane TpN can be written as
(B.3) Πij(p) =
m∑
α=1
X iα(p)Y
j
α (p) =
m∑
α=1
Y iα(p)X
j
α(p), for all p ∈ N .
New we follow the arguments of the local case, see [22] and [50, pp.90–91], to rewrite the
Euler–Lagrange equations in such a way that a fractional div-curl quantity appears.
Proof of Lemma 5.1. By Lemma B.1 and (B.3), any W s,p-harmonic map u satisfies∫
Rn
|dsu|
p−2dsu
j ·dsϕ =
∫
Rn
∫
Rn
|dsu|
p−2dsu
i ds
(
X iα(u)Y
j
α (u)
)
(x, y) ϕ(x)
dx dy
|x− y|n
+
∫
Rn
R ϕ.
From property (B.2) for each α,
(B.4) dsu
i(x, y) dsX
i
α(u)(x, y) = 0.
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Thus,
(B.5) dsu
i(x, y) ds
(
X iα(u)Y
j
α (u)
)
(x, y) = X iα(u(x)) dsu
i(x, y) dsY
j
α (u)(x, y).
Plugging this in∫
Rn
∫
Rn
|dsu|
p−2dsu
i ds
(
X iα(u)Y
j
α (u)
)
(x, y)ϕ(x)
dx dy
|x− y|n
=
∫
Rn
∫
Rn
X iα(u(x))ϕ(x)|dsu(x, y)|
p−2 dsu
i(x, y) dsY
j
α (u)(x, y)
dx dy
|x− y|n
=
1
2
∫
Rn
∫
Rn
ϕ(x) |dsu(x, y)|
p−2 dsu
i(x, y)
(
X iα(u(x)) +X
i
α(u(y))
)
dsY
j
α (u)(x, y)
dx dy
|x− y|n
+
1
2
∫
Rn
∫
Rn
ϕ(x) |dsu(x, y)|
p−2 dsu
i(x, y)
(
X iα(u(x))−X
i
α(u(y))
)
dsY
j
α (u)(x, y)
dx dy
|x− y|n
.
The last term is zero, again by (B.5). We set
(B.6) Ωα(x, y) :=
1
2
(
X iα(u(x)) +X
i
α(u(y))
)
dsu
i(x, y).
Consequently,∫
Rn
|dsu|
p−2dsu
j·dsϕ =
∫
Rn
∫
Rn
ϕ(x) |dsu(x, y)|
p−2 Ωα(x, y) dsY
j
α (u)(x, y)
dx dy
|x− y|n
+
∫
Rn
R ϕ.
This proves Lemma 5.1 up to showing that |dsu|p−2 Ωα is divergence free. The latter is
contained in the following lemma. 
Lemma B.2. Let u, N , Ωα be as above. Then
divs
(
|dsu|
p−2 Ωα
)
= 0.
Proof. For any test-function ψ ∈ C∞c (R
n) setting ϕj := Xjα(u)ψ we have ϕ
i ≡ Πji(u)ϕ
j,
because Xα(u)ψ is a tangent field. From equation (B.1) we then have
(B.7)
∫
Rn
(
|dsu|
p−2dsu
i
)
· dsϕ
i(x) dx = 0.
Now, with (B.4) pointwise almost everywhere,
Ωα(x, y) dsψ(x, y) = dsu
i(x, y) ds
(
X iα(u) ψ
)
(x, y) = dsu
i(x, y) dsϕ
i(x, y).
Thus, with (B.7),∫
Rn
|dsu|
p−2Ωα · dsψ(x) dx =
∫
Rn
(
|dsu|
p−2dsu
i
)
· dsϕ
i(x) dx = 0.
This completes the proof. 
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Appendix C. An integro-differential Triebel–Lizorkin type space
The Sobolev space W s,2(Rn), s ∈ (0, 1), p ∈ (1,∞) is equivalent to the Triebel–Lizorkin
spaces F sp,2(R
n), see [18, 17, 31]. More precisely,
(C.1) ‖f‖F˙ sp,2 ≈ ‖(−∆)
s
2f‖Lp(Rn).
More generally, the Sobolev space W s,p(Rn), s ∈ (0, 1), p ∈ (1,∞) is equivalent to the
Triebel–Lizorkin space F sp,p(R
n), and we have
‖f‖F˙ sp,p ≈
(∫
Rn
∫
Rn
|f(x)− f(y)|p
|x− y|n+sp
dy dx
) 1
p
.
For p, q ∈ (1,∞), s ∈ (0, 1) we introduce the space X˙sp,q induced by the seminorm
‖f‖X˙sp,q :=
(∫
Rn
(∫
Rn
|f(x)− f(y)|q
|x− y|n+sq
dy
)p
q
dx
) 1
p
.
We have the following embedding
Proposition C.1. For any s ∈ (0, 1), p, q ∈ (1,∞), we have for the homogeneous Triebel–
Lizorkin space F˙ sp,∞
‖f‖F˙ sp,∞ -
(∫
Rn
(∫
Rn
|f(x)− f(y)|q
|x− y|n+sq
dy
)p
q
dx
) 1
p
.
Remark C.2. In particular, this proposition shows that X˙sp,q is not the Besov space B˙
s
p,q,
at least for q > p. Indeed, otherwise the embedding above would imply B˙sp,q ⊂ F˙
s
p,∞,
which is false for q > p. One could think that X˙sp,q = F˙
s
p,q, however we were not able to
immediately prove (or disprove) this.
Proof. In the arxiv-version of [34], in Proposition 8.6, one can find the (easy) proof of
2js|∆jf(x)| -
(∫
Rn
|f(x)− f(y)|q
|x− y|n+sq
dy
) 1
q
.
Here, ∆j is the j-th Littlewood–Paley projection operator, see [18, 17]. Thus,
‖f‖F˙ sp,∞ ≡
(∫
Rn
(
sup
j∈Z
2js|∆jf(x)|
)p
dx
) 1
p
-
(∫
Rn
(∫
Rn
|f(x)− f(y)|q
|x− y|n+sq
dy
) p
q
dx
) 1
p
.

For the Triebel–Lizorkin spaces F˙ sp,∞ we have a Sobolev embedding (see, e.g., [51, Theo-
rem 2.7.1 (ii)])
F˙ s1p1,q1(R
n) →֒ F˙ s2p2,q2(R
n)
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holds whenever s1 > s2 and for any q1, q2 ∈ [1,∞] if p1, p2 ∈ (1,∞) are such that
s1 −
n
p1
= s2 −
n
p2
.
From this, (C.1), and Proposition C.1 we have in particular the following Sobolev-type
inequality, cf. [34, Theorem 1.6].
Proposition C.3. Let 0 ≤ s2 < s1 < 1 and p1, p2, q1 ∈ (1,∞) so that
s1 −
n
p1
= s2 −
n
p2
.
Then
(C.2) ‖(−∆)
s2
2 f‖Lp2(Rn) -
(∫
Rn
(∫
Rn
|f(x)− f(y)|q1
|x− y|n+s1q1
dx
) p1
q1
dy
) 1
p1
.
From Proposition C.3 we also obtain the following localized version.
Lemma C.4. Let s ∈ (0, 1) and p, p2 ∈ (1,∞). For any q ∈ (1, p2), if
(C.3) s−
n
p
= −
n
p2
then there is some Λ > 0 so that for any ball B(x0, ρ) we have
‖f − (f)B(x0,ρ)‖Lp2 (B(x0,ρ)) ≤ C
(∫
B(x0,Λρ)
(∫
B(x0,Λρ)
|f(x)− f(y)|q
|x− y|n+sq
dx
) p
q
dy
) 1
p
.
Here (f)B(x0,ρ) denotes the mean value. The constant C depends only on s, p, p2, q and the
dimension.
Proof. By translation invariance and scaling we may assume that ρ = 1 and x0 = 0. We
denote balls centered at the origin by B(r) := B(0, r), for r > 0.
Let η ∈ C∞c (B(2)) be a typical cutoff function, η ≡ 1 on B(1), ‖∇η‖L∞ - 1. We apply
Proposition C.3 to
u(x) := η(x)(f(x)− (f)B(1)).
Then,
‖u‖Lp2(Rn) -
(∫
Rn
(∫
Rn
|η(x)(f(x)− (f)B(1))− η(y)(f(y)− (f)B(1))|q
|x− y|n+sq
dx
) p
q
dy
) 1
p
- I + II + III,
where
I :=
(∫
B(Λ)
(∫
B(Λ)
|η(x)(f(x)− (f)B(1))− η(y)(f(y)− (f)B(1))|
q
|x− y|n+sq
dx
) p
q
dy
) 1
p
,
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II :=
(∫
B(Λ)
(∫
Rn\B(Λ)
|η(y)(f(y)− (f)B(1))|
q
|x− y|n+sq
dx
) p
q
dy
) 1
p
,
and
III :=
(∫
Rn\B(Λ)
(∫
B(2)
|η(x)(f(x)− (f)B(1))|
q
|x− y|n+sq
dx
) p
q
dy
) 1
p
.
As for I we estimate
I -
(∫
B(Λ)
(∫
B(Λ)
|(η(x)− η(y))(f(x)− f(y))|q
|x− y|n+sq
dx
) p
q
dy
) 1
p
+
(∫
B(Λ)
(∫
B(Λ)
|η(y)(f(x)− f(y))|q
|x− y|n+sq
dx
) p
q
dy
) 1
p
+
(∫
B(Λ)
(∫
B(Λ)
|(η(x)− η(y))(f(y)− (f)B(1))|
q
|x− y|n+sq
dx
) p
q
dy
) 1
p
.
Regrouping and using the Lipschitz continuity of η we find
I -
(∫
B(Λ)
(∫
B(Λ)
|f(x)− f(y)|q
|x− y|n+sq
dx
) p
q
dy
) 1
p
+
(∫
B(Λ)
(∫
B(Λ)
|f(y)− (f)B(1)|
q
|x− y|n+(s−1)q
dx
) p
q
dy
) 1
p
.
Since s < 1 we can integrate in x and have(∫
B(Λ)
(∫
B(Λ)
|f(y)− (f)B(1)|
q
|x− y|n+(s−1)q
dx
) p
q
dy
) 1
p
-
(∫
B(Λ)
|f(y)− (f)B(1)|
p dy
) 1
p
-
(∫
B(Λ)
(∫
B(1)
|f(y)− f(x)| dx
)p
dy
)1
p
-
(∫
B(Λ)
(∫
B(1)
|f(y)− f(x)|q
|x− y|n+sq
dx
) p
q
dy
) 1
p
.
That is,
I -
(∫
B(Λ)
(∫
B(Λ)
|f(x)− f(y)|q
|x− y|n+sq
dx
) p
q
dy
) 1
p
.
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As for II, we integrate in x and have
II -
(∫
B(2)
|f(y)− (f)B(1)|
p dy
) 1
p
-
(∫
B(2)
(∫
B(1)
|f(x)− f(y)|q
|x− y|n+sq
dx
) p
q
dy
) 1
p
.
Finally we estimate III. For Λ > 4, for any x ∈ B(2) and any y ∈ Rn \ B(Λ) we have
|x− y| ≥ 1
2
|y| and we get
III -
(∫
Rn\B(Λ)
|y|−(n+sq)
p
q
(∫
B(2)
|η(x)(f(x)− (f)B(1))|
q dx
) p
q
dy
) 1
p
.
Now, since q ∈ (1, p2) we have −(n+ sq)
p
q
< −n. Hence,(∫
Rn\B(Λ)
|y|−(n+sq)
p
q dy
) 1
p
- Λ−σ,
for σ := n
q
+−n
p
+ s > 0. Thus, by the definition of u,
III - Λ−σ
(∫
B(2)
|η(x)(f(x)− (f)B(1))|
q dx
) 1
q
- Λ−σ ‖u‖Lq(B(2)) - Λ
−σ ‖u‖Lp2(Rn) .
In the last inequality we used the fact that q < p2 and u is supported in B(2). We have
thus shown, for any Λ > 4,
‖u‖Lp2(Rn) - Λ
−σ ‖u‖Lp2 (Rn) +
(∫
B(Λ)
(∫
B(Λ)
|f(x)− f(y)|q
|x− y|n+sq
dx
) p
q
dy
) 1
p
.
For Λ sufficiently large we can absorb Λ−σ ‖u‖Lp2(Rn) into the left-hand side. This finishes
the proof of Lemma C.4. 
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