Abstract. For suitable metrics on the locally symmetric space associated to a maximal representation, we prove inequalities between the length of the boundary and the lengths of orthogeodesics that generalize the classical Basmajian's identity from Teichmüller theory. Any equality characterizes diagonal embeddings.
Introduction
In the last few decades, many authors have proved elegant identities over moduli spaces of hyperbolic surfaces. One of the first identities was proven by Basmajian in [Bas93] . Even though his work applies more generally to hyperbolic n-manifolds for any n ≥ 2, his most celebrated result is the following:
Basmajian's identity ( [Bas93] ). Let Σ be a hyperbolic surface with nonempty geodesic boundary ∂Σ, and let O Another identity involving orthogeodesics is due to Bridgeman and Kahn [BK10] , who show that the volume of a hyperbolic n-manifold with geodesic boundary can be computed in terms of the length of orthogeodesics. Vlamis and Yarmola generalized this result to a larger class of manifolds in [VY17b] .
Other well-known identities are McShane's identity [McS98] and its generalization by Mirzakhani [Mir07] , Luo-Tan's identity [LT14] and Bridgeman's identity [Bri11] . Note that, besides the intrinsic interest of these results, some also have important applications: for instance, Mirzakhani used in [Mir07] the generalization of McShane's identity to give a recursive formula for the Weil-Petersson volume of moduli spaces of surfaces with boundary.
Our main goal is to prove inequalities which generalize Basmajian's identity to the context of maximal representations and such that equality is attained exactly when the maximal representation is a diagonal embedding of a hyperbolization. A tool to prove these inequalities is a result of independent interest: an identity involving cross-ratios (in the sense of Labourie), which should be thought of as the higher rank analogue of the fact that the limit set of the fundamental group of a surface with boundary has measure zero.
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Maximal representations as higher Teichmüller theory. Maximal representations form a class of discrete and injective representations of fundamental groups of surfaces
1 into the symplectic group. They consist of the representations maximizing the Toledo invariant, a notion of volume defined using bounded cohomology. A fundamental result of Burger, Iozzi and Wienhard [BIW10, Theorem 8] , characterizes them as the representations into Sp(2n, R) admitting an equivariant "well-behaved" boundary map φ : ∂π 1 (Σ) → L(R 2n ) from the boundary of the fundamental group of the surface to the Lagrangians of R 2n (see [BIW10] or Section 3 for the precise definitions). These representations are a generalization of Teichmüller space: it was proven by Goldman in [Gol80] that Teichmüller space can be interpreted as the parameter space of representations of the fundamental group of a surface into PSL(2, R) = PSp(2, R) maximizing the Euler class, of which the Toledo invariant is a higher rank generalization. In particular, maximal representations into PSp(2, R) are holonomies of hyperbolizations and hence correspond to the Teichmüller space. The study of common patterns of maximal representations and other special representations, most notably Hitchin representations and positive representations, is often referred to as higher Teichmüller theory.
A recent trend in higher Teichmüller theory is to see which results of hyperbolic geometry can be generalized in the context of representations of surface groups. For instance, a classical and extremely useful result about hyperbolic surfaces is the collar lemma. First proven by Keen [Kee74] , it states the existence, for a simple closed geodesic γ, of a neighborhood which is an embedded cylinder of width depending only on (γ), diverging when (γ) shrinks to zero. In particular, one can deduce a lower bound in terms of (γ) to the length of any simple closed geodesic intersecting γ. This corollary has been generalized to the Hitchin component by Lee and Zhang [LZ17] and to maximal representation by Burger and the second author [BP17] .
Also identities in the higher Teichmüller setting have attracted attention in recent years: Labourie and McShane generalized McShane-Mirzakhani's identities to arbitrary cross-ratios and in particular to Hitchin representations in [LM09] , while in [VY17a] Vlamis and Yarmola obtained a generalization of Basmajian's identity to the Hitchin component.
Main results.
A maximal representation ρ : π 1 (Σ) → Sp(2n, R) induces an action of Γ = π 1 (Σ) on the symmetric space X associated to the symplectic group. The action is properly discontinuous and therefore the locally symmetric space ρ(Γ)\X is a smooth manifold. As we will describe in Section 2.2, we consider three Sp(2n, R)-invariant distances on X : the determinant Finsler distance d F , the Riemannian distance d R and a Weyl chamber valued distance dā + . The latter has values in a Weyl chamberā + , a specific subset of R n that parametrizes the orbits of Sp(2n, R) on the tangent bundle TX . We denote by R , F and ā + the length of paths in X computed using d R , d F and dā + respectively. If γ is an element of the fundamental group, its length (with respect to each metric) will be its translation length: the infimum over all points X ∈ X of the distance between X and its translate ρ(γ) · X. The first goal of the paper is to find the suitable generalization of classical orthogeodesics to the context of maximal representations. In the classical setup, an orthogeodesic between two boundary components of a hyperbolic surface lifts in H 2 to a geodesic segment orthogonal to two lifts of the boundary components in the hyperbolic plane. It is pointed out in [BP17] that a good generalization of geodesics in the setting of maximal representations is given by the so-called R-tubes, parallel sets of specific singular geodesics (see Section 2.3). In fact, to each γ ∈ Γ we can naturally associate an R-tube Y γ , which is a ρ(γ)-invariant subspace of X . In Section 4.2, we observe that given any pair of primitive peripheral elements γ and δ in Γ, there exists a unique R-tube Y α (sometimes simply denoted by α) which is orthogonal to both Y γ and Y δ ; moreover, this tube meets each subspace in a point. We call Y α an orthotube, and its length is defined to be the distance between the intersection points with Y γ and Y δ . We denote by O Σ the collection of orthotubes and by O Σ (γ) the subset of orthotubes orthogonal to a fixed Y γ . If α ∈ O Σ (γ), we denote by δ α the peripheral element associated to α and different from γ.
The length of orthotubes has also geometric significance: in Section 3.3 we construct what we call the holomorphic double of a maximal representation (with suitable hypotheses on the peripheral elements). The double is a specific representation of the fundamental group of the double of the surface that restrict to the given representation. Then we can show that the Finsler length of an orthotube is half the length of the corresponding curve in the double (Proposition 4.4).
Given v ∈ā + , we denote by v n the smallest coordinate of v. Our geometric generalizations of Basmajian's identity to the setting of maximal representations are the following: with equalities if and only if ρ is, up to a character in a compact group, the composition of a holonomy representation of a hyperbolization into SL(2, R) with the diagonal representation of SL(2, R) into Sp(2n, R).
Note that adding the condition on the images of peripheral elements is equivalent to requiring that the representation is Anosov (see Section 3). Interestingly, for both metrics the difference between the middle term and the right term can be arbitrarily large (Proposition 7.7), namely there are sequences of maximal representations in which the length of the boundary components stay bounded away from zero, but the R-tubes associated to any two peripheral elements are arbitrarily far apart. This is discussed in Section 7.3. Remark 1.1. If we drop the hypothesis on the Shilov hyperbolic image, the right-hand side inequalities in (A1) and (A2) still hold, as long as there is at least one peripheral element whose image is Shilov hyperbolic. Moreover, the characterization of any equality still holds under these milder assumptions. The composition ρ = ι • ρ : Γ → Sp(2n, R) is then a maximal representation and Theorem A holds for ρ . Note that, if H is irreducible, the Riemannian translation distance for ρ is an explicit multiple of the Riemannian translation distance for the action ρ of Γ on the symmetric space X H associated to H. Since there is a ι-equivariant totally geodesic holomorphic inclusion X H → X , it is possible to verify that, for every orthotube Y α that we consider, the endpoints of Y α belong to the Shilov boundary of H. This follows from Lemma 4.2 and the observation that the totally geodesic holomorphic and tight image of a polydisk in X H is a partially diagonal subset of a polydisk of X (the rank of X H is in general smaller than the rank of X ). In turn this implies that intersection Y α ∩ X H is non-empty, consists of the parallel set of a maximally singular geodesic in X H (an H-tube) and is orthogonal to the H-tubes in X H associated to the two peripheral elements corresponding to α.
It is furthermore possible to verify that this does not generalize to the Fuchsian locus within Hitchin maximal representations: this is not a contradiction since the totally geodesic equivariant map is, in that case, not holomorphic. This also partially justifies why, for representations in such Fuchsian locus, equality in Theorem A does not hold.
As a corollary of our main result we are able to deduce an interesting geometric property of the locally symmetric space ρ(Γ)\X : not only the image ρ(γ) \Y γ in ρ(Γ)\X of Y γ is an embedded manifold, but it also admits an embedded tubular neighborhood whose width can be explicitly computed as a function of the translation length of Γ: Corollary 1.3. If γ ∈ Γ corresponds to a simple closed curve or boundary component of Σ and ρ : Γ → Sp(2n, R) is an Anosov maximal representation, then ρ(γ) \Y γ ⊂ ρ(Γ)\X has an embedded tubular neighbourhood C(γ) of width
with respect to the Riemannian metric. Moreover, if δ corresponds to a simple closed curve or boundary component that is disjoint from γ, then the neighborhoods C(γ) and C(δ) are disjoint.
The main difference of our approach with respect to Vlamis and Yarmola's one is that with our inequalities we want to relate intrinsic geometric quantities of the locally symmetric space associated to a representation. Instead, following Labourie-McShane, they mainly work with algebraic versions of the identities and use cross-ratios to translate Basmajian's result in the language of representations. As a partial step towards the proof of Theorem A we prove the analogue of Vlamis and Yarmola's result in our context: Theorem B. Let ρ : Γ → Sp(2n, R) be a maximal representation with the property that the image of each peripheral element is Shilov hyperbolic. Then for every peripheral element γ ∈ Γ we have
where B is the R-valued cross-ratio constructed by Labourie in [Lab08] .
Our proof of this result is very different from Vlamis and Yarmola's proof: they build on the fact that the image of the boundary map associated to a Hitchin representation is C 1 , which is in general far from being true in the case of maximal representations. Instead, we adapt a more geometric proof which could also be used to get estimates on the Hausdorff dimension of the image of the boundary map.
We conclude this introduction by mentioning that Xu [Xu16] used orthogeodesics to study the metric completion of the pressure metric (see [BCLS15] ) on the Teichmüller space of surfaces with boundary. He proved that, in that case, the pressure metric is not a constant multiple of the Weil-Petersson metric. We hope that our study will have application in the study of the pressure metric on the space of maximal representations as well.
1.3. Plan of the paper. In Section 2 we discuss properties of the geometry of the symmetric space associated to Sp(2n, R) and of the synthetic geometry of R-tubes. We recall the results of [BP17] and expand them when needed. In particular we relate, in Section 2.4 the Finsler length and the translation on the Euclidean factor of an R-tube (Lemma 2.17), we define causal paths in R-tubes (these will arise naturally while dealing with maximal representations), and give an explicit bound on the length of the projection of a causal path on the symmetric space for SL(n, R) in terms of its length in the Euclidean factor (Lemma 2.20). Section 3 contains the necessary preliminaries about maximal representations and the construction of the holomorphic double of a representation (Proposition 3.8). In Section 4 we define our generalization of orthogeodesic in the context of maximal representations and prove the relation between the length of an orthotube and the length of the associated element in the double of the representation (Proposition 4.4). Section 5 describes the idea of the proof of Basmajian's identity and the difficulties that arise when generalizing it to higher rank. Section 6 is devoted to the proof of Theorem B, generalizing the classical strategy described in Section 6.1. In the final section we prove the geometric inequalities announced in the introduction and the characterization of diagonal representations (Theorem A).
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The symmetric space associated to Sp(2n, R)
Recall that the symplectic group Sp(2n, R) is the subgroup of SL(2n, R) preserving the symplectic form ω(·, ·) represented, with respect to the standard basis, by the matrix
The symmetric space X associated to the symplectic group Sp(2n, R) is often referred to as Siegel space. In this paper we will be concerned with locally symmetric spaces arising as the quotient of X by the image ρ(Γ) < Sp(2n, R) of a maximal representation. We will be interested in two models for X : the upper-half space and the image of the Borel embedding.
The upper-half space is the generalization of the upper-half plane model of the hyperbolic plane, given by a specific set of symmetric matrices:
where Sym(n, R) denotes the set of n-dimensional symmetric matrices with coefficients in R and Sym + (n, R) is the subset of Sym(n, R) given by positive definite matrices. The group Sp(2n, R) acts by fractional linear transformations in this model:
The image of the Borel embedding is
Here L(C 2n ) is the set of Lagrangians, the maximal isotropic subspaces of C 2n for the complexification of the symplectic form ω(·, ·) C , and σ : C 2n → C 2n denotes the complex conjugation. We will consider the affine chart ι : Sym(n, C) → L(C 2n ) that associates to a symmetric matrix Z the linear subspace of C 2n spanned by the columns of the matrix Z Idn . It is easy to verify that ι is well defined and induces an Sp(2n, R)-equivariant identification ι : X → X (cfr. [BP17, Section 2.2] for more detail). The complex conjugation σ : C 2n → C 2n induces a map on L(C 2n ) that will still be denoted by σ with a slight abuse of notation. It is easy to verify that σ corresponds, via ι, to the complex conjugation on Sym(n, C).
A maximal polydisk in X is the image of a totally geodesic and holomorphic embedding of the Cartesian product of n copies of the Poincaré disk into X . Maximal polydisks exist and they are all conjugate under the action of Sp(2n, R) (see [Wol72, p. 280] ). Polydisks arise as complexifications of maximal flats. Thus each pair of points (x, y) is contained in a maximal polydisk, that is unique if the direction determined by (x, y) is regular.
2.1. Lagrangians and boundaries. The set of real Lagrangians L(R 2n ) naturally arises as the unique closed Sp(2n, R) orbit in the boundary of X in its Borel embedding and for this reason L(R 2n ) is the Shilov boundary of the bounded domain realization of X (see [Wie04] for details). The restriction of the affine chart ι to the subspace Sym(n, R) provides a parametrization of the set of real Lagrangians that are transverse (as linear subspaces) to e 1 , . . . , e n . We will denote e 1 , . . . , e n by l ∞ , since it is at infinity in the affine chart we chose. Whenever this won't generate confusion we will omit the map ι and identify symmetric matrices (with real or complex coefficients) with Lagrangian subspaces (of R 2n and C 2n respectively).
Since X has higher rank for n > 1, the visual boundary ∂ ∞ X is not homogeneous [Ebe96] , and the relation between the visual boundary and the closure of X in the Borel embedding is in general fairly complicated. However there is a closed orbit in ∂ ∞ X which is naturally identified with the Lagrangians [Loo77, Theorem 9.11]. In particular this allows us to associate to a point l ∈ L(R 2n ) a class of asymptotic directions.
Denote by L(R 2n ) (k) the set of k-tuples of pairwise transverse Lagrangians. It is well known and easy to prove that the group Sp(2n, R) acts transitively L(R 2n ) (2) . Moreover, it has (n + 1) orbits in L(R 2n ) (3) , indexed by the Maslov cocycle [LV80, Section 1.5]. The value of the Maslov cocycle is maximal on the orbit of ( e 1 , . . . , e n , e n+1 , . . . , e 2n , e 1 + e n+1 , . . . , e n + e 2n ) = (l ∞ , 0, Id). Maximal triples should be regarded as a generalization of positively oriented triples in the circle. As we will shortly see, maximal triples play a fundamental role in the definition and study of maximal representations. We will need a concrete criterion to check when triples of Lagrangians are maximal. The following is well known, and a proof can be found, for example, in [BP17, Lemma 2.10]. More generally, we can define maximal m-tuples:
We will often consider maximal 4-tuples and it will be useful to consider special representatives in an Sp(2n, R)-orbit of a maximal 4-tuple. Two representatives are described in [BP17, Prop. 2.11] and another is given in the following Lemma:
Lemma 2.4. If (l 1 , l 2 , l 3 , l 4 ) is a maximal 4-tuple, there exists Λ = diag(λ 1 , . . . λ n ) with λ i ∈ (0, 1) and an element g ∈ Sp(2n, R) such that
Then it is straightforward to check that
where Λ = diag(λ 1 , . . . , λ n ).
2.2. Sp(2n, R)-invariant distances. We are interested in three Sp(2n, R)-invariant distances on the symmetric space X : the vectorial distance, the Riemannian distance and the (determinant) Finsler distance. Fix a point p in a maximal flat F and a Weyl chamberā + ⊂ T p F . This is a fundamental domain for the action of Sp(2n, R) on the tangent bundle T X . In our case we havē
A vector in the model Weyl chamber is regular if all the inequalities are strict, which is equivalent to being contained in a unique flat. We say that v is singular pointing in the direction of a Lagrangian if x 1 = . . . = x n > 0. Indeed, if a vector v is singular pointing in the direction of a Lagrangian and γ is the geodesic determined by exponentiating v, the endpoints of γ in the visual boundary ∂ ∞ X are two Lagrangians. In order to define the projection onto the model Weyl chamber, we need to recall from [BP17] the definition of an endomorphism-valued cross-ratio. If two real or complex Lagrangians l 1 and l 2 are transverse (denoted by l 1 l 2 ), we denote by p
Definition 2.5. For Lagrangians l 1 , . . . , l 4 ∈ L(C 2n ) such that l 1 l 2 and l 3 l 4 , the cross-ratio R(l 1 , l 2 , l 3 , l 4 ) is the endomorphism of l 1 given by
We will use multiple times the explicit expression for the cross-ratio R on the affine chart ι(Sym(n, C)) of L(C 2n ) (cfr. [BP17, Lemma 4.2]):
Here R is expressed with respect to the basis of X 1 given by the columns of the matrix
Idn . Since the symmetric space X is a complete, negatively curved Riemannian manifold, any pair of points (a, b) ∈ X 2 is joined by a unique geodesic γ and therefore corresponds to a unique vector v ∈ T a X . In [Sie43] , Siegel proved that the cross-ratio we just introduced can be used to describe the projection of a pair of points in X onto the Weyl chamber, the fundamental domain for the Sp(2n, R)-action on T X : Theorem 2.6 ( [Sie43] ). The projection onto the Weyl chamber is given by
where
and 1 > r 1 ≥ . . . ≥ r n ≥ 0 are the eigenvalues of R(X, Z, Z, X).
We are now ready to define the distances on X .
Definition 2.7. The vectorial distance dā + is the projection onto the Weyl chamberā + .
The vectorial distance is not R-valued; however there is a natural partial order on the Weyl chamber that allows us to talk about triangular inequality. This, together with many interesting properties of dā + , is proven by Parreau in [Par] . Since in the symmetric space associated to Sp(2n, R) the opposition involution is trivial, the vectorial distance is symmetric: for each pair x, y ∈ X it holds dā + (x, y) = dā + (y, x).
As the Weyl chamber is a fundamental domain for the Sp(2n, R)-action on X 2 , any Sp(2n, R)-invariant distance can be obtained composing the vectorial distance with a suitable function. We will use two R-valued distances:
Definition 2.8. The Riemannian distance d R is the composition of dā + with the function
Notice that the Riemannian distance is the distance induced by the unique Sp(2n, R)-invariant metric on X with minimal holomorphic sectional curvature equal to −1. The normalization is chosen so that the polydisks are isometrically and holomorphically embedded. 
An easy application of Cauchy-Schwarz's inequality shows:
As we will see, the computation of Finsler and vectorial distance often reduces to computations about eigenvalues of positive definite symmetric matrices. We will denote by ·, · the standard Euclidean inner product on R 2n . One of the tools we will use many times is the (Courant-Fischer-Weyl) min-max principle, which we recall here:
Lemma 2.11. Let A be a symmetric matrix of eigenvalues a 1 ≥ · · · ≥ a n . Then
In particular
Av, v v 2 and a n = min
The following lemmas will be handy:
Lemma 2.12. Let A, B be positive definite symmetric matrices. Then max evA max evB ≥ max ev(AB) ≥ max evA min evB.
Proof. Notice that since B is symmetric and positive definite it admits a positive square root. Moreover, since the eigenvalues of a matrix are invariant under conjugation, the eigenvalues of AB coincide with the eigenvalues of B 1/2 AB 1/2 . The result then follows using the min-max principle:
Lemma 2.13. Let A, B be positive definite symmetric matrices. Then the difference A − B is positive definite if and only if all eigenvalues of AB −1 are bigger than one.
Proof. This follows from the observation that
and the fact that a symmetric matrix M is positive definite if and only if t N M N is positive definite for any invertible matrix N .
Using Lemma 2.13, we get:
Lemma 2.14. Let A and B be positive definite symmetric matrices such that the difference B − A is positive definite. Let µ 1 ≥ · · · ≥ µ n be the eigenvalues of A −1 B. Then
Proof. Note first that by Lemma 2.13 the eigenvalues of A −1 B are all bigger than one. We then have dā
and the r i are the eigenvalues of R(iA, −iB, iB, −iA). Using (2.1), one can compute that
But since all the µ i are all bigger than one, we deduce that λ i = µ i . Hence
2.3. R-tubes. In this section we recall the definition of R-tubes, subspaces of X that play the role of geodesics in H 2 , and we will prove some results that we will use in the remainder of the paper. Let {a, b} be an unordered pair of transverse real Lagrangians.
Definition 2.15. The R-tube Y a,b associated to {a, b} is the set
We will refer to the real Lagrangians a, b as the endpoints of Y a,b .
It can be proven (see [BP17, Section 4.2]) that Y a,b is a totally geodesic subspace of X of the same real rank as X and that it is the parallel set of the Riemannian singular geodesics, whose endpoints in the visual boundary of X are the Lagrangians a and b. The stabilizer of Y a,b is Stab Sp(2n,R) ({a, b}) and is a Z/2Z-extension of GL(n, R) that acts transitively on the R-tube.
Up to the symplectic group action we can reduce to a model R-tube, the one with endpoints 0 and l ∞ . In the upper-half space model this standard tube consists of matrices of the form
It was exploited in [BP17] (cfr. also [BILW05] ) that the incidence structure of R-tubes in the Siegel space forms a synthetic geometry that shares many common features with the hyperbolic geometry in H 2 . In particular, the following result shows how the intersection pattern of R-tubes reflects the intersection pattern of geodesics in the hyperbolic plane.
Proof. The first result is proven in [BP17, Lemma 4.7] . With the same techiques we can prove that the second intersection is empty. We reproduce the argument for completeness.
Up to the action of the symplectic group, we can assume that
where Λ = diag(λ 1 , . . . , λ n ) and
But as Λ is negative definite, there is no solution to this equation.
2.4.
The product structure of a tube and causal maps. We now turn to a more precise description of the geometry of a single R-tube. Recall that the standard model for the symmetric space associated to GL(n, R) is
and GL(n, R) acts on X GLn(R) by G · X = GX t G. We endow X GL(n,R) with the Riemannian distance given by
where λ i are the eigenvalues of XY −1 . This is twice the normalization for the Riemannian distance chosen in [Ben97, Par12] , but it is better suited to our purposes because with this choice the natural identification X GL(n,R) ∼ = Y 0,l∞ is an isometry (where Y 0,l∞ is equipped with the Riemannian metric). Recall that a model for the symmetric space associated to SL(n, R) is
and its model Weyl chamber is
We associate to the pair (X, Y ) the vector (log λ 1 , . . . , log λ n ) where λ 1 ≥ . . . ≥ λ n are the eigenvalues of XY −1 . We normalize the Riemannian metric on X SL(n,R) so that
Coherently with above, this is twice the standard normalization. The group GL(n, R) is reductive and its symmetric space, endowed with the Riemannian metric, splits as the direct product X GL(n,R) = R × X SL(n,R) ; R is the Euclidean factor of the reducible symmetric space X GL(n,R) . Explicitly:
Lemma 2.17. The map
Proof. Clearly the map is a bijection, so we just need to show that it preserves distances. For any X, Y ∈ X we have
where µ 1 ≥ · · · ≥ µ n are the eigenvalues of
where the λ i are the eigenvalues of XY −1 . Set d := det(XY −1 ). We have:
Remark 2.18. On the model flat π R is the scalar product with the unit vector (1/ √ n, . . . , 1/ √ n) and the tangent space to SL(n, R) is its orthogonal.
We now define causal maps and show some of the properties we will need.
The next lemma summarizes a property of causal paths that will be crucial for our future analysis: for any causal path the length of its projection on the Euclidean factor gives an upper bound on the length of the projection to X SL(n,R) :
Proof. It follows from Lemma 2.13 that if B − A is positive definite then all eigenvalues of BA −1 are bigger than 1. In particular det B > det A, which gives the first inequality. In order to verify the second statement we can assume that A = Id: indeed GL(n, R) acts transitively on X GL(n,R) by isometries, and since the splitting of Lemma 2.17 is isometric, both terms in the second inequality are invariant by the GL(n, R)-action. Denoting by
where the last inequality follows from the fact that, for positive numbers
In rank two we have the following stronger result:
Corollary 2.21. If n = 2, the matrix B − A is positive definite if and only if
Proof. Given Lemma 2.20, we just need to show that if the condition on the projections holds, B − A is positive definite, i.e. (by Lemma 2.13) that the eigenvalues of BA −1 are strictly bigger than one. As in the proof of Lemma 2.20, we can reduce ourselves to the case where A = Id, so we need to show that the eigenvalues b 1 ≥ b 2 of B are bigger than one. But in this case we have
so the hypothesis implies log b 2 > 0, i.e. b 2 > 1, and hence b 1 > 1 as well.
Remark 2.22. By restating Lemma 2.14 using the notation of this section, we get that given a pair of points iX, iY ∈ Y 0,l∞ such that X − Y is positive definite, the Finsler distance d F (X, Y ) is, up to an explicit factor, equal to the difference of the projections of the two points on the Euclidean factor:
This observation will play a crucial role in our proof of Theorem A.
2.5. Orthogonality and orthogonal projection. In this section we define the concept of orthogonality, following [BP17] . of Sp(2n, R), which is induced by the complex conjugation that fixes the real form V a,b of C 2n given by
We denote by σ a,b ∈ GL(2n, R) the matrix corresponding to such linear map. Note that σ a,b is not a symplectic matrix, but for any two tubes It will be useful to have concrete expression for the reflection σ L a,b and the restriction of orthogonal projection p a,b to ((a, b)), for (a, b) = (0, l ∞ ). Recall that we identify Sym(n, R) with the set of Lagrangians in L(R 2n ) that are transverse to l ∞ via the restriction of the affine chart ι : Sym(n, C) → L(C 2n ). From the definitions, it follows that σ 0,l∞ = Idn 0 0 −Idn . Further, one can also prove that:
Lemma 2.24. For any A ∈ Sym(n, R), the R-tubes Y A,−A and Y 0,l∞ are orthogonal and their unique intersection point is iA. In particular σ L 0,l∞ (A) = −A and p 0,l∞ (A) = iA. We will need the fact that the vectorial distance of the projection of two Lagrangians x, y to an R-tube Y a,b can be computed in term of the eigenvalues of the cross-ratio of the four Lagrangians.
Lemma 2.25. If (a, x, y, b) ∈ L(R 2n ) (4) is a maximal 4-tuple and p a,b is the orthogonal projection onto Y a,b , the distance dā
. . , log µ n ), where the µ i are the eigenvalues of R(a, x, y, b).
Proof. Up to the action of the symplectic group, we can reduce to the case (a, b) = (0, l ∞ ). In this case, the result follows from explicit computations.
Maximal representations
As mentioned in the introduction, maximal representations are the representations that maximize the Toledo invariant, an invariant defined with the aid of bounded cohomology. It follows from a deep result of Burger, Iozzi and Wienhard that these representations can be equivalently characterized as representations admitting a "well-behaved" boundary map. Precisely, let Γ be the fundamental group of an oriented surface Σ with negative Euler characteristic and boundary ∂Σ (which could be empty). Fix a finite area hyperbolization of Σ inducing an action of Γ on S 1 = ∂H 2 .
Definition 3.1. A representation ρ : Γ → Sp(2n, R) admits a maximal framing if there exists a ρ-equivariant map φ : S 1 → L(R 2n ) which is monotone (i.e. the image of any positively oriented triple in the circle is a maximal triple) and right continuous.
Burger, Iozzi and Wienhard (see [BIW10, Theorem 8] ) proved that a representation admits a maximal framing if and only if it is maximal. Since we will not directly need bounded cohomology in the rest of the paper we refer the interested reader to [BIW10] for a definition of the Toledo invariant. The following structural result about maximal representations allows us to associate, to each maximal representation, a locally symmetric space whose fundamental group is isomorphic to the fundamental group of Σ. In the paper we will be interested in the geometry of such locally symmetric space. Given a maximal representation ρ : Γ → Sp(2n, R), the image ρ(γ) ∈ Sp(2n, R) of each non-peripheral element γ ∈ Γ is Shilov hyperbolic: it is conjugate to
for a matrix A in GL(n, R) with all eigenvalues with absolute value greater than one (see [Str15] ). Equivalently, ρ(γ) fixes two transverse Lagrangians Λ + γ and Λ − γ on which it acts expandingly (resp. contractingly). Furthermore if φ : S 1 → L(R 2n ) is the equivariant boundary map, the Lagrangians Λ ± γ are the images φ(γ ± ).
Assumption: from now on, whenever a surface Σ has boundary, we will restrict to maximal representations ρ such that the image of each peripheral element is Shilov hyperbolic. It is possible to show that this is equivalent to the requirement that the representation ρ : Γ → Sp(2n, R) is Anosov in the sense of [GW12] , and therefore we will denote maximal representations satisfying our assumption Anosov maximal representation. Moreover, we fix an orientation on the boundary components such that the surface lies to the right of the boundary. This corresponds to a choice between a peripheral element and its inverse. We will always choose primitive peripheral elements according to the orientation of the boundary components.
The synthetic geometry whose lines are R-tubes is particularly adapted to the study of maximal representations: if ρ is a maximal representation, the boundary map φ allows us to select specific R-tubes associated to the elements of the fundamental group. More precisely, for each element γ ∈ Γ, ρ(γ) stabilizes an R-tube, denoted Y γ , whose endpoints are the attractive and repulsive fixed points Λ ± γ of ρ(γ) in L(R 2n ). It follows from Proposition 2.16 that such tubes have the same intersection pattern as the axes of the elements in Σ. For ease of notation, if a tube is associated to an element γ ∈ Γ, we will denote the projection defined in section 2.5 by p γ and the associated involution by σ Sp γ (or σ Sp ρ(γ) , if we want to underline the representation we are considering).
For points x, y ∈ S 1 , we denote by ((x, y)) the subset of S 1 given by points z such that (x, z, y) is a positive oriented triple. The following observation will be useful: 
is a causal path.
3.1. Some special maximal representations. A special type of maximal representations we will be interested in are the ones obtained using the diagonal embedding ∆ of n identical copies of SL(2, R) into Sp(2n, R). The centralizer Z Sp(2n,R) (∆(SL(2, R))) is the subgroup, isomorphic to O(n), consisting of matrices of the form A 0 0 A , for matrices A ∈ O(n). Let ρ : Γ → PSL(2, R) be the holonomy representation of a hyperbolic structure on Σ. The representation ρ can be lifted to a maximal representation ρ : Γ → SL(2, R). For any ρ obtained this way and any character χ : Γ → Z Sp(2n,R) (∆(SL(2, R))), the product ∆ • ρ × χ is a maximal representation (see [BIW10] for details) whose image is contained in ∆(SL 2 (R)) × Z Sp(2n,R) (∆(SL(2, R))) < Sp(2n, R). Observe that such a representation preserves the image of the diagonal inclusion of the Poincaré disk in the standard polydisk. 3.2. Distances and maximal representations. Given γ ∈ Γ, we define the length ā + (ρ(γ)) (resp. R (ρ(γ)), F (ρ(γ))) of ρ(γ) with respect to the vectorial (resp. Riemannian, Finsler) metric to be the translation length of ρ(γ) acting on X computed with the corresponding metric.
Let A be a matrix representing the action of ρ(γ) on its attractive Lagrangian Λ + γ and suppose |a 1 | ≥ · · · ≥ |a n | > 1 are the absolute values of the eigenvalues of A. It is well known (see [Ben97] and [Par12] ) that the vectorial length of ρ(γ) is explicitely related to the eigenvalues of A:
ā + (ρ(γ)) = (2 log |a 1 |, . . . , 2 log |a n |).
From this it is easy to deduce that
Note that the Finsler metric assigns to a peripheral element a length which is closely related to its action on the attractive Lagrangians. Moreover many points in Y γ realize the Finsler translation length of the element ρ(γ):
Lemma 3.5. Let g ∈ Sp(2n, R) be Shilov hyperbolic with associated tube Y. For any x ∈ Y such that (x, gx) is a causal segment we have
In particular, if ρ is a maximal representation and φ is the associated boundary map, for any
Proof. Using the transitivity of the Sp(2n, R)-action we can assume that Λ + g = l ∞ and Λ − g = 0, so that g has expression A 0 0 t A −1 , and, up to conjugating A, we can assume that x = iId. In this case we get gx = iA t A. The causality condition tells us that A t A is positive definite, and hence (by Lemma 2.14) d F (iId, iA t A) = log det A = F (g).
Another important advantage of the Finsler metric is that it is additive on causal curves: Lemma 3.6. Suppose x, y, z ∈ ((γ − , γ + )) ⊂ S 1 are positively oriented. Then
Proof. Up to the action of the symplectic group, we can assume φ(γ − ) = 0, φ(γ + ) = l ∞ , φ(x) = Id, φ(y) = A and φ(z) = B. By monotonicity, we know that A − Id and B − A are positive definite. By Lemma 2.24, the R-tubes passing through Id, A and B and orthogonal to Y 0,l∞ are Y −Id,Id , Y −A,A and Y −B,B respectively, so p γ (φ(x)) = iId, p γ (φ(y)) = iA and p γ (φ(z)) = iB.
By Lemma 2.14 d
which implies the desired equality.
The Finsler metric is also closely related to a cross-ratio in the sense of Labourie. Precisely, in [Lab07] Labourie introduced a notion of R-valued cross-ratio on the boundary at infinity of the fundamental group of a surface. In [Lab08] he showed that
is a cross-ratio in the sense of [Lab07] , where ∂Γ 4 * = {(x, y, z, t) ∈ ∂Γ 4 | x = t and y = z}.
Moreover, given a cross-ratio B, the period of a non-trivial element γ ∈ Γ is defined as
It is easy to check that Lemma 3.7. Let x 0 , . . . , x k ∈ Y γ be on a causal curve. Then
3.3. Doubles. Let Σ be a surface with nonempty boundary. The purpose of this section is to construct, for each Anosov maximal representation ρ :
, what we call the holomorphic double of ρ: a specific maximal representation Dρ : π 1 (DΣ, v) → Sp(2n, R) of the fundamental group of the double of the surface Σ that restricts to the given representation ρ.
Denote by c 0 , . . . , c m the boundary components, and fix a basepoint v on c 0 . Recall that the double DΣ of the surface Σ is the surface obtained gluing two copies Σ, Σ of the surface Σ along its boundary components (where Σ is Σ endowed with the opposite orientation). We denote by j 0 : Σ → DΣ and j 1 : Σ → DΣ the natural inclusions and by j : DΣ → DΣ the involution fixing the boundary components pointwise and with the property that j • j 0 = j 1 . With a slight abuse of notation we will also denote by j (resp. j i ) the maps induced at the level of fundamental groups. Given two paths α and β such that α ends at the starting point of β, we denote by α * β their concatenation.
We denote by c i also loops parametrizing the respective boundary components and leaving the surface to the right. Recall that for any γ ∈ Γ we denote by σ ρ(γ) the element of GL(2n, R) inducing the involution σ Each arc α starting at v and ending at a boundary component c i determines the peripheral element γ α = α * c i * α −1 , which in turn gives a matrix σ ρ(γα) ∈ GL(2n, R).
Our holomorphic double will be obtained amalgamating the representation ρ on j 0 (π 1 (Σ, v)) and the σ ρ ρσ ρ on j 1 (π 1 (Σ, v)):
The double of a Hitchin representation was defined by Labourie and McShane in [LM09, Section 9]. The crucial difference of our setting is that in general maximal representations do not have diagonalizable image, as opposed to Hitchin representations. For this reason we cannot deduce our result from [LM09] and we need to choose a different involution of Sp(2n, R). As a result, if ρ is a Hitchin maximal representation, the holomorphic double we define here is different from the Hitchin double defined in [LM09] : if i 2n is the irreducible representation of SL(2, R) into Sp(2n, R) and h : Γ → SL(2, R) is the holonomy of a hyperbolization, Di 2n (h) is different from i 2n (Dh). On the other hand, we have ∆(Dh) = D∆(h), and this motivated the choice of the definition of our double as a holomorphic double.
Proof of Proposition 3.8. To simplify the notation, we will drop the reference to the representation ρ both in σ ρ and σ ρ(γα) , which we will simply denote by σ and σ γα .
For all i between 1 and m, fix an arc α i joining v to the boundary component c i . If x i denotes the concatenation α i * j(α i ) −1 , and γ i ∈ π 1 (Σ, v) is the class of the concatenation γ i = α i * c i * α −1 i , a presentation for the group DΓ is given by
In particular, there exists at most one representation Dρ : DΓ → Sp(2n, R) satisfying the hypotheses of Proposition 3.8, because the requirements of Proposition 3.8 uniquely determine the image of Dρ on the generators. Indeed, we need to set for all γ ∈ π 1 (Σ, v)
and for all i ∈ {1, . . . , m}
To show that Dρ exists, we just need to show that (3.3), (3.1) and (3.2) determine a well defined maximal representation. To prove that it is well defined we need to check that:
• property (1) holds for the x i ;
• the relations are mapped to the identity by Dρ;
• for any α * j(α) different from x i , (2) holds.
For the first point, we have
For the first relation, since σ and ρ(c 0 ) commute, we have:
For the other relations, we use the fact that σ γ i commutes with ρ(γ i ). This implies:
Let now α be any other arc with endpoint in the component c i . Denote by δ α the concatenation δ α = α * α −1 i , so that α = δ α * α i . We get:
and since one can verify that
as required. The fact that Dρ is a maximal representation follows from the additivity formula for the Toledo invariant (see [BIW10, Theorem 1(3)], and also [Str15] ) and the fact that the restriction of Dρ to j 1 (π 1 (Σ, v)) is maximal being conjugate via an anti-holomorphic isometry to a maximal representation of a surface with the opposite orientation.
For how we defined it, the double of a representation depends on the choice of a boundary component and of a base point on it. The goal of the next proposition is to show that we can forget about this choice, as up to conjugation in the fundamental group we get the same double.
Proposition 3.9. Let v, w ∈ ∂Σ and β an arc from v to w. Let η : π 1 (Σ, w) → Sp(2n, R) be an Anosov maximal representation. Then
where ρ : π 1 (Σ, v) → Sp(2n, R) is the representation given by
Proof. Denote by c be boundary component containing v and by d the one containing w. Note first that since η is maximal, ρ is maximal as well, so we can define its double as in Proposition 3.8. To show the equality, we will prove that θ(γ) := Dρ(β * γ * β −1 ) is a maximal representation which extends η and satisfies the two conditions of Proposition 3.8. By uniqueness, this will imply that θ = Dη.
Clearly θ is maximal, since Dρ is. Suppose δ ∈ π 1 (Σ, w). Then β * δ * β −1 ∈ π 1 (Σ, v), so
i.e. θ extends η.
We now prove property (1). We have:
and since ρ(γ β ) = ρ(β * d * β −1 ) = η(d), we have σ ρ(γ β ) = σ η , which shows (1). Finally, we show that property (2) holds. Let α be an arc joining w with a boundary component e. Then
Since we have
and we know from before that σ ρ(γ β ) = σ η , we get θ(α * j(α) −1 ) = σ η(γα) σ η .
If a surface has nonempty boundary, the boundary map associated to a maximal representation of its fundamental group is only right-continuous in general, while for closed surfaces the boundary map has especially good properties: Theorem 3.10 ([BILW05, Corollary 6.3]). Let ρ : π 1 (Σ) → Sp(2n, R) be a maximal representation, where Σ is a closed surface. Then there is a ρ-equivariant continuous injective map φ : S 1 → L(R 2n ) with rectifiable image.
We will associate to a maximal representation ρ of a surface with boundary the boundary map of Dρ, so that we have a continuous map in this case as well. More precisely, we denote by DΓ the fundamental group of the double of Σ and fix once and for all an action h of DΓ on H 2 , inducing an action of DΓ on S 1 . Let φ : S 1 → L(R 2n ) be the continuous boundary map associated to Dρ. We will denote by Λ(Γ) ⊂ S 1 the limit set of Γ on ∂H 2 . If we fix any finite-area hyperbolization of Σ with holonomy h 0 and denote by t : S 1 → Λ(Γ) the (h 0 , h| Γ )-equivariant map associating to any parabolic point p for h 0 the attractive fixed point of h(p), then the composition φ • t is the equivariant boundary map of Definition 3.1
Defining orthotubes
The purpose of the section is to define a notion of orthogeodesic in our setting, which will allow us to give a geometric interpretation of our main result as inequalities relating intrinsic geometric quantities in the locally symmetric space associated to a maximal representation. We will define orthotubes and their length, and we will prove that the length of an orthotube is half the length of the corresponding curve in the double of the surface.
4.1. The classical definition. Let Σ be a hyperbolic surface with nonempty geodesic boundary and fundamental group Γ. Fix a boundary component c and consider the set of oriented orthogeodesics starting from c, that is, the set of oriented geodesic segments with first endpoint on c, second endpoint in ∂Σ and orthogonal to the boundary at both endpoints. If we fix a fundamental domain I in a liftc of c inΣ = H 2 , any oriented orthogeodesic starting from c can be lifted uniquely to a geodesic segment in H 2 orthogonal to I and to the liftd of a boundary component d (c and d can be the same, butc andd are different).
On the one hand, this implies that the set of orthogeodesics is in bijection with the set of arcs starting at c and ending at a boundary component modulo homotopy relative to the boundary of Σ. On the other, the set of oriented orthogeodesics starting from c is also in bijection with the set {d ⊆ ∂ Σ,d =c} Stab Γ (c) .
Now, each lift of a boundary component corresponds to a unique primitive peripheral element of Γ with the correct orientation
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. So if we fix the peripheral element γ corresponding to c, the set of oriented orthogeodesics starting from c is also in bijection with It is easy to show that for every pair of peripheral elements there exists a unique orthotube: By explicit computations using (2.1), this is equivalent to A 2 = −Λ, which has indeed one and only one positive definite solution.
We define the length of an orthotube Y α to be the distance, with respect to the vectorial, Riemannian or Finsler metric, of the unique intersection points with the tubes associated with the peripheral elements determining α. We denote such distances by ā + (α), R (α) and F (α) respectively. Observe that any Riemannian geodesic segment in X with endpoints in Y γ and Y δ and orthogonal to both tubes is necessarily contained in Y α and has length R (α). In particular in the locally symmetric space Γ\X the Riemannian length of an orthotube is the length of a local length minimizer between the projections of two peripheral tubes.
In analogy with the hyperbolic case, we define O Σ (γ) to be the set of all orthotubes associated to pairs (γ, δ), for every peripheral element δ = γ, up to the action of γ by conjugation, and O Σ to be the union of all O Σ (γ) up to the action of Γ by conjugation and of Z/2Z by switching endpoints. Note that any two orthotubes in the same class have the same length, so we can talk about the length of an element of O Σ (γ) or O Σ . 
4.3. Orthotubes and doubles. In the case of hyperbolic surfaces, any orthogeodesic doubles to a closed geodesic in the double of the surface, whose length is twice the length of the orthogeodesic. The purpose of the section is to show that the same holds in our setting. Formally if α = (δ 1 , δ 2 ) is an orthotube of Σ, it corresponds to a homotopy class of paths, also denoted by α with a slight abuse of notation, between two boundary components of Σ, and hence to an element Dα ∈ π 1 (DΣ, v). Explicitly, if β denotes a path in Σ between the preferred lift of v and the axis of δ 1 , and if β is the projection to Σ of β, Dα is the class, in π 1 (Σ, v) corresponding to β * α * j(α) −1 * β −1 . We have the following:
Proposition 4.4. For each orthotube α we have
Proof. We show the result for orthotubes α starting from the boundary component c 0 . The general result will follow from Proposition 3.9. Since Dα = α * j(α) −1 , we know that Dρ To prove the remark, observe that up to the symplectic group action we can assume that (a, x, b) = (l ∞ , Id, 0) and g = A 0 0 t A −1 , and we need to verify that l ∞ is the attractive Lagrangian for g, namely that the eigenvalues of A are precisely the eigenvalues of g that have absolute value bigger than 1. But the hypothesis that (a, x, g −1 x, b) is maximal implies that (a, gx, x, b) is maximal and so We now want to show the statement about the Finsler lengths. Denoting the projection onto Y α by p α , we have
where the last equality follows from the additivity of the Finsler metric on causal curves (Lemma 3.6). But Dρ(Dα) −1 (Λ + γα ) = σ ρ Λ + γα , thus by Lemma 3.5 d
which implies that F (α) = 1 2 F (Dα).
Strategy of proof
The idea of the proof of Basmajian's identity is the following. Fix a liftc of a boundary component c to H 2 , with endpoints x and y. Pick z ∈c and let γ be the peripheral element with axisc. We can write (z, γz) as
where pc is the orthogonal projections ontoc and Λ(Γ) is the limit set of Γ. For every other componentd of ∂Σ, we can compute the length of the projection ontoc in terms of the length of the corresponding orthogeodesic, using hyperbolic trigonometry. Since the limit set has measure zero (see Proposition 6.1), we can deduce that its projection ontoc has measure zero as well. The length of (z, γz) is the length of c, and hence we obtain Basmajian's identity. Our proof of (A1), Basmajian-type inequalities for the Finsler metric, follows the same strategy of the classical proof, using additivity of the Finsler metric along causal paths (Lemma 3.6) and the important fact that the Finlser translation length of an element is attained at any point along a causal curve (Lemma 3.5). With this at hand, given any peripheral element γ, we look at the R-tubes corresponding to the other peripheral elements δ and we compute the vectorial distance between the projection of the two endpoints of a tube Y δ onto Y γ in terms of the vectorial length of the orthogeodesic between them (Lemma 7.1), which in turn (Lemma 7.3) gives an inequality for the Finsler metric. The generalization (Theorem 6.4) of the fact that the limit set has measure zero is proven in Section 6, following the strategy explained in Section 6.1.
The characterization of diagonal embeddings as representations attaining the equalities in (A1) follows from the observation that having equalities is equivalent (Lemma 7.1) to the fact that the cross-ratios of the form R(
are multiples of the identity. By Lemma 7.4, this implies that the image of the boundary map is in the boundary of a diagonal disk, which allows us to deduce the characterization we want.
The Riemannian case is a priori harder, since neither Lemma 3.5 nor Lemma 3.6 hold true for the Riemannian distance. However we rely on the observation that the translation length of a peripheral element γ is at most the translation length of γ on the Euclidean factor of Y γ , and the latter quantity is, up to a constant, its Finsler translation length (Remark 2.22). This allows us to deduce (A2) as a consequence of the result about the Finsler metric.
An identity between cross-ratios
Basmajian's proof of his celebrated identity builds on the following well known fact:
Proposition 6.1. Let Γ be a Fuchsian group corresponding to the holonomy of a hyperbolic surface Σ with nonempty geodesic boundary. Then the Lebesque measure of the limit set Λ = Λ(Γ) is zero.
The goal of this section is to show that the analogous result holds for Anosov maximal representation, by adapting to the higher rank setting a proof which has been kindly suggested to us by Brian Bowditch (a similar argument can be found in [Tuk84] ).
We will use the following result, giving a sufficient condition for a subset of an interval to have Lebesgue measure zero. 
For k = 0, consider I = [0, ]. By hypothesis, there exists a finite union of subintervals
Then for each I k β we know that there exists a finite union of subintervals J k β satisfying (1) and (2); we set
is still a union of intervals and
6.1. The classical proof. In this section we sketch the proof of Proposition 6.1. We will show that for any compact interval T ⊂ ∂ H 2 S 1 , µ Leb (T ∩ Λ) = 0. Note that the measure µ Leb on T is the one induced by the measure on S 1 . Fix an identification of ∂ H 2 with R ∪ {∞} so that T = [0, L]. Since (T, µ Leb ) is C-biLipschitz to T endowed with the distance | · | induced by R, it is enough to prove our claim using | · |.
We want to apply Lemma 6.2 and we claim that it is enough to verify the assumptions only for subintervals I = [a, b] ⊂ T whose extrema a, b belong to Λ(Γ). Indeed, consider a = inf{x ∈ [a, b]|x ∈ Λ} and b = sup{x ∈ [a, b]|x ∈ Λ}. We have I = [a, a ) ∪ [a , b ] ∪ (b , b] and the first and the last subintervals are contained in I \ Λ.
We will use the following observation:
Remark 6.3. If Σ is a complete hyperbolic structure on a compact surface with non-empty boundary, there is a constant r = r(Σ) such that for every p ∈ Σ, the distance of p from the boundary is at most r.
Consider the unique point p in the geodesic between a and b with imaginary part (b − a)/2. Note that p ∈ Σ because a and b are in the limit set. By Remark 6.3, there is a point q ∈ ∂ Σ at distance at most r from p, which implies that Im q ≥ e −r (b − a)/2. Moreover q belongs to a lift of a boundary component of Σ with endpoints c < d in I, so (c, d) ⊂ I \ Λ, and we have
So we can set λ = e −r and apply Lemma 6.2 to deduce that |Λ ∩ T | = 0. Theorem 6.4. Let Σ be a surface with nonempty boundary and let ρ : π 1 (Σ) → Sp(2n, R) be an Anosov maximal representation. For every peripheral element γ we have:
where φ is the boundary map associated to ρ and δ α is the peripheral element associated to α and different from γ.
Remark 6.5. Observe that the inequality
immediately follows from the fact that the Finsler translation distance of γ is attained at the projection p γ (φ(x)) of any point φ(x) in the image of the boundary map (Lemma 3.5) together with the additivity of the Finsler distance along causal paths (Lemma 3.6). Obviously the same inequality holds also if some peripheral element is not Shilov hyperbolic, as long as ρ(γ) is, restricting the sum to the orthogeodesic corresponding to pairs of peripheral elements whose image is Shilov hyperbolic.
Remark 6.6. Note that we can rewrite Theorem 6.4 as the Basmajian identity for cross-ratios associated to maximal representations, stated in the introduction as Theorem B. Indeed, it follows from Lemma 2.25 that
and we have already noticed in Section 3.2 that for any element γ ∈ Γ
To prove Theorem 6.4, we will use the same strategy explained in Section 6.1. The similarities will be evident as we will consider the upper-half space model for the symmetric space associated to Sp(2, R); the maximum eigenvalue of the imaginary part of a point in X will play the role of the imaginary part of a point in H 2 .
Consider [[x, γx]] = {x, γx} ∪ ((x, γx)) ⊂ ∂ H 2 and denote by the Finsler translation distance of γ. We can assume that φ(γ + ) = l ∞ , φ(γ − ) = 0, φ(x) = Id, up to conjugating with an element in Sp(2n, R). We define a monotone map
where the equality follows from Lemma 2.14 and Remark 3.3 (see also the proof of Lemma 3.6). For any orthotube α so that δ + α , δ − α ∈ ((x, γ · x)), let I α be
and X = α I α . Proving Theorem 6.4 is then equivalent to showing that µ Leb (X) = , which in turn is the same as proving that µ Leb ([0, ] \ X) = 0. We want to use Lemma 6.2; as in the classical case, we know that we can reduce ourselves to consider subintervals of [0, ] with endpoints in θ(Λ(Γ)). So it is enough to prove the following: Proposition 6.7. There exists a constant λ > 0 such that for every a, b ∈ θ(Λ(Γ)) there is
To be able to use Remark 6.3 in this setting, we first need a ρ-equivariant map from the unit tangent bundle of the hyperbolic plane into X . Recall that we fixed a cocompact action h of DΓ on H 2 . We parametrize the unit tangent bundle by positively oriented triples of points (a, b, c) on the boundary of the hyperbolic plane: a point (p, v) ∈ T 1 H 2 determines an oriented geodesic l and a and c denote its start and end points. Moreover, b is the point at infinity of the geodesic ray starting from p, orthogonal to l and to the right of l. We use the boundary map φ to define a Dρ-equivariant map
Proposition 6.8. The map F is a quasi-isometric embedding with respect to the Riemannian and Finsler metric on X .
Proof. Since the Riemannian and Finsler metrics on X are quasi-isometric, it is enough to prove the result for the Riemannian metric. It is shown in [BILW05, Corollary 6.2] that the restriction of F to a DΓ-orbit is a quasi-isometric embedding. The result then follows since DΓ acts cocompactly on H 2 and F is continuous (since φ is).
In the proof of Proposition 6.7 it will be useful to be able to relate the maximum eigenvalue of B − A to the logarithm of det BA −1 , for A, B ∈ φ(∂Γ).
Lemma 6.9. Assume (Id, A, B, mId) is maximal, for some m > 1. Then there exists k 1 , k 2 depending only on m and n such that
Proof. Since (Id, A, B, mId) is maximal, Lemma 2.2 and Lemma 2.13 imply that all eigenvalues of A and B are between 1 and m. Moreover it follows from Lemma 2.13 that all eigenvalues of BA −1 are bigger than 1, and since B − B 1/2 A −1 B 1/2 B is positive definite they are also smaller than m (compare with Lemma 2.12). Moreover B − A is conjugate to (A −1/2 BA −1/2 − Id)A, so by Lemma 2.12 (and since the eigenvalues of A are bigger than 1) we have
Because log x ≤ x − 1 for any positive x,
where in the second inequality we used the fact that (max ev(BA −1 )) n ≥ det(BA −1 ). Furthermore, log x x−1 is monotone decreasing for x > 1, so
Combining these inequalities and using the fact that the eigenvalues of A are smaller than m we get the result.
In the hyperbolic setting, given two points x, y ∈ Λ, we know that there exists a point p ∈ S ⊂ H 2 with Im p = y−x 2 and belonging to the geodesic of endpoints x and y. In the case of maximal representations, given x, y ∈ Λ, with φ(x) = A and φ(y) = B, we cannot guarantee that there is a point with imaginary part 1 2 (B − A) belonging to the path p A,B (φ(z)), for z ∈ ((x, y) ). Our next goal is to show that there exists z ∈ ((x, y)) so that the maximum eigenvalue of the imaginary part of p A,B (φ(z)) is large enough with respect to the maximum eigenvalue of B − A. We begin by computing the imaginary part of the projection onto a tube with endpoints (−C 2 , C 2 ):
Lemma 6.10. Assume that (−C 2 , T, C 2 ) is a maximal triple. Then
Proof. Let us choose γ ∈ Sp(2n, R) such that γ(0, l ∞ ) = (−C 2 , C 2 ). For example
which becomes, after some computations,
The following Proposition is the hardest step in the proof of Theorem 6.4, and requires a careful analysis of causal paths.
Proposition 6.11. There is an uniform constant k 3 depending on the representation ρ such that, for any ((x, y)) ⊂ ((γ − , γ + )), there exists z ∈ ((x, y)) with max ev(Imp φ(x),φ(y) (φ(z))) > k 3 max ev(φ(y) − φ(x)).
Note that while the constant k 3 is independent on γ, for the statement to make sense we need to know what φ(x) and φ(y) are in ((0, l ∞ )) = ((φ(γ − ), φ(γ + ))), so that we can identify them with positive definite symmetric matrices.
Proof. Up to the action of an element H ∈ Sp(2n, R) of the form H = Id K 0 Id (whose action doesn't change the imaginary part) we can assume φ(x) = −C 2 and φ(y) = C 2 , for some positive definite matrix C. So 2 max ev(C 2 ) = max ev(φ(y) − φ(x)).
As in Lemma 6.10 we will denote
for t ∈ ((x, y)). M (t) forms a continuous monotone curve with M (x) = −Id and M (y) = Id. Without loss of generality, we can assume that e 1 is an eigenvector of C for its maximum eigenvalue. Then we get max ev Imp φ(x),φ(y) (φ(t)) = max
So it is enough to show that there exists an uniform k 3 > 0 such that for each such path there exists t ∈ ((x, y)) with
Notice that, for every t ∈ (x, y), the matrix X(t) is a positive semidefinite matrix, and all its eigenvalues and diagonal coefficients are smaller than one: indeed, by monotonicity, all eigenvalues of M (t) are in absolute value smaller than one.
Since any matrix in Sym(n − 1, R) is orthogonally congruent to a diagonal matrix, for every t there exist a orthogonal matrix D(t) of the form
such that D(t)XD(t) −1 has the form (6.1)
Here the only non-zero values of D(t)XD(t) −1 are the numbers a(t), b i (t), c i (t), and c i (t) are the eigenvalues of the (n − 1)-dimensional lower right block of X(t). Observe that a(t) = (X(t)e 1 , e 1 ) and there exist vectors v i (t) ∈ R n of norm one such that c i (t) = (X(t)v i , v i ). In particular, since, for all t, X(t) is a positive semidefinite matrix whose eigenvalues are strictly smaller than one, we deduce 0 ≤ c i (t) < 1 and 0 ≤ a(t) < 1. We get from Equation 6.1
, where the third equality follows by expanding the determinant of Id + X(t) with respect to the first row. Here we denote by (Id + X(t)| e 2 ,...,en the (n − 1)-dimensional lower right block of X(t), the choice of the notation is motivated by the fact that we understand the symmetric matrix Id+X(t) as representing a bilinear form. In this notation we have det(Id+ X(t)| e 2 ,...,en ) = c 2 (t) . . . c n (t) Now, assume by contradiction that for all t, x(t) is smaller than
Since 0 ≤ c i (t) < 1:
Let us now write the matrix M (t) in block form as
where N (t) is a matrix in Sym(n − 1, R). We have
The rest of the proof is devoted to deducing a contradiction from the fact that N (t) is a monotone path in Sym(n − 1, R), −m(t) is a strictly decreasing function, but N (t) has almost eigenvectors for the value m(t) (since
In order to make this idea precise, we focus on the subinterval J of ((x, y)) on which m(t) 2 is smaller than 1/2 − 4ρ (which is nonempty because m(t) varies continuously between −1 and 1). Then
which implies that d(t) 2 > 1 2 . Fix an orthonormal basis v 2 (t), . . . , v n (t) of eigenvectors for N (t) (these exist since N (t) is symmetric), where v i (t) is an eigenvector corresponding to the eigenvalue n i (t). Observe that since M (t) forms a monotone path, also N (t) forms a monotone path in Sym(n, R), and in particular n i (t) are monotone functions with n i (x) = −1, n i (y) = 1. We can write
which implies, taking the norm squared, that:
and hence for each i |α i (t)(n i (t) + m(t))| < 8ρ.
Note that since
form an open cover of J. But in each J i
that is, n i (t) and −m(t) are very close. Since n i (t) is strictly increasing and −m(t) is strictly decreasing, the J i are connected. Consider the subinterval I of J where m(t) 2 ≤ 1 4 . We can write it as
where k ≤ n and for each j there exists an i such that [x j−1 , x j ] ⊂ J i . We know that m(x k ) − m(x 0 ) = 1; at the same time
√ nρ which gives a contradiction because ρ is smaller than 1 64n 3 .
The following Lemma should be understood as an analogue, in the Siegel space, of the fact that the closest point to i in the horoball {x + iy 0 |x ∈ R} ⊂ H 2 is iy 0 .
Lemma 6.12. For every Z ∈ Sym(n, R) and Y, W ∈ Sym + (n, R) with Y − W positive definite, we have:
Proof. We know that dā
where 1 ≥ r 1 ≥ . . . ≥ r n ≥ 0 are the eigenvalues of the cross-ratio R(iY, Z −iW, Z +iW, −iY ). Since the function
is monotone increasing on (0, 1) and d R (iY, Z + iW ) ≥ dā + (iY, Z + iW ) 1 , we want to estimate the quantity log
We set S = Y −1/2 ZY −1/2 and T = Y −1/2 W Y −1/2 . By Lemma 2.13, T is positive definite and all its eigenvalues are smaller than 1. One can show by explicit computations that R(iY, Z − iW, Z + iW, −iY ) is conjugate to
1 , where x 1 is the maximum eigenvalue of X.
Note that X is Hermitian, so its maximum eigenvalue is at least the maximum eigenvalue of its real part: indeed, because Im(X) is antisymmetric, if λ is the maximum eigenvalue of Re(X) and v is an eigenvector for λ of norm one, we have
As a consequence,
where m is the minimum eigenvalue of T . Thus
because m < 1. Using Lemma 2.12, we get Proof. Up to translating horizontally (as at the beginning of the proof of Proposition 6.11), we can assume C = −E 2 and D = E 2 , for some matrix E. We know from Lemma 6.10 that the imaginary part of a point Y ∈ Y −E 2 ,E 2 can be written as E(Id − M 2 )(Id + M 2 ) −1 E for some positive semidefinite matrix M whose eigenvalues are smaller than 1. By Lemma 2.12 we have
We can now prove the key step for Theorem 6.4.
Proof of Proposition 6.7. Given a = θ(s) and b = θ(t), with s, t ∈ Λ(Γ), we want to find a boundary component
, for some λ independent on a and b. Let z ∈ ((s, t)) given by Proposition 6.11. By Remark 6.3 and Proposition 6.8, we know that there exist k 4 > 1 and w ∈ F T 1 ∂ Σ at distance at most log k 4 from p φ(s),φ(t) (φ(z)). Here F : T 1 H 2 → X is the Dρ-equivariant quasi-isometric embedding studied in Proposition 6.8. Denote by s < t the points in ((s, t)) such that w ∈ Y φ(s ),φ(t ) and let c = θ(s ) and d = θ(t ).
Note that (φ(x), φ(s ), φ(t ), φ(γ · x)) is maximal, and hence so is (φ(x), φ(s ), φ(t ), mId) where m = max ev(φ(γ · x)). But since the translation length of γ is and we assumed that φ(x) = Id (which implies that all eigenvalues of φ(γ · x) are bigger than one), we can deduce that m < 2e and hence (φ(x), φ(s ), φ(t ), 2e Id)
where we apply Lemma 6.9 in (i) and (v), Lemma 6.13 in (ii), Lemma 6.12 in (iii) and Proposition 6.11 in (iv). Figure 5 . A schematic picture of the situation described in the proof
Geometric Basmajian-type inequalities
This section is dedicated to the proof of Theorem A and to showing that the gap between the middle and right-hand side term in the inequalities (A1) and (A2) can be arbitrarily large.
We will need a preliminary lemma concerning the vectorial length of orthotubes.
Lemma 7.1. Given two peripheral elements γ, δ, we have
Proof. Let Y a,b be the R-tube orthogonal to both Y γ and
is a maximal 4-tuple, by Lemma 2.4 we can assume (up to the action of Sp(2n, R)) that
where Λ = diag 1 λn , . . . , Figure 6 . A schematic picture of two R-tubes and their orthogeodesic By Lemma 2.24, Y 0,l∞ is the R-tube orthogonal to Y γ and Y δ and it intersects them in iId and iΛ. As a consequence, by Lemma 2.14
Moreover, Lemma 2.25 implies that the distance dā
given by the logarithm of the eigenvalues of R(φ(γ − ), φ(δ + ), φ(δ − ), φ(γ + )). Now using (2.1) we obtain
7.1. The Finsler metric. We show the Basmajian-type inequality for the Finsler metric and for a single boundary component:
Theorem 7.2. Let Σ be a compact surface with boundary and γ ∈ Γ = π 1 (Σ) a peripheral element. Given an Anosov maximal representation ρ : Γ → Sp(2n, R), we have
log coth F (α) n with equality if and only if ρ is the diagonal embedding of a hyperbolization.
This result, together with Remark 4.3, implies the Finsler metric part of Theorem A. The first step is to relate F (O(γ, δ)) to the distance between the orthogonal projections of the extremal points of Y δ on Y γ . For the reader's convenience, since we will use multiple properties of log coth(x), Figure 7 shows the graph of this function.
Lemma 7.3. Given two peripheral elements γ, δ, we have
with equalities if and only if all the eigenvalues of R(φ(γ − ), φ(δ + ), φ(δ − ), φ(γ + )) are equal. Figure 7 . The graph of log coth(x) (drawn using Mathematica)
where the first equality is given by Lemma 7.1 and the inequality follows from the convexity of log coth(x). On the other hand by the monotonicity of log coth(x)
Since log coth is strictly convex and strictly monotone, there are equalities if and only if
Because log coth(x) is strictly decreasing, this is also equivalent to the fact that, for each pair i, j,
namely that all eigenvalues of R(φ(γ − ), φ(δ + ), φ(δ − ), φ(γ + )) are equal (Lemma 2.25).
In order to prove that the equalities characterize diagonal representations we need the following lemma:
Lemma 7.4. Assume that an equality in Theorem 7.2 holds. Then
Proof. Denote by Φ γ,SL the map π SL • p γ • φ and by Φ γ,R the map π R • p γ • φ. We will prove that for each x, y ∈ Λ(Γ) \ {γ − , γ + } we have Φ γ,SL (x) = Φ γ,SL (y).
Observe that since, by assumption, an equality holds in Theorem 7.2, we have necessarily that the corresponding equality in Lemma 7.3 is satisfied. If in particular, δ ∈ Γ is such that (x, δ + , δ − , y) is positively oriented, as a consequence of Lemma 7.3 we have that all
is conjugated to a symmetric matrix, this means
for some λ. Up to the action of the symplectic group, we can assume
for some A ∈ Sym + (n, R). Under these assumptions, by [BP17, Lemma 4.3],
where the last inequality is a consequence of Lemma 2.20. By repeating the argument, we obtain the same inequality for any finite sum of δ. Taking the limit we get
Using Remark 2.22 and Theorem 6.4, we deduce
Proof of Theorem 7.2. Theorem 6.4 and Proposition 7.3 imply that both inequalities in Theorem 7.2 hold. If ρ is the diagonal embedding of a hyperbolization, then the inequalities are identities by the classical Basmajian's identity. Let us then prove the reverse implication. Observe that the boundary of a diagonal disk is given by
So as a consequence of Lemma 7.4 we get that, up to conjugating the representation in Sp(2n, R), the image φ(Λ(Γ)) is contained in ∂Diag. This implies that ρ(Γ) preserves ∂Diag and hence ρ(Γ) ⊂ Stab Sp(2n,R) (∂Diag).
It can be directly checked that Stab Sp(2n,R) (∂Diag) = aX bX cX dX a b c d ∈ SL(2, R), X ∈ O(n) SL(2, R) × O(n), which finishes the proof.
7.2. The Riemannian metric. We begin the section deducing from Theorem 6.4 an inequality for the Riemannian distances.
Proposition 7.5. Let ρ : π 1 (Σ) → Sp(2n, R) be an Anosov maximal representation, for Σ with nonempty boundary. For every peripheral element γ we have:
Proof. Consider the peripheral elements δ such that ((δ + , δ − )) ⊂ ((x, γx)) for some fixed x ∈ Λ(Γ). As they are countably many, we can index them as {δ i } i∈N . For every k ∈ N, consider {δ 1 , . . . , δ k }. Up to reordering them, assume that δ 
and
By definition, as k → ∞
So it is enough to show that B k → 0 as k → ∞. For every k, by Lemma 2.10 we have
By Theorem 6.4 B F k tends to zero as k tends to infinity.
As in the Finsler case, the inequalities (A2) follow from a computation for each boundary component (Theorem 7.6) and Remark 4.3. Proof. We have
where the first and last inequalities follow from Lemma 2.10 and the middle one is given by Theorem 7.6. Note that the first inequality has also a geometric interpretation: since ρ(γ) preserves the tube Y γ , the Riemannian translation length of ρ(γ), R (γ) is at most the translation length in the tube, that, in turn, is at most the translation length in the Euclidean factor R.
For the other inequality, we have:
log coth ā + (α) n 2 where the first inequality is Proposition 7.5 and the second follows from Lemma 7.1 and the monotonicity of log coth(x). If ρ is the diagonal embedding of a hyperbolization, then the equalities holds as a consequence of the classical Basmajian equality. On the other hand assume that some equality holds. Then the corresponding equality holds in Theorem 7.2 and hence ρ is a diagonal embedding.
7.3. Extremal cases. In this section we show that there are sequences of maximal representations in which the length of the boundary components stay bounded away from zero, but the R-tubes associated to any two peripheral elements are arbitrarily far apart.
Proposition 7.7. For any n ≥ 2, L > 0 and η > 0, there is a maximal representation ρ : Γ 0,n+1 → Sp(2n, R) and a peripheral element γ such that log coth R (α) 2 √ n < η.
The following lemma from hyperbolic geometry will be useful to prove Proposition 7.7:
Lemma 7.8. For every L > 0, ε > 0, and n ∈ N, there exists a hyperbolic structure on a sphere with n + 1 boundary components such that one boundary component γ 0 has length L and there is an orthogeodesic α between γ 0 and another boundary component satisfying 2 log coth (α) 2 = L − ε.
Proof. Explicitly, we want α of length g(L, ε) = log e (L−ε)/2 + 1 e (L−ε)/2 − 1 .
It is enough to construct a pair of pants with one boundary component of length L and the orthogonal between this boundary and another one of length g(L, ε). Equivalently, we can construct a right-angled hexagon with one side of length If we find such x and y, there is a right-angled hyperbolic hexagon with non-consecutive sides of length 
Using this, inequality ( ) becomes
η sinh x sinh L 2 > (cosh x − sinh x) cosh L 2 + 1.
Let x 0 be such that cosh x − sinh x < 1; then it is enough to choose x > x 0 satisfying
Proof of Proposition 7.7. Choose 0 < ε = η n 2 . We write the fundamental group Γ 0,n+1 of an (n + 1)-punctured sphere as Γ 0,n+1 = γ 0 , . . . , γ n γ i = 1 .
Consider n hyperbolizations ρ i : Γ 0,n+1 → SL(2, R) so that ρ i (γ 0 ) has length L and the orthogeodesic α i between the axis of γ 0 and the axis of γ i satisfies the hypothesis of Lemma 7.8. Consider the representation ρ = diag(ρ 1 , . . . , ρ n ). Then F (γ 0 ) = nL 2 and R (γ 0 ) = √ nL.
The classical Basmajian's identity tells us that 2 α log cosh
Using the fact that the left-hand side term is bigger than 2 log cosh ρ i (α j ) 2 + 2 log cosh ρ i (α i ) 2 for any j = i and the assumption on ρ i (α i ) we can deduce that for any j = i
Look now at each term log coth
n : by convexity and monotonicity of log coth(x), we have log coth F (α) n = log coth If α = α j , we know thus that log coth F (α j ) n ≤ i =j log coth ρ i (α) 2 while if α = α j for all j we just consider that log coth
log coth ρ i (α) 2 .
Using these inequalities and reordering the terms we get On the other hand, the classical Basmajian's identity tells us that α =α i 2 log coth ρ i (α) 2 ≤ (γ 0 ) − 2 log coth ρ i (α i ) 2 = ε.
and this implies that
where the first inequality follows from Lemma 2.10.
7.4. Proof of Corollary 1.3. We conclude the paper with a proof of the geometric consequence of Theorem A mentioned in the introduction:
Proof of Corollary 1.3. We can assume that γ is a boundary component, otherwise we cut the surface along the corresponding curve and consider the restriction of the representation to the fundamental groups of the surface(s) obtained. Note that Theorem 7.6 implies that, for any orthotube α ∈ O Σ (γ), R (α) > 2 √ n arccoth exp R (γ) 2 √ n =: 2w(γ).
Suppose, by contradiction, that the neighborhood C(γ) = ρ(γ) \N w(γ) (Y γ ) is not embedded. This implies that there is an element δ ∈ Γ \ γ such that C(γ) ∩ δC(γ) = ∅. Looking at the universal cover X , this means that
and hence that there is an orthotube of length less than 2w(γ), a contradiction. Similarly, consider another element δ corresponding to a simple closed curve or boundary component disjoint from the curve represented by γ. If by contradiction the two neighborhoods intersect, we get that d R (Y γ , Y δ ) < w(γ) + w(δ) ≤ 2 max w(γ), w(δ) so we have again an orthogeodesic (seen as element of O γ (Σ) or O δ (Σ), depending on whether w(γ) or w(δ) is maximum) which is too short, a contradiction.
