We devote this note to the study of strict ρ-contractions. We characterize such operators in term on their restriction and quotient on some invariant subspace. Several special cases are discussed and some results in the scalar case are retrieved.
Introduction

Let H be a Hilbert space and let B(H ) be the algebra of all bounded operators on H . For T ∈ B(H ), we denote by σ (T ), σ p (T ), r(T ), ker(T ), Im(T )
and T * its spectrum, point spectrum, spectral radius, kernel, the range set and the adjoint operator respectively. An operator T ∈ B(H ) is said to be a ρ-contraction (ρ > 0) if there exists a Hilbert space K containing H as a closed subspace and a unitary operator U ∈ B(K) such that
where P H denotes the orthogonal projection from K onto H . The class C ρ of ρ-contractions was introduced by Sz-Nagy and Foiaş in [10, 11] . It is obvious from Eq. [5] ). For a bounded operator T , the ρ-numerical radius is defined to be w ρ (T ) = inf γ : γ > 0 and 1 γ T ∈ C ρ (H ) .
We notice that w 1 (T ) = T and that w 2 (T ) is the numerical radius; w 2 (T ) = w(T ) = sup{| T x|x |; x = 1}. We refer to [9] for definitions. We will say that T is a strict ρ-contraction provided that w ρ (T ) < 1. Strict ρ-contractions extend the class of strict contractions. We refer to [3] where a detailed study is initiated. We recall that given any two positive operators A, B, we have A > B if A − B is an invertible positive operator. We have T is a strict ρ-contraction if and only if σ (T ) ⊂ D and K ρ α (T ) > 0 for every α ∈ D. The following properties are well known and will be used here:
(1) C 1 (resp. strict ρ-contraction, that is T < 1) is the class of contractions (resp. strict contractions) and C 2 coincides with the class of all operators such that the numerical range w(T ) is contained in D.
(2) The operator T is a ρ-contraction if and only if
αT (ρI − (ρ − 1)αT ) −1 1 for every α ∈ D (criterion of Davis [7] ). We derive easily that T is a ρ-contraction if and only if αT (ρI − (ρ − 1)αT ) −1 < 1 (2) for every α ∈ D and that T is a strict ρ-contraction if and only if (2) is satisfied for every α ∈ D. [10] ). The latter is, for obvious symmetry reason, equivalent to ρI
Again, the case of strict ρ-contractions correspond to strict inequalities. (4) For the scalar multiple of the identity T = aI with a ∈ C, we have, T is a strict ρ-contraction, then |a| < 1. Moreover, since in this case
, we obtain immediately that aI is a strict ρ-contraction if and only if
Now straightforward computations show that aI is a strict ρ-contraction if and only if
In the next, we state the well known criterion of Douglas [8] about ranges and factorizations of operators (see also [6] for more information). Let T be a bounded operator and E be a closed invariant subspace of T , (T (E) ⊂ E). Then T ∈ B(E ⊕ E ⊥ ); has the following form:
Lemma 1 (Douglas criterion). Let A, B ∈ B(H ). Then the following conditions are equivalent:
We are concerned in this paper with the next problem.
Under which conditions on T 1 , T 2 and R is the operator T a ρ-contraction or a strict ρ-contraction?
The main results are given in Section 2. We discuss when T ∈ C ρ in term of T 1 ∈ C ρ , T 2 ∈ C ρ and some additional operator inequalities linking T 1 , T 2 and R. We then apply this description to characterize operators in C ρ in term of their quotients and restrictions to invariant subspaces. This includes the case of upper triangular operator matrices. In Section 3, we are interested in the scalar case where many results from [12, 13] are recaptured.
On ρ-contractions
We begin with the main result of this section which enables us to characterize the class of ρ-contractions in terms of their quotient and restriction to some invariant subspace.
Theorem 1. Let T ∈ B(H ), E be an invariant subspace of T and let
be the matrix of T with respect to the orthogonal decomposition H = E E ⊥ . Then the following are equivalent:
(1) T is a strict ρ-contraction; (2) T 1 and T 2 are strict ρ-contractions and
3) T 1 and T 2 are strict ρ-contractions and
2 ) for every α ∈ D; (4) T 1 and T 2 are strict ρ-contractions and for every α ∈ D, there exists a strict contraction
(5) The operators T 1 and T 2 are strict ρ-contractions and for any α ∈ D we have
.
We need the following lemmas.
Lemma 2. Let T =
A C C * B be a given operator matrix and suppose that B is invertible. Then
• T > 0 if and only if
Proof. The first assertion is classic and its proof is a direct application of Cauchy-Schwarz inequality and is hence omitted. T u|u > 0, we derive easily that A > 0 and B > 0. Then, we observe that
and we are reduced to prove CB −1 C * < A for A = I E and B = I E ⊥ , and it is then obvious. The rest of the proof is immediate.
For ρ-contractions, we have the following property:
Proof. Seeking for a contradiction, suppose that K We notice in passing that since
, the previous inequality is equivalent to the following:
which in turn is equivalent to the desired inequality.
(2) ⇐⇒ (3). From the equality
, we deduce that
is a strict ρ-contraction if and only if
is a strict ρ-contraction. We may suppose here without loss of generality that E and E ⊥ are isometric. It follows that
is a strict ρ-contraction, and this proves (2) ⇐⇒ (3).
Using Lemma 1, for every α ∈ D, (that can clearly be assumed nonzero) there exists a contraction C α such that |α|L
. Then, the assumption clearly forces C α to be a strict contraction.
To end the proof, it suffices to see that for α ∈ D, we have
. and hence (4) ⇐⇒ (5). Theorem 1 is proved.
Remark 1
(1) In the same manner we can give equivalent statements for ρ-contractions in the previous theorem by replacing strict inequalities by large ones for α ∈ D. (2) Davis criterium can be used to prove that (1) ⇐⇒ (2) ⇐⇒ (3) above. However, the proof given here is shorter and more clear.
Using the previous criterion, we now retrieve a classical result which is concerned with contractions in the traditional sense (see also Corollary 1 in [12] for the scalar case).
Corollary 1. Let T and E be as above, (1) The following assertions are equivalent:
(a) The operator T is a strict contraction (b) The operators T 1 and T 2 are strict contractions and we have
The operators T 1 and T 2 are strict contractions and we have
(2) The operator T is a contraction if and only if T 1 and T 2 are contractions and if there exists
a contraction C such that
Proof. (a) ⇒ (b).
If T is a strict contraction, then T 1 and T 2 are also strict contractions. Let r > 1 be such that the operator
remains a strict contraction. From Theorem 1 we get
for any α ∈ D. Now, taking |α| to 1 gives the required inequality.
We have
and hence f is nondecreasing. From (2) we can choose δ > 0 such that f (1) δ x 2 , for every x and we deduce that
for any α ∈ D. Since T 1 and T 2 are strict contractions, there exists r > 1 such that
for any α ∈ D(0, r). Using Theorem 1 we infer that sT is a contraction for every s ∈ [0, r].
Finally T is a strict contraction. The equivalence (a) ⇔ (c) outlines the previous proof. Suppose that T is a contraction, then from Theorem 1 (4) we get for every α ∈ D, there exists a contraction C α satisfying
Since I − |α| 2 T 1 T * 1 and I − |α| 2 T * 2 T 2 are norm converging, it suffices to consider any sequence α n ∈ D such that |α n | → 1 and C α n is weakly convergent to some contraction C.
Conversely, suppose that there is a contraction C such that
Now, using the functional calculus for non negative operators, we get
Hence C α is a contraction and again from Theorem 1 (4) we get T is a contraction.
As a consequence of Lemma 2, we have the following observations:
(1) If we intertwine the role of A and B, then if A is invertible, we get: T 0 if and only if
(2) If moreover BC = CB (resp. A * C = CA * ). Then T 0 if and only if A 0, B 0 and
In particular if C is a co-isometry (resp. an isometry), then T 0 if and only if A 0, B 0 and We deduce the following corollaries: 
R) is a doubly commuting triple, then T is in the class C ρ if and only if
Proof. If we assume that T is a strict ρ-contraction, we get r(T ) < 1, and hence K ρ z (T ) is well defined on some neighborhood of D. Since the ρ-kernel is harmonic with respect to z, it follows from Lemma 3 that T is a strict ρ-contraction if and only if K ρ e iθ (T ) > 0. Now we argue as in Theorem 1 to complete the proof.
Given T ∈ B(H ), we consider the symmetrized modulus [T ] =
T T * +T * T 2 . In the case where ρ < 2, we get
and for every r ∈ [0, 1] we have
If moreover, T 1 , T 2 and R are doubly commuting, then equations (3) and (4) together with the assumption
, then it follows from concavity that we have
Thus there exists δ > 0 such that f x (r) δ x 2 for every r ∈ [0, 1]. Now we need the following lemma. Let now α = re iθ ∈ D, then using the previous lemma , we get
Lemma 4. Let T be a bounded operator, then for every θ ∈ R, we have
Re(e −iθ T ) [T ].
Proof. Write
It follows that
On the other hand, we have
Finally we conclude by using Theorem 1.
For T ∈ B(H ) a contraction, we denote by p (T ) = σ p (T ) ∩ T the peripheral point spectrum of T . We have
Proposition 3. Let 1 ρ and T
= T 1 R 0 T 2 ∈ C ρ . Suppose that T 1
is a contraction and let
Proof. Let e ∈ ker(T 1 − ξI ) be a nonzero eigenvector associated with ξ . Since T 1 is a contraction, it comes that T * 1 e =ξe. Then, for α ∈ D, we have L ρ α (T 1 )e, e = 2(ρ − 1)(1 − Re(ᾱξ )). It follows that
We obtain R * e = 0 by taking α to ξ .
Corollary 4.
Let ρ 1, T ∈ C ρ and E ∈ Lat(T ) be such that T E = T 1 is a contraction. Then
Corollary 5. Let ρ 1 and T
= T 1 R 0 T 2 ∈ C ρ . If T 1
is a unitary operator acting on a finite
dimensional subspace, then R = 0.
For ρ = 2 we obtain the next special result.
and only if
and
Proof. From Theorem 1 we have T ∈ C 2 , if and only if T 1 , T 2 ∈ C 2 ; and
Moreover the class C 2 is close to convex combinations and this gives
Also from Theorem 1,
∈ C 2 yields in a similar way to
Theorem 2. Let T be such that r(T ) < 1 and let E ∈ Lat(T ). We write
Suppose that T i ∈ C 2 and let T i = 2 I − C * i C i C i be any Ando parametrisation of T i (see [1] ). Then, T ∈ C 2 if and only if
for every α ∈ T. Moreover, if R and C 2 are doubly commuting, then T ∈ C 2 if and only if
for every α ∈ T.
Since r(T ) < 1, we may take |α| = 1, and hence T ∈ C 2 if and only if for every α ∈ T, we have
. We then use the expressions above to conclude.
Let us denote A(D) the disc algebra, consisting of all complex continuous functions on D which are analytic in D. Let E be an invariant subspace of T ∈ B(H ) and let
be the matrix of T with respect to the orthogonal decomposition
then the operator f (T ) has the following form:
Recall also that we can give a formula (see [4] ) which compute
When T is a ρ-contraction, the previous results enables us to estimate the norm of R(f ) in terms of norms involving f (T 1 ), f (T 2 ). This is a useful tool (see [4] ).
More precisely, we have
Proposition 5. Let f be a non constant function in A(D) such that f (D) ⊆ D, T be a ρ-contraction and E ∈ Lat(T ). With respect to the above notations, we have
where ρ is given by
Proof. The mapping theorem from Section 5 in [3] tells us that the operator f (T ) belongs to C ρ where ρ is given by (5) . Applying Theorem 1 (4) we see that there exists, for every α ∈ D, a contraction C α such that
Then, we derive easily the desired inequality.
The scalar case
Throughout of this section T = The previous result retrieves Corollary 1 and 2 in [12] . In the sequel for convenience we introduce the following notations:
For x, y real numbers, we write x ∧ y = min{x, y} and x ∨ y = max{x, y}. We give now new criteria for scalar 2 × 2 matrix to be in the class C ρ . For the items (2)-(5) below, the approach here is different but leads to equivalent conditions to the ones given in [12, 13] . 
where Z denotes the set of the solutions (2 card(Z ∩ R) 4) of the equation
Since the conditions given in Theorem 3 are invariant under the transformations ρ → 2 − ρ and T → [(2 − ρ)/ρ]T (0 < ρ < 2), we may without loss of generality consider the case ρ 1. The case ρ = 1 has been treated in Corollary 6, consequently we may assume that ρ > 1 in the sequel. We will examine successively the different cases: We start by setting
Since ρ > 1, we get D i ∈ [0, 1] and we have Let (x, y) be a point of the unit circle where this infimum is reached, then from the Lagrange's method, there exists a real number λ such that ( * ) B = (λ − 2D)x C = λy.
Observing that B and C are both not equal to zero if and only if ab / ∈ R and |a| / = |b|. It forces λ to be different from 0 and 2D, then we see in this case that λ is solution of the equation Otherwise, if λ / = 0, we obtain y = 0 and therefore f (x, y) = A ± B + D. Thus, we only consider the quantity
Observing that
we summarize all under the form 
