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Abstract
This thesis presents data processing techniques for three different but related applica-
tion areas: embedding learning for classification, fusion of low bit depth images and 3D
reconstruction from 2D images.
For embedding learning for classification, a novel manifold embedding method is
proposed for the automated processing of large, varied data sets. The method is based
on binary classification, where the embeddings are constructed so as to determine one
or more unique features for each class individually from a given dataset. The proposed
method is applied to examples of multiclass classification that are relevant for large scale
data processing for surveillance (e.g. face recognition), where the aim is to augment
decision making by reducing extremely large sets of data to a manageable level before
displaying the selected subset of data to a human operator. In addition, an indicator for
a weighted pairwise constraint is proposed to balance the contributions from different
classes to the final optimisation, in order to better control the relative positions between
the important data samples from either the same class (intraclass) or different classes
(interclass). The effectiveness of the proposed method is evaluated through comparison
with seven existing techniques for embedding learning, using four established databases
of faces, consisting of various poses, lighting conditions and facial expressions, as well as
two standard text datasets. The proposed method performs better than these existing
techniques, especially for cases with small sets of training data samples.
For fusion of low bit depth images, using low bit depth images instead of full images
offers a number of advantages for aerial imaging with UAVs, where there is a limited
transmission rate/bandwidth. For example, reducing the need for data transmission, re-
moving superfluous details, and reducing computational loading of on-board platforms
(especially for small or micro-scale UAVs). The main drawback of using low bit depth
imagery is discarding image details of the scene. Fortunately, this can be reconstructed
by fusing a sequence of related low bit depth images, which have been properly aligned.
To reduce computational complexity and obtain a less distorted result, a similarity
transformation is used to approximate the geometric alignment between two images of
the same scene. The transformation is estimated using a phase correlation technique.
It is shown that that the phase correlation method is capable of registering low bit
depth images, without any modification, or any pre and/or post-processing.
i
For 3D reconstruction from 2D images, a method is proposed to deal with the
dense reconstruction after a sparse reconstruction (i.e. a sparse 3D point cloud) has
been created employing the structure from motion technique. Instead of generating a
dense 3D point cloud, this proposed method forms a triangle by three points in the
sparse point cloud, and then maps the corresponding components in the 2D images back
to the point cloud. Compared to the existing methods that use a similar approach, this
method reduces the computational cost. Instated of utilising every triangle in the 3D
space to do the mapping from 2D to 3D, it uses a large triangle to replace a number
of small triangles for flat and almost flat areas. Compared to the reconstruction result
obtained by existing techniques that aim to generate a dense point cloud, the proposed
method can achieve a better result while the computational cost is comparable.
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Chapter 1
Introduction
1.1 Research Topics
There are three applications (i.e. embedding learning, image fusion, and 3D recon-
struction) considered in this thesis, but there are two main areas of work: embedding
learning and image registration. Embedding learning techniques aim to convert data
from a high dimensional representation to a lower one while preserving the intrinsic
geometry of the data, while image registration techniques aim to determine a geomet-
rical transformation that aligns two images of the same scene. Although they do not
seem directly related to each other at first, both of them are often included as process-
ing stages in applications of computer vision and other relevant areas of science and
engineering. More recently, embedding learning is used as a pre-processing stage to
enhance the performance of image registration, such as for medical imaging [1–3], and
in hyperspectral imaging [4, 5].
1.1.1 Embedding Learning for Classification
Handling measurements in a high dimensional mathematical space occurs frequently in
applications of machine learning, computer vision, data compression, and information
retrieval, as well as many other areas of science and engineering. The measurements are
often represented as feature vectors, and the vector space associated with these vectors
is called the feature space. For example, a statistical classification task commonly refers
to determining which of a set of categories (i.e. classes) one or more new measurements
(i.e. data samples) should belong to, on the basis of an existing set of measurements
whose corresponding category information (i.e. labels) is known. Many classical clas-
sification algorithms have been proposed, and they are widely employed, e.g. Neural
Networks (NNs) [6,7], Support Vector Machines (SVMs) [8,9] and k-Nearest Neighbour
(k-NN) classifiers [10,11]. In real-world applications, data sets are usually represented
in high dimensional space. For example, a face image captured from a digital image or
a video frame often has many more degrees of freedom than that is required to define
and/or determine a perceptually meaningful structure for the purpose of identification
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or verification [12, 13]. Classifiers often suffer from some major problems as data di-
mension increases, such as increasing computational complexity, producing extremely
unreliable final results and so on [14,15]. To overcome these problems, techniques that
aim to learn a compact representation of the original multivariate data sets are often
employed. These reduce dimensionality by eliminating irrelevant and/or redundant
information that is present in the original high dimensional data.
In general, embedding learning refers to the process of extracting a subset from a
set of data samples. For statistical classification, embedding learning can provide a
compact and meaningful representation for a set of data samples in a high dimensional
feature space by defining or determining a specific embedded subset of data samples
in a reasonably low dimensional feature space from the original (high dimensional)
set. The resulting embedded set should preserve some of the original properties and
characteristics of the data. An example of learning a specific set of 2D embeddings
from a set of 3D data samples is shown in Figure 1.1 [13], which was plotted by using
MATLAB 2014b. The manifold of the data set (i.e. the local neighbour structures)
that is present in the 3D space is unwrapped, as it is converted to a 2D space.
In the literature, a broad range of algorithms for embedding learning have been
proposed [15,16]. Most algorithms differ from each other in the way that they preserve
important properties and characteristics that are present in the original set of data
samples during the learning process. The learning process refers to solving an optimi-
sation problem, which seeks to minimise or maximise an objective function, and whose
solution must satisfy a certain condition (i.e. a constraint). To achieve different preser-
vations of the important properties and characteristics, different objective functions
and the corresponding constraints are imposed according to the existing techniques.
Given a set of data samples that may have corresponding label information (i.e. which
class or classes each data sample belongs to), existing methods can be divided into the
following three categories, based on whether to utilise the label information and what
type of the label information is available. The first category is unsupervised learning,
where the techniques compute embeddings based only on certain feature properties and
characteristics that exist in the original data set, regardless of whether the correspond-
ing label information exists. The embedded set learned by unsupervised techniques is
a compact and informative representation of the original set which is based only on
features. The second category is supervised learning techniques, where the techniques
utilise the feature data and the corresponding label information when embeddings are
being constructed. The resultant supervised embeddings outperform unsupervised ones
in two ways: one is the grouping ability of the ones in the same class (i.e. keeping in-
terclass ones close together), and the other is the separation ability of the ones from
different classes (i.e. forcing interclass ones to move far apart). The last category is
called semi-supervised learning techniques, which are developed for the situation where
2
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Figure 1.1: An example of embedding learning (taken from [13] but redrawn here):
representing a set of 3D data samples in a 2D feature space, while preserving the local
neighbour structure of each data sample in the original 3D feature space.
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the label information is not complete (i.e. only part of the data set is labelled). Most
of these algorithms are some kind of combination of an unsupervised learning method
and a supervised one, i.e. employing an unsupervised learning method to consider all
the data samples and a supervised one to deal with only the labelled data samples.
The final performance of semi-supervised embedding learning methods are enhanced
compared to unsupervised learning, due to the employment of the supervised learning
techniques and the use of additional information (labels).
1.1.2 Image Registration & Its Application in 3D Reconstruction
Image registration is a fundamental problem in applications of image analysis related
areas. It aims to find one or more spatial transformations, so that two or more images
(commonly one reference image with one or more sensed images) of the same scene can
be geometrically aligned. Although the images are of the same scene, they differ from
each other because they may be taken at different times, from different viewpoints,
and/or by different sensors [17, 18]. For instance, in medicine, images taken from dif-
ferent modalities (i.e. using different wave bands, such as X-ray radiography, Magnetic
Resonance Imaging (MRI), medical ultrasonography and so on) are aligned to assist di-
agnosis. Image registration has become a crucial stage in tasks such as remote sensing,
medical imaging and computer vision, where final information is based on combining a
number of images. An example of image registration for image mosaicing [19] is shown
in Figure 1.2.
Generally, in 2D images, there are three major types of variations in images that
make them look distinct [17]. The first type of variation is caused by the process
of image acquisition, which leads to image misalignment. The second variations are
changes in the intensity values, due to changes in lighting conditions or relative contrast
in different modalities. The last type of variation is caused by changes in the scene,
such as moving objects. A spatial transformation between two images is sufficient
to remove the first type of variation, but not the other two types of variation. They
generate a more difficult problem in image registration, since an exact match is difficult
to achieve [17]. The problem would not be critical, as long as the changes in intensity
values are relatively small compared to the original intensity values, and the moving
object is not the object of interest in the taken images. As shown in Figure 1.2d, the
part of a car in the bottom right of the image (white area) is not removed after applying
image registration. Also as shown in Figure 1.2f, the final result of image mosaicing is
reasonable, because the part of the car is not the main object of interest in the three
images.
Over the years, a broad range of techniques for image registration have been pro-
posed for a wide variety of areas [17, 18, 20, 21]. Unfortunately, because images to be
registered are normally acquired under a large variety of different conditions, there is
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(a) Reference image (b) Sensed image 1 (c) Sensed image 2
(d) Registered Sensed image 1 (e) Registered Sensed image 2
(f) Final result of image mosaicing
Figure 1.2: An example of image registration for the application area in image mosaicing
no one existing method that can achieve an optimal performance when the alignment is
across different types of sensor, platform and/or problem [18, 22]. Existing techniques
for image registration can be classified into two major categories: area based methods
and feature based ones. The area based methods process images without detecting any
salient points, but consider image areas as features. Usually, windows (i.e. an area of
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the image) of predefined size are used for the estimation of corresponding transforma-
tion models, which describes mathematical relationships between images for alignment.
However, because they only make direct use of matching image intensity values, with
no analysis of image structures, they are sensitive to the changes in intensity value.
Compared to area based methods, feature based ones work by detecting more robust
features: usually sets of points or small blocks detected in the reference and sensed
images. The aim of these methods is to find the pairwise correspondence between the
detected features in the different images, using either the spatial relations or various
feature descriptors.
In general, the process of image registration can be divided into the following four
stages: detecting features, where the information in the images is useful for matching
is extracted; matching features, where the correspondences are established between the
features detected in the reference and sensed images; estimating the transformation
model, where the type and the parameters in the spatial transformation are estimated,
on the basis of the established correspondences of the detected features; and trans-
forming & resampling images, where the sensed images are transformed and resampled
according to the estimates of the spatial transformation [18].
Detecting Features Features commonly refer to significant areas in images, i.e.
salient regions, lines or even points, which are manually selected or, preferably, auto-
matically detected [17,18]. Nevertheless, the features should be distinctive, expected to
be easily detectable and somehow stable, i.e. the same features detected from different
images should share sufficient common elements, even in situations where images do
not cover the exactly the same scene and/or the objects present in images are occluded.
Ideally, any applicable method should be able to detect the same features in all of the
possible images of the same scene, and be insensitive to any assumed type of geometric
deformation and/or additive noise.
Matching Features In this stage, the features detected in different images are
matched to each other. The matching process is based on either various measures
of image intensity values between the detected features and the several nearest neigh-
bours, or a similarity measure of the descriptors constructed according to the detected
features. Since any incorrectly matched pairs of features will cause the performance to
suffer in the following stages, the algorithms proposed for matching features should be
robust. Some existing techniques (i.e. area based methods) merge the current stage
with the next one, because once the pairs of feature correspondences have been de-
termined, they can directly estimate the parameters required by the transformation
model.
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Estimating Transformation Models The spatial transformation that can geomet-
rically align two images is estimated in this stage. Based on the prior information about
the assumed transformation model, the parameters required by the spatial transforma-
tion are computed using the established matched pairs of feature correspondences. The
estimated model of the spatial transformation should result in a reasonable transforma-
tion, where the corresponding matched pairs are located as close as possible. If there is
no prior information available, the estimated model should be both flexible and general
enough to handle all possible spatial transformations for geometrical alignment.
Transforming & Resampling Images After the model of a spatial transformation
has been estimated, the images can be geometrically aligned by mapping the sensed
image(s) into the spatial coordinate of the reference image. Since the new pixel coordi-
nate of the registered image is determined according to that of the reference image, a
non-integer pixel location is often generated, where no appropriate intensity value can
be assigned directly. To address this problem, the sensed images are often resampled
employing an appropriate intensity interpolation technique. The choice of the intensity
interpolation technique depends on the trade-off between the registration accuracy and
the computational complexity. In general, the technique of bilinear interpolation is
sufficient enough for practical applications [18].
3D Reconstruction from 2D Images
3D reconstruction from 2D images is a challenging task in computer vision and com-
puter graphics. It represents a process of obtaining 3D information about the geometry
of a scene from 2D images of this scene. Depth data is the 3D component missing from
given 2D images. To recover depth data, image registration serves as the key part. This
is because a 3D point can be reconstructed by triangulation [23], with the use of its cor-
responding pixel locations in the 2D images that have already been matched through
image registration. To apply triangulation methods, it is an important prerequisite
that the pose and calibration of each camera used should be determined. Traditional
methods require a priori information about 3D positions, such as the 3D location and
pose of camera, or the 3D location of ground control points [23]. However, there is
a method called Structure from Motion (SfM) [23, 24], which can simultaneously and
automatically get the camera pose and scene geometry. It is achieved by employing a
method called bundle adjustment [25, 26], which is based on matched pixel locations
extracted from multiple 2D images that are overlapping and offset.
1.2 Novel Contributions
For embedding learning, a new approach has been proposed to try to overcome the
problem where only a small number of data samples are available to characterise the
7
underlying structure of a given dataset. It attempts to generate a feature space formed
by distinct feature(s) of each class, which could potentially enhance the grouping of the
data samples in this class while separating them from those in the remaining classes.
Compared to the existing techniques that try to find distinguishing features, each of
which attempts to separate all classes, this approach focuses on finding the distinct
characteristics of one class at a time. It results in the following two contributions:
Firstly, the idea of One-Vs-All (OVA) [27, 28] which decomposes a multiclass classi-
fication problem into several binary ones is applied to embedding learning. It finds
distinct feature(s) for each class individually, so that the data samples in this class can
be uniquely defined, and then separated from those in the remaining ones. Secondly,
to overcome the problem of the imbalanced number of data samples when addressing
final optimisation, a weighted pairwise constraint indicator is proposed to balance the
contributions of the data samples from a target class and those from the remaining
classes.
For image registration, to reduce the usage of on-board computational resources
in small Unmanned Aircraft System (UAS) platforms, an approach can be employed
using low bit depth images instead of full bit depth ones. It only transmits the first
few Most Significant Bits (MSBs) of image data, and it is based on the assumption
that the most important information of each image (e.g. the main structure of the
scene) is contained in the MSBs. To address the problem that low bit depth imagery
can discard image details within the Least Significant Bits (LSBs), it has been found
that the discarded details may be reconstructed by fusing a sequence of related low
bit depth images if there is sufficient noise in the images, when the temporal sequence
has been aligned by image registration [29]. Additionally, the area based registration
method Phase (Fourier) Correlation is employed here, to achieve a low computational
complexity. It results of the following two contributions: Firstly, the phase correlation
method is demonstrated to be capable of registering low bit depth images (up to a
distortion caused by a similarity transformation), without any modification, or any pre
and/or post-processing. Secondly, the image details discarded due to quantisation of
low bit depth imagery can be reconstructed with high fidelity by fusing a number of
related low bit depth images with noise.
For 3D reconstruction from 2D images, a new approach has been proposed to achieve
a good trade-off between the reconstruction details and the computational load. Unlike
the common approach that maps 2D image triangles one by one to the 3D scene, it forms
several large triangles to describe a flat or almost flat region. Each of the large triangles
actually covers a number of small triangles, and they are formed based on the boundary
points of the region. It results in two contributions. Firstly, to describe a region with a
number of triangles, the triangles formed based on boundary points of this region can
achieve a minimum solution. Secondly, for a flat or almost flat region, several large
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triangles can achieve almost same performances when describing this region, compared
one that based on all small triangles at considerably lower computational cost.
1.2.1 Publications
Parts of the above novel contributions have been presented at conferences and published
in a journal paper:
1. Y. Chi, E.J. Griffith, and J.F. Ralph. Low bit depth images for small, micro-
scale UAVs. In 6th International Conference on Imaging for Crime Detection
and Prevention (ICDP 2015), London, UK, 15-17 Jul. 2015, pages 21–26. IET,
2015
2. Y. Chi, E.J. Griffith, J.Y. Goulermas, and J.F. Ralph. Binary data embed-
ding framework for multiclass classification. IEEE Trans. Human-Mach. Syst.,
45(4):453–464, 2015
3. Y. Chi, E.J. Griffith, J.Y. Goulermas, and J.F. Ralph. Binary data embedding
framework for face recognition. In 5th International Conference on Imaging for
Crime Detection and Prevention (ICDP 2013), London, UK, 16-17 Dec. 2013,
pages 102–107. IET, 2013
4. E.J. Griffith, Y. Chi, M. Jump, and J.F. Ralph. Equivalence of BRISK descriptors
for the registration of variable bit-depth aerial imagery. In 2013 IEEE Interna-
tional Conference on Systems, Man, and Cybernetics (SMC), Manchester, UK,
13-16 Oct. 2013, pages 2587–2592. IEEE, 2013
1.3 Structure of Thesis
This thesis is further divided into six chapters:
• Chapter 2, Embedding Learning for Classification, describes the main con-
cepts of embedding learning for classification, and examines the commonly used
techniques in unsupervised, supervised and semi-supervised embedding learning,
as well as the embedding learning techniques for multi-label classification.
• Chapter 3, Image Registration & Its Application in 3D Reconstruction,
shows how a pinhole camera model leads two 2D images of the same scene to be
related by a transformation model, and examines the commonly used techniques
for registering 2D images - both area based and feature based. Additionally, the
structure from motion technique is examined here, it reconstructs a 3D scene
from a number of 2D images of this scene based on image registration.
9
• Chapter 4, Binary Data Embedding Framework, describes the motivation
and technical details of the work that has been done for embedding learning,
and additionally an experimental evaluation is conducted to demonstrate the
performance of the proposed method.
• Chapter 5, Image Reconstruction by Fusing Low Bit Depth Image, pro-
vides the motivation and whole process of the work that has been done for image
reconstruction, as well as an evaluation of the reconstruction process to show the
reconstruction quality.
• Chapter 6, 3D Scene Reconstruction from 2D images, presents the motiva-
tion and whole process of the work done that has been done for 3D reconstruction,
and additionally an experimental evaluation is conducted to demonstrate the per-
formance of the proposed method.
• Chapter 7, Conclusions & Future Work, summarises the overall work that
has been done, and suggests possible future work.
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Chapter 2
Embedding Learning for
Classification
This chapter, describes the background of embedding learning and introduces the stan-
dard mathematical notation that will be used in later chapters. Subsequently, a broad
review of the well known techniques for embedding learning is presented.
2.1 Background
Embedding learning aims to embed a set of data samples into a lower dimensional fea-
ture space that can capture the meaningful degrees of freedom present in the data. It
has become an essential processing stage in many applications in science and engineer-
ing [14]. In recent years, a wide range of algorithms for embedding learning have been
proposed [15, 16]. The existing algorithms can be split into two different categories,
based on whether there is an explicit relation between a set of data samples and its
corresponding set of embeddings. One is nonlinear learning, where the techniques, such
as Locally Linear Embedding (LLE) [13], Laplacian Eigenmaps (LE) [34], and other
algorithms proposed in [12,35–40], generate resultant embeddings that have no explicit
relation to the original set. In other words, there is no linear relationship between
the original set and the corresponding embedding results. The other category is linear
learning, where there exists an explicit relation, and it is captured by a linear map-
ping/projection function. Here, the focus will be on the methods in the later category,
since they are usually insensitive to the parameters [41], have lower computational
complexity [41], and are simpler and straightforward for real-time applications. For
instance, for the purpose of classification, once a linear mapping/projection function
has been determined from a training set (i.e. a set of data used for learning), it can be
used for mapping/projecting any data sample in the corresponding test set (i.e. a set
of data used solely for testing generalisation performance) to the same feature space,
for further identification or verification.
The early techniques were proposed to work in an unsupervised way, where they
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generate embeddings only based on specific feature properties and characteristics of
a set of data samples, without explicit knowledge of the identifies or classes of the
data. For example, Principal Component Analysis (PCA) [42] aims to yield an orthog-
onal projection function, so that the corresponding embedding results are uncorrelated
to each other, and the corresponding total variance is maximised. Latent Semantic
Indexing (LSI) [43] attempts to obtain a lower rank approximation to represent the
original set. Both methods take into account the global structure of the original set
when determining the mapping functions, but not the local structure. As a result, it
is likely that the local structures of the resultant embeddings become distorted. To
overcome this problem, various methods using manifold learning and spectral analysis
have been developed to take into account the local structure information when generat-
ing embeddings [12,13,34–38,40,44–49]. For example, Locality Preserving Projections
(LPP) [44], Orthogonal Locality Preserving Projections (OLPP) [45] and Orthogonal
Neighbourhood Preserving Projections (ONPP) [45] focus more on the local structures
of the original set to preserve the essential geometry. This can be captured by pairwise
proximity information based on constructed graphs for the local neighbours of each
data sample [14]. These techniques differ from each other through different assump-
tions on how to construct graphs of local neighbours and enforce constraints: ONPP
assumes that each data sample can be represented by a linear combination of its local
neighbours, while LPP and OLPP employ similarity measures to capture graphs of lo-
cal neighbours. Additionally, both OLPP and ONPP indicate that each dimensionality
of the resultant linear mapping/projection function should be orthonormal.
When a set of data samples possesses a good arrangement between the features and
the corresponding classes (i.e. the data samples in the same class are located nearby,
while those from different classes are located far away), the above unsupervised methods
can obtain a good and informative representation of the original set, based only on
certain feature properties and characteristics, and no local information. However, for
a real world dataset, a good arrangement may not always hold. Therefore, there may
exist confusing data samples in the original set (i.e. data samples from different classes
are located nearby, and/or those in the same class are located far away), and then both
global and local structures of the original set become unreliable due to the existence of
the confusing data samples. The resultant embeddings, which are only learned on the
basis of feature properties and the characteristics of the original set, may degrade the
final performance. Additionally, the local neighbour information, which is utilised by
some unsupervised methods, is based on one type of distance measure (metric) between
each data sample and its neighbours in the original feature space. It may be influenced
when there exists a bad arrangement between the features and the labels. As a result,
these methods may fail to overcome the problem, and can increase the misclassification
rates, e.g. neighbouring data samples near the class boundaries in the original feature
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space may get projected into a wrong class in the embedded feature space.
To avoid such problems, techniques that use the set of data samples and the cor-
responding label information have been proposed. These techniques are supervised
learning methods. They improve the grouping ability of the data samples in the same
class (i.e. intraclass), whilst increasing the separation ability of those from different
classes (i.e. interclass). Most of the supervised methods attempt to embed a set of
data samples, so that the data samples of intraclass are made to be close together and
the interclass data samples are as far apart as possible. For example, both Fisher Dis-
criminant Analysis (FDA) [50] and Maximum Margin Criterion (MMC) [51] achieve
this based on the additional use of the label information to capture the within-class
and between-class scatters (i.e. the estimates of the corresponding covariance matrices)
for respective intraclass and interclass information of the original set. Both methods
encourage all of the data samples of the same class to stay close together and those of
different classes to move apart, with a slight difference in the way of formulating each
objective function - FDA utilises the ratio of the two scatters, while MMC [51] utilises
the difference between the two scatters (intra- / interclass). Various other methods
have been proposed [52–66], and the majority of these are based on using rules similar
to that of FDA and MMC with slight variations or incorporating the label informa-
tion into the pairwise proximity information modified by the unsupervised methods.
For example, Marginal Fisher Analysis (MFA) [52], Discriminative Locality Alignment
(DLA) [53], and Discriminant Neighbourhood Embedding (DNE) [54] encourage only
the neighbouring data samples of intraclass and interclass to be nearby and far away,
respectively. They share the same idea, but differ from each other in the way that they
impose each objective function and constraints. MFA [52] is a variant of FDA, where it
considers local neighbour information by redefining the between-class and within-class
scatters, on the basis of k-NN information. DLA [53] works similar to MFA, but it
employs a criterion whose form is similarly to that of MMC (a difference rather than
a ratio). DNE [54] incorporates the label information into the graphs of local neigh-
bourhoods constructed by OLPP. Local FDA (LFDA) [57] is another variant of FDA,
where it keeps the neighbouring data samples of intraclass close, while for the data
samples of interclass, it works more strictly - it makes all of them move apart. Repul-
sion OLPP (OLPP-R) [60] uses the neighbourhoods differently compared to LFDA: it
keeps all of the data samples of intraclass close, while the neighbouring data samples
of interclass move apart. Repulsion ONPP (ONPP-R) [60] and Discriminative ONPP
(DONPP) [63] are more complex, both of them preserve the local data structure within
each class separately, while encouraging the neighbouring data samples of interclass to
move apart. They differ from each other through the use of different reconstruction
weights. ONPP-R [60] uses reconstruction weights that are calculated for all data sam-
ples from the same class and incorporates a repulsion graph, which captures interclass
13
data samples that are close by in the original feature space. DONPP [63] uses recon-
struction weights which are calculated based on the assumption that each data sample
can be reconstructed from the remaining ones in its class.
The fully supervised learning techniques make the use of labelled data samples
when determining optimal projection functions. But in some situations, labelling data
samples is difficult, expensive or time consuming, so only a small number of them are
actually labelled. Employing unsupervised learning techniques in such cases may gen-
erate unreliable results, while employing supervised learning techniques with only the
labelled data samples may fail to discover the actually meaningful structures, due to
the small sample size. To address this problem, a group of techniques, called semi-
supervised learning have been developed to use both unlabelled and labelled data sam-
ples to build a better mapping function [63, 67–73]. The simplest way to approach
semi-supervised learning is to combine an unsupervised technique and a supervised
one, i.e. using the unsupervised technique to deal with all data samples (both un-
labelled and labelled), while the supervised technique deals with the labelled data
samples. For example, Semi-supervised DONPP (SDONPP) [63] combines ONPP with
DONPP, SEmi-supervised LFDA (SELF) [69] combines PCA and LFDA, while Semi-
Supervised FDA (SSFDA) [68] and Semi-Supervised MMC (SSMMC) [68] combine
OLPP with FDA and MMC, respectively. There are other different ways to achieve
semi-supervised learning, for example methods described in [71] and [72] attempt to
learn predicted labels. A broader review on semi-supervised learning techniques can be
found in [73–75].
The algorithms for supervised and semi-supervised learning typically only aim for
single label classification, where each data sample is assigned exactly one label. For
more complex classification problems, data samples are extended from single label to
multi-label, i.e. a data sample simultaneously belongs to two or more classes. In such
cases, the above algorithms are no longer applicable. To address this problem, a variety
of algorithms for multi-label classification have been proposed [76–87]. A direct way to
achieve embedding learning for multi-label classification is to find a optimal approach
to balance some kind of statistical measure (e.g. covariance or correlation coefficient)
of the embedding results and the corresponding multi-label information. For exam-
ple, Partial Least Squares (PLS) [76,77] attempts to maximise the covariance between
the resultant embeddings and the corresponding multi-label information. Canonical
Correlation Analysis (CCA) [79, 80] works similarly to PLS. Instead of employing co-
variance, it aims to maximise the correlation coefficient. A recent review of the existing
algorithms for multi-label classification can be found in [15].
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2.1.1 Definitions
The input to a method on linear embedding learning is a training set of n data samples
of dimension d, where it is denoted by an n× d matrix X, as:
X = [x1,x2, . . . ,xn]
T (2.1)
where T denotes the transpose operator, and xi = [xi1, xi2, . . . , xid]
T corresponds to the
ith data samples in the training set. The n training data samples belong to c different
classes, and this class information is modelled as an n× c binary matrix Y as:
Y = [y1,y2, . . . ,yn]
T (2.2)
where yi = [yi1, yi2, . . . , yic]
T indicates which of the c different classes (C1, C2, . . . , Cc)
that the ith training data sample belongs to, and the ijth element yij is defined as:
yij =
{
1 if xi ∈ Cj (i.e. xi belongs to Cj)
0 otherwise
(2.3)
The number of the training data samples from the ith class Ci is denoted by ni (i =
1, . . . , c). The corresponding test set consists of m data samples of dimension d, and it
is denoted by a m× d matrix X˜, as:
X˜ = [x˜1, x˜2, . . . , x˜m]
T (2.4)
where x˜i = [x˜i1, x˜i2, . . . , x˜id]
T corresponds to the ith test data sample.
The objective of the techniques for linear embedding learning is to construct a
linear mapping/projection function ψ : Rd → Rk from either only the training set X or
both the training set X and the corresponding label information Y. The function ψ is
denoted by a d× k matrix V. It generates a training set of n embeddings of dimension
k (k < d), denoted by a n× k matrix Z, as:
Z = XV = [z1, z2, . . . , zn]
T (2.5)
where zi = V
Txi = [zi1, zi2, . . . , zik]
T corresponds to the ith data sample in the em-
bedded training set. In the embedded feature space, the dimensionality of the training
set is reduced, and additionally the manifolds in the low dimensional space that the
training data samples lie on should be recovered, as well as the discrimination between
the data samples from different classes must be enhanced [14]. Then, through the same
determined mapping/projection function V, the corresponding test set X˜ are projected
to the same embedded feature space, denoted by a m× k matrix Z˜, as:
Z˜ = X˜V = [z˜1, z˜2, . . . , z˜m]
T (2.6)
where z˜i = V
T x˜i = [z˜i1, z˜i2, . . . , z˜ik]
T corresponds to the ith embedded test data sam-
ple. The dimensionality of the data samples in the test set is reduced and the dis-
crimination between the data samples from different classes should be enhanced. The
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discriminability of the embedded test data samples is a way to measure the final per-
formance of the determined mapping/projection function.
To give a better review of the existing embedding learning techniques, the well
known techniques on unsupervised, supervised and semi-supervised learning are each
examined in detail. Although the concept of multi-label learning is beyond the scope of
this thesis, some commonly used techniques for multi-label classification are listed for
completeness. Sometimes, since the meaningful structure of a data set lies on a nonlin-
ear space, the linear embedding learning techniques will fail to discover the nonlinear
structure. To overcome this problem, some techniques are developed to increase the
power of the proposed algorithms for embedding learning by extending them to non-
linear space. Some commonly used techniques for nonlinear extension are also listed.
2.2 Unsupervised Learning Techniques
The unsupervised learning techniques determine mapping/projection functions on the
basis of using some feature properties and characteristics of a set of data samples.
Through the mapping/projection functions that are determined, the algorithms aim to
provide a good and informative representation of the original set.
Principal Component Analysis
Principal Component Analysis (PCA) [42], also known as the Karhunen-Loeve Trans-
form (KLT) [88], is one of the most widely used methods for linear embedding learning.
PCA constructs a d × k orthogonal projection matrix V, to maximise the variance
of all the embedded data samples [42]. It has a number of advantages [89]: reducing
the number of dimensions without much loss of the original information, removal of
redundancy, and reduction of noise. For the training set X, the maximisation of the
variance of all the embeddings can be formulated as:
arg max
zi∈Rk
1
n− 1
n∑
i=1
∥∥∥∥∥∥zi − 1n
n∑
j=1
zj
∥∥∥∥∥∥
2
2
(2.7)
where ‖ · ‖2 donates the 2-norm or Euclidean norm, and the objective function can be
reformulated as [55]:
n∑
i=1
∥∥∥∥∥∥zi − 1n
n∑
j=1
zj
∥∥∥∥∥∥
2
2
=
n∑
i=1
zi − 1
n
n∑
j=1
zj
T zi − 1
n
n∑
j=1
zj

= tr
 n∑
i=1
zi − 1
n
n∑
j=1
zj
zi − 1
n
n∑
j=1
zj
T
 (2.8)
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Then, the maximisation problem in (eq. (2.7)) is equivalent to the following:
arg max
V∈Rd×k,VTV=Ik×k
tr
 n∑
i=1
VTxi − 1
n
n∑
j=1
VTxj
VTxi − 1
n
n∑
j=1
VTxj
T
 (2.9)
where tr[·] is the trace operator, and the optimisation problem above can be reformu-
lated as:
arg max
V∈Rd×k,VTV=Ik×k
tr
[
VTStV
]
(2.10)
where St is defined as:
St =
n∑
i=1
xi − 1
n
n∑
j=1
xj
xi − 1
n
n∑
j=1
xj
T (2.11)
St is called the total scatter matrix of the training set X [55]. St above can be expressed
more succinctly, as:
St = X
T
(
In×n − 1
n
1n×n
)T (
In×n − 1
n
1n×n
)
X
= XT
(
In×n − 1
n
1n×n
)
X (2.12)
where In×n − 1n1n×n is the n× n centring matrix.
The optimal projection matrix V∗ = [v1,v2, . . . ,vk] can be obtained by employing
Lagrangian multipliers λi (i = 1, . . . , k) [55]:
L(vi, λi) = v
T
i Stvi − λi(vTi vi − 1) (2.13)
Next the derivative with respect to vi is taken:
∂L(vi, λi)
∂vi
= Stvi + S
T
t vi − 2λivi (2.14)
using the fact that St is a symmetric matrix, and the derivative result is set to zero,
thus the following is obtained:
Stvi = λivi (2.15)
Clearly, the equation above is a standard eigenvalue problem. The optimal projection
matrix V∗ is obtained by Singular Value Decomposition (SVD) [90], whose columns
[v1,v2, . . . ,vk] are the k standard eigenvectors of St, corresponding to the k largest
standard eigenvalues [λ1, λ2, . . . , λk].
An example of PCA embedding learning for a set of data samples in 2D is shown
in Figure 2.1. The data samples are generated from a multivariate normal distribution
with a mean of (0.392, 0.207) and a covariance of [1, 1.5; 1.5, 3], and then the PCA
feature space is found (i.e. the red line shown in Figure 2.1a) so that when all the
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data samples are projected from the original 2D feature space into this new 1D feature
space, the corresponding variance is maximised.
To visually analyse the projected data samples in the determined 1D feature space,
the corresponding density can be estimated as follows: First, let mline represent the
slope or gradient of the determined line, then the projected coordinate of an arbitrary
data point xi can be calculated as:
yi = [cos(arctan(mline)), sin(arctan(mline))]× [xi1, xi2]T (2.16)
Since a linear shift in the projected coordinate set Y will not have any effect on the
final result of density estimation, Y can be shifted linearly so that it starts from the
value of 0. This can be simply achieved by:
Y = Y −min(Y) (2.17)
where min(·) returns the minimum value. Next, a histogram, with the number of bins
being 20, is contracted based on the shifted coordinate set Y. Finally, a density function
is estimated by fitting it to the contracted histogram, based on the assumption that
the data samples are in a nonparametric kernel-smoothing distribution.
Latent Semantic Indexing Latent Semantic Indexing (LSI) [43] is a method that
works very similarly to PCA. It operates like PCA, but without the process of centring
the data samples eq. (2.12). A document-term matrix, which identifies the occurrences
of a number of unique terms within a dataset generated by a collection of document-
like data (e.g. 1 indicates a term occurs, while 0 otherwise), is usually a sparse matrix.
Thus, the centring process (i.e. subtracting off the mean) will result in losing the
original sparseness present in the document-term matrix, and then increasing the cost
of processing and/or storing it. LSI was developed for text processing, however due
to its similarity to PCA, it has been applied to a variety of application areas, such
as information retrieval. Based on (2.10) and (2.12), LSI gets its optimal projection
function by solving the following optimisation problem:
arg max
V∈Rd×k,VTV=Ik×k
tr
[
VTXTXV
]
(2.18)
Locality Preserving Projection
Both PCA and LSI construct the optimal mapping functions based on preserving the
global structure of the original set, because of this it is likely that the corresponding
local structures are distorted. Locality Preserving Projection (LPP) [44] is a method
that was proposed to focus more on the local structures of the original set, when con-
structing the optimal mapping function. It is developed through the pairwise proximity
information, which is based on a constructed graph of local neighbours that is used to
18
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Figure 2.1: An example of embedding learning - PCA: (a) for a set of 2D data samples
generated from a multivariate normal distribution, a PCA feature space is calculated
so that the corresponding variance is maximised.
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represent the local structures. As a result, it is likely that a search of nearest neigh-
bours in the resultant embedding feature space will yield a similar result, compared to
that in the original high dimensional feature space. This makes LPP particularly use-
ful in applications such as information retrieval, where a search of a nearest neighbour
is ultimately needed [44]. LPP has been demonstrated to have more discriminating
power than PCA and be insensitive to the presence of outliers [44]. The advantages are
both shown as an example of embedding learning between PCA and LPP in Figure 2.2
and 2.3. In Figure 2.2a, the data samples of two different classes are generated from
two different multivariate normal distributions, with different means (0.366, 0.620) and
(7.366, 6.620) while a common covariance [1, 1.5; 1.5, 3]. Comparing Figure 2.2b and
2.2c, it can be seen that the two estimated densities shown in Figure 2.2c have less
overlap region. It means that in the LPP feature space, the projected data samples
have better separation performance. Because a suitable distance is maintained between
the data samples of the two classes, a simple classifier based on nearest neighbour search
(e.g. 1-NN, which simply assigns a test data sample to the class of its nearest neigh-
bour) is powerful enough to achieve class discrimination. PCA feature space, although
it maximises the variance, it distorts the good arrangement between nearest neighbour
and class label (i.e. a data sample and its nearest neighbour are from the same class).
This makes the 1-NN classifier fail to achieve a good performance. The LPP feature
space preserves the local structures, which results in more discriminating power. In
Figure 2.3a, the data samples are generated from a multivariate normal distribution
with a mean of (0.879, 0.548) and a covariance of [1, 1.5; 1.5, 3], while several outliers
are added to the Gaussians. For the same reason, the resultant LPP feature space
is less sensitive to outliers, compared to the PCA one. However, LPP may lead to
unsatisfying effectiveness due to the constructed graph of local neighbours [41]. This is
because the local neighbourhood graph is generated based on adopting the Euclidean
distance as the similarity measure between data samples, while the Euclidean distance
cannot adequately describe the intrinsic geometry of the manifold structure in the real
word [41].
LPP is a linear approximation of Laplacian Eigenmaps (LE) [34], where a linear
constraint is imposed between the original set and the determined mapping/projection
function. It attempts to minimise the pairwise distance errors between all the data sam-
ples in the embedded feature space, and then for the training set X, the corresponding
minimisation problem is defined as:
arg min
zi∈Rk
n∑
i,j=1
wij ‖zi − zj‖22 (2.19)
where the imposed linear constraint is zi = V
Txi, and wij is the ijth element of the
n × n weight matrix W. wij is defined based on a similarity or closeness measure
between the ith and jth data samples in the original feature space. The commonly
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used similarity or closeness measures for weight matrix W are listed in appendix A.
wij is only nonzero when the ith and jth data samples are connected. Commonly, two
different ways are used to define whether a connection exists. One is when the ith data
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Figure 2.2: An example of embedding learning - LPP versus PCA: (a) the projections
of the original 2D data in the LPP feature space have more discriminating power,
compared to those in the PCA feature space
sample is the mutual or undirected k-NN of the jth one, and vice versa; the other is
when a specific measure of the distance between the ith and jth data samples is below
a pre-defined threshold. Based on the work in [44], the objective function above can
be reduced to:
1
2
n∑
i,j=1
wij ‖zi − zj‖22 =
1
2
 n∑
i,j=1
wijz
T
i zi +
n∑
i,j=1
wijz
T
j zj −
n∑
i,j=1
wijz
T
i zj −
n∑
i,j=1
wijz
T
j zi

=
n∑
i,j=1
wijz
T
i zi −
n∑
i,j=1
wijz
T
i zj
=
n∑
i=1
zTi
 n∑
j=1
wij
 zi − n∑
i,j=1
zTi wijzj
= tr
 n∑
i=1
zi
 n∑
j=1
wij
 zTi − n∑
i,j=1
ziwijz
T
j

= tr
[(
ZTDZ− ZTWZ)] (2.20)
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where D is an n× n diagonal matrix, with its ith diagonal element dii being:
dii =
n∑
j=1
wij (2.21)
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Figure 2.3: An example of embedding learning - LPP versus PCA (taken from [44]
but redrawn here): (a) compared to the feature space determined by PCA, the feature
space determined by LPP is less sensitive to the existing outliers.
and it can be formed from [15]:
D = diag(W × 1n×1) (2.22)
where D is a diagonal matrix, the function diag(·) returns a vector corresponding to
the matrix diagonal for a given input matrix or a corresponding diagonal matrix for an
input vector, and 1n×1 is a n-dimensional vector with all its elements to be 1. Thus,
the minimisation problem in (2.19) can be reduced to finding the following:
arg min
V∈Rd×k,VTXTDXV=Ik×k
tr
[
VTXTLXV
]
(2.23)
where the constraint VTXTDXV = Ik×k is imposed in [44] to remove arbitrary scaling
factors in the embeddings, and L is an n× n Laplacian matrix, which is defined as:
L = D−W (2.24)
Similarly, introducing Lagrangian multipliers λi (i = 1, . . . , k), the solution to the
minimisation problem in (2.23) can be reduced to the following generalised eigenvalue
problem:
XTLXvi = λiX
TDXvi (2.25)
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The optimal projection matrix V∗ is then obtained, whose columns [v1,v2, . . . ,vk] are
the k generalised eigenvectors of XTLX and XTDX, corresponding to the k smallest
generalised eigenvalues [λ1, λ2, . . . , λk].
Orthogonal Locality Preserving Projection Orthogonal Locality Preserving Pro-
jection (OLPP) [45] is different from LPP by modifying the constraint to be VTV =
Ik×k, to make the columns of the projection V be orthonormal. The metric structure
in the resultant embedded feature space can be well persevered, because the projection
function has orthogonal columns [91]. Additionally, OLPP preserves the global geome-
try, as the orthogonal projection function is faithful, where it carries information about
the fold structure of the manifold in the original high dimensional feature space. [45].
Following (2.23) OLPP imposes its optimal projection function by solving the following
optimisation problem:
arg min
V∈Rd×k,VTV=Ik×k
tr
[
VTXTLXV
]
(2.26)
Orthogonal Neighbourhood Preserving Projection
Orthogonal Neighbourhood Preserving Projections (ONPP) [45] is an another popular
method that considers local structures. Different from LPP, it is a linear variation
of Locally Linear Embedding (LLE) [13, 92], where it assumes that each data sample,
along with its k-NNs (approximately) lie on a locally linear manifold. ONPP aims
to preserve the intrinsic geometry of the local neighbours, whereas LPP only aims to
preserve locality without explicit considering the structures of the local geometry [45].
ONPP attempts to minimise the differences between each embedded data sample and
its reconstruction that are formed by a linear combination of its k-NNs, as:
arg min
zi∈Rd
n∑
i=1
∥∥∥∥∥∥zi −
n∑
j=1
wlleij zj
∥∥∥∥∥∥
2
2
(2.27)
where wlleij is the ij element of the pairwise weight matrix W
lle. Different from the
pairwise weight defined in LPP, the wlleij used here are the same as that used in LLE. It
is a linear coefficient based on the reconstruction from the local neighbours. The way
to compute the LLE style weight is given in appendix A.1. wij is only nonzero, if the
data sample xj is one of the k-NN of xi. Additionally, the coefficients are rescaled so
that
n∑
j=1
wlleij = 1 to make the reconstruction of data sample xi a convex combination
of its k-NN [45]. The objective function above can be reduced to give:
arg min
V∈Rd×k,VTV=Ik×k
tr
VT
 n∑
i=1
xi − n∑
j=1
wlleij xj
xi − n∑
j=1
wlleij xj
T
V
 (2.28)
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It can be seen that, the above objective function shares the same structure as the one
in (2.9) and (2.12), where in PCA, wlleij is set to be the constant value 1/n. Thus,
n∑
i=1
xi − n∑
j=1
wlleij xj
 = (In×n −W) X (2.29)
The maximisation problem defined in (2.27) can be reformulated as [45]:
arg min
V∈Rd×k,VTV=Ik×k
tr
[
VTXT
(
In×n −Wlle
)T (
In×n −Wlle
)
XV
]
(2.30)
Similar to PCA, the optimal projection matrix V∗ can then be obtained by employing
Lagrange multipliers. Its columns [v1,v2, . . . ,vk] are the k standard eigenvectors of
XT (In×n−Wlle)T (In×n−Wlle)X, corresponding to the k smallest standard eigenvalues
[λ1, λ2, . . . , λk].
2.3 Supervised Learning Techniques
LPP, ONPP and various other methods of manifold learning and spectral analysis can
achieve a high final performance when there exists a good arrangement between the
features and the labels in a dataset (i.e. in the feature space, the data samples in the
same class are located nearby, while those from different classes are located far away).
But in real time applications, this does not often hold, which makes methods like LPP
lead to increased final classification errors. In such cases, supervised learning tech-
niques, which utilise label information to construct the mapping/projection functions,
tend to be preferred.
Fisher Discriminant Analysis
Fisher Discriminant Analysis (FDA) is a commonly used supervised method [50]. It
computes the mapping function based on maximising the variance of the embeddings
between different classes, while simultaneously minimising that in the same class. For
the training set X, it is defined as [55]:
arg max
zi∈Rk
c∑
t=1
nt
∥∥∥∥∥ 1nt ∑zi∈Ct zi − 1n
n∑
j=1
zj
∥∥∥∥∥
2
2
c∑
t=1
∑
zi∈Ct
∥∥∥∥∥zi − 1nt ∑zj∈Ct zj
∥∥∥∥∥
2
2
(2.31)
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where Ct is the tth class. The above maximisation problem can be reformulated to be
the following [55]:
arg max
V∈Rd×k
tr
 c∑
t=1
nt
(
1
nt
∑
xi∈Ct
VTxi − 1n
n∑
j=1
VTxj
)(
1
nt
∑
xi∈Ct
VTxi − 1n
n∑
j=1
VTxj
)T
tr
 c∑
t=1
∑
xi∈Ct
(
VTxi − 1nt
∑
xj∈Ct
VTxj
)(
VTxi − 1nt
∑
xj∈Ct
VTxj
)T
(2.32)
This optimisation problem can be reduced to give [55]:
arg max
V∈Rd×k
tr
[
VTSbV
]
tr [VTSwV]
(2.33)
where Sb and Sw are the between-class and within-class scatter matrices respectively,
and they are calculated using:
Sb =
c∑
t=1
nt
 1
nt
∑
xi∈Ct
xi − 1
n
n∑
j=1
xj
 1
nt
∑
xi∈Ct
xi − 1
n
n∑
j=1
xj
T (2.34)
and
Sw =
c∑
t=1
∑
xi∈Ct
xi − 1
nt
∑
xj∈Ct
xj
xi − 1
nt
∑
xj∈Ct
xj
T (2.35)
Since VTSwV is a scalar measure, V can always be chosen such that V
TSwV =
Ik×k. Thus, the maximisation problem above can be transformed into the following
constrained optimisation problem:
arg max
V∈Rd×k,VTSwV=Ik×k
tr
[
VTSbV
]
(2.36)
As with LPP, the solution (i.e. the optimal projection matrix V∗) can be obtained
with its columns [v1,v2, . . . ,vk] being the k generalised eigenvectors of Sb and Sw,
corresponding to the k largest generalised eigenvalues [λ1, λ2, . . . , λk].
An example of embedding learning that compares the learning results of FDA, LPP
and PCA is shown in Figure 2.4a. The data samples of two different classes are gen-
erated from two multivariate normal distributions (with different means (0.725, 0.248)
and (5.725, 4.248) while a common covariance [1, 1.5; 1.5, 3]), where there is not a good
arrangement between data samples and class labels. In other words, the nearest neigh-
bours of some data samples include ones from the other class. As a result, the FDA
feature space that is determined based on the label information shows the most discrim-
inant ability, compared to the PCA and LPP feature spaces (i.e. in the FDA feature
space, the projections of the data samples of intraclass stay close together, while those
of interclass maintain a suitable distance).
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Maximum Margin Criterion Maximum Margin Criterion (MMC) [51] was pro-
posed to achieve the same goal as FDA. It utilises the criterion that takes the difference
between the between class scatter matrix Sb and the within class scatter matrix Sw,
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Figure 2.4: An example of embedding learning - FDA versus LPP versus PCA: (a)
the projections of the original 2D data in the FDA feature space possess the most
discriminant ability.
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rather than the ratio of the two. Taking the difference instead of the ratio results in
avoiding the need to calculate the inverse of Sw, and the potential small sample size
problem [51]. The small sample size problem [93] refers to the situation where the num-
ber of available data samples is much smaller than the corresponding dimensionality. It
is often encountered in real-time applications (e.g. face recognition) [51], and it tends
to lead to a high probability of Type II error, which corresponds to a low statistical
power [94,95]. Here, it will result in the within class scatter matrix Sw being singular.
Compared to FDA, MMC additionally employs the constraint VTV = In×n to ensure
the resultant projection function is orthonormal. It determines the optimal mapping
function using the following maximisation problem:
arg max
V∈Rd×k,VTV=Ik×k
tr
[
VT (Sb − Sw)V
]
(2.37)
Regularised Maximum Margin Criterion Regularised Maximum Margin Crite-
rion (rMMC) is another version of MMC proposed in [68]. It employs a regularisation
parameter β to improve generalisation. It results in the original objection function of
MMC being penalised, in order to prevent overfitting (i.e. it is more accurate when
fitting data samples from the training set, but less accurate when predicting ones from
the test set). It is defined as:
arg max
V∈Rd×k,VTV=Ik×k
tr
[
VT (Sb − βSw)V
]
(2.38)
where β > 0.
Another group of methods that are motivated by the same idea [52,53,56,57], employ
different types of metric to set up the between-class and within-class measures. For
example, Local Fisher Discriminant Analysis (LFDA) [57] incorporates the idea of LPP
into that of FDA, which considers the local information when defining the between-class
and within-class scatter matrices.
Local Fisher Discriminant Analysis
As with PCA, FDA suffers the problem of distortion of local structures because it only
takes the global structure into account. Local Fisher Discriminant Analysis (LFDA) [57]
is one of the methods that are motivated by FDA, but are modified to incorporate the
local information redefining the between-class and within-class scatters. Firstly, it
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reformulates the within-class scatter matrix Sw defined in FDA to give:
Sw =
c∑
t=1
∑
xi∈Ct
xix
T
i −
c∑
t=1
∑
xi∈Ct
1
nt
∑
xj∈Ct
xix
T
j −
c∑
t=1
∑
xi∈Ct
1
nt
∑
xj∈Ct
xjx
T
i
+
c∑
t=1
∑
xi∈Ct
1
n2t
∑
xj∈Ct
∑
xj∈Ct
xjx
T
j
=
c∑
t=1
∑
xi∈Ct
xix
T
i −
c∑
t=1
∑
xi∈Ct
1
nt
∑
xj∈Ct
xix
T
j
=
n∑
i=1
xix
T
i −
c∑
t=1
1
nt
∑
xi,xj∈Ct
xix
T
j
=
n∑
i=1
 n∑
j=1
wwij
xixTi − n∑
i,j=1
wwijxix
T
j
=
1
2
n∑
i,j=1
wwij
(
xix
T
i − xixTj − xjxTi + xjxTj
)
=
1
2
n∑
i,j=1
wwij (xi − xj) (xi − xj)T (2.39)
where wwij is the ijth element of the within-class weight matrix W
w, and it is defined
as:
wwij =
{
1/nt if xi, xj ∈ Ct
0 otherwise
(2.40)
From the fact that St = Sw + Sb (St is defined in (2.11)), the between-class scatter Sb
can be obtained as:
Sb = St − Sw
=
n∑
i=1
xi − 1
n
n∑
j=1
xj
xi − 1
n
n∑
j=1
xj
T − Sw
=
n∑
i=1
xix
T
i −
1
n
n∑
i,j=1
xixj − Sw
=
n∑
i=1
 n∑
j=1
1
n
xixTi − 1n
n∑
i,j=1
xixj − Sw
=
1
2
n∑
i,j=1
1
n
(
xix
T
i − xixTj − xjxTi + xjxTj
)− Sw
=
1
2
n∑
i,j=1
wbij (xi − xj) (xi − xj)T (2.41)
where wbij is the ijth element of the between-class weight matrix W
b, and it is defined
as:
wbij =
{
1/n− 1/nt if xi, xj ∈ Ct
1/n otherwise
(2.42)
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Then, to take into account the local information, the local between-class scatter S˜b and
local within-class scatter S˜w are defined to be:
S˜b =
1
2
n∑
i,j=1
w˜bij (xi − xj) (xi − xj)T (2.43)
and
S˜w =
1
2
n∑
i,j=1
w˜wij (xi − xj) (xi − xj)T (2.44)
respectively, where
w˜bij =
{
wij(1/n− 1/nt) if xi, xj ∈ Ct
wij/n otherwise
(2.45)
w˜wij =
{
wij/nt if xi, xj ∈ Ct
0 otherwise
(2.46)
where wij is the ijth element of the pairwise weight matrix W, which is a similar-
ity/closeness measure based on features. LFDA is therefore a method of incorporating
LPP into FDA.
An example of embedding learning that compares the learning results of LFDA,
FDA and LPP is shown in Figure 2.5a. The data samples of two different classes are gen-
erated from two multivariate normal distributions, with different means (0.130, 0.870)
and (5.130, 3.870) while a common covariance [1, 1.5; 1.5, 3]. Compared to the pro-
jections of the data samples in the LPP and FDA feature space, those in the LFDA
feature space (i.e. the magenta line shown in Figure 2.5a) achieve a good grouping and
separation of the respective intraclass and interclass data samples, while preserving the
original local neighbour information. To visually compare the local structures in the
original, LPP, FDA and LFDA feature space, the proximity matrices are computed
based on the Gaussian Weight listed in eq. (A.5). The resultant proximity matrices
are displayed in Figure 2.6, where the data samples are ordered to ensure that those of
the intraclass appear consecutively when plotted. From Figure 2.6, it can be seen that
only FDA cannot preserve the local structure present in the original feature space. As
a result, although LFDA has a less discriminate power, it can achieve a good balance
between discriminating data samples and persevering local structures.
LFDA imposes the same optimisation problem as FDA to determine its projection
function, as:
arg max
V∈Rd×k
tr
[
VT S˜bV
]
tr
[
VT S˜wV
] (2.47)
Similarly, the optimal projection matrix V∗ can be obtained, with its columns [v1,v2,
. . . ,vk] being the k generalised eigenvectors of S˜b and S˜w, corresponding to the k largest
generalised eigenvalues [λ1, λ2, . . . , λk]. Through the determined mapping/projection
function, LFDA makes nearby data samples from the same class stay close and all ones
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from different classes move apart. Because data samples from the same class that are
far apart are not forced to be close, LFDA tends to preserve the local structures and
has little effect on longer range connections [57].
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Figure 2.5: An example of embedding learning - LFDA versus FDA versus LPP: (a)
the projections of the original set in the LFDA feature space possess the discriminant
power, while preserving the local structures.
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(a) in the original 2D space (b) in the LPP feature space
(c) in the FDA feature space (d) in the LFDA feature space
Figure 2.6: Comparison of the local structures in the original, LPP, FDA and LFDA
feature space: compared to the local structure in the original 2D feature space, that in
the resultant LFDA feature space has almost the same structure, which demonstrates
that LFDA is capable of preserving the local structures.
Marginal Fisher Analysis Marginal Fisher Analysis (MFA) [52] is another variant
of FDA, which introduces local structures by formulating two graphs. It defines an
intrinsic graph for intraclass (i.e. within-class) compactness, and a penalty graph for
interclass (i.e. between-class) separability. In the intrinsic graph, a connection exists
between two data samples, if one is among the k1-NN of the other, and simultaneously
both of them should belong to the same class. In the penalty graph, for each class, two
data samples are connected, if one is in this class, while the other is among its k2-NN
and additionally from a different class. Compared to LFDA, MFA works in a different
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way when dealing with interclass data samples: it keeps the neighbouring data samples
from different classes far away.
Discriminative Locality Alignment Discriminative Locality Alignment (DLA)
[53] targets to achieve the same goal as MFA, but it utilises a criterion similar to
MMC, which results in the advantage of avoiding the small sample size problem. It
uses the distances between each data sample and its intraclass k1-NN for the measure
of the within-class information, while those between each data sample and its inter-
class k2-NN for the measure of the between-class information. Additionally, a scaling
factor β in the range of 0 to 1 inclusive is employed to unify different measures of the
within-class and between-class information [53].
Discriminant Neighbourhood Embedding
Discriminant Neighbourhood Embedding (DNE) [54] operates like OLPP, but incorpo-
rates the label information into a pairwise weight matrix W that is defined in OLPP.
An example of embedding learning that compares the learning results of DNE, LFDA
and FDA is shown in Figure 2.7a. The data samples of two different classes are gen-
erated from two multivariate normal distributions, with different means (0.756, 0.228)
and (5.756, 3.228) while a common covariance [1, 1.5; 1.5, 3]. The resultant DNE feature
space (i.e. the magenta line show in Figure 2.7a) is very similar to the resultant LFDA
feature space (i.e. the green line shown in Figure 2.7a).
It replaces the weight matrix of OLPP with the following:
wij =

+1 if xj is the intraclass k-NN of xi
−1 if xj is the interclass k-NN of xi
0 otherwise
(2.48)
Then, it uses the same optimisation problem as that in OLPP (2.26), to determine the
d× k orthogonal projection matrix V, as:
arg min
V∈Rd×k,VTV=Ik×k
tr
[
VTXTLXV
]
(2.49)
Using this, the optimal projection matrix V∗ can be obtained, with its columns [v1,v2,
. . . ,vk] are the k standard eigenvectors of X
TLX, corresponding to the k smallest stan-
dard eigenvalues [λ1, λ2, . . . , λk]. Through the determined mapping/projection func-
tion, DNE keeps neighbouring data samples from the same class squeezed together,
but those from different classes separated as far as possible [54]. The projection results
are similar to that of MFA and DLA [14].
Repulsion Orthogonal Locality Preserving Projections Repulsion Orthogonal
Locality Preserving Projections (OLPP-R) [60] is another modified version of OLPP,
which introduces a repulsion graph Lr and a new Laplacian graph Ll based on the label
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information. The repulsion graph Lr is formed from Lr = Dr−Wr, where the pairwise
weight matrix of repulsion Wr is derived from the data samples from different classes,
where one is among the k-NN of the other, and vice versa. While for the labelled
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Figure 2.7: An example of embedding learning - DNE versus LFDA versus FDA: (a)
the resultant feature space learned by DNE is almost the same as that learned by LFDA
(i.e. DNE is capable of discriminating data samples while preserving local structures).
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Laplacian graph Ll, it is a graph formed from Ll = Dl−Wl, where the pairwise weight
matrix of Laplacian Wl is constructed by the data samples in the same class. Then a
linear combination of Lr and Ll is made to form the objective function, as:
arg min
V∈Rd×k,VTV=Ik×k
tr
[
VTXT (Ll − βLs)XV
]
(2.50)
where β > 0 is a penalty parameter.
Repulsion Orthogonal Neighbourhood Preserving Projections Repulsion Or-
thogonal Neighbourhood Preserving Projections (ONPP-R), which are also proposed
in [60], works almost the same as OLPP-R, but it is based on introducing a repulsion
graph and the label information to modify the LLE style weight used in ONPP (ap-
pendix A.1). ONPP-R aims to keep the local structures within each class, and make
the neighbouring data samples of interclass to move apart.
Supervised Orthogonal Neighbourhood Preserving Projections Supervised
Orthogonal Neighbourhood Preserving Projections (SONPP) [45] is an implementation
of ONPP in a supervised setting. A connection between two data samples xi and xj
exists only when xi and xj are from the same class. In other words, the LLE style weight
is computed based on all the data sample in the same class. It results of projections
that carry both geometric (structure within each class) and discriminating (class label)
information.
Discriminative Orthogonal Neighbourhood Preserving Projections Discrim-
inative Orthogonal Neighbourhood Preserving Projections (DONPP) [63] is a super-
vised version of ONPP, which is built based on SONPP [45]. Like SONPP, it assumes
that each data sample can be reconstructed from the remaining ones in the same class,
and additionally, it expects that neighbouring data samples from different classes are
as far away as possible.
2.4 Semi-Supervised Learning Techniques
Usually, the process of labelling data samples needs to be done by hand (i.e. by a
person), which is time consuming and can be error prone. Sometimes, because the
cost of associating each data sample with a label is high (e.g. the labelling process
requires experts and/or special devices), there is only a portion of (typically, a small
amount of) the data samples that are labelled. To address this special type of dataset,
a group of algorithms called semi-supervised learning have been proposed, where both
labelled and unlabelled data samples are used to determine mapping functions. Some
commonly used ones in the direct approach group are listed, each of which combines
an unsupervised learning technique with a supervised one.
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Semi-supervised Local Fisher discriminant analysis
SEmi-supervised Local Fisher discriminant analysis (SELF) [69] is a method that com-
bines PCA and LFDA, where it utilises PCA for both labelled and unlabelled data
samples, and LFDA for the labelled ones alone. An example of embedding learn-
ing that compares the learning results of SELF, LFDA and PCA is shown in Figure
2.8a. Two sets of data samples were generated from two different multivariate normal
distributions, with different means (0.551, 0.848) and (5.551, 3.848) while a common
covariance [1, 1.5; 1.5, 3]. Each set only has a small number of labelled data samples,
with 5% of the data samples labelled. The SELF feature space (i.e. the magenta line
shown in Figure 2.8a) has the most discriminant power, compared to the PCA and
FDA feature spaces.
SELF uses the same optimisation problem as in FDA and LFDA, but with the
between-class and within-class scatter matrices Sb and Sw being redefined to be:
Sb = (1− β)Slb + βSt (2.51)
Sw = (1− β)Slw + βId×d (2.52)
where Slb and S
l
w are the respective between-class and within-class scatter matrices
calculated from the labelled data samples, according to LFDA. 0 < β < 1 is a trade-off
parameter that inherits the properties and characteristics of both LFDA and PCA, and
St is the total scatter matrix of all the data samples that is defined by PCA, as:
St =
1
2
n∑
i,j=1
1
n
(xi − xj) (xi − xj)T (2.53)
The optimal projection matrix V∗ is then obtained in the same way as FDA and
LFDA, with its columns [v1,v2, . . . ,vk] being the k generalised eigenvectors of Sb and
Sw, corresponding to the k largest generalised eigenvalues [λ1, λ2, . . . , λk].
Semi-Supervised Fisher Discriminant Analysis Semi-Supervised Fisher Dis-
criminant Analysis (SSFDA) [68] is another method of semi-supervised learning, which
combines OLPP with FDA. It employs the same maximisation problem that is in FDA,
but with the within-class scatter matrix Sw redefined to be:
Sw = S
l
w + β1X
TLX + β2Id×d (2.54)
where Slw is the within-class scatter matrix computed from the labelled data samples,
based on FDA, while XTLX are computed from all the data samples, according to
OLPP. β1 > 0 and β2 > 0 are parameters that control the balance of the terms. Here,
XTLX is added as a regularisation term [68], which is introduced to prevent overfitting.
It can be computed based on the Laplacian matrix of a neighbouring graph, where it
makes the use of the information provided by both labelled and unlabelled data samples.
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Semi-Supervised Maximum Margin Criterion Semi-Supervised Maximum Mar-
gin Criterion (SSMMC) is another semi-supervised method proposed in [68]. It is based
on the use of MMC to avoid the small sample size problem. It redefines the within-class
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Figure 2.8: An example of embedding learning - SELF versus LFDA versus PCA: (a)
the projections of the original 2D data in the SELF feature space possess the most
discriminant ability.
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scatter matrix Sw in the maximisation problem of MMC to be:
Sw = β1S
l
w + β2X
TLX (2.55)
where Slw is the within-class scatter computed from the labelled data samples, based
on MMC, and β1 > 0 and β2 > 0 are parameters that control the balance of the terms.
2.5 Learning Techniques for Multi-Label Classification
Multi-label classification refers to the classification problem where each data sample
may be assigned two or more target labels. The supervised and semi-supervised tech-
niques described above provide single label classification cannot be used in these sit-
uations. Various algorithms have been proposed for multi-label classification. Some
commonly used ones are listed below.
Partial Least Squares
A direct way to approach embedding learning for multi-label classification is to get an
optimal statistical criterion between the resultant embeddings and the corresponding
label information. Partial Least Squares (PLS) [76,77] aims to maximise the covariance
between embedding results and the corresponding label information. It is designed to
look for directions that are best at distinguishing data samples possessing different
labels. It gets the optimal projection function by solving the following optimisation
problem:
arg max
V∈Rd×k,VTV=Ik×k
tr[VTXTc YcY
T
c XcV] (2.56)
where Xc and Yc are the centred training set and label information matrices, respec-
tively, they are computed using:
Xc =
(
In×n − 1
n
1n×n
)
X (2.57)
Yc =
(
In×n − 1
n
1n×n
)
Y (2.58)
Orthonormalised Partial Least Squares Orthonormalised Partial Least Squares
(OPLS) [76, 78] is a variant of PLS that modifies the original constraint of PLS to be
VTXTc XcV. It results in each dimension of the generated embeddings being orthonor-
mal to each other.
Canonical Correlation Analysis
Canonical Correlation Analysis (CCA) [79, 80] is another method that has been pro-
posed on the basis of utilising the optimisation of a statistical measure. It operates like
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PLS, but instead, it attempts to maximise the correlation coefficient between the em-
bedding results and the corresponding label information. It is a method that extracts
features based on making the use of all the label information of the same data sample.
It gets the optimal projection function by solving the following optimisation problem:
arg max
V∈Rd×k,VTXTc XcV=Ik×k
tr[VTXTc Yc(Y
T
c Yc)
−1YTc XcV] (2.59)
Regularised Canonical Correlation Analysis A regularised version of CCA, reg-
ularised Canonical Correlation Analysis (rCCA) [80,81] has also been proposed. It adds
a regularisation parameter λ > 0 into the original constraint of CCA, and the modified
constraint becomes VT (XTc Xc + λId×d)V = Ik×k. After this constraint modification,
the singularity of XTc Xc (in the original constraint) due to the problem of small sample
size can be avoided, which will prevent overfitting.
2.6 Techniques for Nonlinear Extension
Although these nonlinear methods are not considered further in this thesis, they are
included for completeness, and linear techniques can be extended using the methods
discussed. Compared to the nonlinear embedding learning model, the above linear
model is simpler, more efficient and straightforward when dealing with out-of-sample
extensions, i.e. generating embeddings for new test data samples. However, for some
set of data samples, the actually meaningful structure lies on a nonlinear manifold. In
such case, the techniques for linear embedding learning can on longer correctly model
the variability within this kind of set. To address this problem, some techniques have
been developed to extend the techniques for linear embedding learning to nonlinear
learning, thereby increasing their powers.
Kernel Trick
The standard approach to achieve a nonlinear extension of a linear method is to apply
the kernel trick [96–98], which has been extensively used in the context of Support Vec-
tor Machines (SVMs) [99,100]. Through the use of a kernel that defines inner products
between pairs of data samples, a set of data samples in its original features space is
transformed to a high dimensional space. This results in avoiding the explicit relation-
ship between the original set and the resultant embeddings learned by the techniques
on linear embedding learning. The high dimensional feature space, which is known as
the kernel-induced feature space, is usually implicit, as it is only based on a simple
measure of the inner product.
Let the function φk : R
d → H donate a mapping function that transforms the
training set X in its original feature space to the kernel-induced feature space H, then
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the resultant set of data samples in the kernel-induced feature space H is denoted by
the matrix Φk, as:
Φk = [φk(x1), φk(x2), . . . , φk(xn)]
T (2.60)
Let an n × n matrix K denote the results of the inner products between the pairs of
the data samples in the kernel-induced feature space H, with its ijth element kij being
obtained through:
kij = φk(xi)
Tφk(xj) (2.61)
By Mercer’s theorem (i.e. any positive semidefinite matrix is the Hermitian matrix of
inner products), K must be Positive Semi-Definite (PSD) [101].
The objective is then to determine a transformation function V˜ = [v˜1, v˜2, . . . , v˜k],
so that the training set Φk can be mapped to a new feature space of dimension k.
The classical kernel trick links each projection direction v˜j (j = 1, . . . , k) to a linear
combination of all the data samples in Φk [15], as:
v˜j =
n∑
i=1
γijφk(xi) (2.62)
where γij is the ijth element of the n×k coefficient matrix Γ, so that V˜ = ΦTkΓ. Then,
the embedding results of the training set Z can be obtained using:
Z = ΦkV˜
= ΦkΦ
T
kΓ
= KΓ (2.63)
Finally, the resultant embeddings of the corresponding test set Z˜ can be computed by:
Z˜ = K˜Γ (2.64)
where K˜ is a m × n matrix that defines the inner product results between the test
and training sets in the kernel-induced feature space H, with its ijth element k˜ij being
obtained through:
k˜ij = Φk(x˜i)
TΦk(xj) (2.65)
where Φk(x˜i) is the ith row of the matrix Φ˜k, as:
Φ˜k = [φk(x˜1), φk(x˜2), . . . , φk(x˜m)]
T (2.66)
which denotes the mapping results of the test set X˜ in the kernel-induced feature space
H.
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Relation Features
Relation features are generated based on a similarity measure Φr(·, ·) between all the
pairs of data samples [14,15]. Employing relation features to adapt a linear embedding
learning technique for nonlinear learning is motivated by the kernel trick. Comparing
(2.5) and (2.63), it can be found that they share a similar form. But in (2.63), the
inner product results K is used instead of the training set X, and the coefficient Γ is
used instead of the projection V. Since the inner product results K are actually a way
to measure the similarity between all the pairs of the data samples in the the training
set X, then the relation features (i.e. the result of a similarity measure) can be used
instead of the inner product results K. Based on the fact that the inner product results
K which do not satisfy Mercer’s condition may still perform reasonably, if they at least
approximate the intuitive idea of similarity measure between pairs of data samples, an
arbitrary similarity measure can be employed to generate relation features. Then, for
the training set X, the relation features can be denoted by an n×n matrix F, with its
ij element fij being computed as:
fij = Φr(xi,xj) (2.67)
Applying relation features F to generate embeddings can provide two advantages.
One is reducing the computational complexity, as the relation features F possesses a
dimension of n while the training set X has a dimension of d, and usually n d [102].
The other is in capturing interactions between the data samples, which can be used to
help discover the nonlinear structures included in the training set X [14]. Since each
data sample can be adequately represented by a similarity or dissimilarity measure with
other ones [103]. The effectiveness of using the relation features instead of the original
features as the input to machine learning algorithms has been demonstrated in many
previous works [104,105]. The work in [106] also indicates that embeddings computed
based on the relation features can achieve similar discriminant performance to those
generated based on the original features.
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Chapter 3
Image Registration & Its
Application in 3D Reconstruction
3.1 Background
Image registration refers to the process of discovering the corresponding relationships
between pixel locations in two images so that they can be geometrically aligned, based
on certain degrees of overlap between them. Additionally, a function for interpolating
intensity value is employed to assign appropriate intensity values to pixel locations in
the transformed image, so that the transformed images can be properly aligned to the
reference one (i.e. the spatial error is minimised). A very wide range of image reg-
istration techniques have been developed and they are employed in a wide variety of
applications, including medical imaging and remote sensing [17,18,20], video compres-
sion [107–109], video summarisation [110–113], photographic mosaic [114], panoramic
photography [115–120], as well as image stitching [121–127], and so on. There has been
a rapid development in the image acquisition technology in the past years, so that it
becomes necessary to automatically and reliably register images with a higher quality
(e.g. frame size, frame rate, colour and dynamic range) [18].
Usually, the inputs to the registration process are two images of the same scene.
One is called the reference image, which is kept unchanged and used as the basis for the
transformation; the other is called the sensed image, which is going to be geometrically
transformed, so that it is spatially aligned with the reference one.
Let two 2D arrays of a given size IR and IS denote arbitrary two 2D images of the
same scene, with IR and IS being the reference and sensed images, respectively. Then
their respective intensity values at the pixel location (x, y) are expressed as IR(x, y)
and IT (x, y), which are related by:
IR(x, y) = g(IS(fx(x, y), fy(x, y))) (3.1)
where fx(·, ·) and fy(·, ·) are 2D spatial relationship functions, which map the pixel
location (x, y) in the original spatial coordinate to the pixel location (x′, y′) in a new
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spatial coordinate, as:
(x′, y′) = (fx(x, y), fy(x, y)) (3.2)
and g(·) is an intensity interpolation function, which assigns an appropriate intensity
value to the pixel location (x′, y′). Typically, both IR and IS are assumed to be acquired
under the assumption of an ideal pinhole camera, which is a first order approximation
of the mapping result from a 3D scene to a 2D image [128]. In general, images acquired
under this assumption are good descriptions of the original scene, where it ignores
geometric distortions or blurring of unfocused objects caused by lenses and/or finite
sized apertures [128].
Based on the input images obtained by different acquisition manners and the final
output, the registration process can be divided into four main analysis groups [18].
The first group is multiview (i.e. different viewpoints) [18], which obtains a new rep-
resentation with higher resolution based on images of the same scene acquired from
different viewpoints. For example, area mosaicing in remote sensing, wide-angle view
in panoramic photography, and 3D shape reconstruction in computer vision [18]. The
second group is multitemporal (i.e. different times) [18], where images of the same
scene acquired at different times and often under different conditions are computed,
to recognise and evaluate the changes. Example applications include landscape mon-
itoring in remote sensing, motion tracking in computer vision, and health monitoring
in medical imaging [18]. The third group is multimodal (i.e. different sensors) [18],
which integrates information obtained form different source streams to obtain a scene
representation with more details, based on images of the same scene acquired by dif-
ferent sensors. For instance, image fusion in remote sensing, and image combination in
medical imaging [18]. The last group is scene to model registration [18], where images
of a scene and a virtual model are registered, so that the acquired image is localised for
comparison. Example application includes registering aerial satellite data into other
GIS maps in remote sensing [18].
There is no universal method that is applicable to all registration tasks, due to the
large variety of image acquisition processes and the various degradation types. Every
method should take into account the geometric distortions, and the data character-
istics, such as radiometric deformation and noise corruption. Nevertheless, the main
steps needed to register images are as follows: detecting features, matching features,
estimating transformation model, as well as transforming and resampling images. The
existing techniques for image registration can be divided into two categories: area based
and feature based, based on whether to directly use pixel intensity value as the features
for matching. Area based registration techniques combine the direct comparison of
the pixel intensity values of two images with optimisation techniques to estimate the
parameters needed for the alignment of the two images. Feature based techniques find
the distinctive features in two images and sequentially match the detected features to
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establish the correspondence between two images.
Although the registration process includes two transformation steps (i.e. first a
geometric transformation that modifies pixel locations, and then a photometric trans-
formation that assigns intensity values), in this section the images are assumed to differ
only by a geometric transformation, so that the corresponding mathematical expres-
sions can be simplified. A geometric transformation can be described mathematically by
an appropriate transformation model, which relates the spatial coordinate between two
images. The techniques for photometric transformation will be examined separately.
Image registration has a board range of applications in remote sensing, and computer
vision [20]. For the application of 3D reconstruction techniques to 2D images, it is the
fundamental part of the whole process.
3.2 Transformation Model
In general, there exist a number of possible transformation models that can describe
different images. Both images, IR and IS , are assumed to have been obtained using
an ideal pinhole camera. For simplicity, it will be assumed that the possible mathe-
matical relationships that relate them are limited to the basic set of five 2D planar
transformations, i.e. translation, Euclidean, similarity, affine and projective.
3.2.1 Pinhole Camera Model
The pinhole camera model [129,130] is the geometric and mathematical representation
of the ideal pinhole camera, which is the simplest way to describe the acquisition of
images. It assumes that the camera aperture is infinitely small (i.e. a point) and no lens
is used to focus light. The geometry and mathematics of a pinhole camera are shown
in Figure 3.1a. Let P (−x1, x2, x3) and Q(y1,−y2) denote a point in the 3D world scene
and the corresponding projection in the 2D image plane, respectively. In Figure 3.1a,
it can be seen that there are two groups of similar triangles. One is obtained as seen
from the X2 axis, as shown in Figure 3.1b. Q(y1,−y2) and P (−x1, x2, x3) are related
through the following equation:
y1
f
=
−x1
x3
(3.3)
The other is obtained as seen from the X1 axis. Similarly, a relation equation can be
obtained, as:
−y2
f
=
x2
x3
(3.4)
where f is the focal length of the pinhole camera. eq. (3.3) and eq. (3.4) above can be
merged as one matrix notation, as:
λY2D = PX3D (3.5)
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(a) the geometric and mathematical representation of an ideal pinhole camera
(b) one group of similar triangles as seen from the X2 axis
Figure 3.1: An example of an ideal pinhole camera.
where Y2D = [y1, y2, 1]
T and X3D = [x1, x2, x3, 1]
T are the expressions in the homoge-
neous coordinates respectively, and λ = −x3/f is a scale factor, while P = [I3×3,03×1]
is a 3× 4 matrix representing the projection relation between Y2D and X3D [128,131].
Camera Calibration
The camera model above is an ideal case, which does not take into account either
intrinsic or extrinsic parameters that could result from camera calibration [128,132,133].
In general, both intrinsic and extrinsic parameters parameter may exist, and then both
internal and external calibrations should be incorporated into the projection relation
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matrix P.
Intrinsic Parameters The lens is not explicitly modelled in the pinhole camera so
the effect of the radial lens distortion [134] is not be taken into account. There are three
main different types of parameters that would result from an internal calibration. The
first type of parameters is α and β, which are the scaling factors in the respective Y1
and Y2 directions of the image plane (i.e. the aspect ratio of the image plane may not
be unity). The second type is (u0, v0), which is the offset coordinate of the principal
point (i.e. the image centre) that is the point where the optic axis intersects the image
plane, since the principal point may not be at the origin of the image plane (usually
the top left corner). The last one is the skew descriptor γ, which represents the skew
information of the Y1 and Y2 axes of the image plane due to the fact that the image
plane may not be exactly rectangular. The above listed parameters can be summarised
into a 3× 3 matrix, i.e. the camera intrinsic parameter Kcam matrix [128,132,133], as:
Kcam =
α γ u00 β v0
0 0 1
 (3.6)
Lens Distortion Although the pinhole camera model is a good approximation to
the behaviour of most real cameras, it can be significantly improved upon when taking
into account lens distortion. Lens distortion refers to the situation where image pixel
locations are displaced from the position predicted by the ideal pinhole camera model.
Its most common form is radial distortion, where the displacement away or toward
the image centre is proportional to the corresponding radial distance [135]. Under
the assumption that the principal point is the same as the centre of distortion, the
correction of radial distortion can be achieved by [136,137]:
yˆ1 = y1 + LD(r)y1 (3.7)
yˆ2 = y2 + LD(r)y2 (3.8)
where (yˆ1, yˆ2) is the corrected position for the pixel location (y1, y2). LD(r) is the
distortion function and can be approximated by using low-order polynomials as:
LD(r) ≈ ld1r2 + ld2r2 (3.9)
where ld1 and ld2, called the radial distortion parameters [114, 138], are considered to
be camera intrinsic parameters, and r =
√
y21 + y
2
2 is the radial distance.
Extrinsic Parameters The external calibrations are simpler and more straightfor-
ward. It aims to relate the world coordinate system, that includes the 3D scene, to
the camera coordinate system that includes the 2D image plane. It consists of three
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rotation angles θ1, θ2 and θ3 around each of the three respective coordinate axes X1,
X2 and X3, where each angle results of a 3 × 3 rotation matrix, as R1, R2 and R3,
which are expressed as:
R1 =
1 0 00 cos θ1 − sin θ1
0 sin θ1 cos θ1
 (3.10)
R2 =
 cos θ2 0 sin θ20 1 0
− sin θ2 0 cos θ2
 (3.11)
R3 =
cos θ3 − sin θ3 0sin θ3 cos θ3 0
0 0 1
 (3.12)
Additionally there are three translations t1, t2, t3 along these three coordinate axes,
which can be simply expressed as a 3 × 1 vector T = [t1, t2, t3]T . The above listed
rotations and translations can be summarised into a 3 × 4 matrix, i.e. the camera
extrinsic parameter matrix
[
R T
]
[128,132,133], as:
[
R T
]
=
r11 r12 r13 t1r21 r22 r23 t2
r31 r32 r33 t3
 (3.13)
Finally, the camera intrinsic and extrinsic matrices can be incorporated into the
projection relation matrix P, which is upgraded according to:
P = Kcam
[
R T
]
=
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 (3.14)
3.2.2 Perspective Projection
In the pinhole camera model, the geometric mapping that projects a 3D scene to several
2D images is called a perspective projection, where the 2D images are acquired by using
cameras looking at the 3D scene lying on a 2D plane [128]. Without loss of generality,
the plane can be assumed to be the plane where x3 = 0, as:
s
y1y2
1
 =
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34


x1
x2
0
1
 =
p11 p12 p14p21 p22 p24
p31 p32 p34
x1x2
1
 (3.15)
In simple notation, as:
sY2D = P
′X2D (3.16)
where s is any scale factor, and P′ is the new projection relation matrix, while X2D
is the new 2D homogeneous coordinate vector of the 3D scene. Then, two arbitrary
52
points Qa and Qb that are each projected by the two respective cameras of the same
3D scene point P are related according to:
P′−1a saY2Da = P
′−1
b sbY2Db (3.17)
This results in the following relation:
Y2Da =
sb
sa
P′aP
′−1
b Y2Db
= HY2Db (3.18)
where H is a 3× 3 matrix, called the homography matrix, and it is defined as:
H =
h11 h12 h13h21 h22 h23
h31 h32 h33
 (3.19)
The above homography matrix H represents the mathematical relationship between
the spatial coordinates of arbitrary two images of the same scene. It has 8 degrees of
freedom, since it can be scaled so that the last element h33 is always unity, as:
H = h33
h11/h33 h12/h33 h13/h33h21/h33 h22/h33 h23/h33
h31/h33 h32/h33 1
 (3.20)
The basic set of five 2D planar transformations, i.e. translation, Euclidean, similarity,
affine and projective, are listed below (arranged from the simplest one to the most
complex one, and they form a nested set, i.e. each simpler one is a subset of the more
complex one below it [135]). Examples of the same image each under the translation,
Euclidean, similarity, affine and projective transformation distortions are shown in
Figure 3.2b, Figure 3.2c, Figure 3.2d, Figure 3.2e and Figure 3.2f, respectively.
Translation 2D Translation is the simplest 2D transformation model, where it pre-
serves all the original properties. The corresponding 2D spatial relationship functions
fx and fy can be written as:
x′ = x+ tx
and
y′ = y + ty (3.21)
where tx and ty are the translations along the x and y directions, respectively. The
corresponding homography matrix H has 2 degrees of freedom, and it is formulated as:
H =
1 0 tx0 1 ty
0 0 1
 (3.22)
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Euclidean This transformation consists of a rotation and a translation, and it is
called the Euclidean transformation or the rigid transformation because of the property
that preserves all Euclidean distances [18,135]. It also preserves the straightness of lines
and all nonzero angles between straight lines. The corresponding 2D spatial relationship
functions fx and fy can be written as:
x′ = (x cos θ − y sin θ) + tx
and
y′ = (x sin θ + y cos θ) + ty (3.23)
(a) Original (b) Translation distorted
(c) Euclidean distorted (d) Similarity distorted
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(e) Affine distorted (f) Projective distorted
Figure 3.2: An example of the same image under different distortions: translation,
Euclidean, similarity, affine, and projective.
where θ is a rotation angle about the origin. The corresponding homography matrix
H has 3 degrees of freedom, and it is formulated as:
H =
cos θ − sin θ txsin θ cos θ ty
0 0 1
 (3.24)
Similarity Compared to the Euclidean transformation above, the similarity allows
the addition of a uniform scale change (i.e. no change in the aspect ratio). It is
also known as shape preserving mapping, because it preserves straightness of lines and
angles between them [18,135]. The corresponding 2D spatial relationship functions fx
and fy can be written as:
x′ = s(x cos θ − y sin θ) + tx
and
y′ = s(x sin θ + y cos θ) + ty (3.25)
where s is a scale change. The corresponding homography matrix H has 4 degrees of
freedom, and it is formulated as:
H =
s cos θ −s sin θ txs sin θ s cos θ ty
0 0 1
 (3.26)
Affine This is more general than the similarity transformation above. It consists of
a nonuniform rather than uniform scale change (i.e. there may be a change in the
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aspect ratio) and the addition of a shear mapping. The nonuniform scale change can
be written as:
x′ = sxx
y′ = syy (3.27)
where sx and sy are the scale changes along the respective x and y directions, and the
shear mapping can be written as:
x′ = x+ ay
y′ = bx+ y (3.28)
where a and b are the shear factors, which cause pixel distortions along the x and y
directions, respectively. Therefore, 2D affine transformation can tolerate more complex
distortions, while maintaining straightness and parallelism of the lines [18, 135]. The
corresponding 2D spatial relationship functions fx and fy can be written as:
x′ = a11x+ a12y + tx
and
y′ = a21x+ a22y + ty (3.29)
where a11, a12, a21 and a22 are incorporated into the changes of a rotation, a nonuniform
scale and a shear mapping. The corresponding homography matrix H has 6 degrees of
freedom, and it is formulated as:
H =
a11 a12 txa21 a22 ty
0 0 1
 (3.30)
Projective This transformation is the most general one, also known as perspective
transformation or homograph, where it employs the homography matrix H directly. It
is a nonlinear transformation, and it only preserves straight lines being straight [18,135].
The corresponding 2D spatial relationship functions fx and fy can be written as:
x′ =
h11x+ h12y + h13
h31x+ h32y + 1
and
y′ =
h21x+ h22y + h23
h31x+ h32y + 1
(3.31)
The corresponding homography matrix H has 8 degrees of freedom, and it is formulated
as:
H =
h11 h12 h13h21 h22 h23
h31 h32 1
 (3.32)
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3.3 Area Based Techniques
Area based techniques for image registration, also known as correlation-like methods
or template matching [139] do not really follow the standard registration steps. Firstly,
rather than attempt to detect any salient features, they often deal directly with image
intensity values i.e. they consider areas of the image (e.g. entire images or windows of
predefined size) as features [140–142]. Secondly, they often merge the second and third
registration steps (matching features and estimating transformation model) i.e. once
feature correspondences are obtained, the parameters of the transformation model are
estimated [18]. They share the same idea: first establish a suitable similarity measure
function, then shift or warp the images relative to each other, so that the resultant
error metric is minimised. The most obvious approach is to do an exhaustive search,
i.e. to try all possible transformations and then select the optimal one. Although
it is very easy to implement in practice, but it generates a very high computational
load. To address the problem, the Fourier transform is often employed to speed up the
computation.
Cross Correlation
A classic representative of the area based methods is to perform correlation to assess
differences of image intensity values, i.e. to maximise the cross correlation (CC) of
the two aligned images [135, 143]. CC itself is not a registration method, but a basic
statistical measure of the degree of similarity between two images [17]. In general, it is
applicable for images that are misaligned by small translation transformations, because
the CC of two images reaches its peak when they are exactly matched [144]. Thus, by
computing CC over all possible translations, it is possible to find the exact translation
that causes the misalignment between the two images. The CC of the reference image
IR(x, y) and the sensed image IS(x, y) at a translation of (tx, ty) is defined as:
CC(tx, ty) =
∑
x
∑
y
IR(x, y)IS(x+ tx, y + ty) (3.33)
However, the CC measure may be unduly influenced by local image intensity value [17].
For example, if there exits a patch in the sensed image IS(x, y) that possesses a very
high intensity value, then the maximum CC may lie in that area. Because of this, CC
is normally normalised. The normalised cross correlation (NCC) of the reference image
IR(x, y) and the sensed image IS(x, y) at a translation of (tx, ty) is computed as:
NCC(tx, ty) =
∑
x
∑
y
(IR(x, y)− µR)(IS(x+ tx, y + ty)− µS)√∑
x
∑
y
(IR(x, y)− µR)2(IS(x+ tx, y + ty)− µS)2
(3.34)
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where µR and µS are the means of the corresponding images, and they are computed
according to:
µR =
1
N
∑
x
∑
y
IR(x, y) (3.35)
µS =
1
N
∑
x
∑
y
IS(x+ tx, y + ty) (3.36)
where N is the total number of pixels in the image.
Although the straightforward solution is to do a full search for the maximum value
over all possible range of shifts, the corresponding computational complexity becomes
significant when the images to be tested are large. To address this problem, the Fourier
transform is used. This is based on the Cross-Correlation Theorem, which states that
the CC of two images in the spatial domain corresponds to the product of them in the
Fourier domain, where one of them has been complex conjugated [17, 145]. Then the
CC of the images can be computed more efficiently with the use of the Fast Fourier
Transform (FFT) [145]. However, FFT is only applicable for the CC, not for the
NCC [17].
Unfortunately, the CC measure is only reliable when the translation shift between
two images is fairly small compared to the image size [135]. To address the problem
where there is only a small amount of overlap between two images, a windowed variant
of CC is normally preferred. Instead of using the entire image, a window of predefined
size is employed to obtain the CC measure [140–142]. The windowed cross correlation
(WCC) of the reference image IR(x, y) and the sensed image IS(x, y) at a translation
of (tx, ty) is defined as:
WCC(tx, ty) =
∑
x
∑
y
wR(x, y)IR(x, y)wS(x+ tx, y + ty)IS(x+ tx, y + ty) (3.37)
where wR(·, ·) and wS(·, ·) are the windowing functions, and they are each padded with
are from corresponding images to obtain valid image templates.
Originally, the CC measure was only applicable for aligning translation distorted
images, regardless of whether there existed a slight change in rotation and/or scale.
To make it tolerate more geometrically deformed images, several generalised variants
of the CC have been proposed [142, 146, 147]. They compute the CC of the reference
and sensed images, where the sensed image is transformed by each assumed geometric
transformation. In other words, the sensed image is transformed for each possible
change of interest in translation, rotation, and scale [17]. It results in being able to
deal with even more complicated geometric distortions than translation [18]. However,
as the number of allowable transformation instances grows, the computational cost
easily becomes un-manageable [17].
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(a) the NCC of the reference and sensed images
(b) registered result (c)
Figure 3.3: An example of registering a translation distorted image by NCC - the
reference and sensed images are shown in Figure 3.2a and 3.2b, respectively: (c) the
difference between the reference and registered images.
Sequential Similarity Detection Algorithm Sequential Similarity Detection Al-
gorithm (SSDA) [141] is a method that operates in a similar way to CC. It employs
a computationally simpler distance measure than CC, i.e. the accumulated sum of
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absolute differences (i.e. 1-norm distance) of the image intensity values, as:
SSDA(tx, ty) =
∑
x
∑
y
‖IR(x, y)− IS(x+ tx, y + ty)‖1 (3.38)
Additionally, it introduces a sequential search strategy to reduce the computational
complexity. For any translation candidate of the sensed images, if its corresponding
accumulated sum exceeds the predefined threshold, it is rejected and the next transla-
tion candidate is tested. In general, SSDA works faster but less accurately, compared
to CC [17,18].
CC, SSDA, and other similar methods often suffer from two major problems. One
is the flatness of the similarity measure when searching for the maxima. This problem
is mainly caused by the images that possesses the property of self-similarity, which
indicates there are similar patches at different pixel locations within the image. To
address this problem, pre-processing or the use of the edge or vector correlation is
often employed to sharpen the maximum values [142, 148, 149]. The other is high
computational complexity [18].
Phase Correlation
To address the problem of high computational complexity and being sensitive to cor-
related or frequency dependent noise in the correlation-like methods above, images are
often operated on in the frequency domain [17,18]. The phase correlation method was
proposed to estimate the translation misalignment between two images, based on the
shift property of the Fourier transform [17, 18]. It attempts to search the location of
the peak in the inverse of the normalised cross-power spectrum, which is computed
based from the tested images. Assuming that there is only a translation displacement
between the reference and sensed images IR and IS , as:
IR(x, y) = IS(x+ tx, y + ty) (3.39)
Then, the corresponding 2D Fourier transforms of both sides are related by:
IR(u, v) = IS(u, v)e2pij(utx+vty) (3.40)
where IR(u, v) = F{IR(x, y)} and IS(u, v) = F{IS(x, y)} are the 2D Fourier transforms
of IR(x, y) and IS(x, y) respectively, and (u, v) corresponds to (x, y) in the frequency
domain. A shift in the spatial domain is reflected by a phase change in the frequency
domain. The normalised cross-power spectrum can easily be obtained through:
PC(u, v) = IS(u, v)I
∗
R(u, v)∥∥IS(u, v)I∗R(u, v)∥∥2
= e−2pij(utx+vty) (3.41)
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Finally, the phase of the normalised cross-power spectrum can be represented in the
spatial domain by taking the inverse 2D Fourier transform of PC(u, v), as:
PC(x, y) = δ(x− tx, y − ty) (3.42)
where PC(x, y) is an impulse function, i.e., a single spike is located at the location
(tx, ty), and approximately zero anywhere else. The final searching process for the
peak is quite straightforward.
This achieves a significant reduction in computational complexity, when the images
to be registered are large [17,18]. Also, it shows excellent robustness against correlated
and frequency dependent noise, and even changes in intensity that are caused by obtain-
ing images under different conditions of illumination [17, 18]. This is because changes
in illumination are usually slowly varying, thus they are concentrated at low frequen-
cies [17]. While PC is good at dealing with the images that are corrupted by noise in
a narrow frequency band, e.g. low frequency noise [17,135], it is not applicable for the
images that possess significant white noise that is spread across all frequencies [17], or
have very low signal-to-noise ratio at some frequencies [135].
Extension to Similarity Distortion Originally, PC was proposed for registering
images misaligned by translations. Further work [150–152] has demonstrated that,
under certain limited conditions, PC can be improved to tolerate more complicated
geometric distortions up to those caused by a similarity transformation. The three
unknown parameters (i.e. rotation, scale, and translational shift) can be estimated
using the following steps: First, both images are converted to the frequency domain
by the 2D Fourier transform. Then, only the magnitudes of the converted images
are kept, because they are insensitive to translations in the spatial domain. Next,
after resampling both magnitude images into the log-polar coordinates, the parameters
for rotation and scale can be estimated by a standard PC method. Finally, one of the
original images can be de-rotated and scaled, so that the last parameter for translational
shift can be estimated by another regular PC method.
Assume that the reference and sensed images IR and IS are related by a similarity
transformation, i.e. a translation (tx, ty), a rotation θ and a uniform scale change s, as:
IR(x, y) = IS(s(x cos θ − y sin θ) + tx, s(x sin θ + y cos θ) + ty) (3.43)
Then, the 2D Fourier transforms of both sides are related by:
IR(u, v) = 1
s2
IS
(
u cos θ − v sin θ
s
,
u sin θ + v cos θ
s
)
× e2pij(u cos θ−v sin θs tx+u sin θ+v cos θs ty) (3.44)
Next, the magnitude images can be easily obtained as:
MR(u, v) = 1
s2
MT
(
u cos θ − v sin θ
s
,
u sin θ + v cos θ
s
)
(3.45)
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where M(u, v) = ‖I(u, v)‖2 is the magnitude image. Then, both magnitude images
are converted into polar coordinates, with u = r cosϕ and u = r sinϕ, as:
MR(r cosϕ, r sinϕ) = 1
s2
MT
(
r cos(ϕ+ θ)
s
,
r sin(ϕ+ θ)
s
)
(3.46)
and (3.46) above can be reformulated as:
MR(r, ϕ) = 1
s2
MT
(r
s
, ϕ+ θ
)
(3.47)
(a) (b)
(c) the PC for the estimate of rotation and scale
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(d) the PC for the estimate of translation
(e) registered result (f)
Figure 3.4: An example of registering a similarity distorted image by PC - the reference
and sensed images are shown in Figure 3.2a and 3.2d, respectively: (a) and (b) the
spectrum magnitudes of the reference and sensed images in the log-polar coordinates,
respectively (f) the difference between the reference and registered images.
After taking the logarithm of both sides, both images can be further converted into
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log-polar coordinates,
MR(log r, ϕ) = 1
s2
MT (log r − log s, ϕ+ θ) (3.48)
Compared the above equation to eq. (3.39), it can be found that they share the same
formulation except that eq. (3.48) has a scaling factor 1/s2 on its right side. Then,
regardless of the scaling factor 1/s2, both parameters θ and s for respective rotation
and scale can be easily estimated, with the use of a standard PC method.
3.3.1 Sub-pixel Precision
The above described methods can only estimate transitional shift to the nearest neigh-
bouring pixel location, i.e. an integer rather than a fractional value. If there is a
demand for higher accuracy of the registration results, sub-pixel precision becomes
necessary. A possible approach is to evaluate several discrete values around the pixel
location, where it holds the best registration result after the estimation process [153].
A more commonly used approach is to employ gradient descent to get the optimal
values, with the use of a Taylor series expansion of the function of the image intensity
value [154]. Assuming that the reference and transformed sensed images IR(x, y) and
IS(x+ tx, y+ ty) will be exactly matched with a sub-pixel displacement (∆tx,∆ty), as:∑
x
∑
y
(IS(x+ tx + ∆tx, y + ty + ∆ty)− IR(x, y)) = 0 (3.49)
The solution of (∆tx,∆ty) is found by minimising the following function:
SP =
∑
x
∑
y
‖IS(x+ tx + ∆tx, y + ty + ∆ty)− IR(x, y)‖2
≈
∑
x
∑
y
‖IS(x+ tx, y + ty) + JS(x+ tx, y + ty)(∆tx,∆ty)− IR(x, y)‖2
=
∑
x
∑
y
‖JS(x+ tx, y + ty)(∆tx,∆ty)− IR−S(x, y)‖2 (3.50)
where JS(x + tx, y + ty) is the gradient of the sensed image IS at the pixel location
(x+ tx, y + ty), as:
JS(x+ tx, y + ty) = ∇IS(x+ tx, y + ty)
=
(
∂IS
∂x
,
∂IS
∂y
)
(x+ tx, y + ty) (3.51)
and IR−S(x, y) = IR(x, y)− IS(x+ tx, y+ ty) is the current error of the intensity value.
The above problem can be minimised by the following steps [155]:
∇SP = 2
∑
x
∑
y
JTS (x+ tx, y + ty)(JS(x+ tx, y + ty)(tx, ty)− IR−S(x, y)) (3.52)
Then, setting ∇SP = 0:
HGN (tx, ty) = rgw (3.53)
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where HGN and rgw are called the Gaussian-Newton approximate Hessian and gradient-
weighted residual vector, respectively. They are defined as [155]:
HGN =
∑
x
∑
y
JTS (x+ tx, y + ty)JS(x+ tx, y + ty) (3.54)
and
rgw =
∑
x
∑
y
IR−S(x, y)JTS (x+ tx, y + ty) (3.55)
If there is a concern about computational loads, the gradients in the sensed image
can be approximated by the gradients in the reference image as:
JS(x+ tx, y + ty) ≈ JR(x, y) (3.56)
This is based on the fact that near correct alignment, the reference and the displaced
sensed images should have very similar intensity values. It has the advantage of allowing
the pre-computation of these gradients, which can result in a significant improvement
in efficiency [156,157].
The effectiveness of the method above is dependent on the accuracy of the Tay-
lor series expansion. It may be necessary to have several iterations when the initial
points are far away from the exact displacement, e.g. 1-2 pixels. There is a trade-off
between the quality of the correctness and the number of iterations. It is common
to choose a stopping criterion based on the magnitude of the displacement correction,
i.e. ‖(∆tx,∆ty)‖2: when it is below a certain threshold (e.g. 0.1 pixel) the iteration
stops [135].
3.4 Feature Based Techniques
While the area based registration techniques work directly to minimise dissimilarities
between intensity values of the corresponding pixel locations, a different group of meth-
ods work by extracting salient structure features from images and then matching them
to each other. The extracted features should be distinct, efficiently detectable, and
expected to be stable in both images [18]. The potential candidates can be signifi-
cant regions, lines or even points [18]. Compared to area based methods, the feature
based approaches have the advantage of being more robust against a movement in the
scene [18,135], which results in making them suitable for situations when large changes
(e.g. changes in illumination) are expected in the images or the images are obtained
from different sensors [18, 122]. The feature based techniques for image registration
usually follow the standard steps: i.e. first detecting distinctive features in each image,
then matching these features to establish correspondences, and finally estimating the
geometric transformation models between the images.
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3.4.1 Detecting Features
Detected features are matched to get a set of correspondences between two images,
and the matched pairs are then used to estimate the transformation model so that the
two images can be geometrically aligned. The process of detecting features therefore
becomes the most crucial stage. The similarity between the same features detected
from different images should be sufficiently high, regardless of existence of image ge-
ometry, presence of additive noise, and even changes in the scene. As a result, the
detected features possess the property of being distinct, somehow stable and efficiently
detectable. In general, features should be detected so that they are appropriate for the
encountered tasks. Mainly, there are three types of features that can be detected in an
image: region-like, line-like, and point-like.
For region-like features, the potential candidates are the projections of closed bound-
ary regions of an appropriate size, whose contrast is general high [158,159]. For example,
water regions (e.g. lakes) [160, 161], or buildings [162] in aerial imagery. The corre-
sponding centres of gravity (i.e. the average location of the weight of an object [163])
are often used to represent these features, because they are recognisable with respect to
changes in rotation, scaling, skewing, random noise, and grey-level (i.e. intensity) [18].
Usually, these kinds of features can be identified by a variant of segmentation tech-
niques [159,164], such as k-means clustering [165], watershed transformation [166], and
Otsu’s method [167].
The reasonable candidates for line-like features are the representations of general
line segments [162, 168, 169], e.g. object contours [170–172] or roads [173]. This type
of feature is suitable for detecting elongated anatomical structures [174] and geologi-
cal elements, they are mainly used in registration problems for medical and satellite
images [18]. They are often expressed by the middle or end points of lines, so that corre-
spondences can be established [18]. Standard approaches to edge detection are usually
employed to identify line-like features e.g. the first-order Canny edge detector [175], or
second-order detectors based on the Laplacian of Gaussian [176].
Finally, for point-like features, there are many potential candidates: identification
of line intersections [177, 178], points possessing high variance [179], discontinuities
of local curvature [180, 181], inflection points of curves [182, 183], and local extrema
of wavelet transforms [184, 185]. Most techniques employed for detecting point-like
features are based on the idea of defining corners [162, 186–190], which are usually
points of high curvature on the region boundaries [18]. This is because corners are
invariant to geometric transformations of images, and they are easily perceived by
human observers [18].
For simpler processing in the next stage, most of the existing detection techniques
use a representative point (e.g. the centre), called a control point, to represent the
location of a detected feature. More recently, the study of the methods for feature
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detection and descriptor assignment (i.e. constructing a descriptor to represent all of
the details of a detected feature) [122, 191–199] continue to be very active [135]. The
features detected here are corner-like features [200] (also known as keypoints, or interest
points), which can be matched with high accuracy. They are more invariant to changes
in scale and affine transformation compared to the region and line-like features, which
makes them suited to match images that have different scale and/or aspects [135]. To
detect these features, many techniques based on utilising the image Hessian matrix [201]
have been proposed [123, 193, 194, 202–206]. To achieve scale invariance, reasonable
candidates can be obtained by finding the local maxima in the scale-space of Difference
of Gaussian (DoG) [191, 192, 207]. The scale-space of DoG is an image pyramid, with
a subsampling factor between two neighbouring image levels less than 2. To make a
keypoint distinguished from others, it should be localised with a high accuracy, and its
corresponding descriptor should be constructed to be invariant under assumed image
degradation and be sufficiently discriminable.
Scale Invariant Feature Transform
Scale Invariant Feature Transform (SIFT) [191,192] is a method that detects invariant
keypoints based on a high level consideration of the image structure. The detected
keypoints are invariant to location, scale and rotation, and robust to affine transfor-
mations as well as changes in illumination [191, 192]. Additionally, for each keypoint
(i.e. a circular image patch with an orientation), SIFT assigns an appropriate descrip-
tor vector of dimension 128, along with several corresponding parameters: the centre
location, the radius, and the orientation of the keypoint.
Scale-space Extrema Detection Scale-space is a theory that represents an image
as a family of blurred images with a variable scale, so that image structures at different
scales can be detected [208, 209]. To achieve scale-space representation, it has been
shown that under certain assumptions, the Gaussian kernel is a reasonable approach
[209,210]. For an arbitrary image I(x, y), its corresponding scale-space representations
Ls(x, y, σ) at the scale of σ are computed by:
Ls(x, y, σ) = G(x, y, σ) ∗ I(x, y) (3.57)
where G(x, y, σ) is a Gaussian kernel of the scale σ as [211,212]:
G(x, y, σ) =
1
2piσ2
e−(x
2+y2)/2σ2 (3.58)
and ∗ is the convolution operator.
It has been demonstrated by the detailed experimental comparisons conducted
in [213], that the extremum of the scale-normalised Laplacian of Gaussian σ2∇2G
corresponds to the most stable image features, compared to a variety of other possible
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approaches (e.g. Harris-Affine Regions [214] and Harris-Laplace [215]). Additionally,
the work described in [209] shows that the DoG function approximately equals the scale-
normalised Laplacian of Gaussian σ2∇2G. Thus, to effectively detect the locations of
stable keypoints, it is reasonable to search the extrema in the DoG function, which can
be computed from the difference between two consecutive scale-space representations
separated by a multiplicative factor of constant k, as:
Dg(x, y, σ) = Ls(x, y, kσ)− Ls(x, y, σ) (3.59)
To detect the local extremum of Dg(x, y, σ), an efficient way has been suggested [213].
First, several octaves of scale-space images (i.e. a image pyramid) are generated based
on the original image, as shown in the left column of Figure 3.5. The image size of
each octave is half, compared to that of its previous one (i.e. doubling of the scale
σ). Within each octave, the blurred images are separated by a constant factor k. To
divide each octave into an integer number s of intervals, k should be chosen so that
k = 21/s. Additionally, to search a complete octave for final extrema detection, there
should exist s+ 3 blurred images for each octave. In [213], s is recommended to be set
to be s = 2. Then, within each octave, neighbouring blurred images are subtracted to
generate the corresponding DoG images, as shown in the right column of Figure 3.5.
An octave of scale-space images and the corresponding DoG images are generated for
the original image shown in Figure 3.2a, as shown in Figure 3.6 and 3.7, respectively.
Finally, the intensity value of each pixel location is compared to that of its 26 neighbours
in 3 × 3 patches (i.e. 8 in the current scale image as well as 9 each in the previous
and following ones), as shown in Figure 3.8. In [213], for the scale σ, it is set to be
σ = 1.6. To avoid discarding the highest spatial frequencies when smoothing images
before detecting extrema, the image can be expanded to make full use of its input.
In [213], it is recommended that a bilinear interpolation technique is applied to double
the size of input image, before creating the image pyramid.
Keypoint Localisation Some of the detected candidates for keypoints need to be
rejected, because they have low contrast (i.e. are sensitive to noise) and/or are poorly
localised on an edge. Additionally, because the actual extrema may exist at sub-pixel
locations, it is reasonable to localise them precisely by employing a Taylor expansion
of the DoG image as [216]:
Dg(x) = Dg +
∂DTg
∂x
x +
1
2
xT
∂2Dg
∂x2
x (3.60)
where the employed Taylor expansion has been shifted so that its origin is at the
candidate keypoint, x = (x, y, σ)T is the offset from the candidate keypoint, and the
values of Dg as well as its derivatives are evaluated at the candidate keypoint. The
actual offset of extremum xˆ can then be determined easily by taking the derivative of
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Figure 3.5: An example of constructing DoG images (taken from [192] but redrawn
here): within each octave, Gaussian blurred images of the original image are generated
so that they are separated by a constant factor k, as shown on the left column. Then,
the neighbouring blurred images are subtracted to generate the DoG images, as shown
on the right column. After finishing the above process within an octave, the blurred
image is downsampling by a factor of 2, and then the process is repeated.
(a) σ = 1.6 (b) σ = 1.6×√2
69
(c) σ = 1.6× 2 (d) σ = 1.6× 2√2
(e) σ = 1.6× 4
Figure 3.6: An example of scale-space images in an octave for the original image shown
in Figure 3.2a.
above function with respect to x and setting it to zero, as given by:
xˆ = −∂
2D−1g
∂x2
∂Dg
∂x
(3.61)
If the obtained offset xˆ is larger than 0.5 in either dimension, then it results in the
actual extremum lying closer to a different pixel location. The above process then
needs to be repeated for this new pixel location.
Once the final offset xˆ is obtained, the corresponding function value D(xˆ) can
be obtained. If its value is below a threshold value, then this candidate keypoint is
removed, so that candidates with low contrast are excluded. To eliminate a candidate
keypoint based on poor localisation, it is noticed that for an edge, there is a large
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(a) σ = 1.6 (b) σ = 1.6×√2
(c) σ = 1.6× 2 (d) σ = 1.6× 2√2
Figure 3.7: An example of DoG images, which corresponds to the scale-space images
shown in Figure 3.6: to make them move visible, all images are in the jet colour map.
principal curvature across it but only a small one in the perpendicular direction. If the
difference between two curvatures is below the ratio of largest to smallest eigenvector,
which are computed from the 2 × 2 Hessian matrix at the exact location and scale of
the candidate keypoint, then this candidate is rejected.
Orientation Assignment The aim is to assign a consistent orientation to each key-
point based on local image properties. One approach to find the orientation is as follows:
for each pixel location (x, y) within a region around the keypoint, the magnitude of the
gradient mag is computed as:
mag(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (3.62)
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Figure 3.8: An example of detecting extremum in a DoG image (taken from [192] but
redrawn here): comparing the intensity value of a pixel location (marked as X) to that
of its 26 neighbours at the current and adjacent images (marked as green circles).
where L is the Gaussian blurred image corresponding to the scale of the keypoint, and
the orientation of the gradient θ(x, y) is computed as:
θ(x, y) = tan−1
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y) (3.63)
Next, the computed gradient orientations are used to form an orientation histogram,
which has 36 bins covering the whole range of orientations (i.e. each bin covers a
range of 10 degrees). Each of them is added to the histogram according to its gradient
orientation, and weighted by its gradient magnitude as well as by a Gaussian window
whose scale is 1.5 times that of the keypoint. Then, the global peak in the histogram
is located. The keypoint is assigned the orientation(s) corresponding to this peak and
any other local peak within 80% of the height of the global peak. Multiply assigned
orientations will make a significant contribution to the stability of the final matching.
Finally, a parabola is fitted to the 3 histogram values closest to each peak to interpolate
the peak position with a better accuracy.
Keypoint Descriptor A unique descriptor is assigned to each of the keypoints, so
that they can be distinguished from each other. A window of 16× 16 pixel locations is
centred on the keypoint, then it is further broken into 16 windows whose size is 4× 4
pixel locations, as shown in the left of Figure 3.9. Within each 4 × 4 window, the
gradient information (i.e. gradient magnitude and orientation) of all pixel locations
is calculated, to form an orientation histogram of 8 bins, which results in a feature
vector containing 128 elements, as shown in the right of Figure 3.9. To construct an
8 bin histogram, the gradient information of all 16 pixel locations should be rotated
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Figure 3.9: An example of constructing a descriptor for a keypoint [192]: within each 4×
4 window, the gradient magnitudes and orientations of all pixel locations are calculated
to from an 8 bin histogram.
Figure 3.10: An example of constructing an 8 bin histogram [192]: a gradient orientation
is added to the bin covering this orientation (i.e. each bin covers 45 degrees), and the
amount added to the bin depends on the corresponding gradient magnitude.
to line up with the orientation of the keypoint (i.e. the orientation of the keypoint is
subtracted from each orientation) to be invariant to any changes in rotation. Similarly,
each pixel location contributes to the histogram according to its gradient magnitude,
but the contribution should be weighted by a Gaussian window whose scale is 1.5 times
that of the keypoint, as shown in Figure 3.10. Finally, to achieve partial illumination
independence, any number (of the 128) greater than a threshold value (e.g. 0.2) is set
to the threshold value, and then the resultant feature vector is normalised again.
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PCA-SIFT PCA-SIFT [217] is an extension of SIFT. It follows the same processing
stages of SIFT, except for the stage that constructs feature descriptors. Instead of
weighting the orientation histogram of the blurred patch, it applies PCA to the nor-
malised feature vector, which is obtained from computing the local gradient information
of image patch. There are two advantages: employing PCA allows the variations within
a image patch to be modelled accurately; and they can be represented using a compact
feature vector. One retains the variations that are related to identification and the
other discards the distortions that are caused by other effects.
Firstly, at the scale where a keypoint is detected, a region of the size 41 × 41 is
extracted and centred around the keypoint. Then, an eigenspace is computed to express
the gradient information of the image patches. For a given patch, the local gradient
information in the horizontal and vertical directions are computed, which results in a
feature vector of 2 × 39 × 39 = 3042 elements. Finally, the resultant feature vector is
projected to the eigenspace computed using PCA, which results in a compact feature
vector whose dimension is smaller than that of the original SIFT feature vector.
Speeded Up Robust Features Speeded Up Robust Features (SURF) [193, 194] is
a technique that is inspired by SIFT and used to detect features and assign descriptors.
It is several times faster than SIFT, while its performance is comparable. It speeds up
the computational process mainly because it makes an efficient use of integral images.
In SURF, the Laplacian of Gaussians is approximated by employing a box filter,
which results in two advantages: one is that the convolution with the box filter can be
obtained easily utilising integral images. The other is that the processing can be done
simultaneously for different scales. To determine the values for both scale and location,
it relies on the determinant of the Hessian matrix because, for many applications, it is
not necessary to achieve invariance to changes in rotation. It offers the option whether
to compute the orientation, which results in a further saving in the computational cost.
For the descriptor of the keypoint, it uses Haar wavelet responses in the horizontal and
vertical directions, which can easily be obtained employing integral images. First a
region, whose size is 20s× 20s, is centred around the keypoint, where s is the scale at
which the keypoint was detected. This is then divided into 4 × 4 subregions. Within
each subregion, the horizontal and vertical Haar wavelet responses dx and dy are taken,
and they are summed up over the whole subregion to form a vector of dimension 4, as:
vh =
(∑
dx,
∑
dy,
∑
|dx|,
∑
|dy|
)
(3.64)
This results in a feature descriptor with 64 dimensions. Additionally, it speeds up the
matching process. It uses the sign of the trace of the Hessian matrix to indicate whether
a keypoint is detected from a bright blob on a dark background or from the reverse
situation (i.e. a dark blob on a bright background). Then, in the matching stage, only
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the feature descriptors detected from the same situation are compared, which results
in faster matching while keeping the same performance.
3.4.2 Matching Features
After features have been detected (e.g. salient points or small blocks), they should be
matched so that the locations of corresponding features from different images can be
determined. The easiest approach to match all the corresponding features between two
images is to compare all the features detected in one image against those detected in the
other. However, it should take into account the fact that the physically corresponding
features can become dissimilar due to the different image acquisition conditions and/or
the different sensor spectral sensitivities, and some features do not have corresponding
pairs in the other image. To address this, a variety of more robust methods have been
proposed. For example, the chamfer matching algorithm introduced in [218] matches
detected line features from different images, so that the generalised distances between
them are minimised. The method proposed in [219] is based on relaxation, where it
recomputes the figures of merit iteratively for all feature pairs while considering the
matching quality of these features pairs, until an optimal result is reached. However, the
time taken for these methods makes this kind of approach unsuitable for some practical
applications. To devise a more efficient matching scheme, the idea of finding nearest
neighbours in the feature space is frequently employed. For example, a technique
called “slicing”, developed in [220], discards a group of candidates that lie outside a
hypercube of a test data sample in the feature space, and then employs a series of
1D binary searches. An algorithm called Best Bin First (BBF) was proposed in [221],
where it approximates the k-d tree algorithm [222] (i.e. a space partitioning tree for
organising data samples in a k-dimensional space) and returns the nearest neighbours
with high probability. It makes the search of bins (i.e. candidates) in the feature
space corresponding to the ascending sort of the distances from the test location, by
employing a modified search ordering for the k-d tree algorithm. Then, by cutting off
the search after a specific number of nearest bins have been explored, an approximate
result can be obtained at low computational cost. Unfortunately, there are almost
always outliers among the matched results of feature correspondences (i.e. data samples
whose distribution fits some model), it is better to use robust model fitting techniques
to find a good starting inlier set of feature correspondences (i.e. feature correspondences
that fit the estimated transformation model).
RANdom SAmple Consensus
RANdom SAmple Consensus (RANSAC) [223] is an iterative technique for estimating
parameters of a mathematical model from a set of data that contains outliers. It is
widely applied to model fitting problems, because of its simple implementation and
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robustness. It works by assuming that all of the data consist of either inliers that can
be explained by a mathematical model with a set of particular parameter values, or
outliers that cannot fit that model in any situations. Additionally, it assumes that there
exists a procedure for optimally estimating the parameters of the mathematical model
from the available data. Although RANSAC is able to estimate the model parameters
with high accuracy even when there exists a significant number of outliers, it may not
always be able to obtain the optimal solution when the number of computing iterations
is insufficient, and it usually achieves a bad performance when the percentage of inliers
is less than 50% [223].
RANSAC simply iterates the following steps: generating a hypothesis from ran-
domly selected data and then verifying it on all the data. The random selection of
data can result in two advantages: there is no need to employ complex optimisation
algorithms nor to take a large amount of memory [224]. It is because that by randomly
selecting a minimal subset from the data and then using this selected subset to esti-
mate a mathematical model, the total number of data need to be considered by a model
fitting function is significantly reduced. To show how RANSAC iterates the steps, it
is applied to find a model for a set of 2D data samples, and two iteration examples
are shown in Figure 3.11 and 3.12. In this application, two data samples are randomly
selected for model estimation in each iteration, and they can be easily fitted to a linear
equation. From Figure 3.11 and 3.12, it can be seen that the estimated model in Figure
3.12 is more appropriate than that in Figure 3.11, where there is a larger number of
data samples consist with the model.
Here, for matching detected features, RANSAC starts by randomly selecting a sub-
set of k feature correspondences, which is then used to compute an estimated trans-
formation model. Next, the estimated transformation model is applied to obtain the
errors of the full set of feature correspondences, i.e. the differences between mapped
estimated locations and the detected feature locations. Then, it determines how many
inliers exist, based on whether their corresponding errors are within a predefined toler-
ance (usually, set to be around 1-3 pixel locations [135]). The above process is repeated
Ssac times, and the set of feature correspondences which has the largest number of
inliers is regarded as the final solution.
The number of iterations Ssac must be chosen to be sufficiently large, so that the
probability Psac of finding a true corresponding set of inliers is high enough (usually,
set to be 0.99 [225]). Let psac represent the probability that any randomly selected
feature correspondence is an inlier. Therefore, the likelihood an iteration that all k
randomly selected feature correspondence are inliers is pksac. Then, the likelihood that
all Ssac iterations fail is [225]:
1− Psac = (1− pksac)Ssac (3.65)
and with some manipulations, the minimum number of iterations required can be ob-
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tained as [225]:
Ssac =
log(1− Psac)
log(1− pksac)
(3.66)
To show how RANSAC matches detected features (e.g. SIFT features) for image regis-
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Figure 3.11: A RANSAC iteration example: estimating a model for a set of 2D data
samples, based on two randomly selected data samples.
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Figure 3.12: Another RANSAC iteration example: estimating a model for a set of 2D
data samples, based on two randomly selected data samples.
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tration, an example of registering a projective distorted image by SIFT and RANSAC
is showed in Figure 3.13.
Least Median of Squares Least Median of Squares (LMS) [226] is another widely
used robust model estimation technique. It operates very similarly to RANSAC. Instead
of counting the number of inliers on the basis of whether the corresponding errors are
within a predefined threshold, it finds the median value of these errors, and then tries to
minimise this resultant median value. Compared to RANSAC, it fits outliers for robust
regression as a minimisation problem with a nonlinear loss function, which results in it
being necessary to employ a numerical optimisation algorithm to solve the regression
problem [224]. It performs poorly when more than 50% of the features are outliers, but
it has the advantage that there is no need to choose any threshold for inliers.
PROgressive SAmple Consensus PROgressive SAmple Consensus (PROSAC)
[227] is an enhanced version of RANSAC. It speeds up the process of finding a sta-
tistically good set of inliers by adding randomly selected feature correspondences from
the most confident match candidates. The confidence here is ordered by a similarity
measure, and it is based on the assumption that candidates with high similarity scores
are more likely to be inliers compared to those with low similarity scores. In practice,
good hypotheses are often generated early in the process, which results in PROSAC
achieving significant savings in the computational cost. However, although PROSAC
often dramatically reduces the number of hypotheses required for testing, this depends
on the data and also on the existence of a similarity measure to rank feature correspon-
dences.
3.4.3 Estimating the Transformation Model
Once a set of matched feature correspondences has been established, the next step is
to estimate the parameters of the transformation model that best registers the two im-
ages. In other words, the corresponding features from the reference and sensed images
should be as close as possible after the sensed image is transformed by employing the
estimated transformation model. The estimation of transformation models should take
consideration of the assumed geometric distortion of the sensed image, the method of
image acquisition, and the required accuracy of the final registration result. In general,
the number of matched feature correspondences is often many more than the mini-
mum number required for determining the transformation model, e.g. the projective
deformation must be determined by at least 4 matched feature correspondences. This
results in the estimation of transformation models becoming overdetermined problems,
i.e. there are more equations than unknowns.
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(a) (b)
(c) (d)
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(e) registered result (f)
Figure 3.13: An example of registering a projective distorted image by SIFT and
RANSAC - the reference and sensed images are shown in Figure 3.2a and 3.2f, respec-
tively: (a) and (b) the SIFT features detected in the reference and registered images
(marked as cyan ×), respectively (c) and (d) the feature correspondences detected be-
fore and after employing RANSAC, respectively (f) the difference between the reference
and registered images.
Least Squares
Least Squares is a classical method that approximates the solution of an overdetermined
problem [228,229]. The parameters of the transformation model are estimated so that
the sum of squared errors is minimised at the matched feature correspondences. For
the most general case, i.e. the projective transformation, its equations (3.31) can be
rearranged as:
−(h11x+ h12y + h13) + (h31x+ h32y + 1)x′ = 0
and
−(h21x+ h22y + h23) + (h31x+ h32y + 1)y′ = 0 (3.67)
Because the coefficients of the homography matrix H appear linearly, to solve for H
the above equations are rearranged to get the following:
aThxh = 0
and
aThyh = 0 (3.68)
where
h = [h11, h12, h13, h21, h22, h23, h31, h32, 1]
T (3.69)
ahx = [−x,−y,−1, 0, 0, 0, xx′, yx′, x′]T (3.70)
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ahy = [0, 0, 0,−x,−y,−1, xy′, yy′, y′]T (3.71)
For a given set of matched feature correspondences, the following linear system of
equations can be formed:
Ahh = 0 (3.72)
where
Ah =
 a
T
hx
aThy
...
 (3.73)
A least squares estimation can be obtained, which is the eigenvector corresponding to
the minimum eigenvalue of AThAh.
Weighted Least Squares The above formulation of least squares uses all matched
feature correspondences for estimating the parameters of transformation model, which
is valid for the entire image. In other words, it assumes all matched feature correspon-
dences are matched with the same accuracy, which discards local geometric distortions
by averaging them equally over the entire image. This is not desirable [18]. It may
often result in poorly handled locally deformed images, i.e. unnecessarily warping some
areas of the sensed image, where the matched feature correspondences are away from
each other when aligned to the reference image. To avoid this problem, a special case of
generalised least squares, called weighted least squares, is often employed [18, 135]. It
is associated with an estimation of variance with each matched feature correspondence.
3.5 Area Based vs Feature Based
Since two alternative approaches exist to register images (i.e. the area based and the
feature based), the question is: which is preferable for practical applications? Unfortu-
nately, there is no clear answer for all situations.
When the images do not contain a lot of notable details, and the information pro-
vided by image intensity values are more distinctive compared to that provided by
image local shapes/structures, the area based techniques are usually preferable [18].
For example, for registering typical medical images that are not very rich in details,
and for matching sequential image frames in a video obtained from remote sensing,
the area based approach can often work well. These techniques have the advantage of
measuring and properly weighting the contribution of every pixel location in the image,
so that all the information available in the image is used optimally [135]. They also
have two principal limitations. One is that there must be either an identical or a sta-
tistically dependent similarity relationship between the intensity values of the reference
and sensed images, so that correlation-like methods can be employed [18]. The other is
that they usually only allow changes in shift and rotation to exist between the images
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to be registered, which results in making them fail too often when registering partially
overlapping images [135].
If the images contain enough distinctive objectives that can be easily detected (i.e.
the information carried by image local structures is more significant than that carried by
the image intensity values), the feature based methods are usually recommended [18].
For example, for the applications in computer vision, the images typically contain many
details such as buildings, roads, rivers, and so on. As long as the distribution of detected
features over the image is good, enough matched feature correspondences can usually
be found [123]. However, the early feature based methods tend to work improperly in
regions that are either too textured or not textured enough [135]. This often results in
the obtained features being distributed unevenly over the image. This causes failures
to match features that should in fact be aligned [135]. Fortunately, the modern feature
based approaches usually have remarkably robust detection and matching schemes. In
such cases, not only regions whose Harris measure (i.e. the change of intensity value
due to shifts in a local window) is high (i.e. corner points) [203, 204], but also blob-
like regions [192], and uniform areas [230] are all treated as features. Because these
methods operate in a scale space and additionally employ a dominant orientation, they
can handle complex distortions between images, e.g. changes in scale, orientation,
as well as foreshortening (i.e. an object appears shorter than it actually is) due to
homographies, and even allow the registration of images taken from widely separated
views [192]. There are two crucial points for all feature based approaches. One is
whether the respective features are stable and/or can be detected [18]. The other is
whether the feature descriptors are constructed reasonably, so that there is a sufficient
number of feature correspondences can be found to permit image alignment [135].
More recently, image registration methods have started to appear that employ both
area based and feature based approaches simultaneously [231]. First, two images are
aligned using feature based method; then, the sensed image is warped to the reference
image frame; finally, a more accurate estimate can be recomputed by employing an
area based method [135].
3.6 Image Resampling Techniques
In image registration, and many other image processing applications, images may be
transformed (e.g. resized, rotated and distorted) to fractional pixel addresses/locations.
To address the effect of the fractional pixel addresses, a number of interpolation algo-
rithms have been proposed. An interpolation method estimates the values at unknown
points by using the intensity values from known neighbouring pixels. Nevertheless,
this is only an approximation. The resultant image always loses some quality when
interpolation is performed, and resultant image can vary significantly depending on the
interpolation algorithm. There are three most commonly used interpolation techniques,
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i.e. nearest-neighbour, bilinear, and bicubic.
Nearest-Neighbour Interpolation Nearest-neighbour interpolation [232] is one of
the simplest interpolation algorithms, where it only considers a single pixel, i.e. the
nearest one to the interpolated point, to assigns the intensity value of this pixel to the
interpolated point. Due to the simplicity of the process, nearest-neighbour interpolation
outperforms others in terms of the processing time. However, this process also has the
effect of simply making each pixel bigger, which can result in spatial distortion, and
therefore makes it unreliable for measurement purposes.
Bilinear Interpolation
Bilinear interpolation [232], also known as bilinear filtering or bilinear texture mapping,
considers the closest 2× 2 neighbourhood pixel values surrounding the unknown pixel.
It then takes a weighted average of these 4 pixels to obtain the final interpolated value.
This results in much smoother looking images than the nearest neighbour method, and
reducing the visual distortion caused by the fractional zoom calculation, which changes
the size of an image while attempting to retain good image quality.
Suppose the function f(·) can represent the intensity value of a function, then given
the four pixels Q11 = (x1, y1), Q12 = (x1, y2), Q21 = (x2, y1) and Q22 = (x2, y2)
surrounding the unknown fractional pixel P (x, y), with the intensity values f(Q11),
f(Q11), f(Q11), f(Q11) and f(Q11), the linear interpolations in the x direction are
carried out to get the values at R1 and R2, as:
f(R1) ≈ x2 − x
x2 − x1 f(Q11) +
x− x1
x2 − x1 f(Q21) (3.74)
f(R2) ≈ x2 − x
x2 − x1 f(Q12) +
x− x1
x2 − x1 f(Q22) (3.75)
then, linear interpolations in the y direction are:
f(P ) ≈ y2 − y
y2 − y1 f(R1) +
y − y1
y2 − y1 f(R2)
≈ (x2 − x)(y2 − y)
(x2 − x1)(y2 − y1)f(Q11) +
(x− x1)(y2 − y)
(x2 − x1)(y2 − y1)f(Q21)
+
(x2 − x)(y − y1)
(x2 − x1)(y2 − y1)f(Q12) +
(x− x1)(y − y1)
(x2 − x1)(y2 − y1)f(Q22) (3.76)
Bicubic Interpolation Bicubic interpolation [232] is more computationally demand-
ing than nearest-neighbour or bilinear interpolation. It is similar to bilinear interpola-
tion but the pixel intensity values are modelled by filling a cubic rather than a linear
function, which requires a slight larger region to fit the function. It considers the
closest 4 × 4 neighbour pixels of the interpolated point, and then takes a weighted
average of these 16 pixels to get the final interpolated value, with closer pixels given a
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Figure 3.14: An example of interpolating intensity value by bilinear interpolation.
higher weighting in the calculation. It produces noticeably sharper images than bilinear
and nearest-neighbour interpolations, with less blurring of edges and other distortion
artifacts.
3.7 Image Registration in 3D Reconstruction
There exist many tools and techniques that attempt to obtain information about the
geometry of a 3D scene from its 2D images. Because the image formation process is not
generally invertible, the reconstruction problem needs to be solved with additional in-
formation to reduce the number of degrees of freedom, e.g. parallelism and coplanarity
constraints that exploit prior knowledge about the scene. One possible approach to re-
construct a 3D point is by triangulation, if corresponding image points in two or more
views are given. However there is an important prerequisite, i.e. the determination
of a projection matrix, which expresses calibration and pose of camera. Fortunately,
a technique termed Structure from Motion (SfM) can solve 3D points and projection
matrices simultaneously and automatically, using an iterative bundle adjustment pro-
cedure based on corresponding points in multiple views with overlapping and offset [24].
It is most suitable for images that have a high degree of overlap and are derived from
a wide range of positions, e.g. images captured by a moving sensor, so that the full 3D
structure of the scene can be captured.
The key challenge before initialising the SfM process is registering images taken
from different angles [24, 233], i.e. establishing the coordinate relationships between
pairs of images, based on matching the features identified in each individual image
that are potential candidates for feature correspondences. However, early techniques
for image registration are only applicable when scenes are seen from similar viewpoints
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(i.e. for narrow baseline matching), because they work by matching image patches
located around the detected keypoints. Fortunately, methods for both narrow and
wide baseline matching have been developed based on local image descriptors, and one
popular approach is by matching SIFT features [23]. In the feature detection step,
SIFT first automatically extracts keypoints over all locations and scales in each image,
and then creates the corresponding feature descriptors in vector representations, based
on local image gradients [192]. These computed descriptors are unique enough to be
distinguished from each other, and they are largely insensitive to variations in the
image scaling and rotation as well as partially invariant to changes in illumination
condition and 3D viewpoint [192], so that the corresponding features can be matched
confidently. In the feature matching step, the Approximate Nearest Neighbour (ANN)
k-d tree [234] is usually used to match keypoints between each pair of images. To
work more efficiently, a priority search algorithm for ANN only allows each query
to test at most 200 bins in the tree. False matches are often identified by using a
ratio test described in [192]. Further, RANSAC [223] is used to robustly estimate a
fundamental matrix for the pair of images, while improving the robustness to noise and
outliers [235]. To minimise errors for all the inliers to the estimated fundamental matrix,
the estimated matrix can be refined by using the Levenberg-Marquardt Algorithm
(LMA) [236]. LMA is a popular algorithm for constructing a mathematical function, so
that a set of data samples can be best fitted to it. Finally, a set of geometrically matched
feature correspondences are found between each pair of images, and are organised into
tracks [24]. A track represents a set of matched keypoints that are connected across
two or more images [24].
3.7.1 Structure from Motion
When a sufficient number of tracks are obtained, the Structure from Motion (SfM)
technique can be employed to estimate camera poses and extract a sparse point cloud.
In other words, it is used to recover a projection matrix and a 3D location for each image
and track, respectively [24]. Projection matrices can be estimated through recovering
a set of camera parameters, e.g. camera rotation and translation [237, 238], while 3D
locations can be estimated by the technique called triangulation [239]. The recovered
values are only initial estimates, and usually they need to be refined by employing an
iterative non-linear optimisation technique, called bundle adjustment [25] (it will be
described below). Bundle adjustment aims at optimising the 3D structure and viewing
parameters, so that an optimal reconstruction is obtained under certain assumptions.
After utilising bundle adjustment, the optimal values can be obtained by minimising
the reprojection error, i.e. the sum of differences between the projections of each
track and the corresponding keypoints in each image [24]. But the bundle adjustment
technique only guarantees to find local minima, then it may fail by converging to bad
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local minima (particularly, for SfM problems with large-scale data). To avoid this, a
suitable initialisation of the parameter values must be provided [24].
Usually, there are two different approaches to SfM: incremental SfM, and global
SfM. The incremental SfM approach is the most popular, where successive views are
incorporated one at a time to solve camera poses and 3D locations. Typically, good
initial estimates of parameter values can be obtained by utilising the first two views.
There are also two important limitations: One is that a large number of feature corre-
spondences must be defined in each view, which requires considerable overlaps. For long
sequences of with many views, this requirement is hard to meet. The other is that there
exists various kinds of degenerate structure and motion configuration which are almost
impossible to recover [240], or multiple regions have the same structure so that they
cannot be distinguished. Degenerate configurations imply the situation where there is
an insufficient number of data samples available to determine a unique solution [241].
In practice, it may be hard to avoid degeneracy when views are obtained without
careful planning. Unlike the incremental method, the global SfM approach works by
computing parameter values based on utilising all available views simultaneously. It
has advantages over the incremental method by avoiding gross errors associated with
the sequence closure, i.e. adding images one by one. This is achieved by distributing
reconstruction errors meaningfully across all measurements. It shares the same limi-
tation as the incremental approach, i.e. there exist degenerate structures and motion
configurations that may fail to recover the structure. In addition, the global SfM is not
able to deal with missing data, i.e. every 3D point must be available in every view [242].
Recovering Projection Matrices
The camera parameters (the camera projection matrices) can be recovered by decom-
posing a fundamental matrix, which depends on the relative position and orientation
of a pair of images. The estimation of a fundamental matrix can be achieved when
there are sufficient feature correspondences available, and the resultant estimation is
accurate regardless of noise present in images [243] and robust to the existence of out-
liers [244,245].
Estimating The Fundamental Matrix The fundamental matrix Fe [131] is a 3×3
matrix that relates a pair of views, but it only has a rank of 2 (i.e. it is not invertible),
because it has a null space that is not just the zero vector [246]. For a feature point (x, y)
in the image I and its corresponding point (x′, y′) in the image I ′, they should satisfy
an epipolar constraint, i.e. (x′, y′) must lie on the particular epipolar line generated by
(x, y) and the epipolar. The epipolar is defined as the intersection of the line joining
the baseline with the image plane [26]. The epipolar constraint can be formulated
algebraically with the use of homogenous coordinates and the fundamental matrix Fe,
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as [131]:
[
x′ y′ 1
] f11 f12 f13f21 f22 f23
f31 f32 f33
xy
1
 = 0 (3.77)
When n pairs of feature correspondences exist, the above equation can be rearranged
in the representation of linear equations in the 9 unknown elements of the fundamental
matrix Fe, as [131]:
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= 0 (3.78)
or in matrix format as:
Af f = 0 (3.79)
where Af is an n× 9 matrix representing the n pairs of corresponding feature points,
and f is a 9-d vector storing all the 9 elements of the fundamental matrix Fe. A
least square solution can be found, as the eigenvector corresponding to the minimum
eigenvalue of ATf Af . This solution to f is not unique [247]. It is defined up to an
arbitrary scale. Because the fundamental matrix Fe has a rank of 2, it has only 7
degrees of freedom. It is important to pre-process the corresponding feature points,
otherwise the computation can be poorly conditioned [243]. The pre-processing process
can be obtained by normalising these points, so that the condition number of ATf Af
(i.e. the ratio of the largest to smallest singular value in the SVD of ATf Af ) is improved
before estimating the elements of the fundamental matrix Fe [243].
For a particular combination of camera and lens, the camera intrinsic and extrinsic
parameters can be determined by taking photographs of a controlled scene. Then it is
reasonable to assume that the camera calibration matrices Kcam and K
′
cam are known
for the image I and I ′, respectively. The above recovered fundamental matrix Fe can
be transformed into an essential matrix through the following equation:
E ∼ K′camTFeKcam (3.80)
where E is a 3×3 matrix, called the essential matrix, which describes the relationships
between corresponding feature points in a pair of images. The estimates of the transla-
tion and rotation between the two views can be obtained, by further decomposing the
resultant essential matrix E into a skew-symmetric matrix and an orthonormal matrix,
respectively, as:
E ∼ [T]×R (3.81)
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where [T]× is a 3× 3 matrix, called the cross product matrix. For a translation vector
T = [tx, ty, tz]
T , the corresponding cross product matrix [T]× is defined by:
[T]× =
 0 −tz tytz 0 −tx
−ty tx 0
 (3.82)
and R is a 3× 3 matrix, corresponding to a rotation.
The above decomposition can be achieved based on computing the Singular Value
Decomposition (SVD) of the essential matrix E [248]:
E = UeΛV
T
e (3.83)
where Ue and Ve are 3× 3 orthogonal matrices, and Λ is a 3× 3 diagonal matrix. The
translation T and rotation R can then be obtained by:
[T]× = Ue
 0 1 0−1 0 0
0 0 0
UTe (3.84)
R = Ue
0 −1 01 0 0
0 0 1
VTe (3.85)
Finally, the projection matrices P and P′ can be estimated directly from the recovered
translation T and rotation R above, as:
P = Kcam[I | 0] (3.86)
P′ = K′cam[R | T] (3.87)
where I is a 3 × 3 identity matrix. However, due to the arbitrary choice of signs for
the translation T and rotation R, there are four possible solutions. But because the
reconstructed 3D points must lie in front of the cameras, the correct one can be easily
disambiguated. However, the recovered projection matrices are still ambiguous in scale,
more specifically, the camera translation corresponds to an unknown scale.
Triangulation
Triangulation [239] refers to the process of computing the location of a 3D point, given
its projections in two or more views, as well as the camera projection matrices describing
the projection process from 3D to 2D for all the cameras involved. In an image, each
feature point and the corresponding camera location can be used to generate a line
in 3D space that this point lies on. Additionally, the corresponding feature points in
two or more images must be the projections of the same 3D point. The coordinate of
this 3D point can be recovered by computing the intersection point of the set of lines
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generated based on the corresponding feature points. However, due to the presence
of measurement noise, the above ideal situation will not generally hold, i.e. the set of
lines usually will not intersect. Thus, the location of the 3D point has to be estimated
using an alternative method, in such a way as to minimise an appropriate error metric.
The most commonly used one is the sum of squared errors between the measured and
predicted feature point locations of the 3D point in all the images where it is visible,
as [239]:
arg min
X3D
∑
i
‖Y2Di −PiX3D‖22 (3.88)
where Y2Di = [y1i , y2i , 1]
T and PiX3D are the measured and predicted feature point
positions of the 3D point X3D = [x1, x2, x3, 1]
T in the image i, and Pi is the 3 × 4
camera projection matrix corresponding to the view i. Under the assumption that
the measurement noise associated with the image coordinate is Gaussian distributed,
a solution for the 3D point X3D can be obtained using maximum-likelihood estimation
[239].
Another popular approach works by exploiting the property of parallelism between
the homogenous 3-D vectors Y2Di and PiX3D, which can be used to form the following
equation [239]:
[Y2Di ]×PiX3D = 0 (3.89)
Since there is a number of images where the reconstructed 3D point X3D is visible, the
above equation can be arranged into matrix form, as:
ApX3D = 0 (3.90)
where Ap is a 3n× 4 matrix that is formed by:
Ap =

[Y2D1 ]×P1
[Y2D2 ]×P2
...
[Y2Dn ]×Pn
 (3.91)
where n represents the total number of views where the 3D point X3D is visible. Further
(3.90) above can be transformed into an optimisation problem, whose solution can be
approached by the least squares method, as:
arg min
X3D
‖ApX3D‖2 = 0 (3.92)
Finally, the solution to the 3D point X3D can be obtained as the eigenvector of A
T
p Ap
corresponding to the smallest eigenvalue.
Bundle Adjustment
After the parameters of camera motion and scene structure have been estimated, they
need to be refined iteratively by employing a technique called bundle adjustment [25].
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The bundle adjustment technique attempts to achieve an optimal estimate of a set of
parameters, when the data points are noisy. It works by minimising an appropriate
cost function. In particular, for 3D reconstruction, it is based on a weighted sum of
squared reprojection errors. For practical applications, the Gauss-Newton algorithm is
usually employed for fast convergence [25].
Since neither the parameters of projection matrices nor the 3D point locations can
be observed directly, the measured pixel locations of the projected 3D points are used.
Let the set of predicted pixel locations be x¯i(θ) and the corresponding set of observed
ones be xˆi, where θ represents a set of parameters that need to be optimised. Then the
prediction error ∆x¯i(θ) can be given by:
∆x¯i(θ) = xˆi − x¯i(θ) (3.93)
Under the assumption that the measurement noise is Gaussian distributed, the ap-
propriate cost function for bundle adjustment to minimise is the sum of the squared
prediction errors, which is based on the maximum-likelihood estimation, as:
fp(θ) =
1
2
∑
i
∆x¯i(θ)
TWpi∆x¯i(θ) (3.94)
where Wpi is a positive definite weight matrix that is chosen to approximate the inverse
covariance of the measurement noise associated with xˆi.
The minimisation process of the above equation (3.94) is iterative. At each iteration,
a parameter displacement θ → θ + δθ is seek to minimise fp(θ). It is possible to solve
an approximate value for δθ, by fitting a quadratic Taylor series to the cost function
as [236]:
fp(θ + δθ) ≈ fp(θ) + gTv δθ +
1
2
δθTHm∆δθ (3.95)
where gv and Hm are the gradient vector and Hessian matrix, respectively. Under
the assumption that the Hessian matrix Hm is positive definite, the above equation
has a unique global minimum. Then the stationary point can be obtained by setting
dfp(θ+δθ)
dθ ≈ Hmδθ + gv to zero, which results in the step in Newton’s method as:
δθ = −H−1m gv (3.96)
The gradient vector gv and Hessian matrix Hm can be obtained in terms of the Jacobian
matrix Jm =
dx¯(θ)
dθ , by differentiating the equation (3.94) as:
gv =
dfp(θ)
dθ
= JTmW
p∆x¯ (3.97)
Hm =
d2fp(θ)
dθ2
= JTmW
pJm +
∑
i
(∆x¯TWp)i
d2(∆x¯)i
dθ2
(3.98)
where Wp = diag(Wp1,W
p
2, . . . ,W
p
N ), and the notation (. . . )i represents the ith ele-
ment of a vector. In practice, the term d
2(∆x¯)i
dθ2
in the Hessian matrix Hm is likely to be
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small when comparing to the term JTmWJm [25]. Then the least squares approximation
to the Hessian matrix Hm can be obtained, by dropping this term as:
Hm ≈ JTmWpJm (3.99)
Finally, a Gauss-Newton approximation for δθ can be achieved as:
(JTmW
pJm)δθ = −JTmWp∆x¯ (3.100)
The Gauss-Newton approximation can get a very accurate result, when the least square
cost function is free of outliers and evaluated near the real cost minimum [25].
The last challenge left is the determination of the time to stop the iteration, which
progressively obtains a better estimation of the parameters. Since the solution obtained
by optimising the minimisation problem of a cost function is only a statistical approach
to the true solution, it is usually unnecessary and wasteful to iterate until a limitation
is reached (e.g. converging to a machine accuracy). A simple but effective solution is
descried in [249]. The iteration is stopped if there are two successive situations, where
the amount that the cost function (i.e. fp(θ)) decreases is less than a small fractional
number (e.g. 10−3).
After the above stages, a sparse point cloud is produced. To enhance the den-
sity of the point cloud, a number of techniques have been developed. For example,
the combination of the Clustering Views for Multi-view Stereo (CMVS) [250,251] and
Patch-based Multi-view Stereo (PMVS) algorithms [250], which works based on the
camera positions derived from SfM. First, the CMVS technique is employed to deter-
mine which images are overlapping, and further decompose these overlapping images
into clusters or subsets whose size is manageable. Then the PMVS technique is used
to reconstruct the 3D information from each of these resultant clusters independently.
Finally, a significant increase in the density of the point cloud can be achieved by
employing the above process, typically being around two orders of magnitude [23].
The estimation results obtained from the SfM procedure is in relative coordinates,
i.e. they are ambiguous to the scale. However, sometimes the resultant model need to
be displayed on an overhead map, then its coordinates must be transformed to absolute
coordinates, which can be achieved by aligning the model with a geo-referenced image
or map, e.g. a satellite image [24]. The algebraic relationship between relative and
absolute coordinates can be represented by a similarity transform. The determination
of the correct transformation can be achieved by interactively rotating, scaling, and
translating the resultant model, until an agreement is obtained between the model and
the provided image or map [252].
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Chapter 4
Binary Data Embedding
Framework
To be able to generalise properties of the data from very limited sets of examples. A
novel manifold embedding method is proposed to generate binary decision processes,
where the unique characteristics of each individual class are determined and a low di-
mensional embedding is constructed. The proposed method outperforms other methods
even when only small numbers of examples are available for training. This chapter is
mainly based on the published work [31,32].
4.1 Motivation
There has been a rapid expansion in the number of video surveillance systems in ev-
eryday environments. The introduction of high quality digital cameras in public places
provides image data for situational assessment and crowd monitoring, and specific se-
curity functions, such as the identification of individuals. Machine learning and other
techniques have been developed to assist human operators and to reduce the workload
associated with monitoring large numbers of cameras. For example, facial recognition
algorithms are widely used in automated security systems (e.g. airport security). A
computer processes a large number of digital images or video sequences to identify
individuals who may pose security concerns or to authenticate people who are autho-
rised to access a certain area [253]. A direct way to approach the face recognition
problem is visual face recognition, i.e. 2D face recognition. Although this approach
causes information loss, due to the projection from 3D to 2D, it can still achieve high
performance, when face images are taken under certain controlled conditions [253]. To
make the system more tolerant to environmental variations, such as changes in back-
ground, image resolution, pose, illumination, expression and occlusion, an alternative
approach is full 3D face recognition, where the face is represented as a full 3D object.
Because this approach includes the complete geometry of the face, it should be robust
with respect to variations in pose and illumination [254, 255]. However, existing 3D
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sensor technologies are not completely independent of lighting conditions, and can be
affected by strong light sources [254]. A promising approach uses Infrared (IR) face
recognition [256], which uses thermal differences arising from the tissues under the skin
as well as external visual features, and it could work in total darkness [257]. It does
however require special camera equipment.
Nevertheless, all three mentioned face recognition approaches can be represented as
a generic classification problem [253]: to determine to which of a set of identities (i.e.
classes) one or more new face images (i.e. data samples) should correspond, on the basis
of an existing set of face images whose corresponding identity (i.e. label) information
is known. The input data frequently possess high dimensionality [258,259]. This is due
to the fact that increasing data dimensions (e.g. using high resolution face images) can
provide more information about objective phenomenon [260], and thus can improve the
performance of a variety of learning tasks [261,262]. However, the number of available
data samples is usually limited. Therefore, high dimensional data often have many
more degrees of freedom than can be defined and/or determined for a perceptually
meaningful structure for the purpose of identification or verification [12, 13, 93]. Thus,
directly processing the data in its original high dimensional feature space would lead
many existing classification algorithms to increase computational complexity [263], lack
efficiency, or even fail [264].
The intrinsic degrees of freedom often imply that there is a low dimensional struc-
ture embedded in the original feature space of the high dimensional data [264]. A
direct way to achieve low dimensional representation is by feature selection. It aims to
remove redundant and/or irrelevant information by selecting a subset of features from
the original data so that the redundant and/or irrelevant features do not degrade the
classification performance. It is easy to interpret the results, but searching all possible
feature subsets creates a relatively high computational cost. Additionally, it may cause
information loss due to the selection process. Feature extraction is an alternative ap-
proach, where it projects the data from its original high dimensional feature space to a
lower one. The resultant features are either a linear or nonlinear transformation of the
original features. Unlike to feature selection, it rotates the coordinate system of the
original high dimensional data, and then selects a number of features that are poten-
tially important [260]. Embedding learning is a group of feature extraction techniques
which aim to learn a compact and meaningful representation of a set of data samples
in a high dimensional feature space.
A range of algorithms for embedding learning have been proposed [15,16], and they
have been reviewed in detail in chapter 2. Most algorithms differ from one another in
how, during the learning process, they preserve important properties and characteristics
that are present in the original set of data. They use different approaches to preserve
similar structural information, based on formulating different objective functions, along
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with different constraints for trace optimisations. The different objective functions can
be optimised using an eigen solver [265–267], but their underlying goals are similar.
Each attempts to find one embedded feature space that groups the data samples of
intraclass together, whilst maintaining a suitable separation between those of interclass.
In real world applications, when a sufficient number of data samples is available, most of
the existing algorithms can achieve good performance. However, it does not often hold
(usually, there is only a small number of data samples are available to characterise the
underlying structure of a given dataset) and then it is very difficult for these algorithms
to achieve good performance.
To try to overcome this problem, a new approach is proposed to aim at generating
a feature space formed by distinct feature(s) of each class, which could potentially
enhance the grouping of the data samples in this class while separating them from
those in the remaining classes. Compared to the existing techniques that try to find
distinguishing features, each of which attempts to separate all classes, this approach
focuses on finding the distinct characteristics of one class at a time. The proposed
binary data embedding framework is motivated by the idea of One-Vs-All (OVA) [27,
28], which is a common strategy that decomposes a multiclass classification problem
into several binary ones [268,269]. This is based on the fact that binary decomposition
shows better performance compared to other multiclass approaches [270]. The issue of
an imbalanced number of data samples is usually associated with binary decomposition,
i.e. the number of data samples from a target class is relatively small, compared to
that of the remaining data samples. It can cause some undesirable effects in the derived
performance [271–273]. To address the issue, instead of selecting data samples from
the remaining ones to achieve a balance, a weighted pairwise constraint indicator is
proposed to balance the contributions of the data samples from a target class from
those from the remaining classes.
4.2 Mathematical Formulation
The input set of data samples often possesses very high dimensionality, which may
contain redundant and/or irrelevant information. This results in increasing computa-
tional complexity. To avoid this, a new set of data samples can be obtained through
data pre-processing. It aims to reduce the original dimensionality of the input set of
data samples, whilst keeping the essential characteristics and properties (e.g. the data
variance) of the original set. The way to apply a data pre-processing technique to both
training and test set X and X˜ is listed in appendix B. Subsequently, a corresponding
pairwise feature based weight is computed, to represent the relation features (i.e. being
similar or dissimilar) between data samples of pre-processed set of data samples. The
way to compute a corresponding pairwise feature based weight matrix F = [fij ] for the
training set X can be found in appendix A.
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The underlying concept of the proposed method is the idea of formulating an em-
bedded feature space that separates the data samples into either the target class, or
belonging to the set of the remaining classes. The proposed method formulates the
final objective embedded feature space, with the use of the pre-processed set of data
samples and the pairwise feature based weight representing the relation features within
the pre-processed set of data samples.
The results generated by most of the existing embedding techniques for classification
can be viewed as modifications of the relative positions between data samples in the
embedded feature space. One common way to achieve this is to optimise the following
minimisation problem [14]:
arg min
zi∈Rb
∑
n
i,j=1wij ‖zi − zj‖22 (4.1)
where the weight wij controls the relative position between embedded data samples zi
and zj [60,62]. wij can be divided into two meaningful terms: its sign indicates different
ways to modify the relative position between zi and zj , i.e. moving far apart (a negative
value), staying close together (a positive value) and no action (a value of 0); while
its absolute value indicates how important the corresponding position modification is.
Then, to characterise these two meaningful terms, wij can be expressed as:
wij = sgn(wij)|wij | (4.2)
where sgn(·) is the sign function, and it is defined as:
sgn(x) =

+1 if x > 0
0 if x = 0
−1 if x < 0
(4.3)
while | · | indicates the absolute value, and it is defined as:
|x| =
{
x if x ≥ 0
−x if x < 0 (4.4)
The above three different ways of position modification can be characterised with
a pairwise constraint [274, 275]. Because they utilise feature proximities to generate
results, for the unsupervised embedding techniques, there is no position modification
that moves data samples far apart. Additionally, to incorporate local neighbour graphs
[54], a parameter k is introduced to indicate the k-NN (Nearest Neighbour) for each
data sample. Then, one possible indicator for unsupervised pairwise constraint δuij can
be defined as:
δuij =
{
+1 if xi and xj are undirected k-NN
0 otherwise
(4.5)
For the methods that do not take into account the local neighbour information, such
as PCA [42], δuij is still applicable by setting k to be n − 1 (i.e. treat all the available
97
data samples to be its nearest neighbours). While for the supervised techniques that
additionally utilise the label information, to achieve better grouping and separation of
respective intraclass and interclass data samples, they aim to keep friend data samples
(i.e. ones from the same class) close together while enemy ones (i.e. ones from dif-
ferent classes) far apart (the terms friend and enemy to indicate respective intra- and
inter-class were used in some previous work, e.g. [14]). Similarly, the local neighbour
information can be characterised by introducing two parameters kF and kE , to indi-
cate kF -NN and kE-NN among friend and enemy data samples, respectively. Then, one
possible indicator for supervised pairwise constraint δsij can be defined as [14]:
δsij =

+1 if xi and xj are from the same class
and undirected kF -NN
−1 if xi and xj are from different classes
and undirected kE-NN
0 otherwise
(4.6)
Similarly, for the methods that do not take into account the local neighbour graphs,
such as MMC [51], δsij is still applicable by setting kF and kE to be certain values, so
that all friend and enemy data samples are included.
Some embedding techniques permit all data samples to make the same contribution
to the calculations, by setting |wij | to be a constant value, such as PCA [42]. More
techniques operate on contributions from selected pairwise data samples (e.g. pairwise
undirected nearest neighbours), and the contributions are distinguished to be strong or
weak according to a similarity measure based on the corresponding features. For the
supervised methods that incorporate local neighbour information, it is reasonable to
employ a feature based weight fij to replace |wij |, and the corresponding optimisation
problem in (4.1) can be reformulated as:
arg min
zi∈Rb
∑
n
i,j=1δ
s
ijfij ‖zi − zj‖22 (4.7)
Adaptive Measures of Intra- and Inter-class Information
The Fisher criterion [50] is a standard method that characterises label information,
where it simultaneously minimises and maximises the measure of the within-class scat-
ter Sw and that of the between-class scatter Sb, respectively. The simultaneous max-
imisation and minimisation can be achieved by a trace optimisation [14,265–267]. Ac-
cording to the work in [57], both trace[Sw] and trace[Sb] can be reformulated to be the
forms that are similar to the objective function in (4.1), as:
trace[Sw] =
∑
n
i,j=1w
w
ij ‖zi − zj‖22 (4.8)
trace[Sb] =
∑
n
i,j=1w
b
ij ‖zi − zj‖22 (4.9)
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where the weights wwij and w
b
ij are defined as:
wwij =

1/nt if xi and xj are from
the same tth class
0 otherwise
(4.10)
wbij =

1/n− 1/nt if xi and xj are from
the same tth class
1/n otherwise
(4.11)
While in [14], two measurable concepts friend closeness Cf and enemy dispersion De
are introduced to provide an alternative way to describe the information of intraclass
and interclass. One possible way to define Cf and De is as follows:
Cf =
∑
n
i,j=1δ
s
ij(δ
s
ij + 1)fij ‖zi − zj‖22 (4.12)
De =
∑
n
i,j=1δ
s
ij(δ
s
ij − 1)fij ‖zi − zj‖22 (4.13)
They can be viewed as divided the objective function in (4.7) into two separated parts,
one for minimisation while the other for maximisation. Although they share similar
forms as trace[Sw] and trace[Sb], they have the advantage of two factors. One is that
they only accept the contributions from selective pairwise data samples (based on δsij),
the other is that they weight these combinations to define the strong and weak data
samples of friend and enemy (based on fij).
For the proposed method, an attempt is made to find an embedded feature space
for a given dataset by treating each class individually, and then trying to find distinct
feature(s) to separate a target class from the remaining classes. However, for binary
classification, problems may arise when there is an unbalanced number of data samples.
In such case, the number of class data samples should be reweighted, to avoid data
samples from the target class being swamped by ones from the remaining ones. One
possible solution to this problem is down selecting data samples from the class which
has a larger number of data samples. However, it may be difficult to decide which
data samples should be selected and, in addition, only using the selected data samples
may fail to generalise the characteristics and properties of the class which the data
samples are selected from. As a result, an alternative approach is proposed, which uses
a weighted pairwise constraint indicator Γ = [γij ] that is similar to the indicator for
supervised pairwise constraint ∆s = [δsij ] defined in (4.6), but additionally balance the
contributions from the target class and the remaining classes.
As with most of the supervised embedding techniques for classification, the proposed
method considers both local neighbour graphs and class structures of a given dataset
to be of equal importance. For a target class, since the number of data samples is
relatively small, all data samples in the target class should make contributions to the
measure of the corresponding intraclass information. While for the remaining classes,
a parameter k is employed to obtain selective contributions to the measure of the
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intraclass information. To preserve some original grouping information within each of
the remaining classes, the search of undirected k-NN is restricted to the data samples
from one remaining class. For the measure of the interclass information, to incorporate
local neighbour information, an undirected k-NN search is carried out between the data
samples from the target class and those from the remaining classes. For the tth class
(t = 1, . . . , c), one possible way to define the corresponding weighted pairwise constraint
indicator Γt = [γtij ] is as follows:
γtij =

+ knt if xi and xj are from
the same tth class
−1 if either xi or xj is from
the tth class while the other is from
one of the remaining classes,
and undirected k-NN
+ nt−1n−nt if xi and xj are from
one remaining class
and undirected k-NN
0 otherwise
(4.14)
The weighted pairwise constraint indicator Γt = [γtij ] above is designed based on
the idea of assigning different weights to the pairs of data samples of the target class
and to those of the remaining classes. The different weights would result in that the
contributions from the target class and the remaining classes are balanced (i.e. equal in
quantities). A simple way to achieve this balance is by setting the assigned weights to
be in inverse proportion to the number of pairs of data samples. Here, the number of
pairs of data samples in the target class that make contributions is nt× (nt− 1), while
that in the remaining classes that make contributions is approximately (n−nt)×k. As
a result, the weight of +k/nt is assigned to the pairs of data samples in the target class,
while the weight of +(nt − 1)/(n− nt) is assigned to those in the remaining classes, as
formulated in (4.14).
In order to distinguish the stronger and weaker contribution that each data sample
makes, the pairwise feature based weight matrix F = [f rij ] is employed. As a result,
similar data samples from the same class correspond to a large weight fij . They are thus
forced to stay even closer in the embedded feature space, which improves the within-
class compactness. For the data samples from different classes which correspond to a
large weight fij , it is very likely that they are both boundary points, thus they can
be forced to move apart further, which improves the overall between-class separation.
To separate the tth class from the remaining classes, two adaptive measures of the
corresponding intraclass and interclass information are defined, as:
Ctf =
∑
n
i,j=1sign(γ
t
ij)[sign(γ
t
ij) + 1]γ
t
ijfij ‖zi − zj‖22 (4.15)
Dte =
∑
n
i,j=1sign(γ
t
ij)[sign(γ
t
ij)− 1]γtijfij ‖zi − zj‖22 (4.16)
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Optimisation of Adaptive Measures
Similar to the Fisher criterion [50], the two measures of Ctf (i.e. the intraclass infor-
mation) and Dte (i.e. the interclass information) are optimised by simultaneously min-
imising Ctf while maximising D
t
e. The generated optimal embeddings should improve
the separation between classes and the combination within each class, and additionally
it should reduce dimensionality so that the computational complexity is reduced. Here
the two trace optimisation templates suggested in [14] are employed which introduces
a regularisation parameter to prevent overfitting, as:
arg max
VVT=Ib×b
trace
[
VXT (At − λBt)XVT
]
(4.17)
or
arg max
V(XTBtX+λId×d)VT=Ib×b
trace
[
VXTAtXV
T
]
(4.18)
where λ > 0 is the regularisation parameter, while At and Bt are the Laplacian matri-
ces, given by:
At = diag(A
′
t × 1n×1)−A′t (4.19)
Bt = diag(B
′
t × 1n×1)−B′t (4.20)
where the diag(·) function returns a vector corresponding to the matrix diagonal for a
given input matrix or a corresponding diagonal matrix for an input vector. A′t = [a′tij ]
and B′t = [b′tij ] are the proximity matrices corresponding to the weights in (4.16) and
(4.15) respectively, as:
a′tij = sign(γ
t
ij)[sign(γ
t
ij)− 1]γtijfij (4.21)
b′tij = sign(γ
t
ij)[sign(γ
t
ij) + 1]γ
t
ijfij (4.22)
A flow digram summarising the steps of calculating the Laplacian matrices At and Bt
is presented in Algorithm 1. 1n×1 is a n× 1 vector with its all elements to be 1.
Based on (4.17) or (4.18), there are c problems of eigen decomposition that need
to be solved for a given dataset of c classes. For practical applications where time
consuming is critical, an alternative trace optimisation problem is proposed to reduce
the computational complexity, as:
arg max
VVT=Ik×k
trace
[
VXT (Atotal − λBtotal)XVT
]
(4.23)
or
arg max
V(XTBtotalX+λId×d)VT=Ib×b
trace
[
VXTAtotalXV
T
]
(4.24)
where λ > 0 is a regularization parameter, while Atotal and Btotal are the sums of the
Laplacian matrices At and Bt (t = 1, . . . , c), given by:
Atotal = A1 + A2 + · · ·+ Ac (4.25)
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Algorithm 1 Description of the main steps of the proposed method to calculate the
Laplacian matrices At and Bt (t = 1, · · · , c).
Input: The training set X, and the label information Y
Output: The Laplacian matrices At and Bt (t = 1, · · · , c)
Initialisation
1: (Optionally) Apply the data pre-processing technique PCA (listed in appendix B.1)
to the training set X
2: Compute the feature based weight matrix F using the Gaussian Weight technique
(listed in appendix A)
LOOP Process
3: for t = 1 to c do
4: Obtain the indicator for weight pairwise constraint Γt = [γtij ] using (4.14)
5: Compute the proximity matrices A′t and B′t using (4.21) and (4.22)
6: Obtain the Laplacian matrices At and Bt using (4.19) and (4.20)
7: end for
8: return The Laplacian matrices At and Bt (t = 1, · · · , c)
Btotal = B1 + B2 + · · ·+ Bc (4.26)
The optimal projection matrix V∗ can be obtained by solving the standard eigen
problem (4.23) or the generalized eigen problem (4.24). Then the optimal embedded
data samples of both the training set X = [xij ] and the testing set X˜ = [x˜ij ] can be
computed as Z = XV∗ and Z˜ = X˜V∗.
4.3 Framework Evaluation
To evaluate the proposed binary data embedding framework, it was compared to seven
popular techniques for embedding learning: three unsupervised ones, including PCA
[42], OLPP [45] and ONPP [45]; four supervised ones, including FDA [50], LFDA [57],
DNE [54] and OLPP-R [60]. All of them haven been descried in chapter 2. The main
conceptual difference between the proposed method and the existing ones is that it is
able to identify one or more unique features for each class individually. All experiments
were conducted using MATLAB R2014b on a machine with 3.2-GHz Intel Core i5 CPU
and 16-GB DDR3 RAM running the Ubuntu operating system.
4.3.1 Datasets
To demonstrate the generalisation and applicability of the proposed binary data em-
bedding framework to relevant areas, popular face databases and text datasets from
the literature were used.
Face Databases
Four popular face databases for benchmarking multiclass classification were used: the
Yale Face Database (Yale) [55], the ORL Database of Faces (ORL) [276], the PIE
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Database, CMU (PIE) [277] and the Extended Yale Face Database B (YaleB) [278,
279]. Yale [55] contains 165 grayscale images of 15 individuals. There are 11 images
per subject, one per different facial expression or configuration. ORL [276] contains
400 different images of 40 distinct subjects. Each has 10 different images, with the
images taken at different times, varying the lighting, facial expressions and facial details.
PIE [277] is a database of 41, 368 images of 68 people, each person has 13 different
poses, 43 different illumination conditions, and with 4 different expressions. In this
experiment, to compare with the other three face databases, which only use near frontal
pose images, only 5 near frontal poses and all images under different illuminations and
expressions were used, which resulted about 170 images for each individual. YaleB
[278,279] contains 16, 128 images of 38 human subjects with 9 poses and 64 illumination
conditions. In the experiment, only the cropped images were used, which resulted in
38 individuals and around 64 near frontal images under different illuminations per
individual. All data samples (i.e. face images) of the four face databases were resized
to 64×64 pixels, and then the pixels were converted into a column vector of dimension
4, 096, which resulted a feature size of 4, 096. To show the differences between each
data samples in the same class, all the data samples in a single example class from each
of the four face databases (i.e. Yale, ORL, PIE and YaleB) are displayed in Figure
4.1a, 4.1b, 4.1c and 4.1d, respectively.
Text Datasets
Two popular text datasets were also used: the 20 Newsgroups Dataset (20News) [280]
and the Reuters Corpus [281]. 20News [280] is a collection of approximately 20, 000
newsgroup documents, partitioned nearly evenly across 20 different newsgroups. The
“by date” version was used in this experiment, which contained 18, 846 documents [280].
Then, after stemming and removing stop words, there were 26, 214 distinct terms (i.e.
feature size). All terms were listed as a row, and each document (i.e. data sample)
was assigned a binary value of 1 if it contained this word, 0 otherwise. Reuters [281]
contains 21, 578 documents in 135 categories. In this experiment, the documents with
multiple category labels were discarded, and also only the first 11 largest categories
were kept, which left 7, 372 documents. The same method for assigning binary values
(a) Yale
(b) ORL
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(c) PIE
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(d) YaleB
Figure 4.1: All the data samples in a single example class from each of the four face
databases: Yale, ORL, PIE, and YaleB.
was used, and resulted a feature size of 18, 933.
4.3.2 Experimental Design
A Hold-out scheme was adapted in all experiments on the six different datasets for
model assessment. Data samples from each of the six datasets were divided into three
independent partitions, for the purpose of training, validation and testing. The number
of data samples for training was kept relatively small (i.e. 20% for training, while 40%
was used for validation and testing), in order to show that the proposed method can
generate robust embeddings for classification, even when there is only a small number
of data samples available for training. 200 random permutations were used, which
resulted in 200 different groups of data samples for training, validation and testing.
The details of characteristics and partitioning for each of the six datasets are sum-
marised in Table 4.1. In addition, to visually analyse the original class structures, the
proximity matrices were computed for all six datasets, based on the Gaussian Weight
(eq. (A.5)). The resultant proximity matrices are displayed in Figure 4.2 for the four
face databases and two text datasets, respectively. The original features of the en-
tire testing sets were used, and additionally, data samples are ordered to ensure that
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Table 4.1: Characteristics and partitioning of the datasets.
Dataset Classes Features Training Validation Testing
Yale 15 4, 096 33 66 66
ORL 40 4, 096 80 160 160
PIE 68 4, 096 2310 4622 4622
YaleB 38 4, 096 482 966 966
20News 20 26, 214 3770 7538 7538
Reuters 11 18, 933 1659 3317 3317
Table 4.2: The smallest and largest ratios of the number of data samples in a target
class to that in the corresponding remaining classes, for each derived problem of binary
classification in the six used datasets.
ratio of no. of data samples in binary classification (%)
smallest ratio largest ratio
Yale 7.14 7.14
ORL 2.56 2.56
PIE 1.42 1.47
YaleB 2.44 2.65
20News 3.33 5.30
Reuters 1.18 50.37
those of the intraclass appear consecutively when plotted. From the proximity matrices
shown in Figure 4.2a-4.2f, it can be seen that the original features of Yale and ORL
show some class separability, but the class structures are not separated distinctly. This
implies the existence of ambiguous interclass data samples. The situation is worse in
the cases of PIE, YaleB and Reuters, and it is even more challenging in the case of
20News.
For all the six different datasets used for benchmarking, since each of them corre-
sponds to a multiclass classification problem while the proposed method utilises the
idea of OVA, then there is a various number of binary classification problems derived
for each of the six used datasets. To show that there are indeed many imbalanced cases
in the derived binary classification problems (i.e. the number of data samples in the
two classes for classification is imbalanced), the ratio of the number of data samples in
a target class to that in the corresponding remaining classes was calculated, for each
of the derived binary classification problems. Subsequently, for each of the six different
datasets, the smallest and largest ratios among the calculated ratios are shown in Table
4.2. From Table 4.2, it can be seen that for all the six used datasets, there is always an
imbalanced case in each binary classification problem derived by the proposed method.
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To demonstrate the results obtained in the embedding computation stage, a sim-
ple classifier is sufficient for identification and classification. A simple nonparametric
nonlinear classifier, the 1-NN, was selected for the final stage of identification and clas-
sification. The parameters for the proposed method and all comparison techniques were
tuned by a grid search. The process of parameter optimisation for all experiments and
all methods were performed using the validation sets, while the final assessments were
(a) Yale (b) ORL
(c) PIE
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(d) YaleB
(e) 20News
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(f) Reuters
Figure 4.2: Comparison of the class structures based on the proximity matrices com-
puted from the original data samples (the entire training sets were used).
conducted using the testing sets [14]. To assess the performance, accuracy rate was
selected, which is the most commonly used metric [282, 283]. It refers to the number
of correctly classified data samples (i.e. successful hits) relative to the total number of
ones for classification [269].
Sensitivity Analysis
A sensitivity analysis was performed for two parameters, i.e. k (the k-NN for the
local neighbour information), and σ (the parameter that controls the bandwidth of
the Gaussian kernel). The sensitivity analysis was conducted on YaleB [278, 279]. To
simplify this analysis, b was kept to be equal to the total number of classes (i.e. 38). k
was varied from 1 to 19, with a constant step of 2 (i.e. 1, 3, . . . , 19). The variation of σ
is more generic, because the value of ‖xi − xj‖22 changes when different testing sets are
used. As a result, it was set to be adaptive to the median value of ‖xi − xj‖22, with the
use of the corresponding InterQuartile Range (IQR): from median( ‖xi − xj‖22)−2×IQR
to median( ‖xi − xj‖22) + 2× IQR, i.e.:
σ = median( ‖xi − xj‖22) + cσ × IQR (4.27)
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where cσ was varied from −2 to 2, with a constant step of 0.5 (i.e. −2,−1.5, . . . , 2).
The details of the sensitivity analysis of the performance of the proposed method on
YaleB is shown in Figure 4.3, with the use of error rate (i.e. 1− accuracy rate). From
Figure 4.3, it can be seen that the proposed method achieved the best performance (i.e.
a error rate of 6.33%) when k and σ were set to be 19 and median( ‖xi − xj‖22)+1.5×IQR
respectively, and the worst performance (i.e. a error rate of 7.66%) when k and σ were
set to be 1 and median( ‖xi − xj‖22) − 1.5 × IQR respectively. The difference rate is
only 1.33%, which is fairly small. As a result, the performance of the proposed method
on YaleB is not sensitive to the variations of its parameters k and σ. However, in all
experiments here, the parameters of all methods were set to the optimal values by the
process of model selection, with the use of the validation sets.
4.3.3 Benchmark Evaluation
To evaluate the performance of the proposed method, it was compared against seven
existing techniques, using the six datasets listed in Table 4.1. Since the data samples
in each of the datasets have a very high dimensionality and these embedding learning
methods are all based on an eigen decomposition of a d×d matrix, dimension reduction
becomes necessary in the pre-processing stage to reduce the following computational
complexity. By using the data pre-processing technique PCA (eq. (B.8)), data samples
can be transformed from the original high dimensional feature space to a much lower
one [263]. After employing the data pre-processing technique PCA, the resultant di-
mensionality r was determined so that over 99% variance was kept in the pre-processed
data samples. All of the methods used for comparison and the proposed one were im-
plemented on these pre-processed data samples. The final performance of each method
was obtained by averaging over 200 different experiment results. The method perfor-
mances on the four face databases and two text datasets are summarised within Table
4.3 and 4.4, respectively.
It can be seen from Table 4.3 that, the results obtained from the pre-processed data
samples can achieve almost the same accuracy rate, compared to those obtained from
the original data samples. This demonstrates that the data pre-processing technique
PCA does not remove any significant structural information from the original data
samples, but does reduce the computational complexity. The proposed algorithm either
outperforms the seven existing methods or achieves the same performance for all six
datasets, except in the case of Yale, where FDA achieved a better average accuracy
rate than the proposed method. However, the difference is very small, it is only 0.13%,
which only results a difference rate of 0.09 data sample, as the size of Yale is fairly
small.
For the six different datasets, to approximately analyse whether there exist some
empirical thresholds on the minimum number of training data samples required to
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Figure 4.3: Sensitivity analysis of the performance of the proposed method to the
variations of the parameters k and σ (in terms of cσ), on YaleB.
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achieve reasonable performances, the proposed method was tested with varying the
number of training data samples. For the datasets Yale and ORL, the number of
training data samples was varied from 20% to 60% with the step number to be 10%,
since the size of the data samples in each class is fairly small. While for the remaining
four large datasets, the number of training data samples was varied from 5% to 40%
with the step number to be 5%. Meanwhile, the number of data samples for validation
(a) Yale (b) ORL
(c) PIE
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(d) YaleB
(e) 20News
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(f) Reuters
Figure 4.4: Comparison of the class structures based on the proximity matrices com-
puted from the embedded data samples generated by the proposed method (the entire
training sets were used).
Table 4.3: Performance comparison in terms of accuracy rate of classification and iden-
tification, using the test partitions of the four face databases. The final dimensionalities
b of the different embeddings are shown in parentheses.
Yale (%) ORL (%) PIE (%) YaleB (%)
Original 70.86(4096.0) 90.59(4096.0) 92.45(4096.0) 66.82(4096.0)
Pre-processed 70.38(77.4) 90.42(176.2) 92.29(554.8) 65.06(177.6)
PCA 69.94(54.1) 90.38(123.2) 92.25(518.5) 64.72(163.6)
OLPP 69.81(72.1) 93.13(167.1) 94.52(526.8) 88.24(150.0)
ONPP 69.23(68.8) 92.98(166.2) 94.93(518.6) 86.96(147.2)
FDA 87.88(13.7) 95.46(38.3) 96.97(61.3) 93.55(37.9)
LFDA 85.79(18.0) 95.38(38.8) 96.37(63.7) 93.27(48.4)
DNE 80.54(15.8) 94.53(38.2) 96.57(97.8) 91.32(48.1)
OLPP-R 82.93(14.3) 95.49(34.3) 97.08(59.9) 93.35(46.4)
Proposed 87.75(15.3) 95.49(39.5) 97.40(62.1) 93.89(39.7)
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Table 4.4: Performance comparison in terms of accuracy rate of classification and iden-
tification, using the test partitions of the two text datasets. The final dimensionalities
b of the different embeddings are shown in parentheses.
20News (%) Reuters (%)
Original 62.21(26214.0) 85.95(18933.0)
Pre-processed 63.25(1986.9) 87.95(2555.3)
PCA 62.77(1390.6) 88.86(1788.7)
OLPP 58.05(1887.8) 77.27(2120.7)
ONPP 63.95(1390.6) 83.33(2427.4)
FDA 76.75(19.0) 91.43(35.0)
LFDA 68.34(113.1) 90.18(199.4)
DNE 76.62(312.1) 93.22(173.8)
OLPP-R 63.71(213.1) 91.47(10.0)
Proposed 76.86(19.0) 93.37(135.6)
and testing were always kept to be approximately equal. The corresponding results for
the the datasets Yale and ORL, the datasets PIE and YaleB, as well as the datasets
20News and Reuters are shown in Figure 4.5a, Figure 4.5b, and Figure 4.5c respectively.
From Figure 4.5, it can be seen that for PIE, there only requires the number of training
data samples to be 15% so that it can achieve a reliable performance, which means
that there is a sufficient number of similar data sample available in each class; while
for ORL, YaleB, 20News and Reuters, the minimum number of training data samples
required to achieve reasonable performances are 20%, 20%, 25% and 20%, respectively;
finally, for Yale, in order to get a desirable result, it needs the number of training data
samples to be at least 40%, which implies that the data samples in each class are very
dissimilarly to each other.
In order to demonstrate the improved class separability using the proposed method,
the same training sets for computing proximity matrices shown in Figure 4.2 were used
to compute the embedded data samples generated by the proposed method. Then,
the corresponding six proximity matrices were displayed in Figure 4.4. Comparing
Figure 4.2 and Figure 4.4, it can be seen that the proximity matrices obtained from
the embedded data samples generated by the proposed method possesses many more
distinct class structures than those computed from the original ones. In other words,
in Figure 4.4 the data samples from the same class are tending to group into blocks
in the diagonal direction (as data samples are ordered to ensure those of intraclass
appear together when plotted). It means that, in the embedded space processed by the
proposed method, the data samples of intraclass are grouped together, and additionally,
there are suitable separation distances between those of interclass.
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To numerically compare the proximity matrices computed from the original data
samples (shown in Figure 4.2) and those computed from the embedded data samples
generated by the proposed method (shown in Figure 4.4), both 1-NN classifier and
k-means clustering were employed, and the results are shown in Table 4.5. From Table
4.5, it can be seen that for all the six datasets, as well as both methods 1-NN and
k-means, the performances on the embedded data samples generated by the proposed
method are much enhanced compared those on the original data samples, which further
demonstrates the power of the proposed method in improving class separability.
Computational Cost Analysis
Compared to the traditional technique for binary classification applied to multiclass
classification problem, the proposed method outperforms with respect to computa-
tional complexity. Rather than using a very complex search algorithm to decide the
label for a testing data sample, the proposed method incorporates the idea of OVA in
the manifold embedding. This provides better performance, while reducing the orig-
inal computational complexity associated with the binary decomposition approach to
multiclass classification.
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Figure 4.5: Performance of the proposed method, in terms of accuracy rate of classifi-
cation and identification, on the six different datasets with varying the number of data
samples for training.
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Table 4.5: Numerical comparison of the proximity matrices computed from the original
data samples and those computed from the embedded data samples generated by the
proposed method, in terms of accuracy rate of classification and identification, using
1-NN classifier and k-means clustering. The number of clusters k for the six different
datasets are shown in parentheses.
Original (%) Embedded (%)
Yale
1-NN 50.00 100.00
k-means (k = 15) 50.00 100.00
ORL
1-NN 55.00 100.00
k-means (k = 40) 66.25 100.00
PIE
1-NN 66.03 98.31
k-means (k = 68) 29.22 81.09
YaleB
1-NN 46.94 97.14
k-means (k = 38) 24.69 89.49
20News
1-NN 44.56 81.03
k-means (k = 20) 25.28 70.88
Reuters
1-NN 78.70 95.32
k-means (k = 11) 36.97 83.65
4.4 Summary
In this chapter, a novel manifold embedding method for the automated processing of
large varied datasets has been proposed. The proposed method consists of two stages:
preprocessing and embedding computation, where the embedding computation stage
can be seen as a generalised process of the Fishers criterion [50], while additionally
somehow incorporating the local neighbour information. The proposed method is based
on binary classification, and it aims to generate binary decision processes, such that
a low-dimensional embedding is constructed while the unique characteristics of each
individual class can also be determined. To address the issue of an imbalanced number
of data samples that is usually associated with the binary decomposition approach
to multiclass classification (i.e. the number of data samples from a target class is
relatively small, compared to that of the remaining data samples), instead of selecting
data samples from the remaining ones to achieve a balance, the proposed method
employs a weighted pairwise constraint indicator. The weighted pairwise constraint
indicator is designed so that the contributions of the data samples from a target class
and those from the remaining classes are balanced, additionally the relative positions
between the important data samples from either the same class (intraclass) or different
classes (interclass) are better controlled. The effectiveness of the proposed method
has been evaluated through comparison with seven existing techniques for embedding
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learning (both unsupervised and supervised), using four established databases of faces,
consisting of various poses, lighting conditions and facial expressions, as well as two
standard text datasets. It has been shown that the proposed method can outperform
these seven existing techniques when there is only a small number of data samples
available for training.
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Chapter 5
Image Reconstruction by Fusing
Low Bit Depth Imagery
This chapter is mainly based on the published work [30].
5.1 Motivation
In recent years, the use of Unmanned Aerial Vehicles (UAVs) for various civilian pur-
poses has been growing rapidly, and a number of relevant applications have been devel-
oped [284–286]. For example, delivering medical support, search and rescue operations,
border patrol missions, surveillance, land surveying, and crowd monitoring. Usually,
UAVs are equipped with sensors (e.g. visible band or infrared cameras) capturing im-
ages, so that aerial images of the scene can be obtained and used for further information
retrieval [287].
For law enforcement and military applications (e.g. border patrol missions, surveil-
lance, and crowd monitoring), a secure data link is often required between the UAV
and a remote operator for transmitting data [288]. The data link will always have a
limited data rate, which is limited further by the need for encryption and other se-
cure communications overheads [29]. However, advances in digital camera and video
technology allows higher resolution images and increasing frame rates, which aggra-
vates the problems associated with data transmission. The traditional approach to
this problem is data compression [289], where image data is compressed via a complex
algorithm before transmission and later decompressed at the receiver. Usually, the
compression process is quite computationally expensive. In addition, operational and
cost factors often mean that UAVs used in law enforcement operations are relatively
small (compared to military systems) and have limited computational resources [287].
To reduce the usage of on-board computational resources, an alternative approach can
be employed by using low bit depth imagery, which only transmits the first few Most
Significant Bits (MSBs) of image data. Some work has been done to investigate the
use of low bit depth imagery [29, 33, 290–292]. This approach assumes the most im-
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portant information of each image (e.g. the main structure of the scene) is contained
in the MSBs. However, low bit depth imagery can discard image details within the
Least Significant Bits (LSBs), which could cause problems in applications which focus
on image details, such as the identification or recognition of objects. Work has been
done to address this problem [29], and it has been found that the discarded details
may be reconstructed by fusing a sequence of related low bit depth images if there is
sufficient noise in the images, when the temporal sequence has been aligned by image
registration.
5.2 Image Reconstruction Process
The image reconstruction process consists of the following three steps: generating low
bit depth images, registering generated low bit depth images, and fusing aligned low
bit depth images.
Generation of Low Bit Depth Images
A sequence of 2-bit images are considered low bit depth imagery. To equally divide
the pixel intensity range (i.e. 0 to 255) into four sub-ranges for 2-bit image encoding
(i.e. {00b, 01b, 10b, 11b}), three quantisation thresholds are set, respectively at 64,
128 and 192. It results of four equal pixel intensity sub-ranges: 0 to 63, 64 to 127, 128
to 191, and 192 to 255. In order to minimise the quantisation error, on reconstruction,
the grey-levels after quantisation are chosen to be the mid point of the sub-ranges, i.e.
32, 96, 160 and 224. Low bit depth images can be sensitive to noise fluctuating near
the thresholds, causing large intensity differences on reconstruction, although when
averaged this can contain useful information [29]. The conversion from a 8-bit depth
image to a 2-bit depth image can be easily accomplished by: preserving the 2 MSBs
of the full-bit depth image image, whilst always setting the third MSB to one and the
remaining 5 bits to zero. Examples of two full bit depth images and the corresponding
low bit depth images in 2-bit are shown in Figure 5.1.
Registration of Low Bit Depth Images
Mathematically, a projective transformation (up to 8 degrees of freedom) is required
to describe the geometrical alignment between two images of the same 2D scene. How-
ever, the projective transformation is likely to be influenced by small errors, and any
small distortion will spread after a number of images [287]. To overcome this problem,
a similarity transformation (up to 4 degrees of freedom) is used instead of a projec-
tive transformation for images captured by small or micro-scale UAVs. A similarity
transformation consists of a uniform scaling, a rotation, and a translation. Under a
similarity distortion, angles between lines are preserved, which excludes more complex
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(a) aerial image (b) aerial image in 2-bit
(c) Lena (d) Lena in 2-bit
Figure 5.1: Examples of two 8-bit depth images and the corresponding 2-bit depth
images: Gaussian noise is present in the 8-bit depth images, and the image structures
are preserved in the 2-bit depth images.
transformations, such as shearing. As long as the UAV holds an approximate nadir
view (looking downwards), using a similarity transformation to approximate the geo-
metrical alignment between two images can lead to a less deformation of the resulting
images [287, 293]. Since only a similarity transformation needs to be estimated, the
Phase Correlation (Fourier) method is employed here. Phase Correlation (PC) can
achieve a low computational complexity, because it can be computed efficiently for
images using the Fast Fourier Transform (FFT) [17,152].
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Fusion of Low Bit Depth Images
The image details of the target scene discarded due to quantisation may be recon-
structed by fusing a number of low bit depth images of the target area, which have
been properly aligned [29]. The resultant fused image is easier to analyse or interpret
than any individual source image. Because the image contrast changes from image to
image, images of the same target scene taken at different times, from different view-
points, and/or by different sensors are more likely to have a large variations in grey
levels for the same pixel location. These crossings of the quantisation thresholds con-
tains information about the original image, which can be recovered by averaging [29].
After quantisation, image details would initially appear to have vanished. However,
once the images have been aligned by the image registration process, the contribution
from the differences in spatial and intensity to the recovery of finer image details is
beyond that one would expect from a single image.
Here, the 2-bit images are combined together by using a simple weighted sum. The
weight associated with each 2-bit image depends on the quality of image registration
result, which can be measured based on the Normalised Cross Correlation (NCC) be-
tween the reference and registered sensed images IR and I˜S , respectively as:
NCC =
∑
x
∑
y
(IR(x, y)− µR)(I˜S(x, y)− µS)√∑
x
∑
y
(IR(x, y)− µR)2(I˜S(x, y)− µS)2
(5.1)
where µR and µS are the mean images of the corresponding images, and they are
computed according to:
µR =
1
N
∑
x
∑
y
IR(x, y) (5.2)
µS =
1
N
∑
x
∑
y
I˜S(x, y) (5.3)
where N is the number of pixels in the image. Also the NCC result can be used to
indicate poorly registered images, by setting a certain threshold. Any poorly aligned
image should be removed from the fusion process, since it is likely to degrade the quality
of the final fused result [29].
Given a number of m aligned images I1, I2, . . . , Im, the pixel intensity value of the
resultant fused image I0 at the pixel location (x, y) can be computed by:
I0 =
m∑
i=1
wiIi (5.4)
where the weight wi can be obtained as:
wi =

NCCi, if Ii has a valid pixel intensity value
at the pixel location (x, y)
0, otherwise
(5.5)
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where NCCi represents the NCC result between the aligned image Ii (i = 1, . . . ,m)
and its reference image. Additionally, the weights {wi}mi=1 are normalised such that
m∑
i=1
wi = 1 (5.6)
5.3 Experimental Evaluation
Generation of Low Bit Depth Imagery
Due to measurement noise and image contrast changes from image to image, the same
pixel location may have different pixel intensity values in different images. This dif-
ference can be enhanced in low bit depth images, due to the quantisation process, if
the image intensity values fluctuate near a quantisation threshold. Then the image
registration process is carried out to align similarity distorted images using the PC
method.
To simulate a sequence of images taken by sensors, each of the two 8-bit depth im-
ages shown in Figure 5.1a and 5.1c are distorted by a random similarity transformation
(i.e. a random value in translation, scale and rotation). To model the measurement
noise, Gaussian noise (σ = 24 = 16 grey-levels, i.e. the 4 LSBs) is added to each
distorted image. Also to model the image contrast changes from image to image, the
quantisation thresholds for each of the distorted images are randomly shifted up or
down by a small amount (by 16 grey-levels uniformly distributed and applied globally
to every pixel), but the grey-levels of images after quantisation are always kept at 32,
96, 160, and 224 when reconstructing the images. Nine 2-bit depth images are con-
structed for each of the two example 8-bit depth images, corresponding to nine random
similarity transformations, as shown in Figure 5.2a-5.2i and 5.3a-5.3i respectively.
Registration of Low Bit Depth Imagery
The similarity distorted 2-bit depth images shown in Figure 5.2 and 5.3 are each reg-
istered according to the respective 2-bit depth images shown in Figure 5.1b and 5.1d,
which are acted as the reference images. The PC method is applied to estimate the
parameters of the similarity transformation for each of the distorted images. Finally,
each distorted image is transformed based on the estimated transformation mapping.
The registration results are shown in Figure 5.4.
Fusing of Low Bit Depth Imagery
The two sets of nine aligned images are each fused together to obtain the corresponding
reconstructed image, as shown in Figure 5.6. From the fusion results, it could be found
that the reconstructed images not only contain almost the same detail compared to the
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.2: A sequence of nine similarity distorted 2-bit depth images of the 8-bit depth
example image shown in Figure 5.1a (i.e. aerial image).
8-bit depth ones shown in Figure 5.1a and 5.1c, but also appear smoother (i.e. have
less noise).
5.3.1 Reconstruction Quality Assessment
Two evaluate the reconstructed images, two measures of image quality are employed
here. One is the Normalised Cross Correlation (NCC), which has been reviewed in
section 3.3. The other is the Structural SIMilarity (SSIM) index [294,295], which treats
image degradation to be perceived change in structural information. It is based on the
fact that the pixel locations close by in the spatial domain have strong dependencies
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.3: A sequence of nine similarity distorted 2-bit depth images of the 8-bit depth
example image shown in Figure 5.1c (i.e. Lena).
between each other, which carry important information about the structure of an object.
For two images Ia and Ib, the SSIM index is calculated as [295]:
SSIM(Ia, Ib) = lu(Ia, Ib)
α × co(Ia, Ib)β × st(Ia, Ib)γ (5.7)
where α > 0, β > 0 and γ > 0 control the relative significance of each of the three
terms in the index, and the three terms (i.e. the luminance, contrast, and structural
components) are defined respectively as [295]:
lu(Ia, Ib) =
2µIaµIb + c
c
1
µ2Ia + µ
2
Ib
+ cc1
(5.8)
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.4: Registration results of the images shown in Figure 5.2.
co(Ia, Ib) =
2σIaσIb + c
c
2
σ2Ia + σ
2
Ib
+ cc2
(5.9)
st(Ia, Ib) =
σIaIb + c
c
3
σIaσIb + c
c
3
(5.10)
where µIa and µIb are the means of the respective Ia and Ib images, while σIa and
σIb are the respective standard deviations, and σIaIb is the covariance between the two
images. To prevent the situation where the denominators are weak (i.e. close to zero),
the three constants cc1, c
c
2 and c
c
1 are introduced [294], and they are defined respectively
as [295]:
cc1 = (k
c
1l
c)2
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.5: Registration results of the images shown in Figure 5.3.
cc2 = (k
c
2l
c)2
cc3 =
cc2
2
(5.11)
where lc is the dynamic range of the pixel intensity values (e.g. 255 for a 8-bit depth
image), while kc1 = 0.01 and k
c
2 = 0.03 [296].
To assess the quality of the reconstructed images, and in addition, to show the reason
why 2-bit depth imagery is chosen to be the low bit depth imagery, the measures of
NCC and SSIM were carried out between the original and reconstructed images. To
generalise the measurement results, for each variable bit (i.e. from 1-bit to 7-bit), the
above reconstruction process has been repeated by 100 times for different aerial images.
The results are displayed in Figure 5.7. From Figure 5.7, it can be seen that all the
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(a) original aerial image (b) reconstructed aerial image
(c) original Lena (d) reconstructed Lena
Figure 5.6: Original 8-bit depth images, and reconstructed results by fusing the corre-
sponding aligned images shown in Figure 5.4 and 5.5.
reconstructions achieve almost the same performance, except the one from the 1-bit
depth imagery. As a result, choosing 2-bit depth imagery as the low bit depth imagery
can save more in the computational load and transmission bandwidth, while the final
reconstruction result is comparable to the ones based on higher bit depth imagery.
5.3.2 Further Reconstruction Quality Assessment
To evaluate the reliability of the proposed method, its performance is further inves-
tigated against different levels of noise and blurring. Here, to simplify the evaluation
process, Gaussian noise is considered as the noise, while Gaussian blur (i.e. the result of
blurring an image by a Gaussian kernel), which is used in (3.57) to generate scale-space
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Figure 5.7: The NCC and SSIM measures between the original and reconstructed
images: the reconstruction process was repeated 100 times, for different bit depth
images (i.e. from 1-bit to 7-bit).
representation, is considered as the blurring.
Eight different levels of noise are considered here, and it is achieved by varying the
Standard Deviation (SD) of Gaussian noise from 8 to 64, with the step value being set
to be 8. Whilst four different levels of blurring are considered here, and it is achieved
by setting the scale σ in (3.58) to be 1.6/
√
2, 1.6, 1.6 × √2 and 1.6 × 2, respectively.
Additionally, the case of no blurring is also considered. To visually show the effects of
different levels of noise and blurring, examples of an example image under the eight
different levels of Gaussian noise and five different levels of blurring (i.e. the four
different levels of Gaussian blur, as well as the case of no blurring) are shown in Figure
5.8, Figure 5.9, Figure 5.10, Figure 5.11 and Figure 5.12, respectively. From Figure 5.8,
Figure 5.9, Figure 5.10, Figure 5.11 and Figure 5.12, it can be seen that with deeper
levels of noise and/or blurring, more image details are lost. Additionally, for image
under higher levels of Gaussian blur, the different levels of Gaussian noise have smaller
effects on the structural information in images.
To fully investigate the performance of the proposed method, the performances
over changes of bit depth (i.e. the different bit depth images from 1-bit to 7-bit) were
evaluated under the above different levels of noise and blurring. The evaluation results
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(a) Original (b) SD = 8 (c) SD = 16
(d) SD = 24 (e) SD = 32 (f) SD = 40
(g) SD = 48 (h) SD = 56 (i) SD = 64
Figure 5.8: Examples of an example under different levels of Gaussian noise and without
any blurring: the SD of Gaussian noise is varied from 8 to 64, with a constant step
value of 8.
for 1-bit to 7-bit depth images are shown in Figure 5.13, Figure 5.14, Figure 5.15,
Figure 5.16, Figure 5.17, Figure 5.18 and Figure 5.19, respectively.
From Figure 5.13a, Figure 5.14a, Figure 5.15a, Figure 5.16a, Figure 5.17a, Figure
5.18a and Figure 5.19a, it can be seen that for the different bit depth images from
1-bit to 7-bit, the NCC measures corresponding to the case of no blurring possess the
best performances. Additionally, the NCC measures corresponding to the case of no
blurring and all the four blurring case first increase to reach peak values and then drop
as the SD of Gaussian noise increase. For the case of 1-bit depth images, the best
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(a) Original (b) SD = 8 (c) SD = 16
(d) SD = 24 (e) SD = 32 (f) SD = 40
(g) SD = 48 (h) SD = 56 (i) SD = 64
Figure 5.9: Examples of an example image under different levels of Gaussian noise and
a fixed Gaussian blur (i.e. the scale σ = 1.6/
√
2): the SD of Gaussian noise is varied
from 8 to 64, with a constant step value of 8.
NCC measure is reached when the SD of Gaussian noise is 48. While for the cases of
2-bit, 4-bit and 6-bit depth images, the best NCC measures are reached when the SD
of Gaussian noise is 24. Then for the cases of 3-bit and 5-bit depth images, the best
NCC measures are reached when the SD of Gaussian noise is 16. Finally, for the case
of 7-bit depth images, the best NCC measure is reached when the SD of Gaussian noise
is 32.
From Figure 5.13b, Figure 5.14b, Figure 5.15b, Figure 5.16b, Figure 5.17b, Figure
5.18b and Figure 5.19b, it can be seen that for the different bit depth images from
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(a) Original (b) SD = 8 (c) SD = 16
(d) SD = 24 (e) SD = 32 (f) SD = 40
(g) SD = 48 (h) SD = 56 (i) SD = 64
Figure 5.10: Examples of an example image under different levels of Gaussian noise
and a fixed Gaussian blur (i.e. the scale σ = 1.6): the SD of Gaussian noise is varied
from 8 to 64, with a constant step value of 8.
1-bit to 7-bit, the SSIM indices corresponding to all the four blurred versions of images
are almost flat as the SD of Gaussian noise increases. It is due to the fact that the
structural information in images is vanished because of the blurring process, regardless
of the present of different levels of noise. Additionally, for all the four blurred versions
of images, the SSIM indices corresponding to higher bit depth images are slightly better
compared to those corresponding to lower bit depth images. It is because that higher bit
depth images corresponding to a smaller quantisation range, which results of preserving
more structural information in images. Whilst for the case of no blurring, the SSIM
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(a) Original (b) SD = 8 (c) SD = 16
(d) SD = 24 (e) SD = 32 (f) SD = 40
(g) SD = 48 (h) SD = 56 (i) SD = 64
Figure 5.11: Examples of an example image under different levels of Gaussian noise
and a fixed Gaussian blur (i.e. the scale σ = 1.6 × √2): the SD of Gaussian noise is
varied from 8 to 64, with a constant step value of 8.
indices corresponding to the different bit depth images from 1-bit to 7-bit possess the
best performances, and they first increase to reach peak values and then drop as the
SD of Gaussian noise increases. For the different bit depth images from 1-bit to 7-bit,
the peak values of SSIM indices are reached when the SD of Gaussian noise is 16 except
for the case of 1-bit depth images, where the peak value of SSIM index is reached when
the SD of Gaussian noise is 24. Additionally, when the SD of Gaussian noise increases
to higher levels, the SSIM indices corresponding to the different bit depth images from
1-bit to 7-bit drop so fast that they are even worse compared to those corresponding
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(a) Original (b) SD = 8 (c) SD = 16
(d) SD = 24 (e) SD = 32 (f) SD = 40
(g) SD = 48 (h) SD = 56 (i) SD = 64
Figure 5.12: Examples of an example image under different levels of Gaussian noise
and a fixed Gaussian blur (i.e. the scale σ = 1.6 × 2): the SD of Gaussian noise is
varied from 8 to 64, with a constant step value of 8.
to all the four blurring cases.
To sum up, the proposed method is able to work under the above different levels of
Gaussian noise and Gaussian blur, which demonstrates the reliability of the proposed
method. Although the present of Gaussian noise and/or Gaussian blur tends to remove
image details (e.g. the structural information in images), for the different bit depth
images from 1-bit to 7-bit and the different levels of blurring, there is always a certain
level of noise that can make the proposed method to achieve the best performance. It
results of that the proposed method can work well, as long as there exists a reasonable
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Figure 5.13: The NCC and SSIM measures between the original and reconstructed
images: the reconstruction process was repeated 100 times, for different 1-bit depth
images.
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Figure 5.14: The NCC and SSIM measures between the original and reconstructed
images: the reconstruction process was repeated 100 times, for different 2-bit depth
images.
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Figure 5.15: The NCC and SSIM measures between the original and reconstructed
images: the reconstruction process was repeated 100 times, for different 3-bit depth
images.
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Figure 5.16: The NCC and SSIM measures between the original and reconstructed
images: the reconstruction process was repeated 100 times, for different 4-bit depth
images.
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Figure 5.17: The NCC and SSIM measures between the original and reconstructed
images: the reconstruction process was repeated 100 times, for different 5-bit depth
images.
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Figure 5.18: The NCC and SSIM measures between the original and reconstructed
images: the reconstruction process was repeated 100 times, for different 6-bit depth
images.
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Figure 5.19: The NCC and SSIM measures between the original and reconstructed
images: the reconstruction process was repeated 100 times, for different 7-bit depth
images.
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level of noise. Meanwhile, the process of Gaussian blur can somehow preserve some
certain structural information in images, regardless of the present of different levels of
Gaussian noise. It results of that the process of Gaussian blur may make a positive
contribution to the proposed method, especially when there is a high level of Gaussian
noise present in images.
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Chapter 6
3D Scene Reconstruction from
2D images
6.1 Motivation
In the past decade, there has been a technological revolution in 3D scene geometry,
due to the significant progress in view synthesis methods by research community and
commercial products [233]. 3D scene geometry has a broad range of application areas,
e.g. Digital Elevation Models (DEMs), which is a 3D model of a terrain’s surface
constructed based on terrain elevation data [23]. There are various ways to capture 3D
scene geometry, such as laser scanning [297,298], and photogrammetry [299]. However,
to facilitate 3D scene reconstruction, traditional photogrammetric techniques need the
3D location and pose of each camera to be known [23]. While the technique called
Structure from Motion (SfM) can simultaneously and automatically solve the camera
3D location and pose as well as 3D scene geometry, based on a number of overlapping
and offset 2D images. In general, a sparse point cloud generated by SfM technique,
and further its density is improved by a dense reconstruction, e.g. Clustering Views
for Multi-view Stereo (CMVS) [250,251], is sufficient for most 3D reconstruction tasks.
Both sparse and dense point cloud reconstructions have been reviewed in section 3.7.1.
However, in some situations where there are a limited number of images available
and/or most of the images are taken from a similar angles, or the applications focus on
the reconstruction details, this approach will not provide a good solution. It is because
when the number of images and/or views are limited, there will be a limited number
of 3D scene geometry available for capturing, which results of that the density of the
point cloud generated by SfM is also limited.
Two-dimensional images are captured by a mapping from the 3D scene to 2D image
planes, it is possible that parts of 2D images can be mapped to the corresponding
areas in the 3D scene. A common way to approach this is to form a large number
of triangles based on the sparse point cloud generated by SfM, and then mapping 2D
image triangles back to the 3D scene one by one. Although this approach can achieve
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good reconstruction performance, it is quite computationally expensive. Here, a new
approach has been proposed to achieve a good balance between the computational
load and the reconstruction performance. For a flat or almost flat region, several large
triangles each of which covers a number of small triangles will be used instead of the
small triangles to describe the region. The large triangles are formed based on the
boundary points of this region.
6.2 3D Reconstruction Process
The 3D reconstruction process developed here is based on a sparse point cloud generated
by employing the Structure from Motion (SfM) technique, based on a number of 2D
images of the same scene. The SfM technique has been reviewed in section 3.7.1. The
reconstruction process consists of the following 4 stages: Determining Valid Planes,
Defining Flat Regions, Forming Large Triangles, and Mapping 2D Triangles.
Determining Valid Planes
A commonly used approach to reconstruct a 3D scene is by capturing triangles in 2D
images, and then mapping them back to the corresponding positions in the 3D scene.
This is based on the fact that arbitrary three non-collinear 3D points (i.e. points
not on a single line) can uniquely determine a plane. Then the mapping process is
simplified to be a transformation between two planes (i.e. from an image plane to
this determined plane). However, in real-time applications, not every combination
of arbitrary three 3D points has its correspondence in the available 2D images. In
other words, sometimes, there are some 3D points that have not been captured by
the same image. Additionally, some 2D image triangles are meaningless to be mapped
back, e.g. those that only have a small number of pixels. To prevent these situations,
two constraints have been imposed when choosing a combination of three 3D points.
Firstly, the three 3D points must be captured simultaneously in at least one 2D image.
Secondly, for the corresponding triangle(s) in 2D images, its minimum height should
greater than 1 pixel, and its minimum angle should greater than 10 degrees, so that
the situation where there exists just few pixels can be prevented.
Defining Flat Regions
To reduce the total computational load, for flat and almost flat regions in the 3D
scene, instead of mapping triangles one by one, a large triangle that consists of several
triangles is determined. For a valid plane that is determined by three 3D points, the
almost flat region can be determined by the 3D points lying on this plane and those
lying close to this plane. The flatness of the region can be measured by calculating the
variance of the distances of the 3D points in this region to this plane. For three 3D
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points Pa(x1a , x2a , x3a), Pb(x1b , x2b , x3b) and Pc(x1c , x2c , x3c) that determines a valid
plane apX1 + bpX2 + cpX3 + dp = 0, the parameters ap, bp, cp and dp can be calculated
as:
ap = (x2b − x2a)(x3c − x3a)− (x2c − x2a)(x3b − x3a)
bp = (x3b − x3a)(x1c − x1a)− (x3c − x3a)(x1b − x1a)
cp = (x1b − x1a)(x2c − x2a)− (x1c − x1a)(x2b − x2a)
dp = −(apx1a + bpx2a + cpx3a) (6.1)
Then, for a point Pd(x1d , x2d , x3d), its distance to this plane dd2p can be calculated as:
dd2p =
‖apx1d + bpx2d + cpx2d + dp‖1√
a2p + b
2
p + c
2
p
(6.2)
Forming Large Triangles
Once a flat region has been defined, the next step is to form triangles to describe this
region. Since the region is almost flat, then without losing much information, the 3D
points can be converted to be the 2D points, by projecting into this plane. An example
of a number of 3D points in a flat region, and the corresponding 2D projections in
this plane are shown in Figure 6.1a and 6.1b, respectively. To describe a 2D region, a
common approach is by employing the technique Delaunay triangulation. An example
of forming triangles to describe the region shown in Figure 6.1b by employing the
technique Delaunay triangulation is shown in Figure 6.1c. To reduce the computational
load, an alternative approach has been proposed. Detecting the boundary points of a
region, and then forming triangles based on the boundary points to describe the region.
An example of detecting the boundary points for the region shown in Figure 6.1b, and
further forming triangles based on the detected boundary points are shown in Figure
6.1d and 6.1e, respectively. Comparing Figure 6.1c and 6.1e, it can be seen that the
proposed method uses a much smaller number of triangles (i.e. just 4) to describe the
region.
Mapping 2D Triangles
The last challenge left is how to map a 2D image triangle to a 3D space. Since the
three 3D points can uniquely determine a plane, the corresponding mapping process is
reduced to a 2D transformation between two planes. However, to determine a homog-
raphy matrix H, there needs to be at least 4 pairs of point correspondences; however
there are only 3 pairs (i.e. the three triangle vertices defining the plane). Without
losing any generalisation, the 4th pair of point correspondences can be found by using
the triangle centre (i.e. the mean coordinate of the three triangle vertices). An example
of mapping a 2D image triangle to the corresponding position in the plane determined
by three 3D points is shown in Figure 6.2.
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Figure 6.1: An example of forming triangles for a number of 3D points in a flat region:
(a) a number of 3D points in a flat region (i.e. they almost lie on a common plane)
(b) the projections of the 3D points in this common plane (c) the triangles formed by
employing the technique Delaunay triangulation (d) the boundary points of this region
(e) the triangles formed by employing the proposed method.
6.3 Experimental Evaluation
To evaluate the performance of the proposed method, four different sets of 2D images,
namely, graf, bark, wall and vgm, were used to generate sparse point clouds, by the
SfM technique. Each of the four sets contains six 2D images of the same scene, as
shown in Figure 6.3, Figure 6.4, Figure 6.5 and Figure 6.6, respectively. Here, the
application VisualSFM [300] were used, which is an existing implementation of the
SfM technique. The generated sparse point clouds are plotted in Figure 6.7, Figure 6.8,
Figure 6.9 and Figure 6.10, respectively. Further, dense point clouds were generated
to improve the density of the corresponding sparse point clouds, as shown in Figure
6.11, Figure 6.12, Figure 6.13 and Figure 6.14, respectively. Here, the application
CMVS [301] was used, which is based on the technique Clustering Views for Multi-
view Stereo (CMVS) [250, 251]. Comparing the point clouds shown in Figure 6.7 and
Figure 6.11, Figure 6.8 and Figure 6.12, Figure 6.9 and Figure 6.13, as well as Figure
6.10 and Figure 6.14, it can be seen that there is almost no improvement by employing
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Figure 6.2: An example of mapping a 2D image triangle to the corresponding position
in the plane determined by three 3D points.
the CMVS technique, this is because there is a limited number of images available
to capture information. The numbers of 3D points available in the different sparse
and dense point clouds are listed in Table 6.1. From Table 6.1, it can be seen that
after applying the CMVS technique, there is only a slight increment in the number
of 3D points. Finally, 3D reconstructions corresponding to the four different sets are
shown in Figure 6.15, Figure 6.16, Figure 6.17 and Figure 6.18, respectively. They were
achieved by employing the method proposed in this thesis, based on the sparse point
clouds shown in Figure 6.7, Figure 6.8, Figure 6.9 and Figure 6.10, respectively. From
Figure 6.15, Figure 6.16, Figure 6.17 and Figure 6.18, it can be seen that most of the
details have been successfully reconstructed, which demonstrates the performance of
the proposed method.
The most computational complexity part in this kind of 3D reconstruction process is
mapping 2D image triangles to the corresponding positions in the 3D scene. Compared
to the traditional methods that map small triangles one by one, the method proposed
in this thesis uses large triangles (covering a number of small triangles), which are
formed based on boundary points, for flat and almost flat regions. It results of a
significant decrease in the number of 2D image triangles need to be mapped back. For
a traditional method (i.e. the Delaunay triangulation technique) and the proposed
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Table 6.1: Numerical comparison of the performance of sparse and dense point clouds
in terms of the number of 3D points in point cloud, as well as the computational
complexity of the Delaunay triangulation technique and the proposed method in terms
of the number of 2D image triangles need to map, for the four different image sets:
graf, bark, wall and vgm.
no. of 3D points
sparse point cloud dense point cloud
graf 3, 114 3, 202
bark 5, 894 5, 968
wall 3, 801 3, 908
vgm 2, 530 2, 587
no. of 2D triangles
Delaunay triangulation proposed
graf 12, 657 992
bark 31, 112 918
wall 17, 899 1, 170
vgm 14, 651 446
method, the numbers of 2D image triangles need to map are listed in Table 6.1. From
Table 6.1, it can be seen that for each of the four different image sets, the number of
2D image triangles need to map for the proposed method is much smaller, compared to
that for the Delaunay triangulation technique. As a result, the proposed method can
outperform the existing techniques in the computational speed, while the corresponding
reconstruction performance is still comparable.
To sum up, when there is only a small number of 2D images available to capture
the information of a 3D scene, a sparse point cloud reconstructed by the SfM technique
is sufficient, since the further reconstruction process for a dense point cloud by the
CMVS technique would only improve a very small degree of the density of the point
cloud. Compared to the the existing 3D reconstruction techniques based on mapping
2D image triangles, the proposed method is better at handling flat or almost flat regions
in 3D scenes. As a result, the proposed method is especially suitable for the situations
where the target 3D scene is flat or almost flat, or it contains a large degree of flat or
almost flat regions.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.3: The graf set of six 2D images of the same scene for generating a sparse
point cloud, by the SfM technique.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.4: The bark set of six 2D images of the same scene for generating a sparse
point cloud, by the SfM technique.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.5: The wall set of six 2D images of the same scene for generating a sparse
point cloud, by the SfM technique.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.6: The vgm set of six 2D images of the same scene for generating a sparse
point cloud, by the SfM technique.
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Figure 6.7: A sparse point cloud generated by employing the application VisualSFM
[300], based on the six 2D image shown in Figure 6.3.
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(a)
(b)
Figure 6.8: A sparse point cloud generated by employing the application VisualSFM
[300], based on the six 2D image shown in Figure 6.4.
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(a)
(b)
Figure 6.9: A sparse point cloud generated by employing the application VisualSFM
[300], based on the six 2D image shown in Figure 6.5.
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(a)
(b)
Figure 6.10: A sparse point cloud generated by employing the application VisualSFM
[300], based on the six 2D image shown in Figure 6.6.
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Figure 6.11: A dense point cloud generated by employing the application CMVS [301],
based on the sparse point cloud shown in Figure 6.7.
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(a)
(b)
Figure 6.12: A dense point cloud generated by employing the application CMVS [301],
based on the sparse point cloud shown in Figure 6.8.
161
(a)
(b)
Figure 6.13: A dense point cloud generated by employing the application CMVS [301],
based on the sparse point cloud shown in Figure 6.9.
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(a)
(b)
Figure 6.14: A dense point cloud generated by employing the application CMVS [301],
based on the sparse point cloud shown in Figure 6.10.
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(a)
(b)
Figure 6.15: The 3D reconstruction result by employing the proposed method, based
on the sparse point cloud shown in Figure 6.7.
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(a)
(b)
Figure 6.16: The 3D reconstruction result by employing the proposed method, based
on the sparse point cloud shown in Figure 6.8.
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(a)
(b)
Figure 6.17: The 3D reconstruction result by employing the proposed method, based
on the sparse point cloud shown in Figure 6.9.
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(a)
(b)
Figure 6.18: The 3D reconstruction result by employing the proposed method, based
on the sparse point cloud shown in Figure 6.10.
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Chapter 7
Conclusions & Future Work
7.1 Summary
In this thesis, data processing techniques have been developed for three different but
related applications: embedding learning for classification, fusing low bit depth images,
and 3D reconstruction from 2D images.
For the applications of embedding learning for classification, a method for manifold
embedding has been proposed to facilitate the task of multiclass classification. The
proposed method is based on binary classification: treat each class individually so that
the salient features for each class can be uniquely identified. This binary data em-
bedding framework is based on two processing stages: pre-processing and embedding
computation. In the embedding computation stage, the concepts of friend closeness
and enemy dispersion are utilised to generate adaptive measures of the intraclass and
interclass information. These measures can be seen as a generalisation of the Fisher
criterion [50], and additionally incorporating the local neighbour information into the
calculations of the corresponding proximity matrices. The presented experimental re-
sults demonstrate the effectiveness of the proposed method by comparison with seven
existing techniques for embedding learning (both unsupervised and supervised), us-
ing four face databases and two text datasets. It has been showed that the method
proposed in this thesis performed better than these existing techniques, especially in
the situation where only a small number of data samples were available for training.
The approach is relevant to human supervised computer identification for security and
other relevant applications. Using such processing may reduce the workload of a human
operator and improve identification performance.
For the applications of fusing low bit depth images, it has been shown that the
Phase Correlation method can be successfully applied to register 2-bit depth images of
the same scene that are created by a similarity distortion, without any modification, or
pre and/or post-processing. The information in each 2-bit image could be acquired at
a temporally finer resolution, potentially operating at a higher frame rate, coping with
rapid micro-UAV movements and producing smoother video to the operator, without
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extra overheads of compression on-board the UAV. These computational overheads need
to be minimised due to the Size, Weight and Power - Cost (SWaP-C) requirements of
small and micro-scale UAVs. Fusing the aligned 2-bit depth images together results in
an informative image, this has been demonstrated by aligning and then fusing nine 2-bit
depth images of the same scene which obtains comparable detail to the corresponding
8-bit depth image. It is concluded that with these techniques it is possible for a UAV
operator/computer on the ground to reconstruct the imagery from a UAV that is just
transmitting the two most significant bits of each image frame without further on-board
processing.
For the application of reconstructing 3D scene from 2D images, a method has been
proposed to handle the dense reconstruction based on a sparse 3D point cloud generated
by the structure from motion technique. Instead of improving the density of the 3D
point cloud, it achieves reconstruction by mapping 2D image triangles back to the
corresponding positions (i.e. triangles formed by three 3D points) in the 3D scene.
Compared to the existing methods that use a similar approach, the proposed method
differs by using large triangles to replace a number of small triangles for flat and almost
flat areas. The proposed method aims to reduce the number of 2D image triangles
that need to be mapped back to the 3D scene, so that the computational load can
be reduced. To describe a flat or almost flat area, it has been demonstrated that a
minimum number of triangles can be achieved by forming triangles based on utilising
the boundary points of this region. From the experimental results, it can be concluded
that the proposed method can achieve better reconstruction details when compared to
the spare and dense reconstruction methods by 3D point cloud; while it can achieve a
comparable reconstruction result while the computational speed is several times faster
when compared to the existing methods that use a similar approach but map every 2D
image triangles.
7.2 Future Work
For feature based image registration, sometimes the existing algorithms fail because
there are quite similar features appearing in the same image, which results in the con-
structed feature descriptors being too similar. One possible solution to this is to use
embedding learning. Since the spatial location information is not utilised when con-
structing feature descriptors, it can be used by the embedding learning to project the
feature descriptors into a new feature space, to improve the discrimination of the feature
points thereby improve association of features. Embedding learning is a general tech-
nique for high dimensional data, such as images, and the full range of its applications
have not yet been explored.
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Appendix A
Feature Based Weight Matrix
The pairwise weight matrix W employed in LPP, OLPP or any other algorithms pro-
posed based on manifold learning and spectral analysis is mainly based on a specific
similarity or dissimilarity measure between all the paris of the data samples in the orig-
inal set. In the literature, there are a wide set of simple and efficient techniques have
been developed to define wij , which is a similarity or dissimilarity measure between the
data samples xi and xj .
Simple Minded
It uses only the consonant value 1 to capture the feature based information, which
indicates that the two data samples are connected. It is defined as:
wij = 1 if xi and xj are connected (A.1)
There are various more complex measures, which are proposed based on dot product,
polynomial kernel or correlation coefficient, and some commonly used ones are listed
as follows:
Cosine Similarity
It is a measure of similarity between two data samples of an inner product space, which
measures the cosine of the angle between them [302]. It is defined according to:
wij =
xTi xj
‖xi‖2‖xj‖2 (A.2)
Polynomial Kernel
It is a kernel function that commonly used with kernelised models, such as SVMs. It
allows the learning of nonlinear models, by representing the similarity of data samples
in a feature space over polynomials of the original feature space, and it is computed as:
wij = (x
T
i xj + c)
d (A.3)
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where c ≥ 0 is a constant that tradea off the influence of higher oder versus lower order
terms in the polynomial, and d indicates the polynomial degree [303].
Tanimoto Similarity
It is a derived distance function that measures a similarity ratio between two data
samples [304–306], and it is defined according to:
wij =
xTi xj
‖xi‖22‖xj‖22 − xTi xj
(A.4)
Gaussian Weight
It is also known as heat kernel, and it is the most popular measure [44, 45], as it can
adequately characterise the relation included in the features [103]. Additionally, it
captures the interactions between data samples, which may potentially discovery the
nonlinear structures included in the data set [14]. It is defined as:
wij = exp(−‖xi − xj‖
2
2
σ
) (A.5)
where σ > 0 determines the width of the Gaussian kernel.
Alternative Weight
It is suggested to be used for the data set, where the data samples from different classes
are close in the original high dimensional space [45], and it is computed as:
wij =
1
τ +
‖xi−xj‖22
‖xi‖22+‖xj‖22
(A.6)
It is stated in [45] that the different values chosen for τ would result of a similar final
performance.
Pearson Correlation Coefficient
It is a measure of the linear correlation between two data samples, to represent the
degree of linear dependence between two variables, whose result is in a range between
+1 and −1 inclusive. It is computed according to:
wij =
d∑
p=1
(
xip − 1d
d∑
q=1
xiq
)(
xjp − 1d
d∑
q=1
xiq
)
√√√√ d∑
p=1
(
xip − 1d
d∑
q=1
xiq
)2√√√√ d∑
p=1
(
xjp − 1d
d∑
q=1
xjq
)2 (A.7)
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A.1 LLE Style Weight
Here, the approach of how to find out the optimal reconstruction weights of LLE [13]
is examined in details. The optimal reconstruction weights of LLE is based on the
assumption that each data sample can be reconstructed by a linear combination of its
local neighbouring ones. Then it implies that each data sample and its local neighbours
do form a linear subspace. Thus, first it is necessary to use k-NN to establish some
local neighbours for each data sample, so that each data same is conformed or adapted.
Assume that each data sample in the original set xi (i = 1, · · · , n) can be recon-
structed by a linear combination of its k-NN ones xj (j = 1, · · · , k), where the corre-
sponding weights wij (j = 1, · · · , k) sum to 1. Then, the corresponding reconstruction
error  can be computed as:
 =
∥∥∥∥∥∥xi −
k∑
j=1
wijxj
∥∥∥∥∥∥
2
2
=
∥∥∥∥∥∥
k∑
j=1
wij(xi − xj)
∥∥∥∥∥∥
2
2
= ‖wiXi‖22
= wiXiX
T
i w
T
i (A.8)
where wi = [wi1, wi2, · · · , wik] is a 1 × k matrix that includes all the reconstruction k
weights, and Xi = [xi − x1,xi − x2, · · · ,xi − xk]T is a k × d matrix that represents
all the differences between the data sample xi and each of its k-NN ones. Then, the
optimal weights can be obtained by optimising the following minimisation problem:
arg min
wi1k×1=1
1
2
wiXiX
T
i w
T
i (A.9)
where XiX
T
i is the k × k local covariance matrix associated with the data sample xi.
By employing the Lagrangian multiplier λi, the above optimisation problem can be
reformulated as:
L(wi, λi) =
1
2
wiXiX
T
i w
T
i − λi(wi1k×1 − 1) (A.10)
Take the derivatives each with respect to wi and λi, as:
∂L(wi, λi)
∂wi
=
1
2
(XiX
T
i w
T
i + XiX
T
i w
T
i )− λi1k×1
= XiX
T
i w
T
i − λi1k×1 (A.11)
∂L(wi, λi)
∂λi
= wi1k×1 − 1 (A.12)
Set (A.11) to 0, then the following equation can be obtained:
XiX
T
i w
T
i = λi1k×1 (A.13)
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Thus, wi can be obtained, as:
wi = λi11×k
(
XiX
T
i
)−1
(A.14)
Similarly, set (A.12) to 0, and then couple the resultant equation with (A.14), λi can
be found, as:
λi =
(
11×k
(
XiX
T
i
)−1
1k×1
)−1
(A.15)
Therefore, the optimal reconstruction weights wi is obtained [307], as:
wi =
(
11×k
(
XiX
T
i
)−1
1k×1
)−1
11×k
(
XiX
T
i
)−1
(A.16)
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Appendix B
Data Pre-Processing Techniques
Data pre-processing techniques (e.g. data normalisation) are widely employed in many
areas of science and engineering, such as machine learning and data mining. Because
they tend to eliminate irrelevant and/or redundant information that is present in a set
of data samples, which results of enhancing the knowledge discovery ability of many
existing algorithm. As a result, they can potentially improve the final performance
of a method [263], and may also reduce the computational complexity of most of the
algorithms proposed for machine learning and data mining, due to a large reduction
in the dimensionality of an input set of data samples. In the literature, a wide set
of such techniques have been proposed, which are simple and efficient [14, 263]. They
can be divided into two different categories: one is simple normalisation; the other
is dimensionality reduction, which applies simple normalisation first, and sequentially
reduces the dimensionality.
B.1 Simple Normalisation
Usually, simple normalisation is the standard first stage in the process of data pre-
processing. There are many different possible approaches, and three commonly used
ones are listed as follows.
Rescaling
It rescales a data sample along each of its dimension, to make it become a unit 2-norm
vector. Then, the training and test data samples xi (i = 1, . . . , n) and x˜i (i = 1, . . . ,m)
are each rescaled according to:
xi =
xi
‖xi‖2 (B.1)
and
x˜i =
x˜i
‖x˜i‖2 (B.2)
respectively, where ‖ · ‖2 donates the 2-norm or Euclidean norm.
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Centring
This centres a set of data samples by subtracting the mean of each dimension from
the corresponding dimension of each data sample, to make each dimension of the set
possess a mean value of zero. Then, the training and test data samples xi (i = 1, . . . , n)
and x˜i (i = 1, . . . ,m) are each centred according to:
xi = xi − 1
n
n∑
i=1
xi (B.3)
and
x˜i = x˜i − 1
n
n∑
i=1
xi (B.4)
respectively.
Standardisation
This standardises a set of data samples by centring each data sample first, and then
dividing each of its dimension by the corresponding standard deviation, so that each
dimension of the original set has the property of zero mean and unit variance. Then,
the training and test data samples xi (i = 1, . . . , n) and x˜i (i = 1, . . . ,m) are each
standardised according to:
xi =
(
xi − 1
n
n∑
i=1
xi
)
◦
[
1
σ1
,
1
σ2
, . . . ,
1
σd
]
(B.5)
and
x˜i =
(
x˜i − 1
n
n∑
i=1
xi
)
◦
[
1
σ1
,
1
σ2
, . . . ,
1
σd
]
(B.6)
respectively, where ◦ denotes the Hadamard product, and σi (i = 1, . . . , d) corresponds
to the standard deviation of the ith dimension of the training set X, where it is com-
puted according to:
σi =
√√√√√ 1
n− 1
n∑
p=1
xpi − 1
n
n∑
q=1
xqi
2 (B.7)
According to the previous works in [14], the above listed three pre-processing meth-
ods can be formulated in matrix notation, and they are shown in Table B.1.
B.2 Dimensionality Reduction
When the dimensionality of a set of data samples is high, just using simple normalisa-
tion techniques may not be sufficient enough to remove the present irrelevant and/or
redundant information. Additionally, the high dimensionality can potentially increase
the computation complexity of later processing stages. As a result, an additional step is
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Table B.1: Listed simple normalisation techniques presented in matrix notation, given
the training set X and the corresponding test set X˜. The term In×n is an n× n identity
matrix, and the term 1n×n is an n× n matrix with all its elements being 1.
Method Training Set Test Set
Rescaling S−1X S˜−1X˜
S = diag
[√
diag(XXT )
]
S˜ = diag
[√
diag(X˜X˜T )
]
Centring
(
In×n − 1n1n×n
)
X X˜− 1n1m×nX
Standardisation
(
In×n − 1n1n×n
)
XΣ−1
(
X˜− 1n1m×nX
)
Σ−1
Σ = diag
[√
1
n−1diag
[
XT
(
In×n − 1n1n×n
)
X
]]
needed, which reduces the high dimensionality to a reasonable low one, whilst tending
to preserve the meaningful data structures contained within the set and eliminate the
present irrelevant and/or redundant information. In practice, the resulting data sam-
ples after dimensionality reduction are widely relied by many existing techniques on
machine learning and text mining to obtain good learning results [263]. Here, two pop-
ular methods in the literature are listed, one is PCA (Principal Component Analysis)
and the other one is whitening.
PCA
It first centres a set of data samples, and then does the eigendecomposition of the
covariance matrix corresponding to the centred set of data samples to get a d×k trans-
formation matrix Mk, whose columns are k eigenvectors corresponding to the k largest
nonzero eigenvalues. The number of k should be chosen so that over 99% of the total
variance is retained in the transformed data samples [263]. The technique achieves
dimensionality reduction by eliminating spaces of low variance, and additionally decor-
relates the resulting data samples by making the corresponding covariance matrix to
be a diagonal matrix. Then, the training and test sets X and X˜ are each transformed
according to:
X =
(
In×n − 1
n
1n×n
)
XMk (B.8)
and
X˜ =
(
X˜− 1
n
1m×nX
)
Mk (B.9)
respectively.
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Whitening
It works very similarly to PCA, but additionally rescales the transformed set of data
samples along each dimension, so that the corresponding covariance matrix transforms
from a diagonal matrix to an identity matrix. Then, the training and test sets X and
X˜ are each transformed according to:
X =
(
In×n − 1
n
1n×n
)
XMkΣ
−1
k (B.10)
and
X˜ =
(
X˜− 1
n
1m×nX
)
MkΣ
−1
k (B.11)
respectively, where Σk is a k × k diagonal matrix, with its diagonal element being the
corresponding k largest eigenvalues obtained by the eigendecomposition.
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