Consider a nonsymetric generalized diffusion X(·) in R d generated by the differential operator A(x) = ij ∂iaij(x)∂j + i bi(x)∂i. In this paper the diffusion process is approximated by Markov jump processes Xn(·) in homogeneous and isotropic grids Gn ⊂ R d which converge in distribution to diffusion. The generators of Xn(·) are constructed explicitly. Due to the homogeneity and isotropy of grids the proposed method for d ≥ 3 can be applied to processes for which the diffusion tensor {aij (x)} dd 11
INTRODUCTION
A symmetric tensor valued function x → a(x) = {a ij (x)} dd 11 which is measurable, bounded and strictly positive definite on R d defines a second order differential operator in divergence form on R d , A 0 (x) = − ij ∂ i a ij (x)∂ j . Each −A 0 (x) generates a symmetric diffusion X(·)
in R d . In [SZ] the process X(·) is approximated by a sequences of Markov jump processes X n (·) (MJP), i.e. processes in continuous time and discrete state space. The object of the present analysis is a nonsymmetric diffusion generated by −A(x) = −A 0 (x) + B(x), where B(x) = i b i (x)∂ i , and a construction of its approximations by MJPs. In this way we offer an efficient method for simulation of sample paths of a nonsymmetric generalized diffusion by using MJPs. Each X n (·) can be simulated by well-known methods.
In the case of classical diffusion generated by an elliptic operator A = ij a ij ∂ i ∂ j + i b i ∂ i , where a ij , b i are Hölder continuous on R d , approximations by MJPs can be efficiently used to simulate the first exit from a bounded set of R d . However, such an approach is one of existing possibilities and the motivation for the mentioned construction happen to be of lesser importance since the process has a representation in terms of SDE which can be simulated straightforwardly. In the case of a process defined by a differential operator in divergence form on R d there is no such natural representation, so approximations by MJPs become essential.
A class of convergent approximations X n (·) in [SZ] is constructed by using discretizations of the corresponding Dirichlet form. The functions ∂ i v, ∂ i u in a (v, u) are approximated by forward difference operators in local basis which generally varies. This approach is anticipated in [MW] without any remarks on the convergence of constructed MJPs X n (·). In our approach the MJPs X n (·) are constructed in terms of generators A n (gen) on grids,
with a fixed basis {e i } d 1 . The generators A n (gen) are constructed explicitly from a general principle which is not directly related to forward difference operators. Then the discretizations h d a n (v, u) of original Dirichlet form are associated to the constructed generators A n (gen). It happens that h d a n (v, u) cannot be simply obtained from discretizations of original form by using forward/backward difference operators. The obtained class of A n (gen) cannot be found among generators constructed in [SZ] .
Advantages and drawbacks of the present construction can be briefly described as follows.
Advantages:
The convergence of MJPs is proved for a nonsymmetric generalized diffusion. The generators A n (gen) are explicitly given in terms of values of functions a ij , b i . For the case of d = 2 the matrix entries of A n (gen) can be easily implemented into a computer code. For d = 2 the construction covers a general matrix valued function a(·) on R 2 Disadvantages: For d ≥ 3 the proposed construction is not valid for all a(·) on R d . Let us define an auxiliary matrix valued functionâ(·) by:
The here proposed construction of A n (gen) is valid only ifâ(·) is strictly positive definite on R d . There are simple examples for d ≥ 3 in whichâ(·) is indefinite. It happens that changes of local basis for d ≥ 3 is necessary in the case of an indefinite x →â(x). Now we can describe basic steps in construction and proofs. Let U (·) be the strongly continuous semigroup in the Banach spacesĊ(R d ) (continuous functions vanishing at infinity) which is associated with the diffusion process X(·) [EK] . Discretizations ofĊ(R d ) in terms of grid-functions on G n are denoted byl ∞ (G n ). The generators A n (gen) determine semigroups U n (·) inl ∞ (G n ). There exist continuous maps
n f is called the discretization of f . Now, for each t ≥ 0 the grid functions u n (t) = Φ −1 n U (t)f and U n (t)f n can be compared. We need the following relation:
where · ∞ is the l ∞ (G n )-norm. By Theorem 2.11 of [EK] this relation is a sufficient condition for the convergence in distribution of MJPs X n (·) to the diffusion process X(·). Definitions of various objects are given in Sections 2 and 3. In addition, the author includes a proof of the existence of strongly continuous semigroup inĊ(R d ) generated by −A(x) = −A 0 (x) − B(x). In Section 4. a class of generators A n (gen) is constructed explicitly in terms of entries A n (gen) kl , k, l ∈ Z d . Grid-functions u n (t) = exp(A n (gen)t)f n and their images u(n, t) = Φ n u n (t) inĊ(R d ) are studied in Section 5. For discretizations
1] is bounded. By using results of de Georgy type [LU] we prove that U is a set of equicontinous functions inĊ(R d ). After the equicontinuity of U inĊ(R d ) is obtained, the basic relation (3) can be proved. [Ma, St] . We call a subset of this kind a Lipshitz domain, denote it by D, and its boundary by ∂D.
PRELIMINARIES
The Banach spaces of functions [Ma, St] . Their norms are denoted by · p and · p,1 , respectively. For
1/2 . Let X be a Banach space and X † its dual. Then the value of f ∈ X † at u ∈ X is denoted by f |u . The linear space of grid-functions on G n is denoted by l(G n ). Elements of l(G n ) are also called columns. Columns with a finite number of components determine a linear space l 0 (G n ). The corresponding l p -spaces are denoted by l p (G n ) and their norms by · p . For
The duality pairing of v ∈ l q (G n ) and u ∈ l p (G n ) is denoted by v|u . The scalar product in l 2 (G n ) is denoted by ·|· and sometimes by (·|·). Let us define the quadratic functional on
2 -spaces is the linear spaces of those u n ∈ l(G n ) for which the norm u 2 2,1 = u 2 2 + q(u) is finite. This space is denoted by w 1 2 (G n ). An element (column) u n ∈ l(G n ) can be associated to a continuous function on R d in various ways. Here is utilized a mapping l(G n ) → C(R d ) which is defined in terms of hat functions. Let χ be the canonical hat function on R, centered at the origin and having the support
and defines imbedding of grid-functions into the space of continuous functions. We denote the corresponding mapping by Φ n : l(G n ) → E n (R d ) and write
It is obvious that there exists Φ −1
n : E n (R d ) → l(G n ) and the spaces l(G n ) and E n (R d ) are isomorphic with respect to the pair of mappings Φ n , Φ
n is a linear operator in the linear space
. By applying Rietz-Thorrin theorem we get
Let f ∈ C(R d ) and the column f n ∈ l(G n ) be defined by its components (
are called the discretizations of f . The following result holds:
(i) There exists σ 2 ∈ (0, 1), independent of n, such that
Proof: Assertion (i) is proved in [LR3] . The sequence of functions u(n) is equicontinous inĊ(R d ), implying Assertion (ii). Actually, the oscillation of function u(n) on cubes
Similarly we define the discretized shift operator by Z n (r, i)u n k = (u n ) l , where l = k+re i . With respect to a grid step h, the partial derivatives of u ∈ C
(1) (R d ) are discretized by forward/backward finite difference operators in the usual way,
Let r ∈ Z \ {0}. Discretizations of the functions ∂ i u on G n , denoted by U i (r)u n , V i (r)u n , are defined by:
where x ∈ G n . Then
Therefore we have
, and similarly for V i (r). In the case of r = 1 we use abbreviations U i , V i .
ELLIPTIC OPERATOR AND SEMIGROUP
In this article we consider a 2 nd -order elliptic operator on R d ,
for which the coefficients must fulfill the following: 
holds.
In our analysis we regularly use the notation
is associated with the differential operator A(x).
for which supp (f ) is compact. Then we easily define the closure of λI + A(x) from a linear space X onto a closed linear space Y by the expression X = T (λ, A)Y whenever T (λ, A) exists. For instance, for each λ > 0 and
is a rational function of M , M , b ∞ and λ and is uniformly bounded for λ ≥ ε with a fixed ε > 0. By using a function ω ∈ C (2) 0 (R d ), ω ≥ 0 and ω = 1 we define mollifiers
(n) ) ∞ ≤ 1/λ the same must be true for T (λ, A). In this away we come to the first conclusion. The operator
For each k ∈ R and each x ∈ S such that B r (x) ⊂ S we define the sets S k,r = {z ∈ S : u(z) > k} ∩ B r (x) and the class of functions G(S, M, β 1 , β 2 ) on S as follows. A measurable function u belongs to the class G(S, M, β 1 , β 2 ) if u ∞ ≤ M and the pair of functions w = ±u fulfil the inequality
for all 0 < r < R ≤ 1 and all k ≥ 0. The following result is valid [LU] ,
where α depends on β 1 while c α on β 2 , M . We say that G(S, M, β 1 , β 2 ) is the de Giorgi class of functions. By using a standard procedure (so called the Caccioppoli inequality) one can prove that a solution of (λ + A(x))u(
where α depends on M , M , b ∞ and c α of (10) depends on M , M , b ∞ , f ∞ and λ. Described results of [LU] can be formulated in accordance with our further needs:
The operator −A 0 (x) generates a strongly continuous and contraction semigroup in
It also generates a semigroup of this kind inĊ(R d ). One expects that the same must be valid for a general differential operator (7). The author could not find a proof of existence of a strongly continuous semigroup inĊ(R d ) generated by −A(x) where A(x) is a general differential operator of (7). Therefore a simple proof of this kind is supplied in this section.
THEOREM 3.2 Let the differential operator A(x) be defined by (7) and Assumption 3.1. Then −A(x) generates a strongly continuous and contraction semigroup inĊ(R d ).
Then (10) is valid. Because α is independent of x and u ∈ L 2 (R d ) there must be valid lim |x|→∞ u(x) = 0. Hence u = T (λ, A)f ∈Ċ(R) and
Thus the conditions of Hille-Yoshida theorem are satisfied and −A(x) generates a strongly continuous, contraction semigroup inĊ(R d ). QED
CONSTRUCTION OF GENERATORS OF MJPs
To discretize A(x) means to associate to A(x) a sequence of matrices A n on G n , n ∈ N with the following properties:
The convergence analysis is postponed until the end of this sections. Therefore, the terminology "discretizations" of A(x) instead of approximations of A(x) seams to be more suitable at the beginning of construction.
It is important to underline at the beginning that discretizations A n of differential operator A 0 (x) are derived from a general principle which is not based on finite difference formulas [LR2] . Nevertheless, bilinear forms must be associated to A n so that A n can be derived from the corresponding variational equalities. The constructed bilinear forms are considered as discretizations of the original form (9). These forms are basic objects in our proof of convergence of approximate solutions.
Discretizations to be considered in this section are possible if certain conditions on a ij are fulfilled. The required conditions are stronger than in Assumption 3.1. By relaxing them gradually as n → ∞ we obtain discretizations for a general A(x) given by Assumption 3.1.
To
with the "lower left" vertex v and edges of size hp i . These rectangles define a partition of R d . Apart from these rectangles we need the closed rectangles,
which are defined by central grid-knots v. Apparently, S n (p, v) is the union of closures of those rectangles C n (p, x) which share the grid-knot v.
Assumption 4.1 (on discretization conditions) -There is a grid-step h ε = 2 −n(ε) and the closed sets
such that the functions a ij can be extended to D l (ε), not changing the signs on D l (ε), and the strict ellipticity (8) is valid on D l (ε) with the same bounds M , M .
2. For each l ∈ L the auxiliary diffusion tensorâ of (2) is strictly positive definite on D l (ε).
3. To each D l there is associated parameter r(l) ∈ N d , such that the following inequality is valid:
Condition 3. is crucial in our construction of discretizations A n with the structure of M-matrices. In the case of d = 2 Conditions 2. and 3. can be always fulfilled. For d > 2 there exist positive definite diffusion tensors {a ij } dd 11 such that Conditions 2. and 3. are not possible [LR2] . The quantity ω(a) of (12) is defined in terms of D l (ε). It cannot be defined in terms of the sets D l . Actually, for x ∈ ∂D l ∩ ∂D l ′ the functions a im on S n (r(l), x) and S n (r(l ′ ), x) may have values for which ω(a) > 0 is not possible. Discretizations A n are defined in terms of its matrix entries (A n ) kl , where hk, hl ∈ G n . For a fixed x = hk ∈ G n the set of all the grid-knots y = hl such that (A n ) kl = 0 is denoted by N (x) and called the numerical neighborhood of A n at x ∈ G n . In our constructions the sets N (x) for x ∈ G n ∩ D l are mutually alike. A set N (x) contains always a "cross" consisting of x and 2d elements ±hp i (l)e i . Additional elements of N (x) depend on the sign of a ij , i = j. In terms of of MJP X n (·) a set N (x) is the subset of states of possible jumps from the state x.
Construction for d = 2
The set L of Assumption 4.1 is partitioned into the subsets L ∓ , where l ∈ L − means that a ij ≤ 0 on D l and l ∈ L + means a ij ≥ 0 on D l . Let us remind that the sets D l are determined in terms of cubes C n(ε) (r(l), x). There is always a room of arbitrariness in a determination of these sets. The following maximal property removes some of arbitrariness. There exist a n(ε) ∈ N such that the sets D l , l ∈ L − have the following properties:
c , where apparently:
consists of all the vertices v ∈ G n which determine the set D n (−). The subgrids G n (+) = G n ∩ cls(D n (+)) are characterized by the following property. Let x ∈ cls(D l ), y = x + h n r 1 (l)e 1 and I(x, y) be the corresponding segment. Then x ∈ G n (+) if I(x, y) ⊂ cls(D n (+)). It is easy to verify that each x ∈ G n must be contained in one of sets G n (∓) and each of segments I i (x, y), y = x + h n r i (l)e i , i = 1, 2 must have both of its end points x, y in some G n (∓). Some of grid-knots and some of segments are contained in both sets, G n (∓) and cls(D n (∓)), respectively. Now we define subgrids G n (l, −) = G n (−) ∩ D l and conclude that G n (l, −) form a partition of G n (−). However, the sets G n (l, +) = G n (+) ∩ D l do not form a partition of G n (+) because some of grid-knots at ∂D(+) may be outside of each G n (+, l). Therefore, we have to extend the sets D l to wider setsD l such that G n (l, +) = G n (+) ∩D l form a partition of G n (+). The setsD l cannot be defined uniquely. Here we demand the following properties. The sets must be disjoint, and the closure of int(D l ) must coincide with cls(D l ). Thus we have:
We conclude that G n (l, ±) cover G n and some of them may have common grid-knots. The forms a n (·, ·) are expressed in terms of a ij (x + x (α,β) (l, n)), x ∈ G n , α, β ∈ {±}, where x (α,β) (l, n) are certain elements in R d . Since x (α,β) (l, n) can take values outside of cls(D l ) we are due to specify how to take values of a ij (x + x (α,β) (l, n)) in such cases. The values must be taken in the set D l (ε) of Assumption 4.1. Apparently, the entries of A n are calculated in terms of values of coefficients a ij at points which are not necessarily grid-knots.
It is convenient to use a representation a n (v, u) = a 
Then the form a (−)
n (·, ·) is defined by:
The form a
L − with L + and t (++) with t (+−) . The forms a (∓) n (v, u) are not the second degree polynomials of i (h) with simple structure. They can be ultimately represented as forms depending on i (q i h) with various q i .
Discretizations A n have a general expression:
where
and where Λ 1 (r 1 ) = I, Λ 2 (r 2 ) = Z n (−r 2 (l), 2). The entries of matrices A (±) n (i, j, r i , r j ) are bounded by M .
In order to write down the entries of A n we need the following abbreviations:
(r) = a 12 (x + t (++) (r) − he 1 ),
Then we have the following nontrivial off-diagonal entries of A n :
(r) for a 12 ≤ 0,
(r) for a 12 ≥ 0, The entries in the plane spanned by e 1 , e 2 have the structure:
where +w (±) is associated with the upper and −w (±) with the lower indices of a (αβ) , respectively.
The numerical neighborhoods N (x) are illustrated in Figure 4 .1. If the quantitiesâ (αβ) ij in (15) are replaced with a (αβ) ij , the convergence is still preserved.
However, the quantities a (αβ) ij
should not be replaced with a ij (hk) since the resulting (A n ) kl would be discretizations of − ij a ij ∂ i ∂ j .
Construction for d ≥ 2
The structure of M-matrices of discretizations A n of differential operator A(x) is the goal of overall analysis. Here we describe a general approach to the constructions of discretizations A n with the structure of M-matrices which is based on reduction to the two-dimensional problems.
The index set of pairs I(d) = {{ij} : i < j, i, j = 1, 2, . . . , d, i = j} has the cardinal number m(d) = d(d − 1)/2. To each index {kl} ∈ I(d) we associate three coefficients,
and a bilinear form a {kl} (·, ·),
Apparently, for each pair v, u ∈ C
(1) 0 (R d ) the following equality is valid:
To each of the forms a {kl} (·, ·) we must associate a sequence of forms a {kl} n (·, ·) and matrices A {kl} n constructed by using schemes in two dimensions. Then the matrix
is a discretization of A 0 (x). If each A {kl} n has the structure of M-matrices then A n also has the structure of M-matrices. However, A n can have the structure of M-matrices although no A {kl} n is an M-matrix. Condition 3. of Assumption 4.1 ensures this advantageous property in our constructions.
Discretizations with structure of M-matrices
Now we can describe general structure of constructed discretizations of A(x) = A 0 (x)−B(x). First we consider A 0 (x). From the definition of bilinear forms a n (u, v) = v|A n u the following property is obvious: If v = 1 and u are with compact supports on G n there must be a n (1, u) = a n (u, 1) = 0, implying that the row sums and column sums of A n have zero values. Hence, if the off-diagonal entries of A n are non-positive then A n and A T n are simultaneously M -matrices.
It is convenient to utilize the quantities:
where m ii (l, s) are defined by the rules of construction of (19).
Discretization procedure 4.1 Let Assumption 4.1 be valid and matrices A n on G n be constructed by the rule (19). Then their entries have the following properties:
For each grid-knot
3. For each x = hk ∈ cls(D l ) entries on the "cross branches" x ± he i , i.e. (A n ) kk±hei , are defined by:
4. Entries of A n in the ij-plane are defined by using elements
Some peculiar features regarding the structure of sets N (x), x = hk ∈ G n ∩ D l , must be pointed out. If a ij , i = j is not changing the sign in a neighborhood of x then the minimal number of elements in N (x) is 1 + d + d
2 . In this case the set N (x) consists of its center, 2d-grid-knots on the d-dimensional cross {±e i : i = 1, 2, . . . , d} and 2 grid-knots in each two-dimensional plane. Generally, the number of grid-knots in two-dimensional plane may be larger than 2. Results of our construction imply that there are only two grid-knots at most in the two-dimensional planes. This demand has the following implication on the construction of discretizations A (rs) n . Let the pairs e r , e s and e s , e t define two-dimensional planes and let A (rs) n , A (st) n be the corresponding discretizations which are constructed by using parameters r (rs) , r (st) . Then there must hold (r (rs) ) s = (r (st) ) s . In such case the off-diagonal entries of A n have the structure as described in 4. of Discretization procedure 4.1.
Lower order differential operators
Discretizations of differential operator −B(x) = −b(x)∇ must be constructed by using an upwinding scheme. Let the obtained discretizations be denoted by B n . To each x ∈ G n for which b(x) = 0 there is associated a non-trivial row of B n with a positive diagonal entry and non-positive off diagonal entries. Let us define sets K(i, −) = {x ∈ G n : b i (x) < 0} and analogously K(i, +) = {x ∈ G n : b i (x) > 0}. Then discretizations of (v|Bu) are defined by
These forms must be summed with the forms (18) in order to get discretizations of the original form (9). If discretizations (A 0 ) n of A 0 (x) have the stricture of M-matrices then obviously (A 0 ) n + B n preserve this structure. The constructed forms a n of this section are discretizations of the form (9). One can be easily convinced that the terminology "a discretization of the original form (9)" is not artificial. At the present level of analysis it is easy to check a(v, u) = lim n h d a n (v, u) for any Proof: For each D l we have to choose the parameters r i (l) of the properties 3. and 4. of Discretization procedure 4.1 so that the condition 3. of Assumption 4.1 is valid. The uniform continuity of coefficients on D l and the condition 3. of Assumption 4.1 ensure the existence of A n with the structure of M-matrices [LR3] . QED [LR3] . For the grid-functions u n = T (λ, A n )f n , the corresponding sequence of functions u(n) = Φ n u n and u = T (λ, A)f ∈ W 
Results on convergence
Let f ∈ C 0 (R d ) and f n be its discretizations on G n . For each grid-function u n = T (λ, A n )f n we have u n ∞ ≤ f n ∞ /λ implying u(n) ∞ ≤ f ∞ /λ for the functions u(n) = Φ n u n . The functions u(n) are continuous due to u(n) ∈ E n (R d ). We expect that the sequence U = {u(n) : n ∈ N} is locally equicontinous inĊ(R d ). Actually there holds a more general result. Let M > 0 and κ > 0 and let us define a set of functions F n = {u n ∈l(G n ) : There exists x-independent positive numbers β 1 , β 2 such that U|S ⊂ G(S, M, β 1 , β 2 ) for each S = B 1 (x).
Proof:
The following assertion is proved in [LR3] . If A n u n = f n on B R (x) then the sequence U R,x is bounded in L ∞ (B R (x) ). This proof is based on results about regularity of solutions of elliptic problems [LU] . By changing few details of this proof and using again results of [LU] we get a proof of the present theorem. 
CONVERGENCE OF MJPs
. Then Theorem 4.3 has the following obvious consequence:
Now we are ready to prove the convergence inĊ(R d ) of U (n, t)f (n) to U (t)f where U n (t) = exp(−A n t) and U (n, t) = Φ n U n (t)Φ −1 n . By following ideas of the Trotter-Kato theorem [Yo] it is sufficient to prove the convergence of respective approximations
m f where mτ = t. Tools are the sets of equicontinous functions G(S, M, β 1 , β 2 ) of Theorems 3.1, 4.3 and the following simple auxiliary lemma:
In order to prove that the sequence of functions u(m, n), n ∈ N fulfills the condition b) of Lemma 5.1 we consider separately w
. By Theorem 3.1 each w ′ (k, n) has the desired property b) of Lemma 5.1.
By definition w ′′ (r, n) = Φ n T (λ, A n ) r f n so that the grid-function w n (r) = T (λ, A n ) r f n is the discretization of w ′′ (r, n). Therefore,
where σ 2 comes from the comparison of the norms f n 2 and f (n) 2 in (i) of Theorem 2.1. By (ii) of Theorem 2.1 we have lim sup f (n) 2 = f 2 so that the sets of grid-functions F n = {w n (r) ∈l(G n ) : r = 0, 1, . . . , m − 1} fulfil the conditions of Theorem 4.3. Consequently, the sequence of functions W = {w ′′ (m, n) = Φ n T (λ, A n )w n (m − 1) : n ∈ N} fulfills the condition b) of Lemma 5.1. QED Matrix semigroup defined be operators U n (t) = exp(−A n t) inl(G n ) induces a strongly continuous semigroup of operators U (n, t) = Φ n U n (t)Φ −1 n in E n (R d ). The main result of this section is a convergence of functions u(n, t) = U (n, t)f (n) = Φ n U n (t)f n to the function u(t) = U (t)f for f ∈Ċ(R d ).
PROPOSITION 5.1 Let the differential operator A(x) be defined by (7) and Assumption 3.1. and let U (·) be the corresponding semigroup inĊ(R d ). There exists a subsequence J ⊂ N and the corresponding sequence U [0,1] = {u(n, t) : n ∈ J ⊂ N} converging strongly iṅ C(R d ) to U (t)f uniformly with respect to t ∈ [0, 1] for each f ∈Ċ(R d ).
Proof: It is sufficient to carry out a proof for a dense subset of elements inĊ(R d ). This subset is constructed as follows. Let g ∈ C 0 (R d ), g n be its discretizations, u n = T (1, A n ) 2 g n and u(n) = Φ n u n ∈ E n (R d ). Then the functions u(n) are continuous. We assume g ∞ = 1 implying g n ∞ ≤ 1 and u(n) ∞ ≤ 1. Functions g span a dense subspace inĊ(R d ). Let us write
The L ∞ -norm of left hand side is now estimated by four L ∞ -norms of the corresponding four terms on right hand side. These norms are respectively denoted by N 1 (τ ), N 2 (n), N 3 (n), N 4 (τ ). The second norm is estimated by 2 f (n) − f ∞ . As a function of n it does not depend on τ and k.
The following result can be used [Yo] . Let −A be the generator of a strongly continuous semigroup U (·) in a Banach space L. Let the interval [0, 1] be discretized by points t k = kτ, k = 0, 1, . . . , K, t 0 = 0, t K = 1, where τ = 1/K. Then uniformly with respect to t ∈ [0, 1] we have: lim K→∞, kτ →t
In the proof of this assertion in [AS] the following estimate is used:
apparently valid for any u ∈ D(A 2 ). These results are applied here to estimate the norms N 1 (τ ) and N 4 (τ ). By choosing τ = 1/K, K ∈ N sufficiently large we can make N 1 arbitrarily small. The norm N 4 (τ ) is estimated explicitly by using (22):
Results of computation are expressed in terms of relative errors:
where < θ > det , < θ > sim are the estimates of E[θ] obtained by using deterministic methods (23) and Monte Carlo simulations, respectively. Analogously, < < θ > > det , < < θ > > sim are the corresponding estimates of Var [θ] . Some results of computations are given in the table bellow. The last column contains the ratios, ratio = t det /t sim , of computational times t det and t sim of deterministic and Monte Carlo method. Sample paths are simulated 20000 times. Comparison of results obtained by deterministic and Monte Carlo methods As expected, the first two statistical moments of the first exit time can be estimated by Monte Carlo simulations dozen times faster than by using the deterministic method formulated by (23) and (24).
