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ｓＱ:スカラ量子化
図１：量子化ニューラルネットワーク
表１：スペクトルひずみの比較 表２:演算量、メモリ量の比較
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来の誤差逆伝播法を用いたＶＱ（ＢＰ）はひずみが大きい。ＫＮＴ法を用いたニューラルネットワークベクト
ル量子化（ＫＮＴ）は、ＤＯＤとほぼ同じひずみが得られ、またカルーネン・レーベ変換（ＫＬ）よりも、わ
ずかではあるが、小さなひずみが得られた。
表２に演算量とメモリ量を比較した結果を示す。コードブックを用いたベクトル量子化は、演算量とメモ
リ量が非常に多く、一方、ニューラルネットワークを用いたベクトル量子化（ＢＰ、ＫＮＴ）は、約１桁小さ
くなることが期待できる。
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３雑音音声のベクトル量子化
ピットレートが低くなるに従い、背景雑音による音声品質の劣化が起こりやすくなるので、雑音下での符
号化性能が注目されている。そこで、雑音を加えた音声で雑音抑圧を考慮したベクトル量子化を検討した。
このとき、５層のニューラルネットワークを用いる場合の問題点として：
・多層のニューラルネットワークの学習が困難である。
．誤差逆伝播法では、中間層に任意のパターンを形成させることができない。
が挙げられる。そのため、符号化および復号化ニューラルネットワークをそれぞれ個別に学習する方法を提
案する。このとき、４種類の中間層符号パターンを検討し、比較を行う.更に改善する方法として、Encode
byDecode法（デイレイド・デシジョン法）を適用した結果、従来のコード.ブックを用いる方法に比べて、
雑音下では良い性能を示すことがわかった。
使用したデータは、ＡＴＲ研究用日本語音声データベースＳｅｔＣ連続発声Ｂ５０の分析より、学習データ用
の１８，８０８個のＬＳＰパラメータ、また、評価データには、日本音響学会研究用連続音声データベースよ
り７，２４６個のＬＳＰパラメータを用いた。誤差の評価は、平均２乗誤差の平方根を用いた。結果を、図３
に示す６４種類の２進パターン、純２進符号(Pure)、グレイ符号(Gray)、ジョンソンカウンター符号(JC）
と重み一定符号（○Ｗ;表３）の順にひずみが小さくなった。
表３：重み一定符号
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図２:ＥｂＤ法による符号化
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図３:各種符号のＬＳＰ誤差による比較 図４:各種方式の比較
また、ＥｂＤ法（図2）を適用した場合と、５層のニューラルネットワークを用いた場合(+Pure,＋Gray)，
および従来のコードブックを用いた場合(VQ)を図４に示すｂＥｂＤ法は低雑音下では良い性能を示す。
－１８－
４まとめ
本論文では、ニューラルネットワークを利用したベクトル量子化と、その音声への応用について検討し
た。得られた主な結果を示す。
1．「ニューラルネットワーク・ベクトル量子化」により、演算量、メモリ量を、従来の。－Ｆブックを用
いたベクトル量子化に対して、約１桁減らせる。
2.クリーンな音声に対して、２４ビット／フレームのレートで1.41ｄＢの良好なスペクトルひずみを得た。
3.重み一定符号とＥｂＤ法の組み合わせを新しく提案し、この方法は、提案法の中では、雑音下で最適な
符号化法である。
学位論文審査結果の要旨
平成１６年２月３日に第１回学位論文審査会を開催、２月４曰に口頭発表、その後に第２回学位論文審
査会を開催し慎重審議の結果、以下のとおり判定した。音声の特徴量であるＬＳＰパラメータのベクトル量
子化（VQ）に関しては、コードブック（CB）を用いたベクトル量子化法が用いられるが、雑音耐性に弱い
ことや、ピット数が多くなると、必要とする演算量やメモリ量が多くなるという問題点がある。いつぽう、
ニューラルネットワーク（NN）を用いたベクトル量子化（NNVQ）には、ピット数が多くなるほど演算量、
メモリ量ともＣＢを用いる方法に比べ相対的に少なくなる利点がある。そこで森田氏は音声符号化にＮＮＶＱ
を適用する際のｖＱひずみの低減、および雑音耐性向上を目的とした基礎的な研究を行った。まず、雑音が
ない場合は、「DoD-CELP」符号化を用いたときのスペクトルひずみをベースラインに設定し、他の量子化法
による結果と詳細に比較した結果、コードブックを用いたｖＱが最もひずみが少ないこと、およびカルマン
ニューロ法で学習したＮＮＶＱはＤＯＤとほぼ同じひずみで量子化できることを示している。さらに、雑音が
重畳した音声をＮＮによって符号化するため、ＮＮの中間層に各種の符号パターンを用いたときの』性能の違
いを比較実験している。ジョンソンカウンター符号（JC）や重み一定符号（ＣＷ）を用いるとひずみ軽減が
できることや、さらにＣＷでEncodebyDecode法（EbD）を適用すると、雑音下では最も良い性能を示す
ことを結論づけている。以上のように本論文はニューラルネットワークによる音声符号化に関する有用な結
果を得ていることから、博士（工学）に値するものと判定した。
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