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Abstract- The performance of two field programmable gate
array (FPGA) implementations of a linear minimum mean
square error (LMMSE) based detector is evaluated in real-
time radio channels. Two square root free algorithms based
on the QR decomposition (QRD) via Givens rotations, namely
coordinate rotation digital computer (CORDIC) and squared
Givens rotation (SGR) algorithms, are applied for the LMMSE
detector implementation with pipelined systolic array architec-
tures. The implementations are mapped to Elektrobit 2 x 2
multiple-input multiple-output orthogonal frequency division
multiplexing (MIMO-OFDM) hardware testbed for 4G MIMO
systems (EB4G). The presented measurement results are done
with a Propsim C8 MIMO channel emulator and compared to
the simulated results.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) techniques in com-
bination with orthogonal frequency division multiplexing
(OFDM) technique (MIMO-OFDM) have been identified as
a promising approach for high spectral efficiency wideband
systems [1], [2]. The optimal detection method for coded
systems would be the maximum a posteriori (MAP) detec-
tion. However, the computational complexity of optimal MAP
detection is beyond the limit of most systems, and, thus, such
an approach is not feasible. A suboptimal approach is to use
suboptimal zero forcing (ZF) or minimum mean square error
(MMSE) criterion based linear detectors [3].
Several approaches exist to solve the matrix inversion re-
quired by the LMMSE detector [4], [5]. In this paper, two
square root free algorithms are considered for the implemen-
tation of a LMMSE detector. The algorithms, namely the
coordinate rotation digital computation (CORDIC) [6] algo-
rithm and the squared Givens rotation (SGR) [7] algorithm,
are applied to compute the QR decomposition (QRD) via
Givens rotations. Then the matrix inversion is obtained by
using a triangular matrix inversion algorithm [8] or a back
substitution algorithm [4]. Two detector architectures, based
on these algorithms and systolic array structures [9], [10], are
designed for a 2 x 2 MIMO-OFDM system and implemented
in a field programmable gate array (FPGA) chip. The pipelined
architectures are fast, parallel, and suitable for OFDM systems
where the calculation of detector coefficients has to be done
for multiple subcarriers in channel coherence time.
The FPGA implementations of the detectors are mapped to
the Elektrobit OFDM testbed for 4G MIMO systems (EB4G).
The performance of the algorithms is evaluated using the
EB4G hardware testbed and a Propsim C8 MIMO channel em-
ulator creating the four baseband channels in the 2 x 2 MIMO
system in real-time. The performance results in different real
time channels are presented and evaluated.
The paper is organized as follows. The system model
is presented in Section II. The designed architectures are
presented in Section III. The hardware implementation in
FPGA is presented in Section IV. The performance results
are presented in Section V. Summary and Conclusions are
presented in Section VI.
II. SYSTEM MODEL
A MIMO-OFDM system is considered with two transmit
antennas and two receive antennas as shown in Figure 1. The
received signal can be expressed in terms of the code symbol
interval as
rp = Hpxp + rip, p = 1, 2,...,P, (1)
where P is the number of subcarriers and the received sig-
nal vector, the transmit symbol vector and the noise vector
are defined in the frequency domain, respectively, as rp =
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Fig. 1. Model of a MIMO system with two transmit and two receive antennas.
[rp,i,rp,2] , Xp = [Xp, , Xp,2],, p = [rp,1, p,2] The ele-
ments of Tip are independent and complex Gaussian with equal
power real and imaginary parts, i.e., rip CA\(O, No12) and
represent the frequency domain thermal noise at the receiver.
The channel matrix Hp C C212 contains complex Gaussian
fading coefficients with unit variance.
A. LMMSE Detector
The LMMSE based detector [3] minimizes the MSE be-
tween the transmitted signal vector xp and the soft output
vector of the LMMSE front end W= rp. By using the
well known Wiener solution [11], the LMMSE detector for
MIMO-OFDM can be reduced to
Wp (HpHH +No 12)-1Hp, (2)
where we assume Rxx = EsI2 and R,,,, = N012.
The calculation of the LMMSE solution in (2) requires a
matrix inversion operation which is computationally a very
complex task. In this paper, two square root free methods
based on QRD via Givens rotations are considered for cal-
culation of the matrix inversion in (2):
* The CORDIC [6] + the back substitution [4] algorithms
* The SGR [7] + triangular matrix inversion [8] algorithms
For more details, see [12].
III. ARCHITECTURE
The architectural design of matrix operations in LMMSE
detectors are based on systolic array structures with com-
municating processing elements (PEs) [9], [10]. A simple
and highly parallel triangular array architecture is applied for
computing the QRD [9]. The architecture enables a simple
data flow and achieves high throughput with pipelining. This
is important in MIMO-OFDM system, where the detector
coefficients are calculated separately for each subcarrier in the
interval of the channel coherence time. Both the algorithm for
inversion of a triangular matrix [8] and the back substitution
algorithm [4] are implemented using a triangular array archi-
tecture.
The high level architecture of the LMMSE detector is
presented in Figure 2. Computationally the most complex part
of the detector is the coefficient calculation block, i.e., the
calculation of (2). The CORDIC and SGR based architectures
for 2 x 2 LMMSE detector coefficient matrix calculation are
illustrated in Figure 3 and in Figure 4, respectively. The matrix
to be inverted in (2) is formed in part Al. The matrix inversion
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Fig. 2. The LMMSE detector high level architecture.
SIPO
BufferSIPO _
buffer _
No/Es Al
A2
Output
Buffer
Fig. 3. The CORDIC based LMMSE detector architecture for 2 x 2 system.
is then calculated in part A2 which consists of two systolic
arrays. The QRD of the matrix to be inverted is calculated
using CORDIC or SGR algorithms in the upper systolic array.
The lower systolic array applies the back substitution or
the triangular matrix inversion algorithm. The matrix-matrix
multiplication of the inverted matrix and the channel matrix
is calculated in the part A3 in the SGR based architecture
and in back substitution in part A2 in CORDIC based archi-
tecture. For more details of the architectures, see [12]. The
architectures applied do not require much control logic and
the mapping of data flow is relatively straightforward.
IV. IMPLEMENTATION
The FPGA implementations of the detectors are mapped to
the EB4G MIMO-OFDM testbed which consists of high-speed
configurations up to 4 x 4 MIMO and has flexible interfaces
for digital and analog baseband, intermediate frequency (IF)
and radio frequency (RF) connections. The FPGA implemen-
tations of the detectors are synthesized for a Xilinx Virtex-I1
XC2V6000 chip and they are designed to operate with a 66
MHz clock frequency which is the internal frequency used in
the EB4G. The EB4G main technical parameters are listed in
Table I.
The high level architecture of the LMMSE detector is
presented in Figure 2. The LMMSE coefficient calculation
block receives the scaled channel estimates Hp and EB as
an input and gives the detector coefficient matrices Wp as an
output for each subcarrier p. Adaptive scaling is applied to
the LMMSE input values to set the values at optimal level in
respect to the coefficient calculation block internal accuracy.
The scaling is done separately for each subcarrier according
to the largest channel estimate coefficient. The scaling is
compensated for after the detection. The coefficient calculation
operates at frame interval, i.e., they are recalculated every 80
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TABLE III
SGR BASED DETECTOR, DEVICE UTILIZATION FOR XC2V6000.
Resource Coeff. calc. Whole detector Available
CLB Slices 7422 (22.0%) 11346 (33.6%) 33792
Block RAMs 14 (9.7%) 28 (19.4%) 144
Block Multipliers 77 (53.5%) 89 (61.8%) 144
A3
Fig. 4. The SGR based LMMSE detector architecture for 2 x 2 system.
TABLE I
EB4G MAIN PARAMETERS.
Central frequency with RF units 2400.. 2500 MHz
Sample rate 20 MHz
Total signal bandwidth 16.9 MHz
Sub-carriers per OFDM symbol 64
Data carriers per OFDM symbol 52
OFDM symbol duration 3.2 ,us
Burst duration (CP + OFDM sym.) 4 ,us
Frame length 80 ,us
Data symbols in one frame 16
Convolutional code CC(4,2,7), [171,133] polynomial
Convolutional decoder Viterbi decoder
Code rate 1/2
Supported modulations BPSK, QPSK, 16QAM
Channel estimator LS - based estimator
,us. The calculated Wp are stored to block random access
memory (RAM). The received data rp is buffered to first-in
first-out (FIFO) memory before the data detection. The data
detection, i.e., a matrix-vector multiplication, is done for all
52 subcarriers in burst interval (4 ,ts).
The most complex part of the detector, the calculation of
the LMMSE detector coefficients Wp, is implemented using
two different solutions, namely the CORDIC algorithm and
SGR algorithm based solutions [12]. Other parts of the two
considered detectors have been implemented using similar
parts.
The CORDIC based implementation uses 16 bit fixed-point
internal word lengths in coefficient matrix calculation, which
includes the matrix-matrix multiplications, the CORDIC based
QRD and the back substitution. The CORDIC algorithm that
is used to calculate QRD is implemented with max= 10
iterations. It should be noted that the number of iterations
and word length may be decreased depending on the required
accuracy. A design with max= 7 iterations and 12 bit
internal word length would require approximately 30% less
slices in synthesis. The latency for calculating all 52 2 x 2
coefficient matrices is 685 clock cycles, i.e., 10.37,ts. The
device utilization of CORDIC based LMMSE detector in
EB4G is listed in Table II.
TABLE II
CORDIC BASED DETECTOR, DEVICE UTILIZATION FOR XC2V6000.
Resource Coeff. calc. Whole detector Available
CLB Slices 11910 (35.2%) 15834 (46.9%) 33792
Block RAMs 6 (4.2%) 20 (13.9%) 144
Block Multipliers 20 (13.90%) 32 (22.2%) 144
The SGR based implementation uses mainly 18 bit fixed-
point internal word lengths coefficient matrix calculation,
which includes the matrix-matrix multiplications, the SGR
based QRD and the triangular matrix inversion. Adaptive
scaling is done in coefficient calculation before the matrix
inversion due to the high dynamic range requirements of the
SGR based QRD. The matrix to be inverted in A2 part is scaled
to a desired level according to the highest value of each matrix.
The scaling then compensated for after the matrix inversion as
illustrated in Figure 4. It was noted that the reciprocal divider
needed in the QRD and in the matrix inversion calculation
is the most accuracy demanding point in the matrix inversion
calculation. The implemented divider uses 20 bit fixed-point
word length and also three step adaptive scaling to reduce
the required dynamic range of the signal. The latency for
calculating all 52 2 x 2 coefficient matrices with SGR based
implementation is 574 clock cycles, i.e., 8.69,ts. The device
utilization of SGR based LMMSE detector in EB4G is listed
in Table III.
V. PERFORMANCE EXAMPLES
The performance measurements are done with a EB4G
hardware testbed and a Propsim C8 MIMO channel emulator
is used to create the four baseband channels in the 2 x 2 MIMO
system in real-time. A photo of the measurement configuration
is shown in Figure 5 and the EB4G main technical parameters
are listed in Table I. The performances of both CORDIC
and SGR based detector implementations are measured at
baseband and they are compared to simulation results. The
simulations have been done in Matlab with a floating point
representation. The effect of the LS estimator used in the real-
time measurements is applied to Matlab model by adding noise
to the channel coefficients [13].
A convolutionally coded spatial multiplexing (SM) trans-
mission with quadrature phase shift keying (QPSK) and with
bit-interleaving is applied with LMMSE detector and Viterbi
decoder at the receiver. The 1/2 rate convolutional code is
applied with [171,133] polynomial and the coding is done
over one OFDM symbol interval. A least squares (LS) based
channel estimator is used in the EB4G with two OFDM pilot
symbols per frame [13]. A correct value of Es is used inNo
the measurements with no estimation error. Three different
non line-of-sight (NLOS) channel profiles from WINNER [14]
channel model are used as a channel in the measurements:
indoor small office (Al), typical urban micro cell (Bi), and
suburban macro cell (Cl). The effect of channel correlation
properties is measured by using different antenna separations.
An antenna separation of 0.5A, i.e., 1/2 wavelength of the used
transmission frequency, is used at the mobile station (MS). At
the base station (BS), antenna separations of 0.5A, 4A, and 10A
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2x2 MIMO, SM, Conv coding, QPSK, WINNER Al channel, 5kmph
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Fig. 5. The measurement configuration consisting of a Propsim C8 channel
emulator on the left and a EB4G hardware testbed on the right.
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Fig. 6. Convolutional coded SM system with LMMSE detector and Viterbi
decoder in WINNER Al channel with 5kmph velocity.
are used. A lower value of antenna separation corresponds to
more correlated antennas.
Bit error rate (BER) results with coded system in WINNER
Al channel are shown in Figure 6. It can be noted that the
total performance loss of the implemented system is between
2-2.5dB at BER level of 10'2 with BS antenna separations
of 4A and 1OA compared to simulated results. The antenna
separation of 0.5A, i.e., the high correlation case, results
in greater implementation loss. The channel realization with
higher correlation results in higher eigenvalue spread which
leads to higher dynamic range in the signal representation in
the calculation of WP. The WINNER Al channel scenario is
rather flat fading and, in the case of a bad channel realization,
it affects multiple subcarriers. Thus, the channel coding and
the interleaving are not often capable to correct the errors. It
can be noted that the BER performance of the SGR based
detector starts to saturate earlier than the performance of the
CORDIC based detector. This is due to the high dynamic range
requirements of the SGR algorithm.
BER results with coded system in WINNER B 1 channel are
shown in Figure 7. In this case the performance loss between
measurement and simulation results is between 1.5-2dB at
BER level of 10-2 for 4A and 1OA antenna separations. The
performance loss with 0.5A separation is now lower compared
to WINNER AI channel. In this case the WINNER B1 channel
is more frequency selective, and, thus, the channel coding and
the interleaving are able to decrease the effect of bad channel
realizations. Also the performance gap between floating point
simulations and fixed-point implementation is smaller as the
occasional errors due to implementation are being corrected
more effectively. Raw BER results in WINNER B1 channel
are shown in Figure 8. It can be noted that the performance
difference in simulation and measurement results is a bit larger
in raw BER and the channel coding and the interleaving
compensate for some of the errors.
BER results with coded system in WINNER Cl channel are
shown in Figure 9. The performance loss due to higher antenna
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Fig. 7. Convolutional coded SM system with LMMSE detector and Viterbi
decoder in WINNER BI channel with 120kmph velocity.
correlation is higher in Cl channel compared to Al and B1
channels. The effect of antenna spreading is larger at outdoor
environments. However, the performances of simulation and
measurement results are closer to each other. This is due that
the dynamic range of the signal is lowest in WINNER Cl
channel, and, thus, the performance loss is negligible.
The performance of the SM transmission with the LMMSE
detector implementations is also compared to Alamouti [15]
space-time block code (STBC) and single-input single-output
(SISO) transmissions. The performance results for the same
rate transmissions in WINNER B 1 channel are shown in
Figure 10. It can be seen that the SM and Alamouti schemes
performance is quite similar in B1 channel and the gap to
SISO transmission is clear.
VI. SUMMARY AND CONCLUSIONS
The performances of two FPGA implemented LMMSE
based detectors were studied in EB4G MIMO-OFDM based
hardware testbed in real-time radio channel. The detectors
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Fig. 10. Convolutional coded SM system with LMMSE detector and Viterbi
decoder and Alamouti system in WINNER B I channel with 120kmph velocity.
were based on CORDIC and SGR algorithms, and designed
using systolic array architectures and fixed-point arithmetic.
The measurement results were compared to Matlab float-
ing point simulations. It was noted that the perfornance of
the detectors was highly dependent on the channel scenario
and the correlation properties of the channel. Typically the
performance loss between simulated and measured results
was between 1-2dB. The results showed that the SGR based
detector implementation has problems with fixed-point arith-
metic related to large dynamic range required in the signal
representation. The problems would decrease with floating
point arithmetic. The traditional CORDIC design seemed more
suitable for considered system with fixed-point arithmetic.
However, it was shown that both implementations work in
real channel environment.
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