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Abstract 
 
Researchers have turned their attention to the use of learning analytics and dashboard 
systems in education. Schools are using knowledge gained in this area to address the issue of 
persistence to increase graduation rates. While dashboard systems have been developed and are 
starting to be implemented, it is not yet clear how activity and performance data from dashboards 
influences student behavior. In addition, much of the research has been focused on instructor-
facing dashboards rather than student-facing dashboards. 
The current study implemented a student-facing dashboard in the learning management 
system and measured how information on the dashboard may have influenced participation in 
discussions, student performance on graded items, and persistence in future courses. A 
dashboard tool was developed for this study. Activity, performance, and persistence data was 
collected from all participating students. 
 The study followed an experimental design approach that involved assigning a random 
group of students from multiple courses to a dashboard tool which showed the individual 
student’s activity and performance compared with that of their peers. Activity indicators 
included frequency of posting, average length of posts, percent of posts made to peers, and 
percent of posts made to instructor. The current score for the student, as a measure of 
performance, was also shown on the dashboard along with the current class average.  
Multivariate analysis of variance (MANOVA) was used to determine whether there were 
statistically significant differences in participation as measured by number of posts, word count 
of posts, and percent of posts to peers or performance as measured by final grade. Chi Squared 
  
  
analysis was used to determine whether there were significant differences in persistence as a 
measure of whether students registered for and attended the following session. 
The analysis of results indicated no significant differences in participation or 
performance between the experimental and control groups (f(4, 59) = .947, p = .443). Similarly, 
no significant differences were found in persistence between the two groups (χ2(2) = .960, p = 
.619). Further research is needed to more fully understand the use of student dashboard interfaces 
and their impact on student behavior. Future studies using a similar methodology should 
incorporate larger sample sizes and include all students in the class, rather than using self-
selected samples. A better understanding of how the use of dashboards influences participation, 
performance, and persistence is needed in order to develop effective strategies for supporting 
students.  
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Chapter 1 
Introduction 
 
Background 
Colleges and universities are under increasing pressure to improve student persistence 
and graduation rates. External factors include “gainful employment” metrics that have focused 
attention on the ability of students to repay loans (Allen & Seaman, 2010). The pressure over this 
issue has been building, culminating in the United States Department of Education regulations 
enacted in October 2016 providing for severe penalties for schools in the for-profit sector based 
on these loan repayment rates (Kreighbaum, 2016). Although public four-year institution default 
rates nearly doubled from 4.3% to 8.2% between 2005 and 2011, they remain lower than their 
for-profit sector counterparts that had rates of 13.4% in 2005 and 13.5% in 2011 (Jaquette & 
Nicholas, 2015). For two-year institutions, the public sector saw a jump in default rates from 
12.3% in 2005 to 15.8% in 2011. On the other hand, the for-profit sector saw a decrease from 
15.5% in 2005 to 13.4% in 2011 for two-year programs. 
The U.S. Department of Education and the media have focused attention on the high 
levels of student debt, which as a percent of income has risen from 24% in 2001 to 35% in 2009 
(Wei & Horn, 2013). The situation is worsening for non-completers. While 13% of dropouts had 
a debt burden higher than 100% of their income in 2001, this figure rose to 31% in 2009 (Wei & 
Horn, 2013). The amount of outstanding student loan debt has increased to $1.2 trillion (Cellini 
& Darolia, 2017). This increased level of scrutiny has put pressure on academic institutions to 
improve graduation rates. 
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In response to the high amounts of debt and the corresponding loan default rates, the 
executive branch has placed new minimum loan repayment requirements on the for-profit sector, 
although problems of low graduation rates and high loan default rates are not limited to this 
segment of the education market. For example, in 2009 there were over 400 community colleges 
with graduation rates under 15% (Schneider & Yin, 2012). Rates of non-completion have 
increased in the private non-profit sector as well from 17% in 2001 to 19% in 2009 (Wei & 
Horn, 2013). The most recent figures from the National Center for Education Statistics show low 
four-year completion rates with the 2009 starting cohort having an overall four-year completion 
rate of just 39.8% for all sectors, and a rate of 13.9% in the for-profit sector (Kena et al., 2016). 
The issue is not just a problem in the U.S. as schools in other countries are facing similar 
pressures to improve persistence and retention (Kovacic, 2010; Simpson, 2013). 
Concerns about graduation rates can also arise from deficiencies in the job market. For all 
types of schools, completers have higher employment rates and higher salaries compared with 
the students who drop out (Wei & Horn, 2013). Schneider and Yin (2012) estimate that an 
additional $1.4 billion in student income could be generated nationally if community colleges 
reduced the number of dropouts by half. State budgets are also impacted by an estimated $60 
million annually (Schneider & Yin, 2012). 
It is widely believed that there is an increased need for college graduates, especially in 
the areas of technology and science. By increasing the retention of students majoring in STEM 
(science, technology, engineering, math) programs from 40% to 50%, three quarters of the target 
of one million new graduates would be generated (Olson & Riordan, 2012). There are conflicting 
opinions on the need for more workers with degrees in the STEM programs. Charrette (2013) 
argues that there are actually too many students graduating from STEM programs and that the 
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employer demand for more graduates is merely a way to keep labor costs artificially low. 
Regardless of the motivations of employers demanding more graduates, schools still have an 
interest in ensuring successful outcomes for students who chose to enter a program of study. 
There are also internal pressures to improve the number of students who stay in school. 
College enrollment as a percent of recent high school completers declined from 70% in 2009 to 
65.9% in 2013 (Snyder & Dillow, 2015). There was a dip in total enrollment between 2010 and 
2012 from 18.1 million to 17.7 million undergraduate students nationwide (Snyder & Dillow, 
2015). This trend has continued with four consecutive years of lower total postsecondary 
enrollment from a peak of 29.5 million in 2010 to 27.8 million in 2013 (National Center for 
Education Statistics, 2014). The for-profit sector has seen declining online enrollments of 2.8% 
between 2012 and 2014 (Allen, Seaman, Poulin, & Straut, 2016). Declining enrollment can put 
economic pressure on schools, especially those that depend on tuition as a primary source of 
income. Student populations, and thus tuition revenues, can only be improved through increased 
recruitment at the front end or improved retention of existing students. 
School administrators are facing pressure from lawmakers to increase graduation rates 
and improve loan repayment rates. Under the new federal requirements, failure to do so may 
result in loss of eligibility of students to obtain Title IV student aid for student borrowers in 
programs of study that are out of compliance with minimum loan repayment standards. These 
new regulations may be particularly harmful to minority, low-income, and at-risk students 
(Guida & Figuli, 2012). Schools not subject to the new regulation still face pressure to improve 
persistence due to declining enrollments. Whether due to internal, external, or governmental 
pressures, improving persistence and graduation rates have become common goals for schools in 
every sector both in the U.S. and abroad. 
  4 
 
 
Accompanying these factors are increasing pressure to improve persistence is an 
increasing population of non-traditional students (Buerck et al., 2013). The U.S. Department of 
Education expects the number of students older than 25 to increase at a higher rate than that of 
younger students (Snyder & Dillow, 2015). The percent of part-time students is expected to 
increase from 32% in 2012 to 39% in 2023 (Snyder & Dillow, 2015). These non-traditional 
students may be at higher risk of dropping out (Gilardi & Guglielmetti, 2011).  
Student performance problems can be compounded in online environments as students in 
online courses are at increased risk of attrition (Wolff, Zdrahal, Nikolov, & Pantucek, 2013). 
Simpson (2013) found that graduation rates at online institutions in the United Kingdom varied 
from .5% to 20% compared with graduation rates of nearly 80% for traditional programs. These 
at-risk students may not get the early interventions necessary to be successful in terms of 
performance and persistence (Lauría, Moody, Jayaprakash, Jonnalagadda, & Baron, 2013). 
Another issue affecting students is the adoption by many schools of the accelerated 
format for adult learners (Wlodkowski, 2003). This shorter five- to eight-week format typically 
consists of weekly asynchronous discussions as well as weekly quizzes or tests and assignments. 
To keep up with the faster pace, students may be required to post a minimum number of times 
during the week and may be required to post by a certain day of the week in order to keep the 
online discussion going. Students who fall out of compliance may be dismissed or be less likely 
to succeed. Whether in online or blended accelerated formats, students are generally not graded 
until the end of a discussion period such as a week or unit. This makes it difficult for students to 
self-regulate their behavior during the week. 
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Schools are working to improve retention and graduation rates. They are looking at the 
information contained in the learning management systems (LMSs) and student management 
systems (SMSs) in order to more readily identify at-risk students. Learning analytics is helping 
to address issues related to student success (Ferguson, 2012b). To help make sense of the data, 
visualization techniques and dashboards are being used by educators (Bull, Ginon, Boscolo, & 
Johnson, 2016).  
As established above, educational organizations are under pressure to improve retention. 
They are increasingly using learning analytics and dashboards to identify at-risk students so that 
they can get the interventions they need in order to succeed. To address the issues described 
above and to understand how student-facing dashboards can benefit students, educators, and 
schools, this study was conducted to explore the impact of dashboards on student behavior. 
Problem Statement 
Institutions are turning to data-driven methods and are increasingly taking advantage of 
learning analytics as they address the concerns of student success (Ferguson, 2012b). There are a 
number of data sources that can be used for this type of analysis, including student management 
systems (SMSs) and learning management systems (LMSs). Although LMSs capture information 
about student activity for online and blended format classes, the data are not always easy to view 
or interpret (Cohen & Nachmias, 2011). While students can view their own activity in a course, 
it is typically difficult for them to compare their activity with others in the class.  
Researchers have focused attention on data visualization techniques to help schools, 
faculty, and students understand the at-risk student population and to develop tools that can 
improve student success. Among these tools are dashboards that use data from the LMS to 
visually represent information that can be useful at the institutional level as well as helpful to 
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faculty and students. Dashboards, such as the one developed by Maldonado et al. (2012) can 
provide a high level overview of a class, with drill-down capability allowing the teacher to focus 
on teams or individuals. While the focus has generally been on teacher-facing dashboards, 
student-facing dashboards are also of interest and may support educational goals set by 
institutions and educators. 
An area that needs attention is the lack of student participation in online discussions 
(Hewitt, 2005). Studies suggest that students can use dashboards to get an indication of how they 
are doing relative to their peers. Santos et al. (2013) made preliminary inquiries into the 
usefulness of dashboard tools using surveys of students. One of the surveys focused on the 
dashboard tool, StepUp! to determine how well it addressed learning issues. The data were used 
to gain an understanding about student attitudes towards learning issues, time spent, and 
motivation, as well as, the usability of the StepUp! dashboard tool. Students overall felt that the 
tool helped them assess how well they were doing in the course. They also felt that StepUp! 
helped them compare their performance with their peers. As with other studies, there does appear 
to be a potential benefit to students when they see their activity relative to their peers. Students 
overall felt that the tool helped them review how well they were doing in the course. They also 
felt that StepUp! helped them compare their performance with their peers. The Santos et al. 
(2013) study suggests that dashboards may have an impact on student behavior, although more 
research is needed. 
There has been at least one study that looked at the impact of dashboards on student 
retention and performance. Arnold and Pistilli (2012) developed the Course Signals (CS) 
dashboard tool. The dashboard design was very simple consisting of a green, yellow, or red 
indicator of at-risk status. Retention rates for students without access to the dashboard were 
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83.44% in year one, 73.14% in year two, 70.47% in year three and 69.40% in year four. In 
comparison, students who took at least one course using the Course Signals tool experienced 
significantly higher retention rates of 96.71% in year one, 94.73% in year two, 90.65% in year 
three and 87.42% in year four. Students with more than one CS course experienced even higher 
retention rates. Similar results were seen in the second and third year of the study. They also 
found improvements in student scores. The dashboards in this study were used by the faculty but 
not by the students. The question remains whether student-facing dashboards have an impact on 
retention open for further study. 
Although much of the focus on dashboards has been at the institutional or instructor 
level, attention is starting to turn towards student-facing dashboards (Corrin & de Barba, 2015). 
There is reason to believe that dashboards may help motivate students. Macfadyen and Dawson 
(2010) found that usage of course tools such as threaded discussions were predictive of student 
success. A “Check My Activity” tool developed by Fritz (2011) was developed to show a 
student’s activity compared with the activity of their peers. In the study, Fritz found that 28% of 
students were surprised by their level of activity compared with that of their peers. These tools 
can help make students more aware of their activity. An increase in activity is predictive of 
student success. There remains the question of whether activity information displayed in a 
student dashboard influences student behavior. It is important for researchers to fill in this gap in 
order to best address the issue of improving student outcomes. 
The literature shows that there is an interest in learning dashboards (Fritz, 2011; 
Govaerts, Verbert, Duval, & Pardo, 2012; Macfadyen & Dawson, 2010; Maldonado et al., 2012; 
Santos et al., 2013). These studies show that dashboards can provide information that students 
and teachers find useful. The impact of dashboards on bringing about changes in student 
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behavior is still not well understood. Few studies have looked at changes in student behavior as a 
result of dashboard usage. Park and Jo (2015) looked at nine prior studies of learning dashboards 
and found that there was not sufficient evidence to prove their effects as a pedagogical treatment. 
In their analysis, only two of the tools were student-facing, and most of the studies looked at 
design, usability, or satisfaction rather than the effectiveness as a pedagogical treatment. These 
factors suggest an area of further inquiry for researchers. If student could improve their behavior 
as measured by participation, performance, and persistence through the use of dashboards, 
institutions may see improved student outcomes and better graduation and loan repayment rates. 
Dissertation Goal 
The goal was to measure the changes in student behavior when a student-facing 
dashboard is implemented. Students were provided with a dashboard showing frequency of 
posting, average length of posts, number of posts made to peers, and posts made in reply to the 
instructor. Specifically, the research examined three possible impacts on student behavior when 
dashboards are used. The first measure was student participation. That is, did the dashboard have 
any influence on the frequency of student posts in the online discussions? The second measure 
was performance as measured by the overall course grade. The third measure was persistence as 
determined by students enrolling in one or more courses the following session and attending at 
least the first two weeks. 
The dashboard design was driven by the Learning Analytics Process Model described by 
Verbert, Duval, Klerkx, Govaerts, and Santos (2013). This model describes four phases. The first 
is awareness, which is based on visualization of the data. The next phase is reflection, or 
determining how relevant the data are. The third phase described by Verbert, Duval, et al. is 
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“sensemaking” (2013 p. 1501) where users gain new insights about what the data means. The 
fourth phase is impact where changes in behavior may occur. 
In the current study, the visualizations were designed for presentation to students to show 
their activity relative to that of their peers. The dashboard used elements of the design developed 
by Santos et al. (2013) that shows student activity relative to the class. A red/yellow/green status 
indicator found in the tool developed by Arnold and Pistilli (2012) was also incorporated. 
Frequency of posting by students was relevant because in the courses that were used in 
the study, a minimum of three posts per week in each discussion topic is a necessary, but not 
sufficient, requirement for achieving full points. These types of requirements are common in 
online and blended classes and have been found in prior studies (Peters & Hewitt, 2010). 
Frequency of student posting in discussions has been used by researchers including Santos et al. 
(2013) and Dringus and Ellis (2005) in studies related to education dashboards and learning 
analytics. The current study featured a dashboard that indicates posting frequency for a student 
relative to that of their peers. Students can get a picture of whether they are posting more 
frequently, less frequently, or about the same as their classmates. 
Another indicator shown in the dashboard was length of posts relative to their peers in 
terms of average number of words per post. Message length has been used in studies of 
asynchronous discussions including Hewitt and Peters (2007). Students were able to visualize 
whether their posts were longer, shorter, or about the same as that of their peers. 
As an indicator of social presence in online discussions, the third indicator shown was the 
number of replies to classmates, as opposed to replies to the instructor. This indicator has also 
been used frequently in research (Dringus & Ellis, 2005; Peters & Hewitt, 2010). Students were 
able to see how frequently they posted in response to classmates’ posts. They can determine if 
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making more replies to classmates, fewer replies to classmates, or about the same number of 
replies to classmates compared with their peers. There are many other ways to examine threaded 
discussion activity, however, they were beyond the scope of this study. For example, the Fleisch-
Kincaid score has been used to measure the quality of student discussion (Black, Dawson, & 
Priem, 2008; Hewitt & Peters, 2007). Alternatively extensive coding systems can be used to 
create quantitative data for analysis of threaded discussions (Dringus & Ellis, 2004). Instead, the 
focus of this study was on measuring the changes in student behavior when a dashboard is used, 
rather than measuring the quality of the dashboard design. To support this research, relatively 
simple but well-established metrics were used on the dashboard. 
While research into dashboards has focused on the design of the dashboard, faculty use of 
dashboards, or student satisfaction with dashboards, there has been little research into whether 
student-facing dashboards motivate the performance and participation behavior of students who 
use them. The use of dashboards by faculty can have an impact on performance and persistence 
(Arnold & Pistilli, 2012). Students who have access to dashboards find them to be useful (Santos 
et al., 2013). The introduction of competition into the learning process has also shown success in 
motivating students (Burguillo, 2010) and dashboards have the ability to show students how they 
are doing relative to others in the class.  
The question is whether behavior changes when students are provided access to 
information about their activity in comparison with their peers. The learning analytics process 
model suggests that the use of a dashboard should lead to changes in student behavior (Verbert, 
Duval, et al., 2013). Having access to timely information about how they are doing should help 
self-regulated learners to change their behavior (Zimmerman, 2010) and help instructors and 
students follow those changes in behavior through the use of dashboards. 
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One measure of student behavior that is directly linked to the first dashboard indicator is 
the frequency of participation in the discussions. According to the learning analytics process 
model (Verbert, Duval, et al., 2013), there should be an impact based on the awareness of how 
his or her activity compares with those of their peers. This requires the students to engage in 
reflection and what is described in the learning analytics process model as “sensemaking” (2013 
p. 1501). Results of student evaluations of dashboards show that students are able to understand 
and interpret the visualizations and that comparison with peers was helpful (Corrin & de Barba, 
2015). The learning analytics process model suggests that students who are made aware of their 
underperformance, compared with their peers, and who reflect and understand the meaning, may 
be motivated to improve the frequency of posting in the classroom discussion. 
While frequency of posting provides a quantitative measure, it does not measure quality 
of the student’s output. Ultimately, the quality of the student’s discussion is measured by the 
grade assigned by the instructor. The study looked at performance on discussion grades as well 
as performance in the overall course as determined by final grade. 
As previously shown, improved persistence and graduation rates are important goals for 
schools. While graduation rates are important, it takes years to determine whether students in 
first-year courses (those most at-risk for dropping out) ultimately graduate. For purposes of this 
study, persistence was determined by whether the student enrolls in and attends at least two 
weeks of a course in the following session. 
Research Question 
The research focused on a research question suggested by Corrin and de Barba: “what 
actions do students take in response to dashboard feedback” (2015, p. 430). Specifically, the 
research question for this study is what impact does the use of a student-facing dashboard 
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showing student activity in relation to peer activity have on student behavior as measured by 
participation, performance, and persistence? 
Q1: How does student participation differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by frequency and 
length of posts? H1: Members of the experimental group will have significantly greater 
participation in online discussions compared with the control group as measured by the number 
of posts written during the duration of the class or the average word count per post. 
Q2: How does student performance differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by final student 
grade? H2: Members of the experimental group will have significantly better performance in the 
class compared with the control group as measured by overall class score. 
Q3: How does student persistence differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by continued 
enrollment in the subsequent eight-week session? H3: Members of the experimental group will 
persist at a significantly greater rate than those in the control group as measured by the 
enrollment and attendance in subsequent courses. 
Relevance and Significance 
As researchers learn more about what motivates students, and about how to improve 
participation, persistence, and performance, institutions can develop interventions to support at-
risk students. Universities have a mandate to remain in compliance with default rates, or bring 
their programs into compliance with the standards set, or risk losing the ability of their students 
to obtain federal student loans. Retention and graduation rates have become a significant focus in 
higher education. 
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There is a recognition of the need to learn more about student motivation and engagement 
in blended and online learning environments (Dringus & Seagull, 2013; Johnson, Stewart, & 
Bachman, 2013). Educational dashboards are a current area of study (Ferguson, 2012b; Santos et 
al., 2013) and while these studies have looked at the usability of dashboards, there is little 
research on whether there is a change in student behavior due to the use of dashboards. This 
research will help to answer questions about the impact of dashboards by implementing a 
dashboard system and measuring the impact on student behavior. As researchers learn more 
about what motivates students and about how to improve participation, performance, and 
persistence, institutions can develop interventions to support at-risk students.  
The knowledge gained in this study has provided data useful for education practitioners, 
educational systems developers, and education researchers. Schools and learning management 
systems (LMS) developers are working to improve LMSs for faculty and students. Information 
provided by this and other studies can help them incorporate tools to address issues such as 
participation, performance, and persistence. The results of the study will also inform researchers 
about the direction of future studies and to fill in some of the gaps in the body of knowledge as 
well as provide questions for further exploration. 
Barriers and Issues 
Most LMSs focus on the facilitation of a blended or online course. While they capture a 
great deal of data, it is often not in a form that can be easily analyzed or used by students, 
faculty, or administrators (Cohen & Nachmias, 2011; Dringus, 2012). The LMS being used for 
this study did not offer built-in dashboard capability. A dashboard was developed that would be 
able to extract data from the LMS and that could be accessed by students in the study. 
Challenges included the following: 
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• Developing the database. 
• Creating a system for extracting, transforming, and loading the data points. 
• Developing a system for generating the dashboard. 
• Developing a system for distributing the dashboard to students. 
Determining what data to present and how to present the data was important. The existing 
literature suggests some designs for dashboards (Dringus, 2012; Govaerts et al., 2012; Santos et 
al., 2013; Verbert, Govaerts, et al., 2013). While a number of indicators could have been used, 
for purposes of this experiment, the scope was limited in order to make the research viable.  
In addition to developing the dashboard tool, follow-up was required to determine 
whether there are changes in student behavior. This involved the use and analysis of attendance 
and registration data, in addition to the data contained in the LMS. Administrators provided these 
data to the researcher. 
Assumptions, Limitations, and Delimitations 
Several assumptions were made for this study. These include: 
• The classes participating in the study are representative of a meaningful 
population of course offerings. 
• The students recruited for participation in the study are representative of the 
general population of students. As noted below, students volunteered to 
participate in the study which may introduce unknown differences between the 
sample of students in the study compared with the general population of students. 
Limitations of the study that were beyond the control of the researcher included the 
following: 
• By necessity of the Institutional Review Board (IRB), students in the study were 
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required to sign an informed consent form resulting in a voluntary sample, rather 
than a random sample for both control and experimental groups. 
• Students were able to withdraw from the study at any time and therefore 
constituted a voluntary sample. 
• Student outcomes were based on subjective evaluation by instructors, therefore, 
final course grades of different students in different courses may not be 
comparable. As a measure of performance, final grade is influenced by subjective 
factors, compared with the other measures used such as number of posts or word 
counts which are purely objective measures. 
• Time and other resource constraints limited the number of courses that were used 
in the experiment. 
• Because students knew whether they had access to the dashboard, they would also 
know whether they were in the experimental or control group. 
This study used grades earned on student discussions as well as for the overall course. 
There will always be some variability in how different instructors grade their students. By having 
the same instructor grade both sets of students, variations in grading that may occur with 
different instructors were minimized. Multiple sections of the same course with different 
instructors were selected, with each section using a split between students using the dashboard 
and those that did not have access. While instructors in different sections of a course may grade 
differently, for each instructor there were students with dashboard access and without dashboard 
access, so that effects of instructor grading were isolated. 
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Limitations also included time and resource constraints. The study was only able to use 
ten courses during one eight-week session. The researcher was able to recruit 71 students for the 
study. 
Delimitations imposed by the researcher included the choice of institution and courses 
selected. Courses used in the study were taught at the university where the researcher teaches, 
and may not apply to other institutions with different course formats, semester lengths, or student 
demographics. 
Definition of Terms 
Persistence: While the terms persistence and retention are often used interchangeably, 
they may have different meanings. The US Department of Education measures retention as “A 
measure of the rate at which students persist in their educational program at an institution, 
expressed as a percentage” (National Center for Education Statistics, 2014) and is based on an 
annual (fall semester to the following fall semester). Retention is described as an institutional 
measure, while persistence as seen as an individual measure. For purposes of this study, 
persistence was measured for each student using the following rule. A subject of the proposed 
study in a course must enroll in at least one course for the subsequent eight-week session and 
must attend class for at least the first two weeks. Attendance will be measured using the school’s 
attendance system which looks at academic events such as posting in a discussion or attending a 
physical class. 
Participation: Researchers describe participation in a number of ways. Hrastinki (2008) 
conducted a review of 36 papers and identified six levels of participation used by authors. The 
first level is accessing the e-learning environment. Only one paper used this definition. Level two 
involves writing and typically researchers measured number of messages or number of words 
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written. Ten papers used this definition. Level three participation looked at quality writing, with 
nine papers using this level. The fourth level used writing and reading as measures of 
participation. Two papers used this definition. Level five was based on actual and perceived 
writing with two papers taking this measure into account. The sixth level involved participation 
in dialogue with 12 papers in this category. For purposes of this study, level two participation 
was used measuring the number of messages and number of words. 
Performance: For this study, performance was assessed using the score awarded to the 
student for weekly threaded discussions as well as the overall score for the course.  
List of Acronyms 
API: Application Programming Interface 
IRB: Institutional Review Board 
LAD: Learning Analytics Dashboard 
LMS: Learning Management System 
Summary 
It is important to understand the impact on student behavior of learning dashboards. If 
student motivation could be improved, institutions may see improved outcomes and better 
performance towards their goals. There is a great deal of information contained in the LMS that 
is not fully utilized. Using what we know about motivation, it may be possible to leverage this 
under-utilized information to develop tools that can change student behavior to improve 
persistence and performance. Dringus (2012) and Verbert et al. (2013) among other researchers 
suggested that further evaluation of dashboards in education is needed. 
The attention of researchers has turned to the use of learning analytics and dashboard 
systems. Schools are using knowledge gained in this area to address the issue of persistence in 
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order to increase graduation rates. While dashboard systems have been developed and are 
starting to be implemented, it is not yet clear whether they have a significant impact on student 
behavior. This study implemented a student-facing dashboard and measured the impacts on 
participation in discussions, performance on graded items, and persistence in future courses. 
Chapter two will present a literature review related to research involving student 
dashboards. The review focuses on the areas of student motivation and engagement, measuring 
student behavior, data mining and learning analytics, and data visualization and dashboards. 
Chapter three covers the methodology for the study. Chapter four reports the results of the study. 
Chapter five discusses the conclusions, implications, and recommendations as well as 
summarizes the findings. 
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Chapter 2 
Review of the Literature 
 
This chapter presents a review of the current literature relevant to the understanding of 
how dashboards may influence student behavior. In order to conduct this study, the following 
research areas were considered: motivation and engagement; student participation persistence, 
and performance; data mining and learning analytics; and data visualization and dashboards. 
Other areas may need to be considered as well, however, the above areas are important for the 
successful development and implementation of a dashboard project. There is also a great deal of 
overlap between the research areas so that a study using dashboards and visualizations may also 
include learning analytics and student motivation. This overlap is represented in this review and 
the section descriptions are not mutually exclusive. 
The first section will review issues related to motivation and engagement. While most of 
the studies in the literature use surveys to determine how students or faculty feel about a learning 
dashboard, the proposed study will focus on the question of whether changes in behavior occur 
when student-facing dashboards are used. It is important to have an understanding of student 
motivation. While there are many data variables that can be depicted on a dashboard, the 
visualizations should be designed to focus on those factors that are most likely to influence 
student behavior. 
The second section will explore measuring changes in student behavior; the dependent 
variables that will be used are participation, persistence, and performance. While these measures 
of success can be defined in different ways, in order to be useful for this study they will need to 
be measured in terms of variables that are available in the Learning Management System (LMS) 
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or Student Information System (SIS). The studies included in this section look at participation, 
persistence, and performance from an analytics perspective. 
The third section will focus on data mining and learning analytics. A key aspect of any 
dashboard system is data analysis. This starts with extracting data from one or more sources, 
transforming the data into a usable format, and processing the data to develop key performance 
indicators. The studies in this section depict examples of this process, and provide insight into 
methods that can be applied. 
The last section is related to data visualization and dashboards. While most of the articles 
are related to dashboards in education, dashboards are a more widely used tool and it is 
important to look at how they are being used in other areas for inspiration on how they can be 
used in education. These and other studies show examples of successful ways to visualize 
student activity data in a form that is useful for students or teachers. 
Motivation and Engagement 
To address the needs outlined above including student persistence and performance, 
institutions will need to address a number of issues including motivation and engagement. Deci 
and Ryan’s (1985) Self-Determination Theory (SDT) is a way to explore student behavior that 
has been used by researchers in their exploration of student motivation (Chen & Jang, 2010; 
Hartnett, St. George, & Dron, 2011; Johnson et al., 2013; Sim, Cheung, & Hew, 2011). SDT 
categorizes motivation as being either intrinsic, for example the student is motivated by an 
interest in a subject, or extrinsic, for example if the student is motivated by getting a good grade 
(Ryan & Deci, 2000a). Student experience and performance can be quite different based on 
whether motivation is driven by intrinsic or extrinsic factors and Ryan and Deci (2000a) propose 
that intrinsic and some types of extrinsic motivation play important roles in education. 
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SDT identifies three needs that can drive intrinsic motivation in individuals: competence, 
relatedness, and autonomy. Ryan and Deci (2000b) stress that supportive conditions are critical 
in terms of enhancing and maintaining intrinsic motivation. While Ryan and Deci (2000a) agree 
that some forms of extrinsic motivation are “pale and impoverished” (2000a, p. 55) although 
powerful, other types of extrinsic motivation can be active and with willingness and recognition 
of the value of a task. SDT describes this phenomenon as the “internalization and integration of 
values and behavioral regulations” (2000a, p. 60). 
Another factor that influences student behavior is engagement. Based on their literature 
review, Fredricks, Blumenfeld, and Paris (2004) found three ways in which engagement is 
defined. The first type of engagement is behavioral engagement and is based on participation. 
The second type is emotional engagement that results from positive or negative reactions to the 
classroom experience. The third type of engagement is cognitive engagement based on 
investment in the effort necessary to comprehend ideas and develop skills. 
 Engagement in the form of interaction between students and faculty as well as between 
students and students is important in understanding persistence. Tinto (1975) developed a 
conceptual model of college student attrition in which peer and faculty interactions play a 
significant role in the likelihood of a student dropping out. Terenzini and Pascarella (1980) 
conducted six studies and found that Tinto’s model was supported. In their studies published 
between 1977 and 1979, the role of student-faculty interaction was found to be a strong 
determinant of retention. Significantly, their third study consisted of 518 college students of that 
90 dropped out while 428 persisted. They found that 10.6% of the variation can be explained by 
the level of interaction, p < .05. Their sixth study of 497 students that was broken down by 
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gender found that 10.5%, p <.05 of the variation was explained by interactions in men with an 
even stronger correlation in women of 24.5%, p < .001. 
As online and blended formats continue to grow, institutions are looking at ways to keep 
students motivated in these environments where much of the interaction occurs online rather than 
in a physical classroom. Dringus and Seagull (2013) used surveys to gather information from 
students over a four-year period from academic year 2008 through year 2011. During that time, a 
headcount of 1032 students participated in courses with 614 student responses to the surveys. 
They also used activity log data from the LMS used by students and instructors. The researchers 
looked at perceptions of efficacy and satisfaction with the online tools with regard to student 
engagement using a 5-point Likert survey. The initiatives that were the subject of the surveys 
include use of discussion boards in groups, distribution of news and articles, synchronous 
lecture, forums, online discussions, post lecture recaps, resource sharing, and Q&A. In addition, 
the faculty were asked to provide comments about the tools as well as indicating on a scale of 
zero to three the degree the tool contributed to student understanding. 
Dringus and Seagull (2013) found that during the four years of the study, most students 
reported that blended learning contributed to satisfaction (73.9% - 89.1%) as well as improved 
learning (69.1% - 85.2%). With regard to use of discussions for groups, most students were 
satisfied (86.7%) and reported enhanced learning (76.7%). Students were satisfied with the 
distribution of news and articles (90.6%), and felt that the tool supported enhanced learning 
(83.0%). Students were satisfied (81.0%) with the use of Wimba Classroom a synchronous 
lecture tool and felt that it enhanced learning (67.1%). The faculty member who used the tool 
indicated a rating of 2.8 out of three on contribution to learning and provided a mixed response 
based on their comments that the tool helped many students while at the same time it did not 
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seem to appeal to students. Students were satisfied with the use of forums (84.4%) and felt that 
the feature enhanced learning (67.1%). The faculty member using this tool, however, felt that 
there was little discussion according to their comments and gave the tool a rating of 1.5 out of 3 
on effectiveness. When it came to online discussion, the majority of students (85.9%) was 
satisfied and felt it enhanced learning (58.0%). Students were satisfied with post-lecture recaps 
(72.7%), and found that they enhanced learning (59.0%). Two instructors participated in this 
initiative and based on their comments, faculty felt there was little response from students to the 
recap and the instructors gave it an effectiveness score of 1.3 out of 3. Although the number of 
responses was low (12), students were satisfied with resource sharing (83.3%) and felt that it 
enhanced learning (75.0%). Based on their feedback, faculty scored the tool relatively low. 
Students were satisfied with Q&A feature (71.4%) and felt it enhanced learning (71.4%). Faculty 
felt that students preferred to ask questions face to face in class. 
Another study by Johnson, Stewart, and Bachman (2013) looked at student motivation 
and its relationship to persistence or completing a course. They used a survey based on Deci and 
Ryan’s (1985) measure for intrinsic and extrinsic motivation orientation to determine which type 
of motivation was most prominent in online courses. Participants included 235 students and 104 
faculty members. The students completed the Motivation Orientation Scale – Student Version 
(MO-SV) that consisted of 21 items, 11 of which addressed motivation in online environments 
and 10 that addressed motivation in face to face classes. A four-point Likert scale was used with 
one representing not motivated and four representing very motivated. 
While the researchers predicted that intrinsic motivation would be the major influence 
predicting online course completion based on prior research, they found that there was a positive 
correlation between extrinsic motivation and the number of online courses completed, χ2(97) = 
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100.14, p = .39, CFI = .98, and RMSEA = .03. This differs from motivation in face-to-face 
courses where, according to previous literature by Lee, and Stewart et al. (as cited in Johnson et 
al., 2013) there is little correlation between intrinsic and extrinsic motivation. Their results 
suggest that providing more data to students about the behavior of their peers might motivate 
them to complete online courses. 
Kim and Frick (2011) looked at the issue of changes in student motivation during the 
course of online classes. The researchers used a survey that included 13 questions about 
students’ background, 32 Likert-type questions about motivational influences, 12 Likert-type 
questions about motivation to persist and motivation to continue in self-directed e-learning and 
one open-ended question related to the students’ perception of the online learning environment. 
Kim and Frick (2011) found that students prefer interaction with classmates and instructors, 
reliability coefficient α = .65, N=368. This research suggests that if interaction can be increased 
in online classes, students may be more motivated to persist. 
With regard to using dashboards, the perceptions of students and faculty have been 
positive overall (Corrin & Barba, 2014; Corrin & de Barba, 2015; Park & Jo, 2015; Santos et al., 
2013), however, there is concern that dashboards may have a negative impact on some students. 
This effect was explored in a study by Beheshitha, Hatala, Gašević, and Joksimović (2016). The 
basis of their study was achievement goal orientation (AGO) that describes why students engage 
in behavior towards achieving a goal. 
In this study, 169 students were randomly assigned to have access to one of three types of 
dashboard visualizations. The first dashboard showed student activity relative to the average 
activity for the class. The second dashboard showed student activity relative to the top 
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contributors in the class discussion. The third dashboard showed the student quality of discussion 
relative to the overall class. 
The study ran in four courses across two semesters at a post-secondary school. A 
questionnaire was used to rank the students into task-approach, task-avoidance, self-approach, 
self- avoidance, other-approach, and other-avoidance categories according to the AGO. In this 
model, self and task refer to mastery goals while other refers to performance goals. The study 
looked at both quantity and quality of student discussion postings in relation to the six AGO 
categories. RQ1 focused on whether the dashboard would influence quantity of postings, while 
RQ2 looked at whether the visualizations would impact quality of postings and the researchers 
used techniques that looked at the content to measure narrativity, deep cohesion, syntactic 
simplicity, referential cohesion, and word correctness. 
When they looked at quantity of postings the results indicated a significant association 
between the dashboard and the AGO other-approach scale (F(2,79.11)=4.12, p<0.05). They 
further observed a marginally significant difference between students that used the class average 
visualization and those that used the top contributor visualization (z=2.14, p<0.1). Between users 
of the class average visualization and the quality visualization, they observed a significant 
difference (z=2.79, p<0.05). They found a positive association in terms of number of posts for 
students that used the top contributors and quality visualizations, and a negative association for 
students that used the class average visualization. With regard to quality of postings there was a 
mix of positive and negative correlations between the visualization and the six AGO categories. 
Another study focused on self-regulated learning (SRL) in the context of positive self-
regulated strategies (PSRS) and negative self-regulated strategies (NSRS) (Pardo, Han, & Ellis, 
2016). This study was conducted on undergraduate students in an engineering program (n=145). 
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Students were given the self-regulation questions from the Motivated Strategies for Learning 
Questionnaire (MSLQ). Student activity in the LMS was recorded, including playing of videos, 
doing assessments, viewing pages, and using the course interaction dashboard (Dboard). The 
researchers also captured the final course grade to measure academic performance. They found 
no significant correlation between positive self-regulated strategies and academic performance (r 
= -.02, p = .85), however, there was a strong negative correlation between negative self-regulated 
strategies and academic performance (r = -.20, p < .01) based on ANOVA. The researchers did 
note a significant correlation between PSRS and three of the course tools, Dboard (r = .18, p < 
.05), expansion of a section in the course notes (r = .21, p < .05), and expansion of a section of a 
page (r = .23, p < .01). This indicates that students with high levels of PSRS are more likely to 
use these tools including the dashboard. 
To summarize the role of motivation in student behavior, students are motivated by 
intrinsic and extrinsic factors described by SDT (Deci & Ryan, 1985). Student performance can 
be impacted by both intrinsic and extrinsic factors although intrinsic motivation tends to be the 
stronger element (Ryan & Deci, 2000a). It is important to create supportive conditions in order to 
enhance intrinsic motivation (Ryan & Deci, 2000b). Dashboards have the ability to support 
motivation (Beheshitha et al., 2016) and are likely to be used by students with a high level of 
positive self-regulated strategies (Pardo et al., 2016). Motivation is important when it comes to 
retention issues (Johnson et al., 2013). Institutions and instructors should work to improve 
engagement which is another important contributor to student behavior (Fredricks et al., 2004) 
with interaction between peers and students being an important factor in student retention (Tinto, 
1975) and satisfaction (K.-J. Kim & Frick, 2011). The modern blended or online environment 
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provides a number of tools within the LMS for engagement and interaction and Dringus and 
Seagull (2013) found that these tools contributed to satisfaction and improved learning. 
Measuring Student Behavior 
The goal of the student activity dashboard is to change student behavior. Based on the 
idea of self-regulated learning (SRL), dashboards may help students manage the completion of 
their academic goals (Zimmerman and Schunk as cited in, J. Kim, Jo, & Park, 2016). The student 
activity dashboard can provide them with information necessary to set new goals, or apply 
different strategies (J. Kim et al., 2016). 
Participation 
The relationship between participation and motivation was the subject of a study by Xie, 
Durrington, and Yen (2011). The researchers used data captured by the LMS, as well as a 
questionnaire based on Deci and Ryan’s Intrinsic Motivation Inventory. The study included 56 
graduate and undergraduate students. Quantitative and qualitative methods were used. Questions 
were grouped to gain information about enjoyment, perceived value, autonomy, competence, and 
relatedness. Additional questions were developed to measure student attitudes and student 
confidence in the use of technology. 
Measurements of intrinsic motivation were made at three points during the course. Both 
the faculty member and students were interviewed. While none of the motivation variables were 
correlated with the number of posts at the first measurement, at the second and third 
measurement, stronger patterns were observed. At the second measuring period, enjoyment 
(r=.430, p=.020), value (r= .538, p = .004), competence (r=.611, p =.001), and relatedness 
(r=.426 p-.021) were correlated significantly with the number of posts made by students. Except 
for the relatedness variable, the other factors were also strongly correlated in the third 
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measurement period (enjoyment r=.441, p=.018; value r=.585, p=.004; competence r=.682, 
p=.000). Attitudes toward the course were related to intrinsic motivation variables. The questions 
on technology confidence were correlated with competence and value. While most factors 
remained fairly constant over the three measurement periods, perceived value fell between 
measurements two and three. 
Of the total number of students in the study, ten agreed to interviews with the researchers. 
Seven students had a high level of motivation while three students had low overall motivation. 
Highly motivated students enjoyed the discussions and thought they were a valuable part of the 
class. Low motivation students believed the discussions were a waste of time. 
They found that during the first stage of the class, there was little correlation between 
intrinsic motivation and participation; however, the correlation became stronger over the course 
of the class. Student participation in online discussions is correlated with enjoyment, value, 
competence, and relatedness. Further research into the factor of time is needed to identify the 
causes of changes throughout the course. Recognizing these factors, researchers might consider 
which course design choices lead to increased motivation and participation. The study suggests 
that if tools and techniques can be used to improve motivation, students may be more likely to 
participate. 
While it may be expected that increased teacher activity in a discussion will improve 
participation, this is not necessarily the case. Mazzolini and Maddison (2003) investigated the 
relationship between instructor contributions in an online discussion and student participation. In 
their study, they analyzed the archives of discussion forum activity over three semesters. There 
were 135 students and eight instructors in the first semester, 180 students and 10 instructors in 
the second semester, and 200 students and 11 instructors in the third semester of the study. Data 
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analysis was performed “after the event” which had the advantage of not influencing either 
students or instructors. Each discussion forum lasted about two weeks and contained between 80 
and 200 posts. 
A second component of the study analyzed student surveys that are given to students at 
the end of each semester. The questions ask about the instructor’s expertise and enthusiasm, 
usefulness of the forums, and overall satisfaction with their educational experience. These survey 
results were matched to the instructor to compare frequency of instructor posting to student 
ratings. 
Mazzolini and Maddison (2003) found a statistically significant negative correlation 
(Pearson R-value r=-0.67, N=29, and P<0.01) between the frequency of instructor contributions 
and the length of discussion chains. Similarly, they found that discussion chains initiated by 
instructors tend to be shorter than those started by students (Pearson R-value =-0.41, N=29, and 
P<0.05). At least in this setting, student participation increased as instructor frequency decreased. 
On the other hand, when they analyzed the survey data the researchers found a minor but 
statistically significant impact on student perceptions of instructors. When instructors were more 
active, students felt more enthusiastic towards their instructors (based on ANOVA test with F 
ratio (4, 243)=5.113, significance level P<0.005, effect size 𝑛2=0.08). Students also felt that 
instructors demonstrated greater expertise as the frequency of posts increased (ANOVA test with 
F(4, 243)=8.063, P<0.001, effect size 𝑛2=0.11). 
If instructor activity does not necessarily encourage increased student participation might 
student postings encourage others to contribute as well? This question was investigated by Hew 
and Cheung (2008). In their study, the researchers looked at student reflection logs and the 
online discussion activity. The 24 students participated in a blended-format course. Three one-
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week discussions were used with four groups of students being assigned to each group. Two 
students acted as facilitators in each group, and all students in the class got to facilitate a 
discussion. 
Hew and Cheung (2008) measured participation by looking at depth of discussion with at 
least six levels of postings indicating successful facilitation. In this qualitative study 24 students 
were enrolled in a blended course. The researchers utilized student reflection logs and observed 
the students’ online discussions. They identified seven techniques were used by the facilitators: 
sharing opinions or experiences, asking questions, showing appreciation, setting ground rules, 
suggesting a new direction, inviting others to contribute, and providing summaries. Based on the 
discussions and reflection logs, they found that three of the facilitation techniques seemed to 
generate more activity: showing appreciation, sharing opinions and experiences, and asking 
questions about the viewpoint of others. 
Based on the results of this study, it seems that students place an importance on the 
activity of other students. With multiple discussions and posts by individual students being 
scattered throughout the discussion, it may be challenging for some students to see how their 
activity compares with the class average.  
Participation will be used as a measure of student behavior in the proposed study. We 
know that participation is correlated to enjoyment, value, competence, and relatedness (Xie et al., 
2011). Students are impacted by their peers in the online discussion. Mazzolini and Maddison 
(2003) found that student participation was more important than instructor participation in online 
discussions. It is possible to increase the activity in student discussions through showing 
appreciation, sharing opinions or experiences, and asking questions (Hew & Cheung, 2008). 
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Performance 
A common desire among researchers, administrators, and educators is to be able to 
predict student performance. Hu, Lo, and Shih (2014) looked at the issue of performance 
prediction via the use of data mining techniques. They developed an early warning system to 
predict student performance. This study looked at three research questions. The first question 
involved how data mining can predict student performance. The second question looked at time-
dependent variables and how early during a semester the system was able to predict student 
performance. The last question asked which data mining technique produced the best predictive 
power. Their early warning system looked at 14 variables associated with student logins, use of 
course materials, assignment status, discussion activity, and whether the student passed or failed. 
Hu, Lo, and Shih (2014) surveyed 40 users of the early warning system. The survey 
consisted of seven Likert-type statements. Two related to learning, while five related to usability. 
The scale ranged from one (strongly disagree) to five (strongly agree). The sample consisted of 
10 instructors and 30 undergraduate students. 
The researchers found that performance could be predicted by analyzing data obtained 
through the LMS logs. When surveyed, instructors and students agreed that the system was 
useful for understanding the learning status of the class (17 students agree and 7 strongly agree 
80%), 4 instructors agree and 5 strongly agree (90%)), and that it reduced the time needed to 
identify the learning status (18 students agree and 10 strongly agree (93%), 4 instructors agree 
and 4 strongly agree (80%)). 
Other attempts have been made to predict or influence student performance using 
statistical analysis. Park and Jo (2015) conducted a study on 37 students across two classes. 
These students were invited to use the dashboard system developed by the researcher. Another 
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36 students were used in a control group and did not use the dashboard. In this case, the use of 
the dashboard did not have significant impact on the learning outcomes as measured by final 
exam scores (Class A Experimental Group N=21, Mean=43.76, SD=11.12, Class A Control 
Group N=22, Mean=43.01, SD=11.94; t-test=0.22, p>.05; Class B Experimental Group N=15, 
Mean=80.02, SD=13.02, Class B Control group N=15, Mean=79.66, SD=5.34, t-test=.01, 
p>.05). 
The Park and Jo study (2015) also conducted two online surveys of the students with 22 
of the 37 students responding. The first survey consisted of 24 questions (21 Liker 5-scale and 
three open-ended questions) covering conformity, usefulness, understanding, and opinions and 
suggestions. Their results showed that students seemed to understand the graphs in the dashboard 
(Mean=4.10, SD=.96). The degree of usefulness was lower (Mean=3.22, SD=.91). The degree of 
conformity, describing how closely the students thought the dashboard reflected their activity 
online, was a medium level (Mean=3.70, SD=.84). 
In the second survey, Park and Jo (2015) explored satisfaction, and whether students 
thought their behavior changed. With regard to satisfaction, students were moderately satisfied 
(Mean=3.10, SD=.83). They did not feel that the dashboard led to behavioral changes 
(Mean=2.82, SD=1.27). Further analysis showed that the students who had a high level of 
understanding and satisfaction did feel that they experienced behavioral change (r=.457, p<.05). 
With regard to performance, we have seen that performance can be predicted through 
information available in the LMS (Hu et al., 2014). Significantly, at least for those students that 
understand dashboards and are satisfied with them, there may be an impact on behavior (Park & 
Jo, 2015). Further controlled studies would need to evaluate actual performance between the 
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experimental group and the control group to determine whether the effect suggested by Park and 
Jo (Park & Jo, 2015) leads to real world changes in student behavior. 
Persistence 
Lin (2012) studied student retention using data mining techniques and machine-learning 
algorithms to detect patterns that could be useful for identifying at risk students. Data consisted 
of 5,943 records from an eight-year period. This included 52 attributes about students including 
whether they enrolled after their first year. Of the total number of students, 5009 persisted after 
the first year, while 934 dropped out. Initial pre-processing reduced the attributes to 22 of the 
initial 52. In order to not mislead the algorithm into over-predicting continued enrollment, 
additional versions of the datasets were used that contained two or three copies of dropped 
student data.  
Weka was used to generate several predictive models using algorithms such as CART, 
ADT, and J48 available in the tool. Overall 14 decision tree algorithms, nine decision rule 
algorithms, four lazy instance-based nearest neighbor, seven neural network or vector 
algorithms, and five Bayesian network algorithms were tested. 
Lin (2012) found that machine-learning techniques were also useful for identifying 
potentially at-risk students. The best performing algorithm was the ADT Tree with a precision of 
83.9%. This was followed by NB Tree (77.9% precision), CART (73.8% precision), J48 graft 
(70.3% precision), and J48 (68.8% precision). 
Machine learning algorithms may provide valuable data that can be used to initiate early 
intervention for at-risk students. The models need continued refining. They need to be easier to 
integrate with existing systems and interfaces should be developed that can be easily used by 
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faculty and administrators. The Lin (2012) study may help future researchers identify the 
algorithms that are more likely to yield valuable results. 
Wolff et al. (2013) examined the pattern of clicks within the online learning environment 
as students navigated through pages, forums, and discussions. The researchers developed a 
predictive model. The goal was to be able to identify at-risk students. The dataset contained 
information about which pages, forums, and discussions students clicked on from within the 
virtual learning environment. The system looked to predict either performance drops or pass/fail 
outcomes. 
Data were collected from three courses in art, math, and business at the Open University, 
a large university with a strong online program. The largest course had 4,397 students, while the 
other two had 1,292 and 2,012 students respectively. Total number of clicks recorded for all 
three courses was 5,539,161. For module A, demographic data were added to the analysis. 
The predictive model was able to provide useful predictions. Even when a model trained 
in one course was applied to another course, the predictions held up. Demographic data 
improved predictive power during the early stages of the course, but were not as useful towards 
the end of the course compared with scores on assessments. Their analysis showed that student 
behavior in terms of the links they clicked on was an early indicator of performance. They 
further found that the patterns identified in one course also applied to other courses. Their 
research suggests that early detection of at-risk student behavior is possible. This study showed 
that even with limited data, prediction systems can provide useful information. The models need 
further refinement. More granular data should provide more refined predictions. 
Participation, performance, and persistence are indicators of student behavior. This 
information is readily available through data contained in the learning management system or 
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student management system. In the current study, these measures were used to determine 
whether the impact on student behavior when students are able to use a dashboard to follow class 
activity. 
Data Mining and Learning Analytics 
Ice et al. (2012) conducted a proof of concept study to determine whether it is possible to 
utilize large data sets pulled from multiple institutions. Their Predictive Analysis and Reporting 
(PAR) Framework study looked at 661,705 student records from six postsecondary institutions. 
Thirty-three variables were identified for analysis. Exploratory data analysis (EDA) was used to 
search for patterns in the data. Methods used included linear and logistic regression, CHAID 
(Chi-Square Automated Interaction Detection), t-tests, ANOVAs, and others. They concluded 
that CHAID analysis provided visually appealing results that were easy for non-statisticians to 
understand. This type of analysis can help institutions identify sub-groups that may be at risk for 
becoming inactive. Logistic regression was found to be useful for predicting the likelihood of 
students becoming inactive. Their study found that useful data can be gained from academic data 
and that it can be visualized and easily understood. 
Another approach that has been considered is providing students with information about 
how their performance compares with their peers. Fritz (2011) used course activity data to 
prepare a “Check My Activity” (CMA) tool that showed students how their own activity in the 
Blackboard LMS compared with aggregated data about the behavior of their peers. The authors 
used a 10-item questionnaire to get feedback from 41 students who used the CMA tool. Survey 
results showed that 70% of students were “intrigued” by the CMA tool. Of those, 28% were 
“surprised” about the reported activity compared with that of their peers. Some (42%) said they 
would need to use the system more to determine whether it was useful. Given access to grade 
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distributions, 54% said they would be “more inclined” to use the tool prior to the due date of 
assignments. After promoting the use of the tool, student visits to the CMA tool jumped from an 
average of 13 to 388 per day. After the promotional campaign ended, the student visits to the tool 
dropped to 109 per day.  
Fritz (2011), while a preliminary proof of concept type study, did show promising results. 
The students found the CMA tool to be useful. The research confirmed the idea that much useful 
information contained in the LMS is hidden from students and instructors as shown by the 
number of students who were surprised by their relative activity (their activity compared with 
their peers). An opportunity exists to determine whether similar tools have an impact on student 
behavior leading to improved retention or performance. 
 While students were interested in using the tool, it is not clear whether there is any 
impact on outcomes. There is an opportunity for controlled studies to determine whether access 
or use of the system may encourage students to increase LMS activity, and if so, whether this has 
an effect on learning outcomes or student satisfaction. A controlled experiment that compared 
groups of students with and without access to peer activity indicators would provide further 
information about the usefulness of such tools in terms of modifying student behavior. 
Another technique that has been used is network analysis. Macfadyen and Dawson 
(2010) used this technique to analyze data from Blackboard. Data from Blackboard were 
extracted from five online sections of a class. The sample consisted of 118 completers of the 
course (those who had submitted all work). Data were extracted from the back end database 
using a tool provided by Blackboard, the Blackboard PowerSight kit. 
Extracted activity log data were combined with final course grades. Data were loaded 
into SPSS where Z scores were calculated to analyze covariance. Network analysis was 
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performed on one section of the course using the Social Network Adapting Pedagogical Practice 
(SNAPP) tool, that allows discussion data to be shown to educators and researchers as a network 
diagram. 
Scatterplot visualizations were created, and they showed a strong and significant 
correlation between number of online sessions and final grade (r=.4, p=.00). Similar correlations 
were found between number of files viewed and final grade (r=.33, p=.00). Linear multiple 
regression showed that three factors were predictive of student final grade: total number of 
discussion board messages (r=.24, p=.01), total mail messages (r=.28, p=.00), and number of 
assessments completed (r=.31, p=.00), with 33% of the variance in final grade being explained 
by these variables. Binary logistic regression was used to evaluate whether students were 
considered “at risk” or “performing adequately or better.” The model accurately predicted “at 
risk” students 73.7% of the time. The SNAPP tool was used for network visualization and was 
able to show the number of connections to other users. This study shows the usefulness of data 
mining techniques, as well as the ability to identify at-risk students. 
Many of the data mining techniques used by researchers have been proprietary in nature. 
Lauría, Baron, Devireddy, Sundararaju, and Jayaprakash (2012) sought to develop a predictive 
model of student retention using open standards and open-source software. They based their 
model on a study previously done by Campbell (2007).The result of their effort was the Open 
Academic Analytics Initiative (OAAI). The OAAI was developed using a number of open source 
tools including the Sakai Collaboration and Learning Environment and Pentaho Business 
Intelligence Suite that includes Weka, a data mining tool. The Predictive Modeling Markup 
Language (PMML) XML standard was used to publish the model. 
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Data from a sample of undergraduate students were used. Data were collected through the 
course management system and gradebook data. The tool considered gender, SAT scores, full-
time/part-time status, class, cumulative GPA, course size, academic standing, gradebook scores, 
content opened, and content viewed. The goal was to identify students as either at risk or in good 
standing. 
In the logistic regression, gradebook scores were the strongest indicator, followed by 
academic standing and GPA. In last place were content opened and verbal SAT scores. The 
logistic regression algorithm had a mean sensitivity of 91.20% on the training trials and 87.67% 
on the test trials and a mean specificity of 89.77% on the training trials and 89.65% on the test 
trials. The gradebook scores were also a strong indicator in the Support Vector Machines (SVM) 
classifier, followed by GPA, academic standing, content sessions opened, and verbal SAT 
scores. With this algorithm, the mean sensitivity during training was 94.57% and 82.60% on the 
test and the specificity was 91.00% on training and 90.51% on the test trials. 
Based on the results of this study, data mining techniques are shown to have predictive 
power, even with limited data sets. When data can be extracted from proprietary systems, it can 
become more useful. Using open techniques will be important in order to develop systems that 
are portable to other institutions and that can help improve participation, persistence, and 
performance by identifying at-risk students.  Further data mining with larger data sets and a more 
complete array of variables may uncover unseen factors. 
Significant predictors of student success can be found within the LMS data. Network 
analysis can provide insight about student engagement. Activity logs can provide useful 
information for researchers. LMS developers should study ways in which the information 
contained in databases can be enhanced visually. 
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Data Visualization and Dashboards 
As with data mining where we have seen educational institutions adopting industry 
techniques, we are also seeing the adoption of data visualization tools such as dashboards, that 
are often found in business. Govaerts et al. (2012) describe one such tool, their Student Activity 
Meter (SAM). This proof of concept describes four iterations of the development of the student-
facing SAM tool. 
In the first iteration of the Govaerts et al. (2012) study, feedback was in the form of task-
based interviews with think-aloud to gather comments from participants as they use the tool. The 
System Usability Scale (SUS), which uses ten Likert-scale questions related to effectiveness, 
efficiency, and satisfaction, was also used as was the Microsoft Desirability Toolkit (MSDT). In 
the second iteration, and online survey containing Likert-scale questions, as well as yes/no and 
open-ended questions were provided. Similar techniques were used in the third iteration as well. 
The final evaluation involved face-to-face interviews with participants regarding tasks and user 
satisfaction perceptions about the tools. 
At the first iteration, the interview with 12 students identified small improvements in 
usability. The learnability of the interface was considered high; error rates were low. Users were 
satisfied and found the system usable. The system was found to be useful with the line chart and 
parallel coordinates indicators being the most useful. The SUS score was 73.33 on a 100-point 
scale where 68 is considered an average score (Sauro, 2011). 
From the second iteration survey involving 20 teachers, the researchers found that overall 
the visualizations were useful. Most users (90%) wanted to continue using the tool. At the third 
iteration involving 12 teachers, the users reported that the tool provided awareness and assisted 
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with feedback. At this point, 66% of the teachers indicated they wanted to continue using the 
tool. 
The fourth iteration, having incorporated feedback from the previous trials, was the most 
successful. This time 10 users gave feedback including two professors, five assistant professors, 
one teaching assistant, one course planner, and one teaching assistant from a related class. Users 
found that the tool provided insights, and 100% wanted to continue using the tool. The SUS 
score was 71.36. 
The researchers found the SAM dashboard system to be useful for teachers. User 
feedback can help developers design useful tools that can provide actionable intelligence. Further 
research is needed in the development and use of educational dashboards. It is not yet clear 
whether the use of tools similar to SAM will have an impact on student participation, 
performance, or persistence. 
Santos et al. (2013) made preliminary inquiries into the usefulness of dashboard tools 
using surveys of students. Four surveys were given to students in three courses. The first survey 
looked at student attitudes about the importance of learning issues. The second survey focused 
on time spent and whether students over or under reported time spent. The survey also asked 
students questions about motivation and how they thought they were doing in class. The third 
survey focused on the dashboard tool, StepUp! to determine how well it addressed the learning 
issues. The fourth survey pertained to the usability of the tool. The surveys included a 5-point 
Likert-scale. Although the numerical analysis was not published, the authors interpreted the data 
using boxplots. 
The data were used to gain an understanding about student attitudes towards learning 
issues, time spent, and motivation, as well as the usability of the StepUp! dashboard tool. From 
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the first survey, the researchers learned that for one course, students thought it was important to 
be aware of their and their peers’ usage of course tools, however students in the other two 
courses did not find this to be important. Students in all three courses indicated that their 
distribution of time was important. For two of the courses, the survey showed that students 
thought it was important to know if their peers were not working. Students in all classes 
indicated that motivation was important. Being aware if something goes wrong is also important 
to all three groups. Communication was considered important in the three groups. The balance 
between school and social activities was considered moderately important for students in the 
three courses. 
In the second survey, Santos et al. (2013) found that in two of the classes, students 
perceived that their peers over-reported time spent. In the third class there was no strong 
perception regarding time spent. Students in all three classes reported that they felt motivated 
and in two of the courses believed that they were doing well. 
 The third survey generated data about student perceptions of the StepUp! tool. The 
researchers found that students did not think that the tool helps them to be aware of which course 
tools and resources were being used by students. The researchers believed that the reason is that 
the tool only captures a subset of course activity. 
With regard to whether the tool was useful in analyzing the time spent, results were 
mixed. Students in one course found it to be helpful. In another course, students were indecisive 
in regards to usefulness. In the third course, student perception was negative towards the tool. In 
terms of how other students spent their time, the tool was not perceived as useful. 
When trying to identify group members that do not work well, students in one class felt it 
to be useful, while the other class was not sure. It was not directly relevant to the students in the 
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thesis course. In questions about motivation, students did not think that the tool increased 
motivation. Motivation in general, however, was high based on students’ answers to the question 
regarding motivation level. 
Students overall felt that the tool helped them asses how well they were doing in the 
course. They also felt that StepUp! helped them compare their performance with their peers. As 
with other studies, there does appear to be a potential benefit to students to see their activity 
relative to their peers. 
In the survey, students did not find that the tool helped them with awareness of course 
problems. Results were mixed in terms of whether use of StepUp! makes them work harder or 
slower. Students in one class felt that the tool made them work harder when necessary. Students 
did not feel the tool made them work less. 
With regard to communication, students did not feel that the tool helped them understand 
how others communicated. In two out of the three courses, students felt that the tool made them 
increase the number of blog comments. Students in two courses also felt that the tool increased 
the reading of blogs. Students in the non-thesis courses also felt that the tool increased their use 
of Twitter. 
Students did not feel that StepUp! helped them plan their time better. In the usability 
survey, the students found the tool to be between acceptable and good. Analysis showed that the 
students used the tool on a regular basis. 
Students overall felt that the tool helped them asses how well they were doing in the 
course. They also felt that StepUp! helped them compare their performance with their peers. 
Students in one class felt that the tool made them work harder when necessary. Students did not 
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feel the tool made them work less. This study hints at the possibility that dashboards can have an 
impact on student behavior, although more research is needed. 
Dashboards can provide a high level overview of a class, with drill-down capability 
allowing the teacher to focus on teams or individuals. Maldonado et al. (2012) describe such an 
interactive dashboard. The researchers developed a dashboard to provide instructors with 
information from a multi-tabletop learning system. In this environment, students gather around 
one or more electronic tables in a classroom. The table tops are touch sensitive and support 
collaborative activities. A collection of visual indicators was developed to show instructors each 
group’s collaboration and activity levels. Indicators showed both class level and group level 
information. Data were collected from eight teachers to try to answer two main research 
questions. The first is whether the class level indictors were useful for determining when 
intervention was needed and which groups needed assistance. The second question looked at 
which of the visualizations in the system were used in decision making. 
In the Maldonado et al. (2012) study, eight teachers were put in a simulated group 
exercise environment and had access to the dashboard tool. Fifteen students were assigned to 
groups of five. The students were asked to read a text about the learning domain. Next, each 
student built and individual concept map. Students in a group then used the tabletop to develop a 
collaborative concept map for the group. The sessions were recorded so that different teachers 
could experience the same conditions. Group A performed well in collaboration. Students in 
Group B worked independently and created three different end-products. Group C was 
dominated by a single student who did most of the work. Group D had only two out of the three 
students working.  
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The dashboard consisted of a number of visualizations at both the class and individual 
level. A mixed radar of participation visualization depicts the amount and symmetry of physical 
and verbal participation within a group. Another visualization, the graph of interaction with 
other’s objects, shows cumulative interactions of another students’ objects on the tabletop. The 
indicator of detected collaboration shows the health of the group as measured by level of 
collaboration. Other visualizations include evolution of the group map showing contributions of 
each group member towards the group map. Also available is a timeline of interaction with other 
learner’s objects visualization. The amount and symmetry of verbal and physical activity for 
each group member is shown on the radars of verbal and physical participation. Contribution 
charts depict the distribution of contribution by individuals to the group concept map. 
Teachers were asked to use the visualizations to decide which groups needed intervention 
and what type of intervention was required. Teachers were asked to think aloud during the 
testing. A questionnaire was used after the 30-minute period to validate their understanding of 
the visualization. 
The first research question was evaluated by looking at attention and intervention. 
Attention was measured when teachers moved from the class level to group level indicators. 
Intervention was measured when teachers indicated that corrective action was needed. Teachers 
recognized Group A as not needing attention and focused their efforts on Group B and Group D. 
They correctly identified the problem and the necessary corrective action. For the second 
research question, the most useful indicator at the class level was the mixed radar participation 
and the interaction with others graph. Overall, teachers used the class level indicators to identify 
issues, and used the group level indicators to confirm the problem. 
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Maldonado et al. (2012) found that the use of the dashboard allowed educators to make 
real-time decisions quickly and accurately, enabling them to provide intervention to keep 
students on track. Further research is needed on how to best integrate tools such as this 
dashboard into the classroom experience. The study shows that timely data visualizations can 
lead to making better decisions. This may apply in other types of educational dashboard tools as 
well. 
An interesting use of dashboards can be found in the Dashiki tool that combines 
dashboards and wikis. McKeon (2009) described a collaborative dashboard where users can pull 
data from multiple data sources, perform analysis, and create visualizations. This tool allows any 
visitor to the site to create a page and embed data that can be easily shared with others. Any user 
can add visualizations to the data. Visualizations can be the familiar charts such as bar or pie 
charts, but can also include advanced visualizations such as geographic maps, network diagrams, 
tag clouds, and more. Visualizations can combine data from multiple sources. 
The researchers observed user activity on the site. They also developed use profiles from 
interviews. Since the official launch of the site, there were 19,852 page impressions. About 3.5% 
of traffic involved editing and content creation. One hundred-eighteen (118) users registered for 
the site of which 37 have created or edited content on 349 pages. Data links referenced 66 unique 
URLs. Many of the data sources used continually updated data. 
Looking at the user activity, McKeon (2009)  developed three categories of users. 
Although specific numbers are not provided, they observed, a small percent of total users, used 
the tool primarily as a notebook. The second larger group created well-structured dashboards. 
The largest group of users created simple pages with a few visualizations and little explanatory 
text. In interviews with three users, the researchers found that the users found the tool useful. 
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They liked the ease of use and the visualizations created. They were sometimes frustrated by the 
inability to handle and query large datasets. 
Users found the tool useful, and the popularity of Dashiki shows that there is a need for 
easy to use, data driven visualization capabilities. Further work is needed to make visualization 
capability easier for users, especially when it comes to multiple, complex datasets. Dashboards 
may make this visualization easier for users. 
Researchers can learn from dashboards developed in areas outside of education. Treude 
and Storey (2010) looked at dashboards used in project management. This empirical study used 
mixed methods to explore how dashboards are used, why they are used, and what their impact is. 
The researchers extracted and analyzed data from the IBM Jazz software development 
environment. The data collected were from 311 dashboards consisting of 2,975 viewlets that are 
the visual indicators found on the dashboard. 
A detailed case study was conducted on one team of 150 developers of the Jazz product. 
The case study was conducted using existing data, semi-structured interviews, and a survey. The 
developers were grouped into approximately 30 functional teams and sub-teams with some 
members contributing to multiple teams. There were 21 surveys received from this group (14% 
response rate). 
Other teams not involved in the detailed case study were included but were only given 
the web-based survey. The survey was given as well to 1,082 users that were not on the Jazz 
development team, but who used Jazz to develop applications. The response rate for this group 
was 9% with 98 people submitting the survey. The survey consisted of about half free-form 
responses and another half consisting of multiple choice or yes/no responses. Clarification 
questions were allowed for those being interviewed. 
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On the question of dashboard usage, 36 participants (30%) indicated that they used 
dashboards while 38 (32%) said they did not use dashboards. With regards to frequency, the 
administrator and development manager referred to the dashboard daily. Twenty six respondents 
could recall the last time they used a dashboard with two users having used dashboards within 
the past few minutes, four participants had used them within the past hour, seven had used them 
in the past 24 hours, and 13 had used them in the past two weeks. In terms of why dashboards 
were used, reasons included getting an overview of the status of the project, peripheral 
awareness, bottleneck identification, and to compare teams. Since the viewlets can be clicked to 
drill into the data, navigation was also a reason they were used. 
Dashboards were seen to support processes at an individual and team level. They were 
also shared with others as a means of communication. The authors found that dashboards were 
used to increase awareness of project status and to communicate with team members. In the case 
of software development projects, dashboards provided users with the project status and 
awareness of deadlines. They were able to see priorities and bottlenecks. They were also able to 
see dependencies between teams, and stay informed about project changes. Future research 
should focus on improving the tools available. The authors suggested merging dashboards and 
feeds. 
There has been at least one study that looked at the impact of dashboards on student 
retention. Arnold and Pistilli (2012) developed the Course Signals (CS) dashboard tool and 
studied its use on a series of beginner cohorts over a three year period. In this study, a number of 
factors were used in the calculations including demographic information and information from 
the LMS. The instructor-facing dashboard design was very simple consisting of a green, yellow, 
or red indicator of at-risk status. 
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The students in the study were full time students who were in college for the first time. In 
the first year of the study, 5,134 students were identified in the cohort with 1,518 of those 
students having access to at least one course where the Course Signals tool was available. 
Retention rates for students without access to the dashboard were 83.44% in year one 73.14% in 
year two, 70.47% in year three and 69.40% in year four. In comparison, students who took at 
least one course using the Course Signals tool experienced significantly higher retention rates of 
96.71% in year one, 94.73% in year two, 90.65% in year three and 87.42% in year four. Students 
with more than one CS course experienced even higher retention rates. For the 2007 cohort, in 
comparison with students without access to CS, retention was First Two Terms Retained to Third 
χ 2=18.57 p=1.64E-05. First Three Terms Retained to Fourth χ 2=35.10 p=3.13E-09. First Four 
Terms Retained to Fifth χ 2=131.95 p < 2.2e-16. First Five Terms Retained to Sixth χ 2=1073.18  
p< 2.2e-16. First Six Terms Retained to Seventh χ 2=2.32 p=0.1278. First Seven Terms Retained 
to Eighth χ 2=725.57  p< 2.2e-16 Arnold and Pistilli (2012). 
Similar results were seen in the second and third year of the study. In year two, those 
without exposure to CS experienced a retention rate of 81.69% in year one, 75.08% in year two, 
and 73.21% in year three. Those with access to at least one CS course had significantly higher 
rates of retention with 96.25% in year one, 89.55% in year two, and 85.17% in year three. For 
the final year of the study, incoming students without access to CS experienced a retention of 
87.67% in the first year and 81.89% in the second year. Students with access to at least one CS 
course had retention rates of 90.34% in year one and 83.22% in year two. For the 2008 cohort, in 
comparison with students without access to CS, retention was First Two Terms Retained to Third 
χ 2=1.23 p=0.267. First Three Terms Retained to Fourth χ 2=2234.7  p=< 2.2e-16. First Four 
Terms Retained to Fifth χ 2=131.95 p=0.5348. First Five Terms Retained to Sixth χ 2=1611.42  
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p< 2.2e-16. For the 2009 cohort, in comparison with students without access to CS, retention was 
First Two Terms Retained to Third χ 2=309.67 p < 2.2e-16. First Three Terms Retained to Fourth 
χ 2=362.31  p< 2.2e-16 
An important question is how students interpret the information that they are exposed to 
in a dashboard. This was the subject of a study by Corrin and de Barba (2015). Here, the 
researchers focused on three areas although the paper cited here describes the results of only the 
first question. The first question relates to how students interpret the feedback provided by the 
dashboards. The second question focused on actions taken by students in response to the 
feedback. The last question was whether dashboards influence motivation and performance. 
The study included 24 subjects who were undergraduate students. Ten of the students 
were taking a second-year Japanese language course while the other 14 students were in a 
biology course. Both courses used the blended learning format with face-to-face classroom time 
as well as online activities. The dashboard showed the results of scores on various assignments. 
A column chart showed the results for each task as an individual column, with a green bar 
showing the class average for that assignment. The data for the dashboard were extracted from 
Blackboard, the LMS used in the courses. 
A mixed-methods approach was used by Corrin and de Barba (2015) in their study and 
they used surveys and interviews during four phases of data collection. In the first phase, they 
used a survey that was delivered online during the third week of the course. The second phase 
consisted of an interview conducted in the sixth week of the course. For this phase, students were 
asked to look at their dashboard data and reflect using the ‘think aloud’ method. In week eleven, 
another interview was conducted for the third phase. In addition to reflecting on the current 
dashboard, they were asked about their previous exposure to the dashboard and any actions they 
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took as well as how the dashboard influenced their motivation and performance. In the last 
phase, students took another online survey after receiving their final grades. In this survey, they 
were asked about the usefulness of the dashboard. 
Upon analysis, the researchers found that 83% of the students were able to explain the 
dashboard feedback. Four of the 24 subjects had difficulties interpreting the feedback in 
meaningful ways that would help them develop strategies to improve their performance. The 
most important element of the dashboard was the inclusion of the class average for comparison 
with 88% of the subjects feeling that it had a positive motivation impact, while 50% of the 
students said the inclusion of the average also caused some distraction from their goals. 
The results of the Corrin and de Barba (2015) study are particularly relevant to the 
proposed research described in this paper. The study was performed on undergraduate students in 
a blended learning environment. The dashboard in the study, as with the proposed dashboard, 
compared students’ individual performance as compared with the class average. The students 
overall felt that the dashboard was useful and increased their motivation. A difference between 
the researcher’s study and the proposed one is that the Corrin and de Barba (2015) study focused 
on assignments and quizzes, while the dashboard in the proposed study will focus on threaded 
discussion activity. 
A study by Kim, Jo, and Park (2016) looked at both the effectiveness of dashboards in 
terms of students’ final scores as well as student satisfaction with the dashboard. In this study, 
the researchers deployed the dashboard tool in undergraduate and graduate online courses. The 
treatment group consisted of 72 students while the control group had 79 students. This study 
specifically looked at the frequency of use of the tool. The dashboard consisted of indicators 
showing the log-in time, number of log-ins for the various components of the course such as 
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discussion boards, lectures, and so on. The average durations and frequencies of their peers was 
also shown for comparison with the idea that this would stimulate students to improve. The 
scores after the midterm exam were compared between the treatment and control groups. The 
treatment group had a mean score of 38.29 while the control group had a mean of 34.27 with 
Levene’s P value = .02 and t test P value = .01. The results showed significantly better 
performance for the students with access to the dashboard. 
Summary 
The literature shows that motivation factors in blended and online education may be 
different from for face-to-face instruction and that extrinsic and especially intrinsic motivation 
are important factors in student behavior (Deci & Ryan, 1985; Ryan & Deci, 2000a). Students 
who are more engaged are less likely to be at-risk (Johnson et al., 2013) and institutions need to 
consider this factor in their efforts to improve persistence. Predictions can be made about which 
students are at-risk using data found in the LMS (Ice et al., 2012; Macfadyen & Dawson, 2010). 
Dashboards can present data that may otherwise be inaccessible in a format that is easy for 
educators and students to use (Govaerts et al., 2012; Santos et al., 2013). Dashboards can be 
valuable in education, although further research is needed. Specifically, it is not yet well 
understood whether dashboards showing student activity relative to their peers have any 
significant impact on student behavior. Research is needed to determine whether the use of 
dashboards has a meaningful impact on student behavior (Corrin & de Barba, 2015). Some of the 
measures of student behavior found in academic information systems and learning management 
systems include participation, persistence, or performance. 
Dashboards provide useful information to instructors (Govaerts et al., 2012) and can 
allow them to make changes to influence student outcomes (Maldonado et al., 2012). Students 
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also find them to be useful (Santos et al., 2013) and it is not necessary to be an expert to create or 
use dashboards (McKeon, 2009). 
Through awareness of their activity in relation to their peers, dashboards may support 
student autonomy through behavior based on intrinsic motivation. Dashboards may help students 
achieve this state in relation to their extrinsic motivation through the internalization of the results 
of the behavior of their peers. In other words, the competitive factor may help students succeed. 
The next section will describe the methodology, including the development of the dashboard 
tool, conducting the experimental study, and analyzing the data. 
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Chapter 3 
Methodology 
 
Introduction 
This chapter presents the methodology used for the study and covers the dashboard 
design, implementation of the dashboard, experimental study, and analysis of the data. The study 
focused on the following research question: What what impact does the use of a student-facing 
dashboard showing student activity in relation to peer activity have on student behavior as 
measured by participation, performance, and persistence? 
Q1: How does student participation differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by frequency and 
length of posts? H1: Members of the experimental group will have significantly greater 
participation in online discussions compared with the control group as measured by the number 
of posts written during the duration of the class or the average word count per post. 
Q2: How does student performance differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by final student 
grade? H2: Members of the experimental group will have significantly better performance in the 
class compared with the control group as measured by overall class score. 
Q3: How does student persistence differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by continued 
enrollment in the subsequent eight-week session? H3: Members of the experimental group will 
persist at a significantly greater rate than those in the control group as measured by the 
enrollment and attendance in subsequent courses. 
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Research Methods 
To answer these questions, the study implemented a student-facing dashboard in classes 
at a national for-profit university. Undergraduate courses at the university are eight-weeks in 
length with two eight-week sessions per semester and are offered in online or blended formats. 
The study was conducted in nine courses. Of these courses used in the study, five sections were 
of an introduction to the College of Engineering and Information Sciences (CoEIS) class. This is 
generally among the first courses any student in a technical major takes and is designed to 
introduce them to the programs and careers in the CoEIS. There was one section of a logic and 
design course. This course is among the first computer information systems (CIS) courses taken 
and is an introduction to computer programming. Another class was a business communication 
class that was for upper level students (300-level) in the College of Business and Management 
(CoBAM). There was one section of a project management course (400-level) in the CoBAM. 
The remaining course was an upper level (400-level) human resource management course in the 
CoBAM. All courses were conducted completely online. 
Students were required to sign an informed consent document to participate in the study; 
64 students participated after eliminating students who did not complete the course or who did 
not participate in class. Of those, 33 were randomly assigned to the experimental group with the 
remaining 31 assigned to the control group. The assignments were done by using the random 
number function in Excel to assign a random number to each student. In each class, the students 
were sorted by the random number then divided equally. 
A significant portion of the class activity in online courses is in the form of online 
threaded discussions. Discussions span one week and are designed to reinforce the terminal 
course objective(s) (TCO) for the week. Discussions are generally broken down into two graded 
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topics per week. Students are required to post at least three times in each topic (minimum of six 
posts per week) although more participation is encouraged. The week starts on Monday and ends 
on Sunday. Students are required to make their first post by Wednesday. Students are encouraged 
to reply to starter topics posted by the instructor, as well as to reply to students and subsequent 
posts by the instructor. 
Dashboard Design 
The dashboard design was driven by the four phases of the Learning Analytics Process 
Model described by Verbert, Duval, et al. (2013). According to the model, the dashboard should 
provide awareness to students of how their activity compares to that of their peers (phase one). 
Based on this information, students may reflect on their behavior (phase two). Students may then 
engage in sensemaking where they should understand the meaning of the data (phase three). 
Finally, students may change their behavior and outcomes (phase four). 
The indicators on the dashboard were depicted as simple column charts and pie charts. 
These types of indicators have been used by other researchers in their educational dashboards 
(Dawson, 2010; Park & Jo, 2015; Santos et al., 2013). Few (2006) recommended simple visuals 
without a lot of graphical adornment and the use of color to convey information. In this case, the 
colored bars represented the individual student, while the gray bars indicated the rest of the class. 
The color indicated whether the student was doing above average (green), average (blue), or 
below average (red). For the grade indicators, the following colors were used: green for A, blue 
for B, yellow for C, orange for D, and red for F. To promote awareness of how the student’s 
online activity compared with the activity of their peers, the dashboard depicted the following 
indicators. For a full view of the dashboard, see Appendix D. 
1. Student’s Number of Posts per Week compared with Peers’ Average Number of 
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Posts per Week (Figure 1). Student activity in the discussions has been used as a 
measure of participation (Hew & Cheung, 2008). Barber and Sharkey (2012) 
found that the number of posts students made was significantly correlated with 
success in the course. In the example below (Figure 1) the student has posted 40 
times to date compared with a class average of 39 times to date. 
 
 
Figure 1. Dashboard indicator showing number of posts. 
 
2. Student’s percent of replies to peers and percent of replies to the instructor 
(Figure 2). Mazzolini and Maddison (2003) found that students felt more satisfied 
when discussions had greater student to student interaction. In the example below 
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(Figure 2), the percent of replies to the professor is shown in blue, while the 
percent of replies to peers is shown in orange. 
 
 
Figure 2. Dashboard indicator showing percent of replies to peers vs. professor. 
 
3. Student’s Average Word Count per Post compared with Peers’ Average Word 
Count per Post (Figure 3). While word counts do not directly measure quality, 
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Dennen (2008) stated that “insufficient participation, both in terms of quantity and 
quality, can quickly render a learning activity ineffective,” (p. 209). Making 
students aware of the length of their posts may help them avoid the shorter “I 
agree” type responses and get them to think about providing more depth in their 
replies. 
 
 
Figure 3. Dashboard indicator showing average number of words per post. 
 
4. Student’s Current Cumulative Class Average compared with Peers’ Current 
Cumulative Class Average (Figure 4). This indicator simply shows the student’s 
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current score as a percent (points received to date divided by points possible to 
date). 
 
 
Figure 4. Dashboard indicator showing current score for the class. 
The visualizations shown use data and metadata from the LMS and depict simplified 
versions of the information shown in dashboards such as StepUp! (Santos et al., 2013) and the 
Student Activity Meter (Govaerts et al., 2012). While those tools are designed to support faculty 
and students, this study focused on student-facing dashboards. Because of this student focus, the 
individual student’s activity or performance was compared with the average for the class, rather 
than showing every student individually on the visualization. The dashboard was reviewed by 
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three faculty members who approved of the design and believed that students would be able to 
understand the indicators. 
Implementation of Dashboard 
The implementation of the dashboard was accomplished using software developed for 
this study. The software was designed to support the following three steps; extract the data from 
the LMS; process the data and generate the dashboard text and visuals; display the data to the 
student on a web page. 
The dashboard application was developed as an ASP.NET site written in C#. Microsoft 
SQL Server was used for data storage. The site was hosted on Microsoft’s Azure cloud service 
with secure web hosting to protect the data collected. Individual links were created for each 
student in the experimental group. These links were provided to the specific student through the 
LMS and students were able to click the link to open their dashboard in a separate window. 
Data Extraction 
The LMS includes an application programming interface (API) for developers. The API 
allows an external program to access data stored in the LMS in a structured and secure manner. 
The dashboard application used the API to connect to the LMS and retrieve the necessary data. 
The API provided was used to extract relevant activity data from the LMS. Posts were 
grouped into weekly discussions. For each graded discussion, a recursive tree-traversal algorithm 
was used to retrieve each post and its children, the replies to the post. As each post was retrieved, 
a word count for the post was generated by looking at the white-space between words. 
The extraction process retrieved metadata including date/time-stamp of the discussion 
post, the ID of the author of the post, and the ID of the person being replied to (if the post is a 
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reply). The body of the message was also retrieved. Gradebook data were retrieved including 
current overall score for the class for each student. 
Discussion Data 
• MessageID: Unique identifier for the discussion post. 
• CourseID: Unique identifier for the course. 
• Week: Identifier for the Unit (Week) of the course. 
• Title: Title for the post. 
• Description: Content of the post. 
• AuthorID: Unique identifier for the author of the post. 
• PostDate: Date/Time stamp of when the message was posted. 
• ParentAuthorID: Unique identifier of the person being replied to (if applicable). 
• ParentMessageID: Unique identifier of the message being replied to (if 
applicable). 
• WordCount: Computed based on white-space between words (number of 
whitespace blocks + 1) 
Grade Data 
• Total number of points awarded to date for each student. 
Additional Data 
• The system also counted the number of times a dashboard was viewed by each 
student. 
• Persistence data were not available in the LMS. Instead school administrators 
were able to run persistence reports to be used as the source of persistence data. 
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Due to the relatively low rate of change in discussion threads and the large amount of 
time needed for data extraction, it was decided to use on-demand data extraction. At the top of 
the dashboard page was an indicator of time since the last data extraction for the course (see 
Appendix D). Times of an hour or less were shown in green, while longer times since last update 
were shown in red. When the page was loaded, the dashboard indicators showed the data from 
the most recent extraction. If students wanted more current data, they were able to click on a 
button at the top of the page. This would load the most recent data for the entire class and update 
the time since last data load indicator. This compromise allowed fast initial load times for the 
page, while allowing students to get more recent data if desired. The reload process took 
approximately 3-5 minutes depending on number and size of posts. 
Dashboard Generation 
The visualizations for the dashboard were created using the chart class available in the 
.NET Framework. This class allows ASP.NET applications to generate charts on the fly from 
data found in the database. The dashboard graphics depicted in Figures 1 - 4 were displayable on 
a web page. 
Dashboard Display 
To access their dashboard, students in the experimental group were given a link in the 
LMS. The unique URLs contained a random number assigned to each student that was used to 
display his or her dashboard page. The application used this unique identifier to query the 
database, providing the necessary data and generating the dashboard web page. Upon loading, 
the web page displayed the indicators based on the most recent data load. The time of the last 
load was displayed at the top of the page in green for data an hour or less old, or red for older 
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data. Students were able to reload data for the class by clicking on a button at the top of the page. 
This process took about 3-5 minutes. 
Institutional Review Board 
Institutional Review Board (IRB) approval was granted by NSU and the participating 
university for this study. Because student academic data (final grades) were collected, permission 
from students was required. A consent form was provided for students in the study courses. 
Sixty-nine students submitted the informed consent form, however, some of the students who 
signed the form dropped from the course or did not participate. The dataset used represents 64 
students out of the original 69 who consented to be in the study. 
Sample Selection 
An initial request was made to faculty teaching in the engineering and information 
systems college who were teaching courses that are typically taken within the student’s first year. 
To get additional students for the study, a subsequent request was made to faculty in the college 
of business and management. A total of nine class sections were used in the study with five 
different courses from different levels (100-level, 300-level, and 400-level) and seven different 
faculty members. During the eight-week session, five participating students either withdrew from 
the class or did not participate in class, and therefore removed from the data. A total of 64 
students remained in the study. The table below shows the number of students who participated 
in the study and completed their course. 
Table 1. Courses and Participants 
Course/Section Instructor College Level  Subjects  
    Experimental Control Total  
Introduction to Engineering 
Technology and Information 
Sciences/A 
RF EIS 100 4 4 8 
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Course/Section Instructor College Level  Subjects  
Introduction to Engineering 
Technology and Information 
Sciences/B 
LF EIS 100 5 4 9 
Introduction to Engineering 
Technology and Information 
Sciences/C 
LK EIS 100 3 3 6 
Introduction to Engineering 
Technology and Information 
Sciences/D 
GC EIS 100 3 3 6 
Introduction to Engineering 
Technology and Information 
Sciences/E 
GC EIS 100 5 5 10 
Subgroup Total: 
Introduction to Engineering 
Technology and Information 
Sciences 
 EIS 100 20 19 39 
Logic and Design/A SP EIS 100 4 5 9 
Business and 
Communication/A 
WW BAM 300 2 1 3 
Project Management/A MB BAM 400 4 3 7 
Human Resource 
Management/A 
WW BAM 400 3 3 6 
Total All Courses    33 31 64 
 
For each course, all students were notified of the study and asked to participate. Those 
wishing to participate were required to sign an informed consent form. A total of 69 students 
submitted informed consent forms and therefore participated in the study, however, five students 
either dropped their course or did not participate. Data were collected from the remaining 64 
students. A random number was assigned to each student and the list sorted by this random 
number. Within each class section, the top half of the list was assigned to the experimental 
group, while the remaining students were assigned to the control group. This technique yielded 
33 students in the experimental group and 31 students in the control group after adjusting for the 
dropped or non-participating students. A sample size of at least 30 is recommended for 
experimental studies (Gay, Mills, & Airasian, 2009; Terrell, 2012). 
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Experiment and Data Collection 
The study was conducted over an eight-week session in the nine classes. A link was 
added to the home page area in the LMS for each student in the experimental group. Each 
student was only able to see their own link. Faculty were able to see all the links for students, but 
were asked not to click on the link to prevent a false count of the usage. 
At the end of the eight-week session, data from the experimental and control groups were 
retrieved from the hosted database and stored locally. Persistence data, not available via the 
LMS, was requested from school administrators. 
Analysis and Presentation of Data 
The data from the LMS were extracted using the API provided by the LMS developer 
and were stored in an MS SQL Server Database on the Azure Cloud Platform. From there the 
data were imported into a local MS Access database so that ad-hoc queries could easily be 
performed. Persistence data were provided by the institution participating in the study and added 
to the MS Access database. The various measures for each student were then consolidated into 
an Excel spreadsheet. The data included the number of dashboard views, total number of posts, 
posts to instructor, posts to peers, average word count, final grade, and persistence. The data 
were then imported into Statistical Package for the Social Sciences (SPSS) for data analysis. 
When analyzing data with a single independent variable and multiple dependent 
variables, MANOVA is an appropriate statistical tool. The independent variable was student 
access to the dashboard (yes or no). The dependent variables were the total number of posts, 
posts to peers, average word count, and final course grade. The analysis attempted to determine 
whether there was a statistically significant difference in the measures between the experimental 
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group and the control group. Because MANOVA produces values for each interaction, it can 
uncover correlations between the dependent variables. This technique was used by Farag (2012). 
Persistence was analyzed using a Chi Squared analysis that is appropriate when 
determining if there are non-random associations between values that represent categorical data 
(Rovai, Baker, & Ponton, 2014). In this case, the number of students in the experimental and 
control groups that attend class in the following session were compared. This statistical 
technique has been used to analyze the results of using different protocols in educational settings 
(Zydney, DeNoyelles, & Kyeong-Ju Seo, 2012). 
Resource Requirements 
The study required the use of a web server and database server. The cloud-based 
Microsoft’s Azure platform was chosen as it integrates well with the tools that were used to 
develop the dashboard application. The application was developed using Visual Studio. This is a 
free tool and did not require any additional cost. The analysis was done using the student version 
of SPSS software. The researcher owns the computer used for development of the dashboard tool 
and analysis of the data collected. Adobe Acrobat was used to send informed consent e-mail and 
to track signed documents. IRB approval was required for both the study site and NSU. CITI 
training was completed for both institutions.  
Summary 
The researcher explored the impacts of student facing dashboards on student 
participation, performance, and persistence. A dashboard application was developed that used 
data from the LMS to visually show students how their activity in the course compared with the 
activity of their peers. Student activity was measured during the study including number of posts 
made, number of posts made to peers, average word count, and final course grade. Persistence 
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data were also gathered by the school and made available for the study. Data were processed and 
analyzed in SPSS to determine whether the use of the dashboard had any impact on students. 
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Chapter 4 
Results 
 
Introduction 
A study was conducted to determine the impact of a student-facing dashboard on student 
participation, performance, and persistence. After eliminating participants who withdrew from 
the course or did not participate in class, data were collected from nine courses and 64 students 
with 33 students randomly assigned to the experimental group and the remaining 31 assigned to 
the control group. Seven faculty members taught the courses and agreed to be in the study but 
did not participate other than letting students know that the researcher would be contacting them 
about the study. 
Data were collected in an online database and subsequently moved to a local database at 
the end of the study. Data were then processed into an Excel spreadsheet. For each participating 
student the following measures were taken: number of dashboard views, number of posts, 
average word count per post, number of posts to peers, final grade, and persistence. The raw data 
for the analysis is shown in Appendix A. 
Descriptive Statistics 
The following table shows the descriptive statistics for the study group: 
Table 2 Descriptive Statistics 
 
 
 
Group (N) 
 
Number of Posts 
 
 
M (SD) 
Word Count 
 
 
M (SD) 
Percent Posts 
to Peers 
 
M (SD) 
Final Grade 
 
 
M (SD) 
Persistence 
Rate 
 
M 
Dashboard 
Views 
 
M(SD) 
E (33) 
 
27.06 (14.517) 93.80 (40.978) 58.84 (.243) 75.18 (28.944) 72.7% 11.91 (15.302) 
 
C (31) 24.45 (14.196) 107.10 (61.637) 54.28 (.253) 77.83 (25.252) 74.2% n/a 
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Assumption Testing 
Prior to conducting the MANOVA in SPSS, certain assumptions were tested to ensure 
that the data were suitable for this statistical tool. According to Rovai, Baker, and Ponton (2014) 
MANOVA is sensitive to outliers. An inspection of a boxplot for values greater than 1.5 box-
lengths from the edge of the box found several outliers in the data. In the experimental group, 
two students had average words counts that were well above the normal range for the group. In 
the control group, one student had a number of posts that was above the normal range for the 
group. Two students in the control group had average word counts that were well above the 
typical range. Two students in the control group had a final grade significantly below the normal 
range for the course. Although outside the normal ranges, upon looking at the data it was decided 
that these were not exceptional cases. For example, it was not the result of a student who failed 
to drop a class for which they were not participating. The analysis proceeded with these cases 
included in the data. 
According to Rovai, Baker, and Ponton (2014), the dependent variables should be 
normally distributed within each group, although Lund, and Lund (2013) state that MANOVA is 
robust to deviations in normality. The Shapiro-Wilk test for normality was run in SPSS for the 
dataset and found that the following dependent variables were not normally distributed (p < .05); 
number of posts for the control group, average word count for the experimental and control 
groups, and final grade for the experimental and control groups. As these results are likely due to 
having a relatively small data set, it was decided to proceed with the analysis with these 
deviations being noted here. 
The next assumption to be tested was for multicollinearity. According to Rovai, Baker, 
and Ponton (2014), the presence of multicollinearity may indicate redundant dependent 
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variables. For this assumption, the Pearson’s correlation was calculated for each dependent 
variable. There was no multicollinearity found. For number of posts to average word count 
(r=.409, p=.001), for number of posts to percent posts to peers (r=.211, p=.094), for number of 
posts to final grade (r=.566, p=.000), for average word count to percent posts to peers (r=.320, 
p=.010), for average word count to final grade (r=.397, p=.001), for percent posts to peers to 
final grade (r=-.062, p=.627). 
A test was performed to ensure a linear relationship between the pairs of dependent 
variables per Rovai, Baker, and Ponton (2014) and a matrix scatterplot was used to evaluate this 
assumption. Although the relationships appeared weak, the scatterplot showed general linear 
trends among the dependent variables, except for those involving final grade. 
To test for multivariate outliers, the Mahalanobis distance measure was chosen (Lund & 
Lund, 2013). The results showed one case of an outlier (Mahalanobis distance = 18.53217, 
critical value of 18.47). Because this represented actual data, a decision was made to leave the 
outlier in the dataset. 
MANOVA Results 
MANOVA was used to answer the following research questions. Q1: How does student 
participation differ between students that have access to a peer activity dashboard and students 
that do not have access to the tool as measured by frequency and length of posts? H1: Members 
of the experimental group will have significantly greater participation in online discussions 
compared with the control group as measured by the number of posts written during the duration 
of the class or the average word count per post. 
Q2: How does student performance differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by final student 
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grade? H2: Members of the experimental group will have significantly better performance in the 
class compared with the control group as measured by overall class score 
Based on the results of the assumptions testing, the MANOVA was generated using 
SPSS. A Box’s test of equality of covariance matrices was included (p=.377) that indicated the 
dataset met the assumption (Rovai et al., 2014). 
The Wilk’s Lambda test was chosen for the results of the multivariate test (Lund & Lund, 
2013). The results indicated no significant differences between the experimental and control 
groups (f(4, 59) = .947, p = .443; Wilks' Λ = .940; partial η2 = .060). Based on this analysis, the 
hypothesis that there will be significant differences in measures of participation or performance, 
research questions 1 and 2, between the experimental and control groups was rejected. 
Chi Squared Test Results 
Chi Squared analysis was used to answer the following research question. Q3: How does 
student persistence differ between students that have access to a peer activity dashboard and 
students that do not have access to the tool as measured by continued enrollment in the 
subsequent eight-week session? H3: Members of the experimental group will persist at a 
significantly greater rate than those in the control group as measured by the enrollment and 
attendance in subsequent courses. 
The persistence dependent variable was not included in the MANOVA results because it 
is categorical (yes or no). In this case, the Chi-square test is appropriate (Rovai et al., 2014). Of 
the participants studied, 72.7% of the experimental group persisted into the next session (or 
graduated) and 74.2% of the control group persisted into the next session. The results are (χ2(2) 
= .960, p = .619). This is considered not significant so the hypothesis that there will be 
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significant differences in persistence rates between the experimental and control groups was 
rejected. 
Summary 
A study was conducted to explore the effects on student participation, performance, and 
persistence when given access to a course activity dashboard tool. The study was conducted 
during an eight-week session and included 64 students from nine courses. Students were 
randomly assigned to the experimental group (n=33) that had access to the dashboard. Of the 
students with access to the dashboard the mean number of views was 11.91 with SD 15.302. The 
remaining students (n=31) were assigned to the control group that did not have access to the tool. 
A dashboard tool was developed to extract data from the LMS and present it to the 
students in the form of column charts depicting their activity including number of posts, average 
number of words per post, and current score. A pie chart was used to indicate percent of posts to 
peers vs. percent of posts to the instructor. For comparison, the student’s individual data were 
presented next to the same measure shown as a class average. 
At the end of the eight-week session, the following measures were taken for each student: 
number of posts, average word count per post, percent of posts to peers, final grade, and whether 
the student persisted or not. The first three indicators were used as measures of participation in 
the course. The final grade was used as a measure of performance. Persistence was recorded as a 
yes/no value indicating whether the student had enrolled in and participated in the following 
session (or successfully graduated). 
The scalar values of number of posts, average word count per post, percent of posts to 
peers, and final score was analyzed using MANOVA to determine whether there was a 
significant difference between the experimental and control groups. A Chi Squared analysis was 
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performed on the persistence indicator to determine whether persistence was significantly 
different between the two groups. The results of the MANOVA indicated that there was no 
significant difference between the experimental and control groups. A similar result was seen for 
the Chi Squared analysis of persistence. The results of the study did not support the hypothesis 
that use of a student-facing dashboard would have a significant impact on participation, 
performance, or persistence. 
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Chapter 5 
Conclusions, Implications, Recommendations, and Summary 
 
Conclusions 
The present study explored the impact of student facing dashboards on student activity 
and behavior. The study looked at participation rates as measured by number of posts and 
average word counts, performance as measured by final grade, and persistence as measured by 
whether students enrolled in and attended the following school session. A dashboard was 
developed to display information about student activity relative to that of their peers. Data were 
collected and analyzed to determine whether there was a significant difference in participation, 
performance, or persistence between the experimental group with access to the dashboard tool 
and the control group without access to the dashboard. The study specifically looked at the 
following hypotheses. 
Q1: How does student participation differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by frequency and 
length of posts? H1: Members of the experimental group will have significantly greater 
participation in online discussions compared with the control group as measured by the number 
of posts written during the duration of the class or the average word count per post. This 
hypothesis was rejected based on the MANOVA analysis. 
Q2: How does student performance differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by final student 
grade? H2: Members of the experimental group will have significantly better performance in the 
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class compared with the control group as measured by overall class score. This hypothesis was 
rejected based on the MANOVA analysis. 
Q3: How does student persistence differ between students that have access to a peer 
activity dashboard and students that do not have access to the tool as measured by continued 
enrollment in the subsequent eight-week session? H3: Members of the experimental group will 
persist at a significantly greater rate than those in the control group as measured by the 
enrollment and attendance in subsequent courses. This hypothesis was rejected based on the Chi 
Squared analysis. 
Research questions Q1 and Q2 were explored together using the MANOVA statistical 
tool. After making sure the data met the assumptions required by the statistical tools, with 
exceptions as noted in Chapter 4, analysis was performed to explore the impact on participation 
and performance. The statistical analysis concluded that there was no significant difference 
between the experimental and control groups (f(4, 59) = .947, p = .443; Wilks' Λ = .940; partial 
η2 = .060). The hypotheses regarding dashboard impact on participation and performance were 
rejected. Based on the results of this study, there does not appear to be any significant impact of 
the dashboard on measures of participation as measured by number of posts and average word 
count per post, or on student performance as measured by the final grade. 
 Research question Q3 was explored using Chi Squared analysis to determine if there was 
any impact on persistence. The statistical analysis concluded that there was no significant 
difference between the experimental and control groups (χ2(2) = .960, p = .619). The hypothesis 
regarding the impact on persistence due to dashboard access was rejected. The results did not 
show a significant difference in persistence when students have access to the dashboard tool 
compared with a group of students that did not have access to the dashboard tool. 
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Limitations 
While there did not appear to be a significant impact in this limited study, the results are 
not conclusive. The sample size was relatively small, and the study sample was comprised solely 
of voluntary participants. The results do not necessarily depict the nature of the overall class, as 
only a small subset of students in each course agreed to participate in the study. The number of 
courses as well as the number of participating faculty were also limited due to time and resource 
constraints. 
Usage was also an issue as 11 of the 33 students in the experimental group did not access 
the dashboard. Of those that did access the dashboard, the number of views ranged widely from 
one view to 54 views. The mean number of views was 11.91 with SD 15.302. 
The measure of average word counts per post as an indicator of participation was 
problematic in the current study. As noted by Hillman (1999) word counts provide too little 
information about the nature of the interaction although this measure has been used in a number 
of studies to measure student behavior (Hrastinski, 2008). The reality is that some students copy 
and paste the text from other sources into their discussion post responses, either with or without 
attribution. This has the impact of increasing word counts, but without indicating actual 
participation or engagement. Some outliers had extreme levels of word counts, but it was beyond 
the scope or resources of this study to identify whether the student had written the material or 
whether some or all of it was from other sources. 
Understanding patterns of persistence was also an issue for this study. Because of the 
way student finance is handled, students are billed at the beginning of each 16-week semester, 
rather than at the beginning of each 8-week session. To further complicate the understanding of 
persistence, students are on different cycles depending on when they started. As a result, some 
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students could be taking their first session within the semester, while other students in the same 
course may be in their second session of the semester due to the staggered nature of the A and B 
academic cycles. Persistence is often lower when students are in the second session, as they will 
receive a bill for registering in the following session. Accounting for these patterns was beyond 
the scope of this study. 
Implications 
This study represents an early attempt at exploring the use and impact of student facing 
dashboards. While other studies have focused on dashboard design, as well as faculty and student 
feelings about dashboard use, few studies have examined the impact on specific educational 
outcomes due to the use of dashboards. The results did not indicate a significant impact of 
dashboards on participation, performance, or persistence. However, the results are not conclusive 
due to the limitations described. Further research is needed to determine why no effect was seen. 
The results from this study are not in agreement with similar studies such as that by Kim, 
Jo, and Park (2016) where an impact on student performance was seen in the experimental 
group, that had higher exam scores compared with the control group. Similarly, the results from 
the study do not concur with the study using the Course Signals dashboard (Arnold & Pistilli, 
2012) that found that users of the dashboard had higher retention rates compared with the control 
group. There are several possible explanations for the different findings including limitations of 
the study, differences in methodology and sample section, and differences in the way the tool 
was promoted or used by students. 
The limitations, as noted above, resulted in a small sample size and a study group that 
was self-selected due to the consent requirements. This small sample contrasts with the Course 
Signals study (Arnold & Pistilli, 2012) that identified 5,134 students in the cohort, with 1,518 
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having access to a course where the dashboard tool was used as well as the study by Kim, Jo, and 
Park (2016) that included 151 students that was more than double the size of the current study. 
The Arnold and Pistili (2012) study was also a longitudinal study that tracked retention over a 
number of years, whereas the present study was limited to a single eight-week session. The 
dashboard in that study was made available to all students in certain courses, so they did not have 
to self-select. It is likely that students that self-select to be involved in a study have attributes and 
traits that are different from those that chose not to be included so there may be more similarities 
in the outcomes of participating students regardless of whether they were assigned to the control 
or experimental groups. 
While the methodology for the current study is similar to other studies, the analysis was 
limited by smaller sample sizes. For example, smaller samples make the analysis more sensitive 
to outliers in the datasets. The sample also consisted of students in their early courses within the 
program along with some students who were closer to graduation. It is likely that those that 
persisted into later courses have traits or attributes that are different from those in early courses 
and the small sample sizes could have exaggerated these differences in the statistical analysis. 
Students in the current study received training in how to use the LMS, however they did 
not receive any formal training into the use of the dashboard tool. It was decided to not promote 
the tool throughout the course to reduce the possible influence of these reminders on student 
behavior as the control group either would not have received reminders, thus introducing another 
independent variable, or would have received reminders, which may have confused them by 
receiving reminders to use a tool that they did not have access to. The study by Fritz (2011) 
pointed out the necessity of adequately promoting the use of dashboards which would have been 
problematic given the desire not to introduce confounding variables. While some students did 
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access the dashboard, this study was limited to looking at the measurable effects that are easily 
produced in the dashboard through activity tracking, compared with some of the other studies 
mentioned that explored student’s perceptions about the usefulness of the dashboard through 
surveys and interviews. 
For researchers, this study points to the need for further exploration into the use of 
dashboards in education. There are limitations in understanding the effects of dashboards on 
different populations of students. In addition, the literature has gaps regarding student response 
to dashboards. While other studies show they can have a positive impact overall, there is not 
much information about which students are most positively impacted and why, or whether there 
are students that are negatively motivated by dashboards. 
Implications for educators and course designers, include showing that it is possible to 
integrate dashboards into the online learning environment, even if they are not directly supported 
by the LMS. Dashboard design is important as well and they should be easier to access and more 
readily updated than the tool used in the current study. Dashboards can still be a useful tool for 
instructors, students, and administrators. It is possible to add capability beyond what is offered 
by the LMS and this study demonstrates the ability to incorporate a dashboard into the class, 
even where not directly supported by the platform used. While many online and blended courses 
provide easy access to certain dashboards for instructors, the tools available to students are often 
more limited. A considerable amount of work needed to be done to enable students to quickly 
view their course activity compared with that of their peers. As the data for such dashboards are 
already being collected by the online platform, the next step in LMS development might be to 
make this information more accessible and more easily interpreted by students. As the literature 
supports the use of dashboards (Arnold & Pistilli, 2012; J. Kim et al., 2016), they should be 
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incorporated into the LMS. This will provide researchers the ability to conduct more 
comprehensive studies on the use and effects of dashboards. 
In addition to being used by students, the indicators provided on the dashboard tool used 
in this study may be of use to instructors and administrators. By looking at number of dashboard 
views, number of posts, and average word count of posts, instructors and others may be able to 
more quickly identify students who are not engaged and may be at-risk. Early intervention with 
at-risk students can help improve success rates (Maldonado et al., 2012). It is also important for 
educators to train students in the tools available and to promote their use Fritz (2011) and to do 
further research into the effects of tools in populations that are more comfortable using them. 
As future research is conducted, this study demonstrates a methodology that could be 
used by researchers. In addition to informing researchers about study design and implementation, 
there are implications for LMS and course developers. 
Recommendations 
Further research into dashboard impact should be considered. To overcome the 
limitations in this study, it is recommended that sample size be increased. In addition, where 
possible, entire classes should be included rather than only including volunteers. This study 
included small samples of students from different courses and at different levels in their program 
of study. More useful information may come from studying larger groups of more similar 
students. This study was also limited to a single eight-week session. Longitudinal studies that 
follow students over time may yield patterns that a single study may not be able to uncover. 
During the assumptions testing, several outliers were discovered in the data. Further 
exploration should be done to understand the reasons. While larger studies may result in smaller 
numbers of outliers, it will take additional resources beyond the scope of this study to find out 
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why the students departed so greatly from the rest of the class. Extraordinarily high word counts, 
for example, could be due to students using large amounts of quoted material (either with or 
without acknowledgement) in their discussion posts. A study with greater resources could better 
identify such outliers and take this into account during the analysis. 
The issue of persistence is complex and is impacted by many factors outside the scope of 
the study. These include billing and financial aid issues that would need to be taken into account 
in future studies. Students in different billing cycles can have different underlying persistence 
patterns that can overwhelm statistical signals with noise not related to the tool being studied. 
Longer terms studies can identify and adjust for these patterns. Persistence can also be 
influenced by time of year with students deciding to take off for holiday travel, family time, 
workplace issues, or other issues. A longer-term study can better control for these variables. 
Based on the factors described above, a more comprehensive study should be conducted. 
To address the limitation of self-selection and small sample sizes, the study should be conducted 
across a number of sections of classes, preferably of the same course. The dashboard treatment 
should be used in some of the sections, with others being used as a control. In addition, the study 
should be conducted over at least one year to reduce the impact of persistence issues being based 
on the student’s particular financial aid cycle (A, B) or time of year (corresponding with summer 
vacation, holidays, seasonal employment cycles, etc.). 
To identify issues with word-counts, the study should make use of a resource such as 
Turnitin.com or other plagiarism detector. Alternative measures may also be identified that are 
more indicative of student engagement than word counts are. While the current study did not 
have the resources to identify whether text was written by the student or others, to fully 
understand the usefulness of word counts as a measure of participation, it will be necessary to 
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incorporate the detection of material that did not originate with the student to correct the word 
count measure so that it only includes original material. 
A future usability study should also be conducted to ensure that students were 
comfortable with the tool. Having the tool directly incorporated into the LMS will make it more 
accessible to students. Training on the dashboard should be included along with the student 
orientation and training on the LMS. The use of the dashboards should be encouraged during the 
training as well as with periodic reminders. 
Larger data sets should make both the MANOVA and Chi Squared analysis more likely 
to accurately reflect the impact of the dashboard tool. In addition to being more robust in 
handling outliers, there should be fewer outliers, especially in the case of word counts, if text not 
written by the student can be more easily identified. A study with additional resources may also 
be able to better scrub the data and make informed decisions about how to handle outliers that 
violate the assumptions of the MANOVA statistical tool. 
Going forward, instructors, administrators, and LMS developers should work together to 
provide better access to dashboards for these stakeholders as well as for students. LMS 
developers should incorporate both student-facing and teacher-facing dashboards into the LMS. 
Providing real-time information about student participation can help to identify at-risk students. 
Instructors should develop interventions that can help these students succeed. 
This study serves as a proof of concept to explore the development, use, and impact of 
dashboards. There is still great interest in understanding and improving student participation, 
performance, and persistence. Further studies can build on what was learned, incorporating more 
robust samples to better understand the impact of dashboards on student behavior. 
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Summary 
There has been increasing pressure on postsecondary schools to improve student 
outcomes, especially in the for-profit sector where attention to high student loan levels has 
turned (Cellini & Darolia, 2017). At the same time, the population of non-traditional students is 
increasing (Buerck et al., 2013; Snyder & Dillow, 2015) and these students are at increasing risk 
of attrition (Simpson, 2013; Wolff et al., 2013). Such at-risk students may not be getting the 
early interventions that can improve success and retention (Lauría et al., 2013). 
Schools are increasingly turning to data driven analysis to try to understand and improve 
student outcomes (Ferguson, 2012a). While students can view their own activity, it is not always 
easy to view or interpret the overall activity of peers (Cohen & Nachmias, 2011). Data 
visualizations and dashboards have been the focus of researchers (Arnold & Pistilli, 2012; Corrin 
& de Barba, 2015; J. Kim et al., 2016; Maldonado et al., 2012; Santos et al., 2013; Verbert, 
Duval, et al., 2013). Much of this research has focused on dashboard design or dashboard 
acceptance by faculty rather than the impact on students when they have access to information 
about their peers. 
The present study represents an attempt to begin filling in the knowledge gap related to 
the impact of student facing dashboards. Specifically, the study looked at the impact on 
participation, performance, and persistence. A dashboard was developed to visually depict 
student activity in the course relative to that of their peers. Participation was measured by 
number of discussion posts and average word count of discussion posts. Performance was 
measured using the final grade for the course. Persistence was an indicator of whether the student 
registered for and attended class in the following 8-week session. 
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Data were collected during the study with a total of 64 students after eliminating students 
who dropped or did not participate from the study. Of these, 33 students were in the experimental 
group with access to the dashboard tool. The other 31 students represented the control group with 
no access to the dashboard tool. 
The dataset was analyzed in SPSS using MANOVA to determine whether there were 
significant differences in participation or performance between the two groups. Chi Squared 
analysis was used to determine if there were significant differences in persistence between the 
two groups. The results showed that there were no significant differences between those students 
in the experimental group and those in the control group. 
This study represents an initial effort at understanding the use and impact of student 
facing dashboards. Statistical tools were used to explore the impact of the dashboard on 
participation, performance, and persistence. No significant difference was found between the 
experimental and control groups, therefore, the hypotheses that use of the dashboard would 
impact student participation, performance, or persistence were rejected. These results do not 
support similar studies although the results are not conclusive. The study was limited by a small 
sample size of self-selected participants and by having a mix of students from different levels in 
their program of study. Future researchers should expand on this study using larger samples of 
non-self-selected, randomly assigned students. Further research is needed to fully understand the 
value of dashboards in education and their impact on student behavior and performance. 
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Appendix A 
SPSS Data 
Subject Course Faculty Course Group Views No of Posts Avg Word Count PercentPosttoPeers FinalGrade Persist 
34 100 1 13872967 2 0 22 329.54545450 0.909090909 97.84 1 
3 100 1 13872967 1 47 40 204.87500000 0.700000000 99.89 1 
1 100 1 13872967 1 14 36 73.83333333 1.000000000 31.02 1 
35 100 1 13872967 2 0 3 64.00000000 0.666666667 22.14 0 
4 100 1 13872967 1 2 53 89.52830189 0.773584906 86.02 0 
37 100 1 13872967 2 0 18 137.33333330 0.777777778 98.52 1 
36 100 1 13872967 2 0 19 71.73684211 0.789473684 81.02 1 
2 100 1 13872967 1 54 28 98.07142857 0.642857143 96.02 1 
5 100 2 13872981 1 2 5 136.20000000 1.000000000 54.44 0 
7 100 2 13872981 1 4 11 69.18181818 0.454545455 7.50 0 
6 100 2 13872981 1 0 17 67.05882353 0.117647059 57.50 1 
9 100 2 13872981 1 6 40 71.65000000 0.275000000 95.43 1 
39 100 2 13872981 2 0 35 122.25714290 0.257142857 100.00 1 
38 100 2 13872981 2 0 22 126.77272730 0.227272727 82.93 1 
40 100 2 13872981 2 0 13 63.61538462 0.230769231 74.51 1 
41 100 2 13872981 2 0 18 56.66666667 0.277777778 70.12 0 
8 100 2 13872981 1 7 22 65.86363636 0.500000000 74.60 1 
10 100 3 13873105 1 4 7 90.00000000 0.857142857 14.81 1 
11 100 3 13873105 1 30 27 145.66666670 0.370370370 98.23 1 
12 100 3 13873105 1 0 10 54.30000000 0.500000000 25.00 1 
44 100 3 13873105 2 0 24 145.79166670 0.750000000 99.49 0 
42 100 3 13873105 2 0 18 138.66666670 0.388888889 76.96 1 
43 100 3 13873105 2 0 24 65.16666667 0.583333333 78.61 1 
30 303 7 13873469 1 20 44 192.36363640 0.750000000 100.00 1 
29 303 7 13873469 1 0 6 62.83333333 0.833333333 29.33 0 
61 303 7 13873469 2 0 45 130.06666670 0.466666667 100.00 1 
14 100 4 13873484 1 5 23 48.69565217 0.173913043 92.95 1 
15 100 4 13873484 1 13 21 52.04761905 0.380952381 92.05 0 
45 100 4 13873484 2 0 22 47.50000000 0.636363636 92.16 1 
13 100 4 13873484 1 11 19 41.31578947 0.368421053 69.09 1 
46 100 4 13873484 2 0 27 81.25925926 0.555555556 96.70 1 
47 100 4 13873484 2 0 21 138.52380950 0.476190476 65.91 1 
48 100 4 13873511 2 0 8 45.75000000 0.625000000 15.23 0 
49 100 4 13873511 2 0 3 50.66666667 0.333333333 100.00 1 
51 100 4 13873511 2 0 10 47.00000000 0.000000000 72.31 0 
20 100 4 13873511 1 0 21 81.90476190 0.619047619 100.00 1 
17 100 4 13873511 1 5 9 89.11111111 0.444444444 32.31 0 
16 100 4 13873511 1 0 24 136.12500000 0.333333333 98.46 1 
52 100 4 13873511 2 0 21 157.76190480 0.380952381 100.00 1 
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18 100 4 13873511 1 14 27 76.59259259 0.259259259 98.92 1 
50 100 4 13873511 2 0 29 78.13793103 0.413793103 100.00 1 
19 100 4 13873511 1 11 24 95.16666667 0.333333333 93.23 1 
59 404 6 13873526 2 0 70 253.04285710 0.900000000 99.84 0 
60 404 6 13873526 2 0 45 95.60000000 0.977777778 98.37 0 
58 404 6 13873526 2 0 41 125.02439020 0.878048780 96.51 1 
27 404 6 13873526 1 44 41 152.39024390 0.878048780 99.92 1 
25 404 6 13873526 1 4 46 83.60869565 0.543478261 95.95 1 
27 404 6 13873526 1 26 42 142.07142860 0.690476190 98.41 1 
26 404 6 13873526 1 0 38 100.55263160 0.815789474 90.83 1 
54 115 5 13873532 2 0 22 62.00000000 0.454545455 20.77 1 
22 115 5 13873532 1 0 41 39.82926829 0.390243902 60.67 1 
55 115 5 13873532 2 0 10 77.10000000 0.900000000 54.62 1 
57 115 5 13873532 2 0 21 119.47619050 0.761904762 39.23 1 
23 115 5 13873532 1 0 12 53.00000000 0.666666667 62.50 1 
24 115 5 13873532 1 0 9 66.22222222 0.555555556 54.00 0 
56 115 5 13873532 2 0 19 61.78947368 0.684210526 62.00 1 
53 115 5 13873532 2 0 13 52.15384615 0.538461538 69.23 1 
21 115 5 13873532 1 0 29 101.79310340 0.655172414 87.00 1 
32 410 7 13873995 1 31 59 83.05084746 0.881355932 97.11 1 
33 410 7 13873995 1 34 40 131.05000000 0.925000000 99.33  
31 410 7 13873995 1 5 22 99.13636364 0.727272727 88.44 0 
62 410 7 13873995 2 0 37 110.37837840 0.513513514 88.09 1 
63 410 7 13873995 2 0 42 121.97619050 0.166666667 96.14 0 
64 410 7 13873995 2 0 36 143.47222220 0.305555556 63.40 1 
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Appendix B 
Invitation to Participate 
 
Subject: Research Study Participation Request 
Dear Student, 
I am a faculty member at DeVry University, and will be conducting a research study as 
part of the requirements for my Ph.D. dissertation. Your class has been selected to explore the 
use of educational dashboards. The purpose of the study is to determine if the use of the 
dashboard improves students’ performance. The information collected will help educators and 
researchers to improve the online experience for students. 
Your participation in the study is voluntary. 
The attached informed consent form will explain the study and your rights as a 
participant. Please review the information carefully before acknowledging. Please type or sign 
your name on the form, and return to ehill@devry.edu as soon as possible. 
If you have any questions, please contact me. 
 
Thank you, 
 
Edwin Hill, EdS 
2300 SW 145th Ave Miramar, FL 33027 
954-499-9813 
ehill@devry.edu 
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Appendix C 
Informed Consent 
 NOVA SOUTHEASTERN UNIVERSITY College of Engineering and Computing  
 
Consent Form for Participation in the Research Study Entitled The Effects of Student 
Activity Dashboards 
Funding Source: None.  
IRB protocol #: 2017-79-Non-NSU-Univ  
Co-investigator(s)  
Principal investigator(s)Edwin Hill, EdS 2300 SW 145th Ave Hollywood, FL 33027954-
499-9813 
 
For questions/concerns about your research rights, contact: 
Human Research Oversight Board (Institutional Review Board or IRB) 
Nova Southeastern University 
(954)262-5369/T011 Free: 866-499-0790 
IRB@nsu.nova.edu 
 
Site Information (if applicable) 
DeVry University 
3005 Highland Parkway 
Downers Grove, IL 60515 
 
What is the study about? 
This research study will look at student's use of a dashboard with visual indicators 
showing their activity in the course relative to the activity of their classmates. The 
purpose of this study is to find out whether using the dashboard helps students be 
successful in class. 
 
Why are you asking me? 
We are asking students to participate in the study in order to gain information that may 
be useful for schools, course designers, and other researchers. There will be 
approximately 60 to 90 students in the study. 
 
Initials: _______ Date: ____________  Page 1 of 4 
 
 
What will I be doing if I agree to be in the study? 
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Participants in the study will be randomly placed into two groups. Some of the students 
will have access to the experimental dashboard tool in their course, while others will 
not. Students with access may open the dashboard to see a visual indication of their 
activity such as discussion posts. Those that have access to the tool will be able to check 
it any time during the eight-week course. The dashboard only shows the individual 
student's activity compared to the average activity for the rest of the class. Other 
students will not directly see your activity, but your activity will be part of the average 
data shown to other students. 
 
Is there any audio or video recording? 
No. There will be no audio or video recording in the study. 
 
What are the dangers to me? 
There is minimal risk to the students. Students already have access to a variety of tools 
and resources in their online course. This is just one more tool that is being studied. 
Some students may feel discouraged or have anxiety if they are not doing as much 
activity as others in their class. Students who do not want to continue due to anxiety or 
any other reason may withdraw from the study at any point without consequence or 
impact to their grade or performance in the course. If you have any questions about the 
research, your research rights, or other questions or concerns, please contact Edwin Hill. 
You may also contact the IRB at the numbers indicated above with questions as to your 
research rights. 
 
Are there any benefits for taking part in this research study? 
Some students may find it helpful to have access to the activity dashboard so they can 
see how they are doing compared with the rest of the class. 
 
Will I get paid for being in the study? Will it cost me anything? 
There are no costs to you or payments made for participating in this study.  
 
Initials: _______ Date: ____________ Page 2 of 4  
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Appendix D 
             Sample Dashboard
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How will you keep my information private? 
The data being collected to generate the dashboard is data that is already in the online 
learning system that you are used to using. Data will be stored on a secure, encrypted 
server. Data will be retained for a minimum of 36 months from the conclusion of the 
study. All information obtained in this study is strictly confidential unless disclosure is 
required by law. The Institutional Review Board, regulatory agencies, and the 
dissertation chair for Edwin Hill may review research records. 
 
Use of Student/Academic Information: 
In addition to activity such as discussion posts, grade information will be collected. This 
information will help us evaluate whether the dashboard tool helps students. 
 
What if I do not want to participate or I want to leave the study? 
You have the right to leave this study at any time or refuse to participate. If you do 
decide to leave or you decide not to participate, you will not experience any penalty or 
loss of services you have a right to receive. If you choose to withdraw, any information 
collected about you before the date you leave the study will be kept in the research 
records for 36 months from the conclusion of the study and may be used as a part of the 
research. 
 
Other Considerations: 
If significant new information relating to the study becomes available, which may relate 
to your willingness to continue to participate, this information will be provided to you by 
the investigators.  
 
Initials: _______ Date: ____________ Page 3 of 4  
 
 
  93 
 
 
Voluntary Consent by Participant: 
By signing below, you indicate that this study has been explained to you have read this 
document or it has been read to you your questions about this research study have 
been answered you have been told that you may ask the researchers any study related 
questions in the future or contact them in the event of a research-related injury you 
have been told that you may ask Institutional Review Board (IRB) personnel questions 
about your study rights you are entitled to a copy of this form after you have read and 
signed it you voluntarily agree to participate in the study entitled The Effects of Student 
Activity Dashboards. 
 
Participant's Signature: _______________ Date:____________ 
 
Participant's Name: _____________            Date: ____________ 
 
Signature of Person Obtaining Consent: _______________________ 
Date: ______       Page 4 of 4  
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