Abstract-An important step in the initialization of a wireless ad hoc network is neighbor discovery in which every node attempts to determine the set of nodes it can communicate with in one wireless hop. In recent years, cognitive radio technology has gained attention as an attractive approach to alleviate the congestion within the frequency spectrum. A cognitive radio transceiver can operate over a wide range of frequencies possibly spanning multiple frequency bands. A cognitive radio node can scan the frequency spectrum and dynamically identify frequencies that it can use for communication without interference from other wireless devices in its vicinity.
I. INTRODUCTION
A cognitive radio (CR) node consists of a processing element (with memory, etc.) coupled with a wireless transceiver. The node has the physical ability to operate over a wide range of frequencies (channels). A CR node can scan the wireless spectrum that it is capable of operating on and identify parts of the spectrum that have no or very low activity. Parts of the spectrum that the CR node can operate on may be allocated to licensed users who are known as primary users. When primary users are not using their allocated spectrum, the CR nodes, also known as secondary users, can verify that the primary users are absent and can use the unutilzed/under-utilized spectrum for communication with other CR nodes. Thus, a CR node can find a set of channels in which it can communicate with other CR nodes and this channel set varies with time and geographical location. When a primary user arrives (starts using his/her allocated spectrum), the CR nodes in its vicinity need to switch to other channels that will not interfere with the primary user. Cognitive radios have been proposed as a way to increase the utilization of the currently designated spectrum [1] . Because of uneven propagation of wireless signals, two CR nodes that are geographically close to each other may perceive different subsets of channels available to them for communication. This makes the network heterogeneous. An important problem in a network of CR nodes is that of neighbor discovery. The neighbor discovery problem is non-trivial to solve for radio networks in general and for heterogeneous cognitive wireless networks in particular, due to the following reasons:
• A node does not know the IDs of its neighbors, nor the channels it can use to communicate with them.
• The available channel set of a node varies with time and location. The available channel sets may be heterogeneous among the network nodes, and two neighboring nodes can not communicate unless they are tuned onto a common channel.
• Due to diverse signal propagation characteristics on different bands(channels), a link that exists between two nodes on a channel c 1 may not exist on another channel c 2 , even though both c 1 and c 2 are in the available channel sets of both nodes.
• The CR nodes may be geographically scattered resulting in a multi-hop wireless network.
• A neighbor discovery algorithm needs to cope with collisions due to the absence of an underlying MAC protocol.
• A node may not know the size of its 1-hop neighborhood, which makes it difficult to terminate the neighbor discovery process timely without compromising the 100% discovery rate.
Related Work: Timely discovery of a node's neighbors is a critical issue in wireless networks as it typically facilitates the bootstrapping of other protocols such as MAC, routing and topology control, especially when the network is dynamic. Existing approaches to the neighbor discovery problem when nodes use omni-directional antennas can be classified into three categories, namely, randomized [2] - [5] , deterministic [6] - [9] , and multi-user detection-based [10] , [11] . Some of these solutions require a priori knowledge of the number of neighbors [3] - [5] and can provide only probabilistic guarantees, while we are focused on designing a deterministic algorithm with 100% discovery guarantee without knowing anything about network size or diameter beforehand. The solutions proposed in [10] , [11] are based on correlating the received signal with node signatures, and assume that nodes know a priori the correspondence between each nodes and its signature, but in our model, nodes have no knowledge about other nodes initially. Authors of [12] - [14] consider the problem of rendezvous between a few duty cycling nodes in the absence of synchronization information, typically in networks with strict energy constraints. In comparison, we are interested in the problem of efficient discovery of all one-hop neighbors in a multi-hop cognitive radio network. Some existing works exploit the use of directional antennas in neighbor discovery [15] - [18] .
Most of the above mentioned works assume a single channel wireless network, except for [5] , [6] , [8] , [9] which solve the neighbor discovery problem in multi-channel networks. However, [5] implicitly assumes homogeneous channel access (all channels are available to all nodes) and only considers a single hop network. [8] incurs a time complexity linear in the size of node ID space L (while [9] is an extension of [8] for multiple-interface networks.). Mittal et al. [6] reduce the time complexity of neighbor discovery to a sublinear function of node ID space, however, nodes are discovered in a strictly serial manner (at most one node is discovered by its neighbors in any slot), when heterogeneity in location and channel availability makes it possible to exploit concurrent transmission from multiple nodes. Besides [6] , [8] , [9] , we are not aware of any other work on neighbor discovery for heterogenous cognitive radio networks that provides deterministic guarantees and termination detection capability at the same time.
Our Contributions: We make the following contributions in this paper: (1) We present a distributed deterministic neighbor discovery algorithm ND IDC for a heterogeneous multi-channel cognitive wireless network with unknown topology. Our algorithm exploits transmission concurrency that is possible due to heterogeneity in node locations as well as in available channel sets. (2) We propose a termination detection scheme that allows every node to detect the completion of neighbor discovery process at all nodes in the network. (3) Through extensive experiments, we show that our algorithm reduces the time complexity by 97-98% compared to a recent deterministic algorithm [6] .
II. PROBLEM STATEMENT
We first discuss some important notations and concepts used in this paper, and then our system model and assumptions in detail. Lastly, we give a formal description of the 3 properties that guide the design of our algorithm. 
Now we discuss our models and assumptions.
• Unique Node Labels: We assume that each cognitive radio node is assigned a unique label as its ID selected from L = {0, 1, . . . , L − 1} and represented by a binary sequence. A node's label may be, for example, its MAC/IP address or CPU ID. We assume that L is a power of two, which implies that the network can contain at most L nodes. For example, L = 2 32 when IPV4 address is used as a node's label.
• Channel Model: We assume the existence of a universal channel set that contains the union of all channels that nodes in the network can operate on. However, channel availability at any given time may be heterogeneous across the network. We say that a channel is available to a node if it can communicate on the channel without causing interference to primary users. We use UCS = {c 1 , c 2 , . . . , c S }(S is the size of UCS) to denote the universal set of channels, and A(u) to denote available channel set of a node u. Note A(u) ⊆ UCS. Each node knows UCS and A(u) initially.
• Radio Model We assume each cognitive radio node has a single radio, which is capable of operating over multiple channels, but only on one channel at any given time. Further, a transceiver cannot transmit and receive at the same time. An execution of the system is divided into slots. In each slot, a node u can be in exactly one of the following three modes: (1) transmit mode on some channel in A(u), (2) receive mode on some channel in A(u), or (3) quiet mode when the transceiver is switched off. Hereafter, we use the terms "node" and "cognitive radio node" interchangeably.
• Network Model Two neighboring nodes have a (wire-less) link between them. This connectivity can be represented by an undirected graph. For convenience, we assume that the network is "connected" in the sense that there is a path between every pair of nodes where different edges in the path may be operating on different channels. Otherwise, neighbor discovery is simply performed in each "connected" component of the network. Note that subnetworks induced on any one channel may not be connected. Hereafter, we may use the terms "network(subnetwork)" and "graph(subgraph)" interchangeably.
• Collision Detection We assume that a reliable collision detection mechanism is being employed to distinguish between the case where two or more nodes in a node's neighborhood transmit and the case where no node transmits. Mittal etal [6] proved that, when the network size N is unknown, collision detection is necessary for a deterministic neighbor discovery algorithm to terminate in time that sublinear in the size of node ID space L. To summarize, our model assumes time is divided into synchronized slots and nodes start up neighbor discovery at the same time. At the beginning, a node u knows only S, UCS, A(u), L and label(u), and everything else is unknown. Our neighbor discovery algorithm is to satisfy the following properties:
• No false discovery: A node considers another node to be its neighbor only if the two nodes are neighbors of each other.
• Eventual discovery: Every node eventually discovers all of its neighbors on every channel.
• Termination: Neighbor discovery at every node eventually terminates.
III. BACKGROUND:BUILDING BLOCKS
Our neighbor discovery algorithms builds upon the building blocks flooding and regional leader election, discussed before in [6] . In this section, we describe a generalized version of these routines, which is essential to the design and analysis of our algorithms in a heterogeneous cognitive radio network. We omit the pseudocode which is similar to that in [6] .
A. Flooding EMPTY Messages
In standard flooding, a packet originates from a flood initiator and is eventually propagated to all reachable parts of the network. In contrast, nodes need to transmit only EMPTY messages within a given distance. We generalize this type of flooding as a function of two parameters denoted by F looding (d, H) , where d is the propagation distance in terms of hop count, and H is the participating network. The reason for this will become clear soon.
We first describe the flooding algorithm when H = G c , then we extend it for H = G. The execution of On a higher level, the execution of F looding(d, G) is equivalent to the parallel execution of flooding on all the channel-induced subnetworks of network G, i.e., S instances of F looding(d, G c )(∀c ∈ UCS). On a lower level, the execution still starts and ends simultaneously at all nodes, but takes d frames, each frame consisting of S slots(a node can operate on one channel during each slot). Nodes behave using the same rules as in F looding(d, G c ), except that a slot is replaced with a frame. When a node transmits(listens) in a frame, it transmits(listens) only during the slots corresponding to the channels in its available channel set.
Lemma 1. Algorithm F looding(d, H) takes d slots for H = G c , and S · d slots for H = G. By the end of the last slot, every node in H knows whether flooding has been initiated in its d-hop neighborhood.
Flooding is also a building block of regional leader election, which elects a leader in a limited scope (region) based on the bit sequences representing node IDs.
B. Regional Leader Election
Regional leader election allows the selection of a set of nodes that are located sufficiently apart from each other so that their concurrent actions do not interfere with each other. This is achieved by flooding EMPTY messages in order to eliminate competing nodes with lower IDs in a binary-search manner. We also denote regional leader election as a function of 2 parameters RLE(d, H) where d is the region radius and H is the participating network. We first describe RLE(d, H) when H = G c , and then extend for H = G, as we did for flooding.
RLE(d, G c ) starts and ends simultaneously at all nodes in network G c . It consists of log L rounds, and each round involves an instance of flooding which takes d slots. Each node is either active or passive. Initially, a set of competing nodes are active. Once a node becomes passive, it stays passive. Intuitively, a node is a candidate for a leader as long as it is active and is no longer a candidate once it becomes passive. We ensure that, after round i, there are at most
active nodes in any connected sub-network whose diameter 151 is at most d hops. Clearly, after log L rounds, any connected sub-network with diameter at most d hops contains at most one active node which then elects itself as a leader. We maintain the property that if two nodes within a distance of d hops from each other are still active at the end of round i then they have the same i most significant bits in their labels. Clearly, the property holds at the beginning. Assume that the property holds after i−1 rounds with 1 ≤ i < log L. Consider a node u that is still active at the beginning of round i. Let msb(u, i) denote the ith most significant bit in the label of node u. There are two cases depending on whether msb(u, i) is 1 or 0. If msb (u, i with F looding(d, G) .
by the end of RLE(d, H), a node is selected a leader if it is the competing node with the largest ID in its d-hop neighborhood in H.

IV. NEIGHBOR DISCOVERY WITH TERMINATION DETECTION
A widely used approach for neighbor discovery is direct discovery, in which a node discovers a neighbor only upon successfully receiving a transmission from it [16] . We propose a direct discovery algorithm that allows every node to discover all its neighbors on all its available channels. We also guarantee that every node will terminate the neighbor discovery process once all neighbors have been discovered. Mittal, et al. [6] developed a direct discovery algorithm that provides deterministic guarantees. In this paper, we exploit concurrent collision-free transmission in a heterogeneous cognitive radio network, to provide a faster solution to the neighbor discovery problem.
The execution of our neighbor discovery algorithm is divided into phases of equal length. Each phase consists of a certain number of neighbor discovery rounds followed by a termination detection operation, The next phase is executed only if termination conditions are not satisfied by the end of the current phase. At the end of the final phase, termination conditions are satisfied and all nodes terminate the algorithm at the same time. We first describe the a neighbor discovery round, and then we talk about the termination detection operation. We illustrate the the execution of a neighbor discovery phase in Figure 1a .
A. Round-Robin Neighbor Discovery
Each neighbor discovery round consists of S subrounds, each on a corresponding channel in UCS. Thus neighbor discovery is done on all channels in a round-robin fashion. A subround consists of a selection step followed by an advertisement step. In a selection step, only those nodes compete to become a leader that have not yet become a leader on the current round-robin channel so far; A subset of these nodes will be selected, and they transmit concurrently without colliding with each other in the the advertisement step.
(1) selection step: Execute 2-hop regional leader election RLE(2, G c ), where c current round-robin channel.
(2) advertisement step: A node advertises its ID on channel c and is discovered by its neighbors on c. Henceforth, we say a node advertises when it transmits a message containing it ID to its 1-hop neighborhood. Clearly, 2-hop regional leader election ensures that, if two nodes become leaders at the same time, they are at least 3 hops apart. In the advertisement step, a node u that has just become a leader, transmits a message containing its ID, and becomes inactive for leader election in the remaining slots of the neighbor discovery algorithm. It follows easily that u's message will be successfully received by all of its one-hop neighbors, as there is no other transmission going on within 2 hops of u.
Lemma 3.
The round-robin neighbor discovery algorithm ensure that every node will eventually discover its neighbors on all its available channels, and there is no false discovery.
B. Termination Detection
As a node does not have any information about its degree or network size, it may continue executing unnecessary neighbor discovery rounds even though all neighbors have already been discovered. A termination detection mechanism is necessary to terminate neighbor discovery while ensuring 100% discovery rate. We say neighbor discovery is locally terminated at a node u if u has already advertised to to all its neighbors on all the channels in its available channel set. We say neighbor discovery is strongly terminated if the algorithm is locally terminated at every node in the network. Strong termination may be a desirable property for distributed algorithms in ad hoc networks for several reasons: (1) The result of the current algorithm may be required by subsequent communication tasks; (2) All the nodes may be required to start the next task at the same time.
Timer-based termination detection has been employed in randomized algorithms, but it is very likely that the time chosen is either too large or too small. Global-statebased termination detection has been used in [6] , but the time complexity is proportional to the network size N . In comparison, we reduce the complexity by verifying global state based on an estimate of network diameter D, which is normally much smaller than network size.
Termination Detection Algorithm: In the neighbor discovery algorithm, only those nodes compete to advertise that have not finished advertising on all its available channels yet. We call such nodes latent nodes. In a termination detection operation, all nodes determine if there are any latent nodes left in the network. A latent node (if any) initiates EMPTY-message flooding throughout the network G, formally, all nodes execute F looding(D est , G), where D est is an estimation of the network diameter. (We will present an algorithm to compute D est in Section V.) By the end of S ·D est slots, every node will know whether flooding has been initiated by any latent node or not. Presence of at least one latent node indicates that neighbor discovery has not locally terminated at some nodes; Otherwise, the absence of latent nodes indicates that all nodes have locally finished neighbor discovery and hence they can exit the algorithm simultaneously.
Termination Detection Interval: We use TDI to denote the number of neighbor discovery rounds executed before the termination detection operation in each phase. We say a neighbor discovery round is useful if at least one node is selected to transmit in that round; otherwise, it is useless. In the final phase, it is possible that all nodes have advertised way before the termination detection operation and the remaining rounds become useless. For a given network, the number of useful neighbor discovery rounds is deterministic. Suppose the number of useful rounds is R and the number of useless rounds is R useless . Thus we have R ≤ N and R useless ≤ (TDI − 1) . Clearly, a neighbor discovery round takes (2 log L + 1)S slots, and a termination detection operation takes S · D est slots, thus the time complexity of the neighbor discovery algorithm will be R TDI S(D est + (2 log L + 1)TDI). If TDI is too small, termination detection operations are executed too frequently, which may incur a lot of overhead. For instance, when TDI = 1, the time complexity will be
For some networks where the network diameter is close to the number of nodes N , the time-complexity becomes O(N 2 S). On the other hand, if TDI is too large, the last phase may have a large number of useless discovery rounds, which also causes extra complexity. In the extreme case when TDI = ∞, which means infinitely many useless discovery rounds and infinite time complexity. We choose D est as the value of TDI, and the time complexity of neighbor discovery becomes O(S (R + D) log L). Although R is equal to N in the worst case, we will show (in Section VI and Figure 2c ) with extensive experiments that R is less than 2 , which is much smaller than N in a normal network.
Termination Detection Overhead: The overhead caused by termination detection may be large in the worst case analysis, however, our extensive simulation experiments ( Section VI and Figure 2d ) will show that in practise, termination detection turn out to be lightweight for networks of various sizes and density.
In the next section, we describe our diameter estimation algorithm, which is also a composition of the two building blocks of Section III.
V. FEEDBACK-BASED DIAMETER ESTIMATION
The diameter estimation algorithm starts and ends simultaneously at every node in the network, besides, it should be executed before the neighbor discovery algorithm because the latter needs to use its result as an input. The execution of diameter estimation is divided into phases of geometrically increasing length. In each phase, nodes execute an instance of a verification algorithm which verifies whether an estimate value is correct. The next phase is executed only if the current instance of the verification algorithm indicates that the current estimate is incorrect. We illustrate the execution of a phase in Figure 1b . Our algorithm maintains the property that the estimate is within a factor of 4 of the actual diameter, formally, D ≤ D est ≤ 4D. In a communication graph G, the eccentricity of a node v, denoted by ε v , is the maximum distance between v and any other node in G. The diameter estimation algorithm starts with phase 0 in which nodes verify whether eccentricity of some distinguished node(s) is at most 1; in phase k (0 ≤ k ≤ log D ), nodes verify whether the eccentricity of some distinguished node(s) is at most 2 k and, if it is not correct, they unanimously move to phase (k+1); In the final phase, nodes reach a consensus that the current eccentricity of a distinguished node is correct, say ε. It follows easily from graph theory that the diameter estimate should be set to D est = 2ε, and we have D ≤ D est ≤ 4D.
A. Eccentricity Verification
The verification algorithm designates some distinguished node(nodes) referred to as sources, within regions specified by the value being verified, and checks whether the network boundary lies within the region. If yes, the current eccentricity estimate is correct and nodes can terminate the diameter estimation stage; otherwise, nodes proceed to the next phase. The verification algorithm consists of 3 steps: source selection, boundary verification and feedback dissemination, all of are solely composed of the building blocks in Section III. Suppose nodes wish to verify that eccentricity is at most x.
Step 1: Source Selection: In step 1, we select a distinguished node as the source within a 2x + 2-hop neighborhood. Obviously, regional leader election on network G can achieve this selection,i.e. RLE(2x + 2, G) . Since all nodes participate in the verification algorithm and x may be less than the network diameter, there may be more than one source (leader). However, we do ensure that there is a unique source when the diameter is at most x. Besides, if two nodes become sources in the verification of x, they are at least 2x + 3 hops apart. The reason for this will become clear in the step 2.
Step 2: Boundary Verification: In the boundary verification step, a distinguished sources u elected in step 1 initiates an x-hop flooding of EMPTY messages. If there exists a node v more than x hops away from u, flooding can not reach node v. Upon detecting silence for all x slots, node v knows that it is more than x hops away from any source node, and thus generates a negative feedback: (the current eccentricity value is incorrect). This is also referred to as knowledge by silence. Conversely, if all nodes are within x hops from a source, each will detect noise or a clear message during some slot of flooding, and no negative feedback will be generated.
Step 3: Feedback Dissemination: During the feedback dissemination step, a negative feedback (if any) generated in step 2 needs to be disseminated to other nodes by flooding EMPTY messages. When a negative feedback exists, the entire network can actually be divided into sets, based on whether or not they are within the x-hop boundary of some source node. Let us denote them by within-boundary nodes (V in ) and out-of-boundary nodes (V out ) respectively. Clearly, only nodes in V in need to be informed of the negative feedback, as all nodes in V out have generated the feedback themselves. For any node u ∈ V in , there exists a source node s at most x hops from u, that is, d u,s ≤ x; moreover, there exists a node v ∈ V out exactly x + 1 hops from s, that is,
This means it takes at most 2x + 1 slots for any in-boundary nodes to learn a negative feedback. Thus, an out-of-boundary node initiates a (2x + 1)-hop flooding. By the end of the 2x+1 slots, every node is able to deduce whether the current value of x is correct: the presence of an initiator (negative feedback) indicates that x is incorrect and nodes proceed to the next phase; Otherwise, nodes terminate the diameter estimation algorithm with estimate D est set to 2x. 
VI. PERFORMANCE EVALUATION
We execute the diameter estimation algorithm before neighbor discovery, and denote this combination by ND IDC. In this section, we analyze the time and message complexity of ND IDC and compare it with the algorithm (denoted by ND SA,serial advertisement) of [6] . Through simulations, we also evaluate the average case performance of our algorithm.
A. Complexity Analysis
Time Complexity of ND IDC:
The time complexity analysis of neighbor discovery and diameter estimation have been discussed in Section IV and Section V, respectively, and we get the time complexity of ND IDC by adding them up. Therefore, the time complexity of
Message Complexity ND IDC: Now we analyze the message complexity of ND IDC, which again includes the message complexity of diameter estimation and neighbor discovery. (1) Diameter Estimation: During the source selection step, each node transmits at most once in each round. Therefore its message complexity is bounded by N log L. In boundary verification, each node transmits at most once, and message complexity is bounded by N . Similarly, the message complexity of feedback dissemination is also bounded by N . Thus, the message complexity of phase k is bounded by N log L + 2N = O(N log L), and the message complexity over log D + 1 phases is O(D log D log L). (2) Neighbor discovery: The selection step in a discovery round takes at most N log L messages, advertisements take N messages, and a termination detection operation takes at most N messages. Therefore, the overall message complexity is O(R N log L), where R is the number of useful neighbor discovery rounds.
Adding the above two, we get the message complexity of ND IDC: O(S N(R + log D) log L). We summarize the comparison of ND IDC and ND SA in Table II . As we discussed in previous sections, the value of R and D are normally much smaller in practical networks, therefore, our algorithm is faster than [6] in the worst case. We will soon verify with simulation results that the time complexity is significantly reduced. Time Message 
B. Simulation Results
We carry out simulations on a customized packet-level simulator which abstracts other layers of the network stack and focuses on the actual performance of algorithms. Our simulation setting consists of a uniform distribution of nodes over a 2D plane of area 500m×500m. Nodes have a uniform transmission range of 100m, ID space is 2 16 , S is 20. We compare the performance of ND IDC to that of the algorithm ND SA. Therefore, each simulation run consists of executing ND SA, and ND IDC on the same network.For a given network configuration, nodes are generated with unique IDs and randomly distributed in the plane. For each node, a random subset of UCS is generated as its available channel set. A central controller is available to verify the correctness of the neighbor discovery algorithm. We vary the network size from 100 to 1000. For each network size, the simulation is repeated 30 times, each corresponding to a different node placement and channel set assignment (that is, different topology). We measure the number of slots and messages for each algorithm in each run. Each data point shown in Figure 2 is an average over 30 runs. Figure 2a shows a significant reduction in time complexity for ND IDC, by 97-98% compared to ND SA. Also, the time complexity of ND SA is a step function, while ND IDC is smoother. Intuitively, our algorithms scale better to large cognitive radio networks. Figure 2b shows our improvement in timeliness comes at moderate cost of increased message complexity, by a factor of around 2 (ND IDC) in our simulations. We would like to emphasize that a majority of messages in our algorithms are EMPTY messages. Figure 2c shows that the number of useful neighbor discovery rounds needed for a network is bounded by 2 in the networks we simulated. Figure 2d shows that our termination detection is lightweight, contributing at most 3% to the total time complexity of neighbor discovery.
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VII. DISCUSSION Our neighbor discovery algorithm implicitly make the assumption that all nodes start executing the algorithm at the same time. This can be achieved by periodically initiating the neighbor discovery algorithm at pre-determined time instants (e.g., every hour starting from 10:00AM). This also helps in dealing with dynamism in the network which can be of two types: (1) nodes may join and/or leave the network during run-time, and (2) available channel sets at nodes in the network may change over time. Periodically executing neighbor discovery algorithm helps to deal with both types of dynamism.
To summarize, in this paper, we presented a distributed deterministic neighbor discovery algorithm for a heterogeneous cognitive radio network that allows multiple nodes to advertise simultaneously without interfering with each other and terminate the algorithm when all neighbors have been discovered. We analyzed the performance of our algorithm theoretically, and conducted simulations to show that it achieves superior performance in terms of time complexity when compared to a recent work on deterministic neighbor discovery in cognitive radio networks. Moreover, it guarantees 100% discovery rate with lightweight termination detection. We believe that our algorithms will be useful for applications that need rapid configuration after deployment.
