This special issue of Journal of Computer and System Sciences is devoted to papers on learning theory that were published in conferences during 2006. Preliminary versions of the papers included here were presented at one of the following conferences:
• 38th Annual Symposium on Theory of Computing (STOC 2006) , held in Seattle from May 21-23.
• 19th Annual Conference on Learning Theory (COLT 2006) , held in Pittsburgh from June 22-25.
• 23rd International Conference on Machine Learning (ICML 2006) , held in Pittsburgh from June 25-29.
• 47th Annual IEEE Symposium on Foundations of Computer Science (FOCS 2006) , held in Berkeley from October 22-24.
• 20th Annual Symposium on Neural Information Processing Systems (NIPS 2006) , held in Vancouver from December 4-7.
The six papers in this special issue offer a view from different perspectives on current research in learning theory. The first two papers deal with cryptographic and computational limitations on learning. They provide evidence for the intractability of learning disjunctive normal form expressions or intersections of halfspaces. The third paper provides a somewhat unexpected complexity-theoretic explanation of why it is hard to design efficient algorithms for learning certain classes of polynomial size-circuits. The authors of the fourth paper reconsider the well-known one-inclusion prediction strategy. They generalize it to apply to multiclass classification problems and provide a new analysis that leads to improved bounds. The fifth paper proposes a new model for exact learning circuits using experiments. Efficient algorithms in this model are presented provided that parameters like depth, fan-in, or gate types obey some restrictions. The last paper in this special issue presents a new agnostic active learning algorithm called A 2 that works in a very general noise model.
While the authors were invited to submit their papers to this special issue, all papers went through the standard refereeing procedures of this journal. We would like to thank the authors and the referees for their help in making timely publication of this special issue possible. This issue could not have been produced without them.
