We study a class of stochastic control problems where a cost of the form
is to be minimized over control processes Y whose increments take values in a cone Y of R p , keeping the state process X = x + B + GY in a cone X of R k , k ≤ p. Here, x ∈ X, B is a Brownian motion with drift b and covariance Σ, G is a fixed matrix, and Y
• is the RadonNikodym derivative dY /d|Y |. on X o are considered with a polynomial growth condition and are required to be supersolution up to the boundary (corresponding to a "state constraint" boundary condition on ∂X). Under suitable conditions on the problem data, including continuity and nonnegativity of ℓ and h, and polynomial growth of ℓ, our main result is the unique viscosity-sense solvability of the PDE by the control problem's value function in appropriate classes of functions. In some cases where uniqueness generally fails to hold in the class of functions that grow at most polynomially (e.g., when h = 0), our methods provide uniqueness within the class of functions that, in addition, have compact level sets. The results are new even in the following special cases: (1) The onedimensional case k = p = 1, X = Y = R + ; (2) The first order case Σ = 0; (3) The case where ℓ and h are linear. The proofs combine probabilistic arguments and viscosity solution methods. Our framework covers a wide range of diffusion control problems that arise from queueing networks in heavy traffic.
Introduction
This paper is concerned with a class of singular stochastic control problems with state constraints. The controlled diffusion process takes values in a closed convex cone X. The cost is of the form (0.1), and the running cost, ℓ, is not assumed to be bounded. The corresponding dynamic programming equation (0.2) is considered with a polynomial growth condition, and the role of a boundary condition on ∂X is played by the requirement that the solution be a supersolution up to the boundary. It is well known that classical solutions to Hamilton-Jacobi-Bellman (HJB) type equations do not exist in general, and that an appropriate partial differential equations (PDE) framework is via the notion of viscosity solutions (cf. Section 2). Our main result is the characterization of the value function for the problem as the unique viscosity-sense solution of (0.2).
For an introduction to viscosity solutions and a list of relevant literature the reader is referred to Crandall, Ishii and Lions [8] . Much of the motivation and first examples of this theory came from problems in optimal control. See Bardi and Capuzzo-Dolcetta [1] and Fleming and Soner [15] for accounts on viscosity solutions in deterministic and stochastic control and differential games. Control problems with state constraint were studied in the viscosity solution framework in the monograph by Lions [25] for the deterministic (first order) case. The relation between control with state constraint and viscosity supersolutions of the corresponding PDE on the boundary was first observed and developed by Soner [30] . It was extended to more general first order equations by Capuzzo-Dolcetta and Lions [6] . For stochastic control with state constraints (and no singular term), see the recent work of Ishii and Loreti [22] and references cited therein. See also Duffie, Fleming, Soner and Zariphopoulou [10] and references therein for models in mathematical finance with state constraints.
Many authors have contributed to the study of singular control of diffusions. One dimensional problems were studied by direct analysis by Beneš, Shepp and Witsenhausen [2] , Karatzas [23] and Harrison and Taksar [18] . HJB-type PDE associated with singular stochastic control were studied for their classical and weak (a.e.-sense) solutions by Evans [14] , Menaldi and Robin [27] , Chow, Menaldi and Robin [7] and Ishii and Koike [21] . Contributions to viscosity solutions for such HJB equations include Fleming and Soner [15] , Martins, Shreve and Soner [26] , and Shreve and Soner [29] . In [26] , the authors consider a two dimensional model that arises from the heavy traffic analysis of a queueing network and corresponds to a problem of the type studied in the current paper (with linear ℓ and h = 0). The authors use the viscosity solution framework to establish asymptotic optimality of proposed control schemes. The model studied in [29] arises from a problem in mathematical finance. The role of the singular control there is, in a sense, antipodal to its role in the current model: it is possible to force the state process to move to the origin and remain there, whereas in the current model it will be seen that the control can only contribute to a motion away from the origin (in the sense of equation (2.2)).
Some of the papers that address uniqueness of solutions to HJB equations on unbounded domains are as follows. The paper [27] mentioned above investigates a class of singular control problems (without state constraints and with h = 0) and gives various results on characterization of the value function as the maximal or the unique solution of the associated PDE in a suitable weak sense; however viscosity solutions are not considered there. In [10] , the authors study a drift control problem with state constraints and prove uniqueness within a class of concave functions. Results for a broad family of second order degenerate elliptic PDE appear in Ishii [20] and [8] ; however the results on unbounded domains therein, do not cover PDEs associated with singular control or state constraints. Crandall and Lions [9] consider first order equations on unbounded domain, and, motivated by problems in optimal control, extend previous results on uniqueness within uniformly continuous functions (see references therein) to continuous sub-exponential functions. All of the results mentioned above fail to cover PDEs of the form (0.2). The delicate nature of the uniqueness problem in the current setting can be seen from several simple one dimensional examples, that are provided in Section 2, where uniqueness fails. In particular when h = 0, uniqueness may fail to hold in the class of functions that grow at most polynomially. In such cases, our approach establishes uniqueness within the class of functions that, in addition, have compact level sets.
A primary motivation for the problems considered in this paper comes from controlled queueing systems in heavy traffic. A formal diffusion approximation of such systems leads to a class of problems referred to as Brownian control problems (BCPs) (cf. Harrison [16, 17] ). These in turn can be transformed using techniques introduced in Harrison and Van Mieghem [19] , to singular control problems with state constraints, of the form considered in this paper. We will demonstrate that our result on the PDE characterization of the value function covers control problems arising from a broad family of stochastic networks (See Section 3).
We now remark on some of the key steps in the proof of our main result. There are two natural ways to define a value function for the problem. A strong formulation, in which infimum of the cost is taken over control processes Y adapted to the Brownian motion, and a weak formulation, where the infimum ranges over all filtered probability spaces and all control processes adapted to the underlying filtration. Denoting the two resulting value functions by V and V , it is clear that V ≤ V (see Section 2, equations (2.12), (2.13) for precise definitions). Solvability of the PDE by both V and V is established by means of two different dynamic programming principles (DPPs) (Propositions 5.1 and 5.2). While the DPP associated with V is quite standard and is essentially a consequence of the strong Markov property of Brownian motion, the DPP for V is less straightforward. The latter relies on a representation of V as the infimum of the cost over controls that are, in an appropriate sense, of feedback form (cf. Section 5). Results of this type are well understood for absolutely continuous controls (cf. [4] ), and go back to a fundamental martingale representation result due to Wong [32] . However, in presence of singular control and state constraint, our result on the DPP for V appears to be new. The proof also makes use of the so called Skorohod problem to account for the state constraint. For a DPP for singular control problems (without state constraints), see [27] .
The proof of uniqueness of solutions is carried out first for a mixed Dirichlet state-constraint boundary value problem on a bounded domain, and then lifted to the unbounded domain. Uniqueness on bounded domain uses tools from the theory of viscosity solutions, and although several key ingredients in the argument have been well developed in the literature, it appears that this paper is the first to prove uniqueness of viscosity solutions of the HJB equation for a stochastic singular control problem with state constraints. This treatment could, in fact, be carried out for a much more general second order degenerate elliptic operator than L. The limitation put on the operator comes from our treatment of the problem on unbounded domain, where certain estimates on the dynamics are used crucially (namely, (4.10)-(4.12)).
As already mentioned, the literature on second order degenerate elliptic PDE on unbounded domains fails to capture uniqueness for equation (0.2). Our approach uses a verification argument, that compares an arbitrary solution u to the value function V . More precisely, it is first shown that u solves a singular control problem on a bounded domain, with an exit cost equal to its value on the boundary, giving a variational representation for u similar to a DPP (cf. Proposition 6.1). It is here that the uniqueness result on bounded domain is required. This sets the ground for comparing V with u by means of constructing an admissible control for one problem using the other and considering the control problem for u on an increasing sequence of domains. In such a construction, a large time sub-exponential estimate on the controlled process is crucially used in obtaining the inequality u ≤ V . For the inequality V ≤ u, a control process for the problem associated with V is constructed by suitably patching together a sequence of controls for the bounded domain problems.
The paper is organized as follows. Some notation is introduced at the end of this section. Section 2 introduces the control problem setting, the PDE, the main result and some examples of non-uniqueness. Section 3 demonstrates the applicability of the main result to problems that arise from queues in heavy traffic. Section 4 contains the bounded domain problem formulation and some preliminary lemmas. Section 5 proves solvability of the PDE by the value functions, based on the DPPs. Sections 6 and 7 establish uniqueness on bounded, and respectively, unbounded domain. In Section 8, the DPPs are proved. Finally, some auxiliary results are provided in the Appendix.
The following notation will be used.
For α ∈ R n , |α| denotes the Euclidean norm.
For a set S ⊂ R n , C 2 (S) denotes the space of twice continuously differentiable functions on S. C c (S) denotes the class of continuous functions f on S for which all level sets {x ∈ S : f (x) ≤ r}, r ∈ R, are compact. C pol (S) denotes the class of continuous functions f on S for which there is a constant a = a(f ) such that |f (x)| ≤ a(1 + |x|) a , x ∈ S. C b (S) denotes the class of continuous and bounded functions on S. C + (S) denotes the class of nonnegative continuous functions on S,
For a function f : [0, ∞) → R n write |f | * t = sup s∈[0,t] |f (s)|, and |f | t for the total variation of f over [0, t] with respect to the Euclidean norm. For a process X, we use X(t) and X t interchangeably.
Denote B ε (x) = {y ∈ R k : |x − y| < ε}. S d−1 denotes the unit sphere in R d . Infimum over an empty set is regarded as ∞. c, c 1 , c 2 , . . . denote positive deterministic constants whose values may change from the proof of one result to another.
A function from [0, ∞) to some metric space E is RCLL if it is right-continuous on [0, ∞) and has left limits on (0, ∞). A process is RCLL if, with probability one, its sample paths are RCLL. If ξ is RCLL denote ∆ξ(t) = ξ(t) − ξ(t−) for t > 0 (see Section 2 for a convention regarding ∆ξ(0)).
Setting and main result
A filtered probability space Φ = (Ω, F, (F t ), P, B), satisfying the usual hypotheses, endowed with a k-dimensional (F t )-Brownian motion B with drift b and covariance Σ is said to be a system. Denote by (F t ) the P-completion of the filtration generated by B. We say that C is a cone of R d if C ⊂ R d , and if c ∈ C implies αc ∈ C, for all α ≥ 0. We consider a control problem in which a p-dimensional control process Y , whose increments take values in a cone Y (in a sense made precise below), keeps a k-dimensional process X(t) . = x + B(t) + GY (t) in a cone X, where G is a fixed k × p matrix of rank k (k ≤ p). The k-dimensional cone GY is denoted by U. Our precise assumptions on the cones and related notation are described in what follows. X [resp., Y, U] is a closed convex cone of R k [R p , R k ] with non-empty interior. It is assumed that
We remark that, unless Σ is degenerate, the above condition is necessary to guarantee the existence of controls; nonetheless, (2.1) will be assumed even for degenerate Σ. Since U has non-empty interior, (2.1) implies that there exists a unit vector
The unit vector u 0 and the non-zero vector y 0 will be fixed throughout. Assume moreover that there exist a unit vector u 1 ∈ R k , a unit vector y 1 ∈ R p , and a constant a 0 > 0 such that
A process is said to have increments in Y if, with probability one, its sample paths have increments in Y.
Definition 2.1 (Admissible control) An admissible control Y for the system Φ and the initial data x ∈ X is an (F t )-adapted RCLL process with increments in Y for which the process
satisfies X(t) ∈ X, t ≥ 0, P-a.s.
By convention, Y (0−) = 0 and X(0−) = x. The pair (X, Y ) [resp., the process X] is referred to as an admissible pair [controlled process associated with Y ] for Φ and x. The class of admissible controls for Φ and x is denoted byĀ(Φ, x), and the class of (F t )-adapted admissible controls is denoted by A(Φ, x). When there is no confusion we refer toĀ(Φ, x) [resp.,
Before introducing the cost functional, we fix some notation. Associated with a nondecreasing
Note that with this notation, the Stieltjes integral
Let y : [0, ∞) → Y be an RCLL function with increments in Y, and note that by (2.2) it has bounded variation over finite intervals. Then it can be written as
where y • , the Radon-Nikodym derivative dy/d|y|, is a measurable function with values in Y ∩ S p−1 (see Lemma 9.1 in the appendix). Let h : Y → R be a continuous function satisfying the radial homogeneity condition 6) for every function f for which the right-hand side is well defined. The notation y • and f h(dy) of (2.4) and (2.6) is used throughout. In a similar manner, given a system Φ and an {F t }-adapted RCLL process Y with increments in Y, we can find an {F t }-progressively measurable process
s d|Y |(s) (and clearly the value of the integral is independent of the choice of such {Y • t }). For this statement see Lemma 9.1. Once more, we will abbreviate [a,b] 
The cost associated with given system Φ, initial data x ∈ X and admissible pair (X, Y ) is given as
where, here and throughout, E denotes expectation with respect to P, and β > 0 is a constant.
Remark 2.1 (a) In order to formulate the control problem, one needs to define h only on Y∩S p−1 . However, the radial homogeneous extension of such h to all of Y will turn out to be convenient. (b) In the special case where h is linear, say h(y) = h 0 · y, the integral in (2.6) is same as f (s)h 0 · dy(s). (c) The definition (2.6) reflects the formal identity, h(dy/d|y|)d|y| = h(dy), suggested by the radial homogeneity of h. Of course, the notation f h(dy) should not be confused with a Lebesgue integral against a measure h.
Following are our assumptions on ℓ and h. The function ℓ is in C + (X) and there exist constants
Note that m ℓ = 0 corresponds to the case that ℓ is bounded. Let mod(r, δ) . = sup{ℓ(x) − ℓ(y) : x, y ∈ X ∩ B r (0) : |x − y| ≤ δ} denote the modulus of continuity of ℓ on B r (0). It is assumed that
where m(0+) = 0. Note that (2.9) is clearly satisfied if ℓ is a polynomial. In addition to (2.5), the function h is assumed to be (globally) Lipschitz, convex, and nonnegative on Y. All assumptions mentioned thus far apply throughout this paper. At several places we will also use the following conditions, under which sharper results will be obtained. We will explicitly refer to them when they apply: Either Σ is non-degenerate or u 1 · b > 0; (2.10)
We will consider two notions of value function for the control problem. Let (2.12) where in the outer infimum Φ ranges over all systems, and let
Given any two systems Φ and Φ, for every Y ∈ A(Φ, x) one can find Y ∈ A( Φ, x) such that ( B, Y ) is equal in law to (B, Y ), and thus V does not depend on Φ.
Consider now the equation
where L denotes the differential operator
and 16) where , subsolution] of (2.14) on S if for all x ∈ S and all ϕ ∈ C 2 (S) for which ψ − ϕ has a global minimum [maximum] at x one has
(2.) ψ is said to be a constrained viscosity solution of (2.14) on X if it is a viscosity supersolution of (2.14) on X and a viscosity subsolution of (2.14) on X o .
Our main result characterizes the value function as a constrained viscosity solution of (2.14).
) Solvability. V and V are constrained viscosity solutions of (2.14) on X. 
Remark 2.3
If ℓ is convex and h is linear, the equality of V and V is an immediate consequence of Jensen's inequality.
Stochastic networks
In this section we discuss applications of our result to BCPs. The formulation introduced here is used only in this section, and readers who are not interested in this aspect can safely skip it without losing continuity. As mentioned in the introduction, BCPs arise from queueing control problems considered in their formal diffusion limit and they often can be transformed into singular control problems of the form studied in this paper. The transformed control problem is sometimes referred to in the literature as the equivalent workload problem. Our objective in this section is to describe how our results apply to equivalent workload problems corresponding to a broad family of stochastic networks. To this end, we first define BCPs and quote results of [19] regarding reduction to a singular control problem (no attempt is made to discuss the underlying queueing model or how the BCP arises from it). BCPs were introduced by Harrison in the important work [16] (see [17] for more general formulation). Our presentation follows [19] . Let
where (Ω, F, (F t ), P) is a filtered probability space satisfying the usual hypothesis, and ( B(t); t ≥ 0) is an m-dimensional (F t )-Brownian motion, with drift b and covariance Σ. The problem data of a BCP is an m × n matrix R, a p × n matrix K and a vector z ∈ R m + (termed input-output matrix, capacity consumption matrix and, respectively, initial inventory vector). We follow the notation of [19] as far as dimensions of vectors and matrices are concerned, except that we use the symbol k in place of [19] 's d. The matrix K is assumed to have rank p (p ≤ n). 
Denote by A( Φ, z) the class of all admissible controls for the BCP associated with Φ and z. The goal is to minimize
where ℓ ∈ C + (R m + ), and
= GY, and note that both X and U are subsets of R k . Define ℓ :
Assume there exists a continuous function g :
, the singular control problem of Section 2, and in particular,Ā(x) and V are well defined.
Theorem 3.1 (Harrison and Van
In fact, [19] give an explicit way of constructing an L from a Y such that J( Φ, z, L) = J(Φ, x, Y ) (where Φ consists of the same filtered probability space as Φ and is equipped with the Brownian motion B).
We now list some sufficient conditions for our characterization results to hold. For example, if ℓ is linear, nonnegative on R m + , and vanishes only at zero, conditions (2.8) and (2.9) are satisfied (in fact, ℓ is piecewise linear and m ℓ = 1). From Theorem 2 of [3] it follows that (3.3) holds as well. Next, if G and M have full rank then X and U have non-empty interior as subsets of R k , as required. In case that M and G have nonnegative entries, (2.2) is satisfied with any fixed unit vectors u 1 and y 1 in the respective positive orthant. Finally, let us assume that Σ is non-degenerate. These assumptions hold for a broad family of stochastic networks. Under the heavy traffic condition (cf. Assumption 1 of [17] ) one can choose G with nonnegative entries (see equation (3.12) ibid.). Conditions for a nonnegative choice for M have been given in Theorem 7.3 of [5] . In particular, these conditions hold for open multiclass queueing networks (cf. Section 3.1 ibid.), parallel server networks (cf. Section 3.2 ibid.) and several other classes of unitary networks (see Corollary 7.4 ibid.). As a result, these families of networks are covered under our characterization results.
Preliminary results
In this section we study some basic properties of the value functions V and V (cf. (2.12), (2.13)) as well as those of the value function of an analogous problem on a bounded domain, defined below. For r > 0, denote
We will always write X c r for X \ X r . By (2.2), X r and ∂ r are bounded sets. Fix a system Φ, and let A(x) = A(Φ, x). For Y ∈ A(x), let X = x + B + GY be the corresponding controlled process, and set σ = σ(r) as σ .
Let φ be any function in C + (∂ r ). Define for x ∈ X r and Y ∈ A r (x) the cost for the bounded domain problem
where here and throughout we use the convention that, on the event
, and e −βσ f (X σ ) = 0. Let also V r = V r,φ be defined as
The notation,Ā r (Φ, x), J r (Φ, x, Y ) and V r (x) is used analogously toĀ(Φ, x), J(Φ, x, Y ) and V (x) defined in Section 2.
We first state and prove a result related to the Skorohod problem [11, 12] . 
The notation Γ and Γ is kept throughout this paper.
Remark 4.1 Clearly Γ(z) = z +G y 0 Γ(z). The lemma will help us construct one admissible control from another, as follows. If X = x + B + GY is the controlled process for a Y ∈ A(x) then letting ζ = Γ( x + B + GY ), the process Y = Y + y 0 ζ is seen to be admissible for x.
Proof. Let S be the collection of all unit vectors s ∈ R k such that {ξ ∈ R k : s· ξ ≥ 0} ⊃ X. Then one has the following representation for X (cf. [28] ):
Recall that u 0 ∈ X o . For ξ ∈ R k let π(ξ) denote the projection of ξ onto the boundary ∂X along u 0 . Explicitly, π(ξ) = ξ + α(ξ) u 0 , where
It is elementary to check that the range of π is ∂X and that π is globally Lipschitz.
and x = z + u 0 v. Then using the fact that π(z(t)) = π(x(t)), it is not hard to check that
Since both u 0 and π(x(t)) are in X, this shows that x(t) ∈ X, and part (1) of the lemma is established. Parts (2), (3) and (4) follow by construction and the fact (used in proof of (2)) that π is globally Lipschitz.
Recall that h is radially homogeneous and convex. This is easily seen to imply that
As a result we have the following.
Lemma 4.2 Let Y 1 and Y 2 have increments in Y and set
Let, for i = 1, 2, µ i be a σ-finite measure on (R + , B(R + )) defined as
where B(R + ) is the Borel σ-field on R + . If µ 1 and µ 2 are mutually singular, then (4.7) holds with equality.
Proof. Along the lines of [15] , p. 320, let
for Borel B ⊂ [0, ∞), and define similarly Y i , dξ i , d ξ i and µ i for i = 1, 2. By (2.2), a 0 |y| ≤ y 1 · y ≤ |y| for y ∈ Y. Hence µ and µ are mutually absolutely continuous, and a similar statement holds for µ i and µ i , i = 1, 2. Since Y = Y 1 + Y 2 and Y i are non-decreasing, clearly µ i is absolutely continuous with respect to µ, for i = 1, 2. This shows that µ i is absolutely continuous with respect to µ, and we denote by dξ i /dξ the respective Radon-Nikodym derivatives. Thus
By (4.6),
and as a result
Next, suppose that µ 1 and µ 2 are mutually singular. Then there are disjoint sets
. Since (4.6) holds with equality whenever either y or z vanishes, (4.8) holds with equality, and so does (4.9).
Proof. We will only prove the result for V . The proof for V is similar. Assume without loss of generality that A(x + Gy) is nonempty. Let Y ∈ A(x + Gy). Then the corresponding controlled process X = x + Gy + B + GY takes values in X. Set Y = y + Y and X = x + B + GY . Clearly X = X, and Y has increments in Y, and therefore Y ∈ A(x). Also ∆Y (0) = y + ∆Y (0), and therefore by (4.6), h(∆Y (0)) ≤ h(y) + h(∆Y (0)). Thus
Since Y ∈ A(x + Gy) is arbitrary, the result follows.
In the proof of the next result, and several times in the paper, we use the fact that if X is the controlled process corresponding to some Y ∈ A(x), then by (2.2), for 0 ≤ t ≤ s < ∞,
As immediate consequences of this inequality we have
Lemma 4.4 There exist constants a 1 , a 2 , a 3 > 0 such that
The above inequality also holds with V replaced by V .
Proof. Once more we will only prove the result for V . Let x ∈ X and define Y = y 0 Γ(x + B) and X = Γ(x + B). Then X = x + B + GY , and it follows from parts (1) and (3) of Lemma 4.1 that Y ∈ A(x).
Denoting by 0 the zero trajectory in R k , it is clear that Γ(x + 0)(t) = x, t ≥ 0. Hence by Lemma 4.1(2), |X(t) − x| + |Y (t)| ≤ c 1 |B| * t . With the notation of the proof of Lemma 4.2, the Radon-Nikodym derivative of µ w.r.t. µ is bounded above by a −1 0 , as follows from (2.2). Thus
(4.13) By (2.8) and (4.13),
where c 2 , c 3 , c 4 do not depend on x. By (2.8) and (4.11), for every admissible Y ,
where c 7 , c 8 > 0 are independent of x and Y .
Lemma 4.5 V and V are continuous on X.
Proof. We will only consider V . Fix r > 0, and given arbitrary ε ∈ (0, 1), consider x 1 , x 2 ∈ X∩B r (0) with |x 1 − x 2 | < δ < 1, where δ > 0 will be chosen later. Fix Y 1 ∈ A(x 1 ) such that 14) and let X 1 be the corresponding controlled process, namely
and X 2 is the corresponding controlled process. Note that
Hence, by Lemma 4.1
where c 1 does not depend on t, x 1 and x 2 . Assume that δ is small enough so that c 1 δ < 1. In particular this shows that [0,∞) e −βt dZ(t) ≤ c 2 δ, and thus by (2.8), (2.9), Lemma 4.2 and Lemma 4.4 we have
Choosing δ so small that the expression on the last line is bounded by ε/2, we conclude that
Since r is arbitrary, V is continuous on X. For x ∈ X r and v ∈ U for which there exists ρ > 0 such that x + ρv ∈ X c r , let
Clearly x + γ r (x, v)v ∈ ∂ r for x, v as above, and
Lemma 4.6 Let φ ∈ C + (∂ r ) and suppose that (2.10) holds. Then V r,φ is continuous on X r .
Proof. Below we use implicitly the fact that, in the definition of V r , the values X and Y take on the interval (σ, ∞) are immaterial. Fix ε > 0 and consider all x 1 , x 2 ∈ X r with |x 1 − x 2 | ≤ δ ≤ 1/2, where δ > 0 will be chosen later. Let Y 1 ∈ A r (x 1 ) be such that 19) let X 1 be the corresponding controlled process, X 1 ≡ X x 1 . = x 1 + B + GY 1 , and let σ 1 be the corresponding exit time. Let Z = Γ(x 2 + B + GY 1 ) and X = Γ(x 2 + B + GY 1 ). By Lemma 4.1 (1, 3) , Z is R + -valued, adapted, RCLL and nondecreasing, and X(t) ∈ X, t ≥ 0. Also, by Lemma 4.1(4), Γ(x 1 + B + GY 1 ) = 0, hence by Lemma 4.1 (2) ,
and
Note that X 2 (σ 2 ) ∈ ∂ r . Hence X 2 is well defined until σ 2 , the first time it exits X r . We leave X 2 undefined on (σ 2 , ∞). Below we sometimes write U i for GY i , i = 1, 2.
Note that σ 2 ≤ σ 1 . By (4.17) and (4.21), the random variable ∆X 2 (σ 2 ) is U-valued and F σ 2 -measurable, and since
we see that Y 2 ∈ A(x 2 ) and X 2 is the corresponding controlled process. On the time interval [0, σ 2 ) we have
and therefore by Lemma 4.1,
and similarly
where c 1 does not depend on t, x 1 , x 2 and δ.
We show that there exists a constant c not depending on x 1 , x 2 and δ such that
Different arguments are used in the two cases below.
Therefore by (2.2) and (4.24)
Combining (4.24) and (4.26) we get
Since X(τ −) ∈ X r and X(τ ) ∈ X c r , it follows from (4.18) that γ . = γ r (X(τ −), ∆X(τ )) ≤ 1. With (4.21) we have ∆Y 2 (σ 2 ) = γ∆Y (σ 2 ) = γ∆Y 1 (σ 2 ) + γ y 0 ∆Z(σ 2 ). Thus by the Lipschitz property of h and (4.20) 
Thus using (4.24):
Combining (4.24) and (4.29), the estimate (4.27) holds for an appropriate constant c 2 . Now, by (4.21) and (4.22),
and since σ 1 = σ 2 , we have by (4.23) and (4.27) that Let
Recalling the convention e −βσ f (X σ ) = 0 when σ = ∞,
The estimate c 7 δ in the last line above follows on using Lemma 4.2, (4.20) and (4.25). By (4.27), since
Note that, if either Σ is non-degenerate or u 1 · b > 0, we have that for each fixed α, λ 1 (α, δ) → 0 as δ → 0. Moreover, writing
Using (4.32) and (4.33) in (4.31) we obtain
Note that E(m(2λ 2 (α))) → 0 as α → 0 since m 2 is uniformly bounded (bound only depends on r) and λ 2 (α) → 0 as α → 0. Choose α small enough and then δ small enough so that the right-hand side is bounded by ε/2. Combining this with (4.19) we have that V r,φ (x 2 ) ≤ V r,φ (x 1 ) + ε whenever |x 1 − x 2 | ≤ δ. This proves the continuity of V r,φ on X r .
The following lemma shows that the infimum in the definition of V (x) [ V (x)] in (2.13) [resp. (2.12)] can equivalently be performed over a class of admissible controls under which the controlled process's moments are finite and sub-exponential in the time variable.
Lemma 4.7 For x ∈ X and a system Φ, let
where X Y is the controlled process corresponding to Y . DefineĀ F (Φ, x) similarly by replacing A(Φ, x) above byĀ(Φ, x). Then
Proof. We will prove (4.34). The proof of (4.35) is identical. Fix x ∈ X. Given p > |x|, an admissible control Y and the corresponding controlled process X for which J(x, Y ) < ∞, let λ p = inf{t : u 1 · X(t) ≥ p}. Note that λ p may assume the value 0. Let
where 1 [0,λp) is understood as zero in case λ p = 0 and X(0−), by convention, equals x. Set
By Lemma 4.1, Y p is an admissible control and X p is the corresponding controlled process. Denote
. Clearly X p takes values in X and therefore X p = Γ( X p ). Thus by Lemma 4.1, on {λ p < ∞},
Thus by (4.36) the right-hand side of (4.37) is an upper bound for
A similar argument using the fact that Γ( X p ) = 0 shows that the right-hand side of (4.37) is an upper bound also for
0 p, the sub-exponential behavior of the αth moment of X p (t) follows from a similar property of the Brownian motion. Thus to prove (4.34) it suffices to show that lim sup
Note that by (2.8)
and since J(x, Y ) < ∞, we have E ∞ 0 e −βs (ℓ(X s ) + c ℓ,2 )ds < ∞. Also, clearly λ p → ∞, a.s., as p → ∞. Thus Note that with ξ .
. Hence using (4.38) we get
Therefore, with (2.8) and (4.38), we have
where the constant c 2 does not depend on p and Y . Using the above along with (4.40) yields (4.39). This proves the lemma.
The following lemma shows that in computing the value function, the class of admissible controls can be further restricted.
Lemma 4.8 Fix x ∈ X, a system Φ and Y ∈Ā F (Φ, x) with J(x, Φ, Y ) < ∞. Then one can find a c ∈ (0, ∞) such that for all ε ∈ (0, 1), setting
43)
we have that for all T ≥ T ε
Proof. Note that X ε is the controlled process corresponding to Y ε . Since X ε (t) ∈ X for t ≤ T ε , we have Γ(Z ε )(t) = 0 for t ≤ T ε and so
Arguing again by Lemma 4.1, letting X ε = X(·∧T ε ) we have X ε = Γ( X ε ) and therefore for T ≥ T ε
Combining the above with (4.43) yields (4.44).
Next, moment estimates on the Brownian motion imply
where c 1 , m do not depend on T, ε and Y . Hence
Arguing as in the previous lemma, by (4.44), we also have
Next, by (4.41), (4.11) and (2.8)
where c 4 , c 5 , c 6 > 0 are independent of ε and Y . Hence by (4.41) 
This proves the lemma.
Solvability
In this section we establish part (2) of Theorem 2.1 by proving the following result.
Theorem 5.1 Both V and V are constrained viscosity solutions of (2.14) on X.
A key to the proof will be the following DPPs, Propositions 5.1 and 5.2, whose proof, along with the proof of Lemma 5.1 are postponed to Section 8. The first DPP regards V .
Proposition 5.1 Let x ∈ X and ε > 0 be given. For Y ∈ A(x) and X the controlled process associated with x and Y let
Then for t ∈ [0, ∞),
In order to present the DPP associated with V , we need to introduce some notation. Let Φ = (Ω, F, (F t ), P, B) be a system and ζ be an R k valued random variable with probability distribution µ given on (Ω, F 0 , P). We will refer to (Φ, ζ) as an extended system. An F t adapted RCLL process Y with increments in Y is said to be an admissible control for (Φ, ζ) if X t . = ζ + B t + GY t satisfies X t ∈ X, P a.s., for all t ≥ 0. Denote the class of all such admissible controls byĀ(Φ, ζ). Let
Denote the class of all F t adapted RCLL processes with increments in Y by A 0 (Φ). Given Y 0 ∈ A 0 (Φ) and ζ as above, let
Then, Y ∈Ā(Φ, ζ) and the corresponding controlled process X is given as X t = ζ+B t +GY 0 t +G y 0 η t . Let
Elements of A(Φ, ζ) will be referred to as feedback controls. When µ = δ x , for some x ∈ X, we will write A(Φ, ζ) as A(Φ, x). Let, for x ∈ X,
The following lemma proves the equality of V and V .
Lemma 5.1 For all x ∈ X V (x) = V (x) .
We can now state the second dynamic programming principle.
Proposition 5.2 Let x ∈ X and ε > 0 be given. For Y ∈Ā(Φ, x), let τ Y be defined via (5.1). Then for t ∈ (0, ∞)
e −βs (ℓ(X(s))ds + h· dY (s))) + e −β(t∧τ ) V (X(t ∧ τ )) .
(5.8)
Remark 5.1 When using Propositions 5.1 and 5.2 we can assume without loss of generality that the infimum is taken only on those Y ∈ A(x) (respectively A(Φ, x))for which, on the set {τ ≤ t}, X(τ ) ∈ ∂B ε (x). More precisely, in case of Proposition 5.1, for t ∈ (0, ∞), let
Indeed, for a general Y ∈ A(x), consider ( X, Y ) that agree with (X, Y ) on [0, τ ) and, on {τ ≤ t}, satisfy ∆ Y (τ ) = α∆Y (τ ), where α ∈ (0, 1] is such that X(τ ) ∈ ∂B ε (x). Denoting by J 1 (Y ) the expectation on the right-hand side of (5.2) and writing δ . Proof. We will first consider V . Fix x ∈ X and let ϕ ∈ C 2 (X) be such that V − ϕ has a global minimum at x. We can assume without loss of generality that V (x) − ϕ(x) = 0. We need to show that either
Arguing by contradiction, assume that neither of the above assertions is true. Then one can find θ > 0 and ε > 0 such that for allx ∈ B ε (x) ∩ X
and Gy· Dϕ(x) + h(y) ≥ θ for all y ∈ Y 1 . The latter implies that for all y ∈ Y Gy· Dϕ(x) + h(y) ≥ θ|Gy|. (5.12)
Let t > 0, fix Y ∈ A 1,t (x) and denote U = GY . Let X be the corresponding controlled process. Denote
Then U c is continuous, U c (0) = 0, and it has increments in U. Let τ be as in (5.1). An application of Itô's formula gives
We also have by (5.12) 
Taking infimum over all Y ∈ A 1,t (x) we have from Proposition 5.1 and Remark 5.1 that
A contradiction will be obtained by showing
Recall that X = x + U + B, U = GY and that, since Y ∈ A 1,t (x), one has |X t∧τ − x| = ε on {τ ≤ t}. Hence
Thus
. Clearly for all t > 0 small enough, P (|B| * t < ε/2) > 0. Note that the qualifier "small enough" is needed since the Brownian motion is allowed to be degenerate. This proves (5.17) and hence the first part of the result. The proof that V is a supersolution as well is similar; instead of taking infimum over all Y ∈ A 1,t (x) in (5.16), we take infimum over all feedback controls and use the dynamic programming principle in Proposition 5.2.
Proposition 5.4 Both V and V are viscosity subsolutions of (2.14) on X o .
Proof. Once more we only prove the result for V . Fix x ∈ X o and let ϕ ∈ C 2 (X o ) be such that V − ϕ has a global maximum at x. We need to show that
We can assume without loss of generality that ϕ(x) = V (x). Thus V ≤ ϕ on X o . For all δ > 0 small enough one has x + δGy ∈ X o for all y ∈ Y 1 . Hence by Lemma 4.3
Dividing by δ and taking δ → 0 proves (5.19).
To prove (5.18), let ε > 0 be such that B ε (x) ⊂ S o . For a control Y and a corresponding controlled process X, let τ
, and thus
In what follows denote τ = τ ε Y . An application of Itô's formula gives
Using Proposition 5.1, the inequality V ≤ ϕ and (5.20),
Recalling that V (x) = ϕ(x) and denoting
we have E τ 0 e −βs ζ(X s )ds ≥ 0. Hence
Since τ > 0 a.s. it follows that ζ(x) ≥ −α(x, ε). Taking ε → 0 we obtain ζ(x) ≥ 0, proving (5.18) and hence the first part of the result. The second part, once more is obtained upon using Proposition 5.2 rather than Proposition 5.1 in proving the statement analogous to (5.21).
Combining Propositions 5.3 and 5.4 we obtain Theorem 5.1.
Uniqueness on bounded domain
Recall the notation X r , ∂ r , σ = σ(r), as well as J r,φ , V r,φ and V r,φ from Section 4. In particular, recall that
Let r > 0 be fixed throughout this section. In this section we prove the following.
Proposition 6.1 Let u ∈ C + (X) be a constrained viscosity solution of (2.14) on X. Assume that (2.10) holds. Then for x ∈ X r u(x) = V r,u (x) = V r,u (x). (6.1)
Recall Definition 2.2 of viscosity sub and supersolutions.
Definition 6.1 Let φ : ∂ r → R be given. We say that a continuous function ψ : X r → R + is a constrained viscosity solution of (2.14) on X r with the Dirichlet boundary condition φ if the following conditions hold: (1.) ψ is a viscosity supersolution of (2.14) on X r ; (2.) ψ is a viscosity subsolution of (2.14) on X o r ; (3.) ψ = φ on ∂ r . Remark 6.1 If u : X → R + is a constrained viscosity solution of (2.14) on X then it is clearly a constrained viscosity solution of (2.14) on X r with the Dirichlet boundary condition u| ∂r .
The proof of the following result is similar to that of Theorem 5.1 and therefore is omitted.
Theorem 6.1 Let φ ∈ C + (∂ r ). Assume that (2.10) holds. Then both V r,φ and V r,φ are constrained viscosity solutions of (2.14) on X r with the Dirichlet boundary condition φ.
The following will be the principal tool in proving Proposition 6.1. Theorem 6.2 Let φ ∈ C + (∂ r ). Let u, v ∈ C + (X r ) be two constrained viscosity solutions of (2.14) on X r with the Dirichlet boundary condition φ. Then u = v.
Proof of Proposition 6.1. The function V r,u is clearly nonnegative, and by Lemma 4.6 and Theorem 6.1 it is a C + (X r ) constrained viscosity solution of (2.14) on X r with the Dirichlet boundary condition u| ∂r . In view of Remark 6.1, so is u. A similar statement holds for V r,u . Hence the result follows from Theorem 6.2.
In the rest of this section we prove Theorem 6.2.
Lemma 6.1 For every ξ ∈ ∂X r there exist η = η(ξ) ∈ R n and a = a(ξ) > 0 such that
Proof. Fix ξ ∈ ∂X r . Let w ∈ X o r and let a > 0 be so small that B 2a (w) ⊂ X o r . If x ∈ X r and y ∈ X o r , then convexity of X r implies that any point on the line segment joining x and y, excluding x, belongs to the interior X o r . Hence for any x ∈ X r
The inclusion above may be written as
Hence the result follows from (6.3).
Proof of Theorem 6.2. We introduce some notation specific to the proof. For n ∈ N, denote by S(n) the space of symmetric n × n matrices. We write
For x ∈ S and a real valued continuous function ψ on X r , denote
S) and ψ − ϕ has a local maximum at x},
S) and ψ − ϕ has a local minimum at x}. .
and similarly define J 2,− , J 2,+ and J 2,− . Generic elements of Y will be denoted by y (rather than y).
To prove the result it suffices to show that
2)). Let ψ(x)
. = c 1 x· u 1 − c 2 , x ∈ X r , where c 2 is fixed and large enough so that ψ(x) ≤ 0, x ∈ X r . (6.5)
It suffices to show that for every α ∈ (0, 1)
We argue by contradiction and assume that (6.8) does not hold. Therefore there exist α ∈ (0, 1) and ξ ∈ X r such that
The rest of the argument is divided into several steps.
Step 1. We show that Λ ≥ 0, where
Arguing by contradiction, assume Λ < 0. Define, for θ > 0,
and let ( x θ , y θ ) ∈ arg max (x,y)∈Xr×Xr
From Proposition 3.7 of [8] we have that 10) and that there exist x ∈ X r and a sequence ( x θ , y θ ) θ∈Θ , such that, along the index set Θ, ( x θ , y θ ) → ( x, x) and lim θ→∞,θ∈Θ
Along with the assumption Λ < 0 this yields that there exists θ 0 such that for all θ > θ 0 , θ ∈ Θ one has M θ > 0 and ( x θ , y θ ) ∈ X o r × X o r . Henceforth we assume that θ > θ 0 and θ ∈ Θ. Define Ψ : X r × X r → R + as Ψ(x, y) = (θ/2)|x − y| 2 . Then by Theorem 3.2 of [8] one can find X, Y ∈ S(k) (possibly depending on θ) such that X ≤ Y and
Next note that if z ∈ X o r and (p, A) ∈ J 2,+ u α (z) then by (6.7)
Using the subsolution property of u (cf. Definition 6.1) we have
Now since z ∈ X o r and (p, A) ∈ J 2,+ u α (z) are arbitrary, and F is continuous in all variables, the above display holds, in fact, for all z ∈ X o r and (p, A) ∈ J 2,+ u α (z). In a similar way, using (6.6), it is seen that sup
In particular, from (6.11) we have
Next, using the supersolution property of v, we have, for all z ∈ X o r ,
It is easy to see that H is continuous. Thus by continuity of F , the above relation holds for all (p, A) ∈ J 2,− v(z). By (6.11),
Combining (6.13) and (6.14),
Now, (6.12) and (6.15) along with the relations X ≤ Y and u α (
Taking θ → ∞, recalling (6.10) and the continuity of ℓ, we arrive at a contradiction. Thus we have shown that Λ ≥ 0.
Step 2. Denote u Λ .
Arguing by contradiction, assume that (6.16) does not hold. Then sup
and let (x θ , y θ ) ∈ arg max
Once more, from Proposition 3.7 of [8] we have that 17) and that there exists x ∈ X r such that, along a sequence, (x θ , y θ ) → ( x, x), and
With the observation that u Λ ≤ v on ∂X r , this yields that (x θ , y θ ) ∈ (X o r , X o r ) for all θ > θ 1 , along the sequence, for appropriate θ 1 . Henceforth assume that θ > θ 1 . Once again, let X, Y ∈ S(k) be such that X ≤ Y and
Arguing as in Step 1, it follows from (6.18) that
Recalling that Λ > 0, taking θ → ∞ and using (6.17) and the continuity of ℓ, we arrive at a contradiction. Therefore (6.16) holds.
Step 3. Recall that ξ is defined via (6.9). In view of (6.16) we can assume without loss of generality that ξ ∈ ∂X r . Let η = η(ξ) be as in Lemma 6.1. For γ ∈ (1, ∞) and ε ∈ (0, 1) set
and let
Clearly Φ( x, y) ≥ Φ(ξ + γ −1 εη, ξ). This can be rewritten as
Dividing by γ 2 we see that, for every ε, | x − y| → 0 as γ → ∞. This observation along with (6.9), (6.22) and the continuity of u α and v, gives that lim sup γ→∞ |γ( x − y) − εη| 2 + ε| y − ξ| 2 ≤ 0. Hence for all ε ∈ (0, 1)
In particular,
Hence by (6.21) and Lemma 6.1 x ∈ X o r for γ > γ 0 , for some γ 0 = γ 0 (ε) < ∞. By (6.5), (6.7), (6.9) and nonnegativity of u, it follows that v(ξ) < u(ξ). By choosing γ 0 larger if necessary, we have v( y) < u( y) for γ > γ 0 . Henceforth assume γ > γ 0 . Since both u and v satisfy the boundary condition φ outside X r , we conclude that
Then since x ∈ S o r , we have as before
By (6.24) and the supersolution property of v,
Combining the above two displays we obtain that for all (p, X) ∈ J 2,+ u α ( x) and (q, Y ) ∈ J 2,− v( y)
, and using (6.9), we have
Hence by (6.25)
Observe that 
This implies that
From (6.30) it now follows that for some ς ∈ (0, ∞) which is independent of ε, γ, σ
Using (6.26), (6.29) and (6.31) in (6.27) we have
Letting σ → 0 we obtain 1 − α ≤ βε 2 |η| 2 + ςε.
Finally, letting ε → 0 we arrive at a contradiction. Hence (6.8) must hold, and the result follows.
Uniqueness on unbounded domain
This section proves uniqueness of solutions to (2.14) on X. The two results stated below establish part (3) of Theorem 2.1.
Theorem 7.1 Suppose that (2.10) holds. Let u ∈ C pol,+ (X) be a constrained viscosity solution of (2.14) on X. Then u ≤ V (in particular, u ≤ V ). Before proving the above, we show that these results, along with the results of the previous sections, imply Theorem 2.1.
Proof of Theorem 2.1. For part (1), see Remark 4.2. Theorem 5.1 establishes part (2) . We now consider part (3) . Let m ℓ > 0 and u ∈ C c pol,+ be a constrained viscosity solution of (2.14) on X. Then Theorem 7.1 and Theorem 7.2(a) establish that V = u and so by part (1) of the Theorem we get that V is the only solution in the class C c pol,+ . For the case m ℓ = 0, Theorem 7.1 establishes the maximality of V among solutions in C pol,+ . Finally, under (2.11), uniqueness in C pol,+ follows from Theorem 7.1 and Theorem 7.2(b). This proves part (3).
The identity V = V under condition (2.10) is an immediate consequence of parts (1)- (3).
Proof of Theorem 7.1. Fix u and let c u , m u be such that u(x) ≤ c u (1 + |x| mu ), x ∈ X. Recall the notation of Lemmas 4.7 and 4.8. Fix x ∈ X, a system Φ, Y ∈ A F (x) and ε ∈ (0, 1). Let T ε , Y ε , X ε , Z ε be defined via (4.41), (4.42) and (4.43). Let σ = σ(r) be as in (4.2). Now we estimate E[e −βσ (|X ε σ | mu + 1)]. Recalling the definition ofĀ F (Φ, x) and (4.12), we have that for every t,
Hence σ(r) → ∞ a.s. as r → ∞. By (4.12)
Once more, since Y ∈Ā F , and T ε → ∞ as ε → 0, we have g(ε) → 0 as ε → 0. Hence by (4.41) and (4.44),
Combining this with (7.1) we have
Next note that the control Y ε need not be inĀ r , but we can modify it as follows. On {σ = ∞} let X ε,r = X ε . On {σ < ∞} let (X ε,r (t), Y ε,r (t)) = (X ε (t), Y ε (t)) for t ∈ [0, σ), and, recalling (4.17), set
where
Then X ε,r = x + B + GY ε,r on [0, σ] and moreover, Y ε,r ∈Ā r . Since γ ≤ 1, h(∆Y ε,r (σ)) ≤ h(∆Y ε (σ)), and by (2.2) |X ε,r (σ)| ≤ a
0 |X ε (σ)|. It therefore follows from Proposition 6.1 that
Thus by (7.2) and Lemma 4.8,
Sending ε → 0, recalling that Y ∈Ā F (Φ, x) and x ∈ X are arbitrary, we conclude by Lemma 4.7 that u ≤ V on X.
Proof of Theorem 7.2. Once again, let u be fixed and let c u , m u be such that u(x) ≤ c u (1+|x| mu ), x ∈ X. Fix x ∈ X. Let ε ∈ (0, ε 0 ) be given, where the constant ε 0 > 0 will be chosen later. We will use the remarks below (2.13) and Proposition 6.1. We will construct a system Φ = ( Ω, F, P, F t , B) and Y ∈ A( Φ, x) such that u(x) ≥ J(x, Y ) − cε with a constant c not depending on ε. This will clearly yield the result.
Consider first the case where u ∈ C c pol,+ (X), namely u has compact level sets. Then R u (r) = min ∂r u satisfies R u (r) → ∞ as r → ∞. Let ρ ∈ (0, ∞) and ξ ∈ X ρ . Consider the minimization problem associated with the right-hand side of (6.1) on X r , where r > ρ. If Y ∈ A r (ξ) satisfies J r,u (ξ, Y ) ≤ V r,u (ξ) + 1 then from Proposition 6.1, with σ = σ(r) (cf. (4.2) ),
where X is the controlled process corresponding to Y . Since X σ ∈ ∂ r we have
Therefore by (7.3),
This shows that:
For every ρ one can find r = r(ρ) > ρ such that P(σ(r) < 1) ≤ 1/2, ∀ξ ∈ X ρ . (7.5)
Next consider the case where (2.11) is assumed and u ∈ C pol,+ . By (2.6) and (2.11),
Since u 1 · ξ ≤ ρ and u 1 · X σ = r we have that 6) where |G| > 0 denotes the operator norm of G. Note that
where c 2 does not depend on Y and r. Thus
Combining this with (7.3) we have that (7.5) holds in this case as well.
Define inductively a sequence of domains X rn , X ρn , u 1 · x = ρ 0 < r 1 < ρ 1 < r 2 < · · · via the relations r n = r(ρ n−1 ), n ∈ N and ρ n = r n + 1, n ∈ N. For n ∈ N and δ > 0 denote m n (δ) = max{u(ξ) − u(z) : ξ, z ∈ X ρn , |ξ − z| ≤ δ}.
By assumption, u 0 ∈ U o (cf. the comment following (2.1)). Hence there is a constant a 1 > 0 such that B a 1 ( u 0 ) ⊂ U o ∩ X o . Fix such a 1 . Fix also k linearly independent unit vectors u i ∈ B a 1 ( u 0 ) such that, with A . = cone(u i , i = 1, . . . , k), one has u 0 ∈ A o . Thus there exists a > 0 such that B a ( u 0 ) ⊂ A. Let such a be fixed and denote c 3 = (1 + a −1 )k 1/2 . Let ̺ : A → Y be the linear map of Lemma 9.2 and denote by |̺| its operator norm. For n ∈ N, let S n denote the finite set
where λ n,ε > 0 are fixed constants, so small that, for n ∈ N,
We next show that ∀ξ ∈ ∂ rn ∃z ∈ S n s.t. z − ξ ∈ A, |z − ξ| ≤ c 3 λ n,ε . (7.8)
Indeed, given ξ ∈ ∂ rn we have ξ + C ⊂ X, where C ⊂ A denotes the cone generated by B a ( u 0 ). Since C can be written as ∪ α>0 B αa (α u 0 ), we have
It is easy to see that for every w ∈ R k there exists z ∈ λ n,ε Z k such that |z − w| < k 1/2 λ n,ε . This shows that Z contains a point in λ n,ε Z k . Choosing ε 0 = c −1
3 , we have |z − ξ| < c 3 λ n,ε < 1 for every z ∈ Z and ε ∈ (0, ε 0 ), and thus for all such ε, Z ⊂ X rn+1 . Thus Z contains a point z ∈ S n . By construction, z − ξ ∈ A and therefore (7.8) holds.
For n ∈ N let M n : ∂ rn → S n denote a measurable map such that, for every ξ ∈ ∂ rn , condition (7.8) is met by z = M n (ξ). By Lemma 9.2,
Consider a complete probability space ( Ω, F , P) supporting countably many independent (b, Σ) Brownian motions. In particular, let a (b, Σ) Brownian motion B n,z be associated with each n ∈ N and z ∈ S n , and let a (b, Σ) Brownian motion B 0,x be associated with x. For each z ∈ S n consider the minimization problem associated with the right-hand side of (6.1), substituting r n+1 for r and z for x. We write the system ( Ω, F , F n,z t , P, B n,z ), where F n,z t is the P completion of the σ-field generated by B n,z , as Φ n,z . Φ 0,x is defined similarly.
Using Proposition 6.1, find a Y n,z ∈ A r n+1 (z, Φ n,z ), for which
where X n,z is the controlled process corresponding to Y n,z . To account for the dependence of σ(r n+1 ) on the initial point z ∈ S n it will be more convenient to write in what follows σ n,z for σ(r n+1 ). By construction and by (7.5), for each pair (n, z),
Define inductively a sequence of processes ( B n , Y n , X n ) as follows. Let B 1 = B 0,x , and σ 1 = σ 0,x . Let Ξ 1 = X 0,x (σ 0,x ) and note that Ξ 1 ∈ ∂ r 1 . Let also 12) and
Note that by (7.9) and (7.12),
Hence by (4.6), (7.7) and (7.10)
Consider n ≥ 2. On the set { σ n−1 = ∞} let σ n = ∞ and ( B n , Y n , X n ) = ( B n−1 , Y n−1 , X n−1 ). Next consider the set { σ n−1 < ∞}. Let
and σ n = σ n−1 + σ n−1,Z n−1 . Let Ξ n = X n−1,Z n−1 (σ n−1,Z n−1 ), and
.
σ n ] (and we have not defined it on ( σ n , ∞)). By (7.8), | X n ( σ n ) − Ξ n | ≤ c 3 λ n,ε . Denoting the filtration generated by B n as F n t , we have from (7.10), in a manner similar to the proof of (7.13) , that
a.s. Iterating the above inequality and using (7.13) we now have,
To see that σ n → ∞ a.s., let F 0 = {∅, Ω}, and for n ∈ N let F n be the sigma-field generated by F n−1 and ( B n (s), Y n (s) : s ∈ [0, ∞)). Then σ n − σ n−1 ∈ F n and, by (7.11) P( σ n − σ n−1 ≥ 1|F n−1 ) > 1/2. By the second Borel-Cantelli lemma (cf. [13] , page 240), σ n → ∞ a.s.
Since σ n → ∞ a.s., the limits B = lim n B n , Y = lim n Y n are well defined outside a null set. Let X = x + G Y + B. By construction, the process B is a (b, Σ)-Brownian motion, and Y ∈ A(x, Φ, B). Finally, by (7.14), J(x, Y ) ≤ u(x) + c 4 ε. Hence V (x) ≤ u(x) + c 4 ε, and the result follows since ε > 0 is arbitrarily.
Dynamic programming principles
In this section we prove Propositions 5.1, 5.2 and Lemma 5.1.
Proof of Proposition 5.1. Fix t ∈ (0, ∞), x ∈ X and Y ∈ A(x). For brevity, we denote τ ∧ t by θ. Note that
where,
The proof of (8.1) follows in a straightforward manner on recalling that F t is generated by W and using the strong Markov property of W . However, for the sake of completeness, we sketch the proof of this equation in the appendix. This immediately shows that
Taking infimum over Y ∈ A(x) in the above inequality we have that
Now we prove the reverse inequality. Once again, fix x ∈ X and Y ∈ A(x). Let δ ∈ (0, ∞) be arbitrary. Then 
The proof of (8.3) is provided in the appendix. This shows that
Taking infimum over all Y ∈ A(x), the above inequality and (8.2) establish the result.
Proof of Proposition 5.2. The proof is adapted from that of Proposition III.1.1 of [4] . In view of Lemma 5.1, it suffices to work with V . Let Φ be a system, ζ be a F 0 measurable R k valued random variable with probability distribution µ, Y ∈ A( Φ, ζ) and X t = ζ + B t + GY t be the corresponding controlled process. From arguments in Theorem I.1.6 of [4] it follows that, the conditional law of X given ζ = x is µ-almost surely the law of a controlled process X x corresponding to some Y x ∈ A( Φ x , x) and some system Φ x . Furthermore,
Also, following Lemma III.1.1 of [4] we have that given ε > 0 there exists and extended system ( Φ, ζ) and Y ∈ A(Φ, ζ) such that Y x defined as above is ε-optimal for V (x), for µ a.e. x. I.e.
We call such a Y as an ε-optimal control for ( Φ, ζ). Now fix x ∈ X. Let Y 1 ∈ A(Φ, x) and let X 1 be the corresponding controlled process and τ = τ Y 1 be defined via (5.1). Once more we will denote t ∧ τ by θ. Let µ now denote the probability distribution of X 1 (θ) and let Y ∈ A( Φ, ζ) be an ε-optimal control given on some extended system ( Φ, ζ), with probability law of ζ equal to µ. Let X be the corresponding controlled process. By augmenting Φ suitably, one can construct on it processes X and Y such that Y ∈ A(Φ, x),
given F θ is, for almost every ω, the same as the distribution of (
For details on this construction we refer the reader to the proof of Theorem III.1.1 of [4] . Next setting
where the second inequality follows on observing that h(∆Y θ ) ≤ h(∆Y 1 θ )+h( Y (0)). Taking infimum over all Y 1 ∈ A(Φ, x) and over all systems Φ and letting ε → 0, we obtain Once more, the arguments in Theorem I. 1.6 of [4] yield that the probability law of (X 1 (θ+·), Y 1 (θ+ ·) − Y 1 (θ)) given F θ is, for almost all ω, the law of (X 1 x , Y 1 x ), where Y 1 x ∈ A(Φ x , x), ∆Y 1 x (0) = 0 a.s., Φ x is some system, X 1 x is the corresponding controlled process and x = X 1 (θ(ω), ω). This shows that Let the polyhedral cone A ⊂ U and the linear map ̺ be as in Lemma 9.2, and denote by |̺| the operator norm of ̺. By making ς smaller if necessary, we can assume that ς|̺| < δ/3. Now let Z n . = B 2ε (x) ∩ X ∩ n −1 Z k . Note that Z n is a finite set and for n sufficiently large we can find a measurable map ϑ n : B ε (x) ∩ X → Z n such that ϑ n (ξ) − ξ ∈ A and |ϑ n (ξ) − ξ| ≤ ς, for all ξ ∈ B ε (x) ∩ X. 
