Abstract. We show that the maximal Cheeger set of a Jordan domain Ω without necks is the union of all balls of radius r = h(Ω) −1 contained in Ω. Here, h(Ω) denotes the Cheeger constant of Ω, that is, the infimum of the ratio of perimeter over area among subsets of Ω, and a Cheeger set is a set attaining the infimum. The radius r is shown to be the unique number such that the area of the inner parallel set Ω r is equal to πr 2 . The proof of the main theorem requires the combination of several intermediate facts, some of which are of interest in their own right. Examples are given demonstrating the generality of the result as well as the sharpness of our assumptions. In particular, as an application of the main theorem, we illustrate how to effectively approximate the Cheeger constant of the Koch snowflake.
Introduction
Given an open bounded set Ω ⊂ R n for n ≥ 2, we consider the minimization problem
where by |F | and P (F ) we denote the volume and the perimeter of F respectively. This classical isoperimetric-type problem was first considered by Steiner [Ste41] and Besicovitch [Bes52] in the context of convex subsets of the Euclidean plane; see also [CFG94, SS78] . In [Che70] , Cheeger proved a lower bound on the first eigenvalue of (minus) the Laplace-Beltrami operator on a compact Riemannian manifold in terms of the infimum in the appropriate analogue of (1.1). Since then, the problem (1.1) has been known as the Cheeger problem and has appeared in a number of fields like capillarity theory [Giu78, Fin84, LS18] , image processing [BCN02, ACC05, CCN11] , landslide modeling [HILRR02, ILR05, HILR05] , and fracture mechanics [Kel80] . We refer the reader to the survey paper [Leo15] for a further discussion of applications. The infimum in (1.1) is readily shown to be a minimum via the direct method in the calculus of variations. Any set attaining the minimum is known as Cheeger set of Ω, and h(Ω) is called the Cheeger constant of Ω. Various geometric properties of Cheeger sets can be deduced, two of which we mention now. First, since a Cheeger set E minimizes the perimeter among sets F ⊂ Ω with |F | = |E|, classical regularity results show that ∂E ∩ Ω is an analytic hypersurface outside a closed singular set of Hausdorff dimension at most n − 8, with constant mean curvature equal to h(Ω). In particular, if n = 2, then ∂E ∩ Ω is a union of circular arcs of radius r = 1/h(Ω). Second, while uniqueness is false in general, the class of Cheeger sets of Ω is closed under countable unions (see, for instance, [LP16, Proposition 2.5, Examples 4.5-4.6]), and so one can define the maximal Cheeger set of Ω as the union of all its Cheeger sets.
E W (a) The Cheeger set EW of a bow-tie domain strictly contains the right-hand side of (1.2). Computing the Cheeger constant and finding the Cheeger sets of a given domain Ω is a generally difficult problem. Some numerical methods based on duality theory were employed in [LRO05, BCC07, CCP09] to approximate the maximal Cheeger set of Ω. However, apart from a few specific examples, Cheeger sets have been precisely characterized for only two classes of domains: convex planar sets and planar strips. In [Bes52] , (see also [SS78, SZ97, KF03, KLR06] ) it is shown that if Ω ⊂ R 2 is convex, then it has a unique Cheeger set E given by E = where Ω r = {x ∈ Ω : dist(x, ∂Ω) ≥ r} is the so-called inner Cheeger set. Moreover, in [KLR06] , the inner Cheeger formula for convex sets is proven. That is, h(Ω) = 1/r where r > 0 is the unique solution to the equation
More recently, further results on the Cheeger problem have been obtained in [KP11] and [LP16] for a class of domains called planar strips. In particular, in [LP16] , the Cheeger set of a strip is shown to satisfy (1.2) and (1.3) as well. In the same paper, the inner Cheeger formula for a strip of width 2 and length L is used to provide a first order expansion of the Cheeger constant in terms of 1/L, as L → +∞ (see Theorem 3.2 in [LP16] ). One should not expect a characterization of the type (1.2) to hold in general. Since the constant mean curvature condition forces ∂E ∩ Ω to comprise spherical caps only when n = 2, it is unsurprising that counterexamples are easily found for n ≥ 3. But, even in R 2 , (1.2) can fail to hold for every Cheeger set of certain domains. For instance, we recall the bow-tie domain W constructed in [LP16, Example 4 .2] and depicted here in Figure 1 (a). The Cheeger set E W of W is unique, but E W includes the "neck" of W, which is not contained in the right-hand side of (1.2). The opposite situation can also occur. Consider an "unbalanced" barbell Ω made of two disks of radii 1 and 2/3 at positive distance and connected by a thin tube; see Figure 1 (b). The unique Cheeger set is a small perturbation of the disk of radius 1 yielding a value of h(Ω) as close as we wish (depending of the width of the tube) to 2. Therefore, the union of all disks of radius 1/2 contained in Ω strictly contains the maximal Cheeger set, as it also includes the entire disk of radius 2/3.
In general, given a Cheeger set E of Ω, it is not even true that every connected component of ∂E ∩ Ω is contained in the boundary of a ball of radius r = h(Ω) −1 fully contained in Ω, as illustrated in the following example.
Example 1.1 (The heart domain). Given θ ∈ [π/4, π/2), we construct the heart domain Ω θ depicted in Figure 2 in the following way. Let B ⊂ R 2 be the unit ball of radius 1 centered at the origin and let x θ be the point in ∂B ∩ {x 2 ≤ 0} that forms the angle 2θ with x 0 = (1, 0). Let θ be the tangent line to B at x θ , and let A θ by the region enclosed be the arc of ∂B with angle 2π − 2θ ≥ π, , and {x 1 = 1}. Finally, let Ω θ be the union of A θ with its reflection across {x 1 = 1}.
We claim that Ω π/4 is the unique Cheeger set of itself and h(Ω π/4 ) = 1 + 3π 3π+4 . Indeed, let us preliminarily compute |Ω θ | = 2 π − θ + tan θ , P (Ω θ ) = 4(π − θ) + 2 tan θ .
We focus on the set Ω π/4 . First, note that the convex hull S of Ω π/4 is a 2 × 2 square capped with two half disks of radius 1. It is easily shown that S is the unique Cheeger set of itself, hence h(S) = 2π+4 π+4 . Since the Cheeger constant is monotonically decreasing with respect to the sets' inclusion, we deduce that
Now we prove that Ω π/4 is the unique Cheeger set of itself. Indeed, we can argue by contradiction considering an internal arc γ of the boundary of a Cheeger set of Ω π/4 . By well-known properties of Cheeger sets (see Proposition 2.5), we know that (i) the radius r of γ is in (1/2, 4/5] thanks to (1.4), that (ii) γ meets ∂Ω π/4 in a tangential way at one endpoint (indeed, ∂Ω π/4 is regular except three points that are at distance as least 2 √ 2 from each other), and that (iii) γ is at most a half-circle. Together, (i), (ii) and (iii) imply that one of the endpoints of γ must coincide with the projection of the inner cusp point onto the horizontal segment contained in ∂Ω π/4 , and thus the other one must be the cusp point itself. However this implies that γ is a half-circle and that r π/4 = 1/2, which gives a contradiction with the last inequality in (1.4).
By Theorem 2.7 in [LP16] , we have h(Ω θ ) → h(Ω π/4 ) as θ → π/4. Moreover, the Cheeger set E θ of Ω θ is unique and L 1 -close to Ω π/4 for θ close enough to π/4. Using the symmetry of Ω θ and arguing as above, one easily shows that E θ is as in Figure 2 . However, if
then it is impossible to complete the bottom arc of E θ with a ball of radius r = h(Ω θ ) −1 fully contained in Ω θ . Inequality (1.5) is satisfied for θ = π/4, and thus for θ > π/4 sufficiently close to π 4 as well.
The main goal of this work is to show that, for a broad class of domains in R 2 that includes both convex sets and strips, the maximal Cheeger set is given by (1.2) and that the Cheeger constant can be determined as the inverse of the unique solution of (1.3). The examples above will demonstrate that this class of domains is essentially optimal. To this end, in the following definition, we introduce the concept of a set with no necks of radius r. 
Remark 1.3. We notice for future reference that the property of having no necks of radius r can be equivalently stated as the path-connectedness of the inner parallel set
Our main result is the following.
Theorem 1.4. Suppose Ω ⊂ R 2 satisfies the following two properties:
Ω is a Jordan domain and |∂Ω| = 0,
Ω has no necks of radius r = 1/h(Ω).
Then the maximal Cheeger set E of Ω is given by (1.2) and the inner Cheeger formula (1.3) holds.
Uniqueness of Cheeger sets may fail even under the assumptions (T) and (NB), as is seen, for instance, in the Pinocchio set of [LP16, Example 4.6]). However, in Remark 5.2, we prove that if additionally int(Ω r ) = Ω r , then the Cheeger set of Ω is unique.
Let us make some comments on the assumptions we make on Ω. The assumption (NB) is essentially necessary. Indeed, if we remove this assumption, then (1.2) and (1.3) may fail, as we have seen in the examples of the bow-tie domain W, the unbalanced barbell B 1,2/3 , and the heart domain Ω θ shown in Figures 1(a) , 1(b) and 2. The assumption (T) implies that any closed loop in Ω is contractible, which is necessary for (1.2) to hold. Indeed, consider a domain Ω given by a disk D minus a small disk H near ∂D, so that Ω is not simply connected. If the radius of H is small enough, one can show that Ω coincides with its own Cheeger set and properties (1.2) and (1.3) are not satisfied. We could relax assumption (T) slightly by allowing Ω to be a finite union of Jordan domains. But, (NB) would force the maximal Cheeger set of Ω to be contained in a single connected component of Ω, so this relaxation would be inconsequential. It is not clear whether the hypothesis |∂Ω| = 0 in (T) is necessary for Theorem 1.4 to hold, but we use it in an essential way in our proof (see Proposition 2.10). It is worth recalling the so-called Osgood-Knopp's curve bounding a Jordan domain and having positive Lebesgue measure; see [Sag94] .
Notice that Theorem 1.4 requires the a priori knowledge of the value of h(Ω) to verify hypothesis (NB). However, one can replace hypothesis (NB) by another one slightly stronger but independent of h(Ω). The idea is simple: instead of requiring the no-neck property exactly for the (unknown) radius r = 1/h(Ω), we can ask a more restrictive but easier-to-check assumption (NB ) involving a lower and an upper bound on r. In the following corollary we choose as a competitor the biggest ball that can be fit in Ω, thus yielding a lower bound for r, while an upper bound is obtained by applying the isoperimetric inequality. It is, of course, clear that we could have considered other competitors to obtain the lower bound.
Corollary 1.5. Suppose Ω ⊂ R 2 satisfies (T) and Ω has no necks of radius s for all
where inr(Ω) denotes the inradius of Ω. Then the maximal Cheeger set E of Ω is given by (1.2) and r is the unique value for which (1.3) is satisfied.
Finally, as an application of Corollary 1.5, we give explicit formulas for the computation of the Cheeger constant of a Koch snowflake K; see Section 6. As these formulas are not algebraically solvable, we give an approximation that relies on an error estimate between h(K) and h(K n ), where K n denotes the n-th step of the construction of K (see Lemma 6.1). Specifically, we compute the exact value of h(K n ), for n = 2, 3, 4. Then, for larger n we describe the procedure to obtain a numerical approximation of h(K n ). For the sake of simplicity, we analyze with full details the case n = 5 and finally we show that h(K) ≈ 1.89124548.
Let us briefly discuss the method of proof for Theorem 1.4, which consists of three main steps. First, we show that a Cheeger set E of Ω contains a ball of radius r = 1/h(Ω). Since the curvature of E is bounded from above by h(Ω) in the viscosity sense (see Definition 2.3 and Lemma 2.4), this follows from the next theorem. Theorem 1.6. Suppose E ⊂ R 2 is a Jordan domain with curvature bounded from above by h > 0 in the viscosity sense. Then E contains a ball of radius 1/h. Theorem 1.6 generalizes a result known for domains with C 2 boundary (see [PI59, HT95] , cf. [BZ88, 30.4 .1]). We could not find a proof of this fact when the curvature is only known to be bounded in a weak sense, so we prove it here. Our proof of Theorem 1.6 partially follows the one given in [HT95, Section 2]. However, some key notions and steps in the original proof must be modified to allow for the lack of regularity of ∂E (we refer in particular to the notions of cut point and of focal point of E, as well as to the structure properties of the cut locus; see Section 3). Apart from being a key tool in the proof of Theorem 1.4, Theorem 1.6 seems interesting in its own right. In particular, it implies the so-called Almgren's isoperimetric principle in the planar case; see [Alm86, KM17] .
The second step of the proof of Theorem 1.4 is to show that E contains the union of all balls of radius r = 1/h(Ω) contained in Ω. We have at our disposal the following rolling ball lemma (see [LP16, Lemma 2.12]): Lemma 1.7 (Rolling ball). If E is a maximal Cheeger set of Ω that contains B r (x 0 ) for r = h(Ω) −1 and for some x 0 , then E contains any ball of the same radius that can be reached by rolling B r (x 0 ) inside of Ω.
In the original version of the lemma proven in [LP16] , the curve of centers along which the ball is rolled was required to be of class C 1,1 and to have curvature bounded by 1/r, and the proof used this assumption in an essential way. In order to relax this requirement, we show that the same property can be deduced when the curve of centers is only continuous. To this aim, we prove the following theorem, which essentially states that every r-tubular neighborhood of a continuous curve γ ⊂ R 2 contains a curve σ admitting a regular parametrization of class C 1,1 , with same endpoints as γ and L ∞ -norm of the curvature bounded by 1/r, such that the r-neighborhood of σ is contained in the r-neighborhood of γ. 
The second step is thus shown by coupling Lemma 1.7 and Theorem 1.8 with the no-necks assumption (NB).
In the final step of the proof, we show that E is in fact equal to the union of all balls of radius 1/h(Ω) contained in Ω. The properties of cut and focal points of E are also the key in proving this step. Essentially, if G denotes the complement in E of this union of balls, and if one assumes that G is nonempty, then a contradiction is reached as the cut locus must have a nonempty intersection with G and, necessarily, this intersection must be made of cut points whose distance from ∂E is strictly less than r. Finally, to prove the inner Cheeger formula (1.3), we make use of the Steiner formulas.
The paper is organized in the following way. Section 2 includes preliminary results that will be needed in the paper. We prove Theorems 1.6 and 1.8 in Sections 3 and 4 respectively. Section 5 is dedicated to showing Theorem 1.4 and Corollary 1.5. Finally, we compute the Cheeger constant of the Koch snowflake in Section 6.
Preliminaries
2.1. Curvature bounds in the variational and viscosity sense. Definition 2.1 (Curvature bounded from above in the variational sense). Given h ∈ L 1 loc (R 2 ), a set of locally finite perimeter E ⊂ R 2 has variational curvature bounded above by h if there exists r 0 > 0 such that, for all 0 < r < r 0 , x 0 ∈ R 2 , and F ⊂ E with F ∆E ⊂⊂ B r (x 0 ), we have
Lemma 2.2. A Cheeger set E of Ω has variational curvature bounded above by h(Ω).
Proof. A Cheeger set E minimizes the energy
among all sets F ⊂ E. Rearranging the inequality I(E) ≤ I(F ), we find
Up to a modification by a set of Lebesgue measure zero, we may assume that ∂ * E = ∂E for a set of finite perimeter E. We will make this assumption throughout the paper. Definition 2.3 (Curvature bounded from above in the viscosity sense). Given a constant h > 0, a set E ⊂ R 2 has curvature bounded above by h at x ∈ ∂E in the viscosity sense if the following holds. Suppose A is a circular arc that locally touches E from outside at x, that is, x ∈ ∂E is contained in the relative interior of A ⊂ ∂B r (y) and, for some ε > 0, one has E ∩ B ε (x) ⊂ B r (y). Then A is an arc of curvature at most h, that is, r ≥ 1/h. Lemma 2.4. If E has variational mean curvature bounded from above by a constant h > 0, then E has curvature bounded from above by h in the viscosity sense at every point x ∈ ∂E.
Proof. Up to rescaling we may assume that h = 1, i.e.,
Arguing by contradiction, we assume that there exist x 0 , y 0 ∈ R 2 , ε > 0 and 0 < r < 1, such that
Up to an isometry, we have y 0 = (0, 0) and x 0 = (0, r). In the infinite strip S = (−1, 1) × R we consider the unit vector field g(x 1 , x 2 ) = (x 1 , 1 − x 2 1 ) with divergence constantly equal to one. Consider the one-parameter family of unit half-circles
which foliates S (notice that g is normal to A t for all t). Let t 0 be such that x 0 ∈ A t 0 . For any t ∈ (t 0 − ε, t 0 ) we set
Note that E t 0 = E because A t 0 is outside B r , while in general E t ⊂ E. By the divergence theorem, for almost every t ∈ (t 0 − ε, t 0 ) we get
where ∂ t,+ E denotes the set of points in ∂E that belong to S and stay below A t . Since |g| = 1, this last computation shows in particular that
Notice that the previous inequality is always strict since otherwise each connected component of ∂ t,+ E is contained in some arc A t , but then necessarily t = t and thus x 0 cannot be a point of ∂E, that is, a contradiction. Now we set
and estimate P (E t ) and |E t | using (2.2):
Together, these imply that
which contradicts (2.1).
Regularity, area bounds, and topological properties of planar Cheeger sets.
We start recalling some well-known facts about planar Cheeger sets (see, for instance, [LP16] ).
Proposition 2.5. Let Ω ⊂ R 2 be open, bounded and connected, and let E be a Cheeger set of Ω.
Then the following properties hold: (i) the free boundary of E, i.e. ∂E ∩ Ω, is analytic and has constant curvature equal to h(Ω), hence ∂E ∩ Ω is a union of arcs of circle of radius r = h −1 (Ω); (ii) any arc in ∂E ∩ Ω cannot be longer than πr; (iii) if an arc in ∂E ∩ Ω meets ∂Ω at a regular point of ∂Ω, then they must meet tangentially; (iv) the area of E is bounded from below as follows:
Definition 2.6. Let Ω ⊂ R 2 be an open bounded set. We say that ∂Ω is locally homeomorphic to an interval if there exist r 0 > 0 and a modulus of continuity ω 0 such that for any y 1 , y 2 ∈ ∂Ω with
The following proposition shows that the boundary of every Jordan domain is locally homeomorphic to an interval in the sense of Definition 2.6.
Proposition 2.7.
If Ω is a Jordan domain, then ∂Ω is locally homeomorphic to an interval.
Proof. By definition of Jordan curve, there exists a homeomorphism γ : ∂B 1 → ∂Ω. By the Jordan-Schoenflies theorem, this can be extended to a homeomorphism Γ : R 2 → R 2 such that Γ(∂B 1 ) = ∂Ω and Γ(B 1 ) = Ω. The restriction of Γ to B 2 is uniformly continuous, hence there exists a modulus of continuity η such that the diameter of Γ(B t (x)) is bounded by η(t/2), for all B t (x) ⊂ B 2 . One can then choose t 0 > 0 and a finite covering {B t 0 (x 1 ), . . . , B t 0 (x N )} of ∂B 1 , with x j ∈ ∂B 1 for all j, such that B t (x) ∩ ∂B 1 is homeomorphic to an open interval for all x ∈ ∂B 1 and 0 < t < 2t 0 . Note that the continuous function δ(z) = min{|z − x j | : j = 1, . . . , N } has maximum value t 0 − ε on ∂B 1 for some ε > 0. So, if |z 1 − z 2 | < ε, then z 1 , z 2 ∈ B t 0 (x j ) for some j. The uniform continuity of Γ −1 on Γ(B 2 ) then ensures that there exists r > 0 such that if |y 1 − y 2 | < r for y 1 , y 2 ∈ ∂Ω, then y 1 , y 2 ∈ Γ(B t 0 (x j )) for some j ∈ {1, . . . , N }. Let r 0 be the supremum of all such r > 0. Then, for d < r 0 , setting
homeomorphic to an open interval, as desired.
Remark 2.8. We observe that the converse of Proposition 2.7 is also true, namely, that every bounded open set whose boundary is locally homeomorphic to an open interval is enclosed by a finite family of pairwise disjoint Jordan curves.
Before going on we recall the definition of P-indecomposability (see, for instance, [ACMM01] ). We say that a set of finite perimeter E is P-indecomposable if, whenever F and G are measurable sets such that E = F ∪ G and P (E) = P (F ) + P (G), then necessarily |F | · |G| = 0. It is possible to prove that every set of finite perimeter is a countable union of mutually disjoint, P-indecomposable sets. Note that a P -indecomposable component of a Cheeger set is itself a Cheeger set.
Proposition 2.9. Suppose Ω ⊂ R 2 is an open bounded set such that ∂Ω is a finite union of pairwise disjoint Jordan curves. Then, for any Cheeger set E of Ω, ∂E is a finite union of pairwise disjoint Jordan curves.
Proof. Let E be a Cheeger set in Ω and let x ∈ ∂E. It suffices to find an open neighborhood U of x and a continuous injective curve γ such that ∂E ∩ U = Im(γ). The free boundary ∂E ∩ Ω is analytic by Proposition 2.5(i). Now, let x ∈ ∂E ∩ ∂Ω. By Proposition 2.7, there are an open neighborhood U of x with arbitrarily small diameter and a simple parametric curve σ : I → R 2 , with I = (−1, 1), such that σ(I) = ∂Ω ∩ U and σ(0) = x. So, if x ∈ ∂E ∩ ∂Ω \ ∂E ∩ Ω, then up to a reparametrization, we can take γ(t) = σ(t) for t close to 0. This proves the claim in a possibly smaller neighborhood U ⊂ U of x. We now consider the case x ∈ ∂E ∩ ∂Ω ∩ (∂E ∩ Ω), which we split in two steps.
Step one. Up to choosing a smaller neighborhood U of x, the connected components of ∂E ∩Ω∩U are circular arcs with radius r = 1/h(Ω) that satisfy the following properties:
, then both endpoints of α belong to σ(I), up to a possible exception of a finite number of arcs with no more than one endpoint on σ(I); (ii) if α ⊂ ∂E ∩ Ω ∩ U has both endpoints on σ(I), and if a i = σ(t i ) for i = 1, 2 denote the endpoints of α, then either t 1 , t 2 ≤ 0 or t 1 , t 2 ≥ 0 (in other words, the two endpoints lie on the same "side" of σ with respect to σ(0) = x); (iii) let α, β ⊂ ∂E ∩ Ω ∩ U denote two distinct arcs with all endpoints on σ(I) and let a i = σ(t i ) and b i = σ(s i ), i = 1, 2, respectively denote the endpoints of α and β. Then, assuming without loss of generality that t 1 < t 2 and s 1 < s 2 , we either have t 2 ≤ s 1 or s 2 ≤ t 1 . Indeed, if an endpoint of an arc α ⊂ ∂E ∩ Ω ∩ U does not lie in σ(I), then it must lie in U c . Hence, if α has at least an endpoint lying in U c and B r (x) ∩ α is nonempty, where r = dist(x, U c )/2, then the length of α is at least r. As E has finite perimeter, there can only be finitely many such arcs; up to decreasing the diameter of U , this proves (i). To prove (ii), assume that there exists α ⊂ ∂E ∩ U ∩ Ω with endpoints a 1 = σ(t 1 ) and a 2 = σ(t 2 ) such that t 1 < 0 < t 2 . Concatenating the curves α and σ([t 1 , t 2 ]), we obtain a Jordan curve γ that encloses a domain D. Since x belongs to the closure of ∂E ∩ Ω but does not belong to α, it follows that D ∩ E has positive measure. On the other hand, D ∩ E is also a P-indecomposable component of E, thus it is a Cheeger set of Ω. Since the Jordan curve γ is contained in U and U has an arbitrarily small diameter, we reach a contradiction with the volume lower bound (2.3). Finally, (iii) is shown by arguing as in the proof of (ii).
Step two. We first show that x cannot be the endpoint of m ≥ 3 connected components α 1 , . . . , α m of ∂E ∩ Ω ∩ U . Assume for contradiction that m ≥ 3 such arcs meet at x, choose t > 0 such that B t (x) ⊂ U , and denote by q j the intersection of α j with ∂B t (x), for j = 1, . . . , m. Assume without loss of generality that the q j s are ordered with respect to the standard, positive orientation of ∂B t (x), and that the arc of ∂B t (x) between q 1 and q 2 is contained in E; this can be always guaranteed up to reversing the orientation and consistently relabeling the points. Let θ 12 be the angle of the sector containing α 1 , α 2 spanned by the half-tangents to α 1 and α 2 at x. Observe that θ 12 ≥ π, otherwise we could "cut the angle" to produce an admissible variation of E that would decrease the quotient P (E)/|E|. Now, the arc α 3 must be tangent to α 2 at x, otherwise Figure 3. The cut from α 2 to α 3 adds the gray area to the competitor producing a better Cheeger ratio.
we could again produce a better competitor by perturbing the Cheeger set by cutting the angle θ 31 formed by the half-tangents to α 3 and α 1 . However, we can now shortcut α 2 ∪ α 3 near x as depicted in Figure 3 , producing a competitor with reduced perimeter and increased area.
Thus, either x is the endpoint of exactly two arcs or it is the endpoint of at most one arc. We use the properties proved in Step one to provide a suitable local parametrization of the boundary. By
Step one, the set ∂E ∩ Ω ∩ U is given by the union of at most two families {α j } j and {β j } j of arcs, with endpoints equal to, respectively, a j,1 = σ(t j,1 ), a j,2 = σ(t j,2 ), b j,1 = σ(s j,1 ), b j,2 = σ(s j,2 ). Of course, when x is the endpoint of exactly one arc (respectively, two arcs) then at least one of these two (respectively, both) families have a single element, but the subsequent argument is not affected by this possibility. We thus assume without loss of generality that both families contain countably many elements. By properties (ii) and (iii) proved in Step one, and setting A j = (t j,1 , t j,2 ) and B j = (s j,1 , s j,2 ), we deduce that
for all j = k ∈ N and i = 1, 2. It is then clear how to define a parametrization of ∂E ∩ U by concatenating circular arcs with pieces of σ. To do this, we may assume that every arc α j (respectively, β j ) is parametrized over the interval A j (respectively, B j ), so that we can define for t ∈ (−1, 1)
It is easy to check that γ is well-defined in (−1, 1) and provides a continuous, injective parametrization of ∂E ∩ U . This completes the proof of the proposition. Proof.
Step one. We show that E is Lebesgue-equivalent to the set E • of its interior points. It is enough to check that, given a sequence {Ω j } j∈N of open subsets that are relatively compact in Ω with Ω = j∈N Ω j , one has
Indeed, if we combine (2.4) with the assumption |∂Ω| = 0 we get
On the other hand, (2.4) holds since ∂E ∩ Ω j coincides with the intersection of a finite union of circular arcs with Ω j , thus in particular |∂E ∩ Ω j | = 0 for all j.
Step two. Let G = Ω \ E. We show the following fact: if G is a P-indecomposable component of G then P (G ; Ω) < P (G ) .
Otherwise, if P (G ; Ω) = P (G ), we would have
which would in turn contradict the fact that E is a Cheeger set, as |E ∪ G | > |E|.
Step three. Assuming E open according to
Step one, we let γ be a nontrivial simple closed curve contained in E and let F be the bounded subset of R 2 with ∂F = γ. Note that F is compactly contained in Ω since its closure is a compact set with boundary ∂F = γ at a positive distance from ∂E. We want to prove that F is compactly contained in E as well, which amounts to showing that |F ∩ G| = 0. Argue by contradiction and suppose |F ∩ G| > 0. Since γ is at a positive distance from ∂E, F ∩ G ⊇ G for some P-indecomposable component G of G. Then, as G ⊂ F ⊂⊂ Ω, a contradiction is reached by Step two.
Hence, by Steps one and three and up to a set of measure zero, E is the countable union of open and simply connected sets. Finally, each connected component of E is itself a Cheeger set, thus has volume bounded from below. Pairing this with the boundedness of Ω, we find that E has finitely many connected components, completing the proof.
2.3. Sets with positive reach and Steiner's formulas. Given A ⊂ R n , the parallel set of A at distance r is defined by
For a convex set A ⊂ R n , the Hausdorff d-dimensional measure of A r can be expressed as a degreed polynomial in r with coefficients depending on A for any r > 0. This was originally shown in [Ste40] , cf. [Sch14] . For n = d = 2, this polynomial takes the form
Polynomial expansions of the same type were shown for C 2 sets in [Wey39] for r > 0 sufficiently small. If A ⊂ R 2 is simply connected and of class C 2 (actually, C 1,1 will suffice), then the expansion holds in the same form (2.5). In [Fed59] , Federer gave a unified treatment of this theory with the introduction of sets of positive reach. He defined the reach of a set A to be reach(A) = sup{r : if x ∈ A r , then x has a unique projection onto A} and showed a polynomial expansion for |A r | for 0 < r < Reach(A).
If A ⊂ R 2 is simply connected with positive reach, the proof of this polynomial expansion is fairly simple. For any 0 < t < reach(A), A t is a simply connected set of class C 1,1 . Hence, (2.5) holds for A t , that is, for t < r,
Since lim t→0 + |A t | = |A|, it follows that lim t→0 + P (A t ) = c A exists. Hence, taking t → 0 + in (2.6), we see that (2.5) holds for A with c A replacing P (A). And actually, dividing (2.6) by r − t, then letting t → 0 + and r → 0 + respectively, it follows that c A = M o (A), where the outer Minkowski
So, if A ⊂ R 2 is a simply connected set with positive reach, then
Differentiating this identity, we also find that
3. Proof of Theorem 1.6
The goal of this section is to prove Theorem 1.6. Throughout the section, we will make the following assumption:
2 is a Jordan domain with curvature bounded from above by 1 in the viscosity sense.
(3.1)
By Proposition 2.7, we know that ∂E is locally homeomorphic to an interval. We thus set r 0 as in Definition 2.6 and, without loss of generality, we assume ω 0 (r 0 ) < 1 and r 0 < 1/4. In order to prove Theorem 1.6, we must show that E contains at least one point x such that dist(x, ∂E) ≥ 1.
For any x ∈ E, we define the projection set
The following lemma will play a key role in what follows.
Lemma 3.1. Suppose E ⊂ R 2 satisfies (3.1). Suppose there exist x ∈ E and y 1 , y 2 ∈ P x such that 0 < |y 1 − y 2 | < r 0 . Then dist(x, ∂E) ≥ 1.
Proof. Let γ ⊂ ∂E be the curve homeomorphic to a closed interval and connecting y 1 and y 2 , according to Definition 2.6. We assume for the sake of contradiction that ρ = dist(x, ∂E) < 1. Fix 1 > r > max(ρ, ω 0 (r 0 )), set m = (y 1 + y 2 )/2, and denote by the line orthogonal to y 1 − y 2 passing through m. Choose a point z ∈ in such a way such that |z − y 1 | = r and, for some t > 0,
We remark that there are either one or two possible choices of z. Let A be the uniquely defined half of ∂B r (z) which contains y i for i = 1, 2 and is symmetric with respect to . We consider the translated arc A s = A + sv with s ≥ 0 and v = m − z. Observe that A s ∩ γ is empty when s is 1 Under certain regularity assumptions on A, the outer Minkowski content of A is equal to the perimeter of A; see [ACV08] for a treatment of the subject. In certain cases arising in our setting, these two quantities fail to coincide, but this is of no importance in our application. sufficiently large. Moreover, the maximum distance of γ from the line is bounded from above by ω 0 (r 0 ), hence the distance of each endpoint of A s from γ is bounded from below by r − ω 0 (r 0 ) > 0 for all s ≥ 0. Then, we lets = inf{s : s > 0, A s ∩ γ = ∅}. The set F = γ ∩ As is nonempty and consists of points in the relative interior of As. Ifs = 0, then y 1 , y 2 ∈ F . Let p be the unique point of A ∩ and note that, since r > ρ, we have p ∈ B ρ (x). Then the point q defined in (3.3), which lies on the segment connecting m and p, is contained in B ρ (x). We thus reach a contradiction to the fact that γ ∩ B ρ (x) is empty. So,s > 0. Since F now only contains points in the relative interior of γ, there exists w ∈ F such that As touches E locally from outside at w. This contradicts the bound on the curvature of E in the viscosity sense.
We introduce the following definitions: Definition 3.2. Let x ∈ E. Given y ∈ P x , we let z x,y (t) := x + t(x − y).
(1) We call x a cut point if there exists y ∈ P x such that sup {t : |z x,y (t) − y| = dist(z x,y (t), ∂E)} = 0.
(2) We call x a focal point if there exists y ∈ P x such that sup {t : y is a local minimizer of dist(z x,y (t), · ) among points in ∂E} = 0.
We call such a y ∈ P x a focal projection of x.
We let C denote the set of cut points of E. Note that any focal point is also a cut point. Furthermore, if #P x > 1, then x is a cut point, and if #P x = ∞, then x is a focal point. An example of the cut locus for a set is given in Figure 4 .
Given ε > 0 and y ∈ ∂E, we denote by Σ ε (y) a portion of ∂E containing y with diameter less than ε that is homeomorphic to an open interval.
Remark 3.3 (Geometric interpretation of focal points)
. Let x be a focal point and let y ∈ P x be a focal projection. Let d = |x − y| and d t = |z x,y (t) − y|, so that y ∈ ∂B d (x) ∩ ∂B dt (z x,y (t)) ∩ ∂E. By the definition of focal point, we have
Remark 3.4 (Nesting property). With the geometric interpretation of focal point in mind, we observe the following nesting property. If there exists τ > 0 such that y ∈ ∂E minimizes dist(z x,y (τ ), · ) in Σ ε (y), then y also minimizes dist(z x,y (t), · ) in Σ ε (y) for all t < τ. Indeed, Σ ε (y) is disjoint from B d (z x,y (τ )) with d = |z x,y (τ ) − y|, so it is also disjoint from the ball of smaller radius |z x,y (t) − y| centered at z x,y (t), which is obviously contained in B d (z x,y (τ )).
We have the following corollary of Lemma 3.1.
Corollary 3.5. Assume E ⊂ R 2 satisfies (3.1), and suppose x ∈ E is a cut point with dist(x, ∂E) < 1 and y ∈ P x . For any 0 < ε < r 0 , with r 0 as in Definition 2.6, there exists δ ε > 0 such that every z ∈ B δε (x) has a unique projection onto Σ ε (y).
Proof. Fix δ ε > 0 small enough so that d z = dist(z, Σ ε (y)) < 1 for all z ∈ B δε (x). Assume that y 1 , y 2 ∈ Σ ε (y) ∩ ∂B dz (z) for some z ∈ B δε (x). This implies that |y 1 − y 2 | ≤ ε < r 0 . Hence, y 1 = y 2 by Lemma 3.1.
Next, we show that focal points lie at distance at least 1 from ∂E.
Lemma 3.6. Suppose E ⊂ R 2 satisfies (3.1) and let r 0 be as in Definition 2.6. If x ∈ E is a focal point, then dist(x, ∂E) ≥ 1.
Proof. Let y ∈ P x be a focal projection for x. Let d = |x − y| and d t = |z x,y (t) − y|. We show that d t ≥ 1 for all t > 0. First, suppose that Σ ε (y) is contained in B dt (z x,y (t)) for ε > 0 sufficiently small. In this case, ∂B dt (z x,y (t)) in a neighborhood of y is a circular arc touching E from outside at y. So, d t ≥ 1 as the curvature of E is bounded above by 1 in the viscosity sense.
Next, suppose that Σ ε (y) \ B dt (z x,y (t)) is nonempty for every ε > 0. Then, since x is a focal point, for ε < r 0 , there exist distinct points y 1 , y 2 ∈ Σ ε (y) ∩ ∂B dt (z x,y (t)) such that the following property holds: if we let γ denote the subset of Σ ε (y) that is homeomorphic to an interval and has endpoints y 1 and y 2 , then γ ∩ B dt (z x,y (t)) is empty. Now, arguing by contradiction exactly as in the proof of Lemma 3.1 and taking r = max{d t , r 0 }, we finally show that r ≥ 1. As r 0 < 1/4, we determine that d t ≥ 1, concluding the proof.
Lemma 3.7. Suppose E ⊂ R 2 satisfies (3.1) and let x ∈ E be a cut point. Then at least one of the following alternatives holds:
(1) #P x > 1, (2) x is a focal point.
Proof. We show that if x is a cut point with #P x = 1, then x is necessarily a focal point. Let y be the unique point in P x . We first prove the following claim: for all ε > 0, there exists t ε > 0 such that
If not, we may find ε > 0, {t n }, and {y n } such that 0 < t n → 0, y n ∈ P zx,y(tn) , |y n − y| ≥ ε .
Since ∂E is compact, up to a not-relabeled subsequence, y n → y 1 ∈ ∂E with y 1 ∈ Σ ε (y). In particular, y 1 = y. On the other hand, we deduce that y 1 ∈ P x , because, by continuity, we have dist(z x,y (t n ), ∂E) → dist(x, ∂E) = |x − y| and dist(z x,y (t n ), ∂E) = |z x,y (t n ) − y n | → |x − y 1 | . Thus |x − y 1 | = |x − y|, which contradicts #P x = 1 and demonstrates our claim. Now we let d t = |z x,y (t) − y| and assume for contradiction that x is not a focal point. Then, for ε > 0 and t > 0 small, the intersection of Σ ε (y) and B dt (z x,y (t)) must be empty. Then, because x is a cut point, y ∈ P zx,y(t) , and therefore P zx,y(t) ∩ Σ ε (y) is empty, for any t > 0. We have thus reached a contradiction with the previous claim, and the proof is complete.
Proposition 3.8. Suppose E ⊂ R 2 satisfies (3.1). Suppose x ∈ E is a cut point with dist(x, ∂E) < 1 and #P x = k ≥ 2. Then, there exists δ > 0 such that C ∩ B δ (x) is the union of k curves of class C 1 meeting at x.
Proof. Let P x = {y 1 , . . . , y k } and d = dist(x, ∂E) and, for any ε > 0 and i = 1, . . . , k, define Σ i = Σ ε (y i ). Choose ε < r 0 /4 small enough such that Σ i and Σ j have a positive distance for all i = j.
Observe that there exists r > d such that
Hence, for δ > 0 sufficiently small,
for all z ∈ B δ (x). Up to further decreasing δ, we may also assume that 0 < δ < δ ε , where δ ε is as in Corollary 3.5. Consequently, each z ∈ B δ (x) has a unique projection y i z onto Σ i for each i ∈ {1, . . . , k}. The functions ρ i : B δ (x) → R defined by
are therefore continuously differentiable at every z ∈ B δ (x) with
We remark that the continuity of the differential depends on the continuity of the map z → y i z , which in turn follows from the uniqueness of the projection of z onto Σ i . Now we split the proof into two cases.
Note that ∇f (x) = 0, hence, up to a rotation and reducing δ, we can assume that ∂ z 1 f (z) > 0 for all z ∈ B δ (x). Applying the implicit function theorem, we see that the set {f = 0} is the graph of a C 1 function of z 2 defined in a neighborhood of x 2 . Since {f = 0} = C ∩ B δ (x), the proof is complete in this case.
Case 2: k > 2. The union of the segments [y i , x] divide B d (x) into k circular sectors S 1 , . . . , S k . We possibly relabel the points y i in such a way that y i and y i+1 are associated with the sector S i for i = 1, . . . k (where k + 1 is identified with 1). We claim that if z ∈ B δ (x) ∩ S i \ {x}, then P z ⊂ Σ i ∪ Σ i+1 . Indeed, we already know that P z ⊂ k j=1 Σ j , thus we only have to show that whenever j = i, i + 1 we have P z ∩ Σ j = ∅. By contradiction, suppose that there exists y ∈ P z ∩ Σ j for some j = i, i + 1. In this case the segment [y, z] intersects either [y i , x] or [y i+1 , x] at somez. Without loss of generality, let us suppose that it is [y i , x]. First we notice thatz = x, otherwise we would have that P x = {y}, i.e., a contradiction with the assumption on x. On the other hand, for z = x the ball B |z−y i | (z) is contained in B d (x) and the boundaries of these balls touch only at y i . Hence, we obtain |z − y i | ≤ |z −z| + |z − y i | < |z −z| + |z − y| = |z − y| , contradicting the fact that y ∈ P z . This shows our claim. Arguing as in Case 1 we find that the set of points that are equidistant from Σ i and Σ i+1 form a C 1 curve γ i in B δ (x), and the previous claim implies
We now show the opposite inclusion in (3.4). If z ∈ C ∩ B δ (x) ∩ S i , since dist(z, ∂E) < 1, we deduce from Lemma 3.6 that z cannot be a focal point. Thus, owing to Lemma 3.7 we infer that #P z ≥ 2. As previously noted, z must have a unique projection onto Σ i and onto Σ i+1 , so z must have exactly one projection in each. This means that z ∈ γ i , as desired, so
Repeating the previous argument for each sector S i we finally obtain that C ∩ B δ (x) is the union of exactly k curves γ 1 , . . . , γ k of class C 1 meeting at x.
We are now ready to prove Theorem 1.6.
Proof of Theorem 1.6. Up to rescaling, we may assume that h = 1. Suppose for the sake of contradiction that dist(x, ∂E) < 1 for all x ∈ E. In particular, by Lemma 3.6, C contains no focal points, and so owing to Lemma 3.7, 1 < #P x < ∞ for all x ∈ C. Then, Proposition 3.8 implies that C is the union of C 1 curves. In particular, C is a topological graph where each vertex has finite valence.
We claim that C contains no non-trivial loops. Indeed, E is simply connected, so any x in the interior of a loop is contained in E. Take y ∈ P x , let be the line segment between x and y, and note that there is some z ∈ ∩ C. Since z ∈ C, there exists some y z = y in P z . So,
It follows that y z ∈ P x , so x ∈ C. Therefore, C is a union of disjoint trees.
We now claim that C is compact. Note that C is bounded and consider a sequence of cut points {x i } converging to some x, such that dist(x i , ∂E) < 1 and x i is not a focal point for any i. As {x i } ⊂ C, we can take two sequences {y i } and {w i } such that y i = w i and |x i − y i | = |x i − w i | = dist(x i , ∂E) for all i. By compactness, y i → y ∈ ∂E and w i → w ∈ ∂E up to subsequences. Furthermore, y = w; otherwise we would have |y i − w i | → 0, and so Lemma 3.1 would imply dist(x i , ∂E) ≥ 1 for i large enough, against our assumption. By the continuity of the distance function, {y, w} ⊂ P x . So, x is a cut point and C is compact. Then, C is necessarily a finite union of trees, thanks to the local structure of the cut locus as given by Proposition 3.8. Finally, C must have at least one vertex v of valence 1, and again by Proposition 3.8, dist(v, ∂Ω) ≥ 1, yielding a contradiction. 
Proof of Theorem 1.8
We will now prove Theorem 1.8, which seems interesting in its own right and may be a useful tool in other settings. In our setting, it allows us to drop the regularity of the curve of centers that is considered in the rolling ball lemma, Lemma 1.7. We recall that it states that, given a planar curve γ and a constant r > 0, one can regularize γ to a curve σ of class C 1,1 with curvature bounded by 1/r and same endpoints as γ such that the set swept by a ball of radius r rolled along γ contains the set swept by a ball with the same radius rolled along σ, as shown in Figure 5 .
Proof of Theorem 1.8. We may without loss of generality assume that γ(0) = γ(1) and that r = 1. We then split the proof in two steps.
Step one. We make the additional assumption that γ has finite length. Let Y γ,1 denote the closed set of points x ∈ U γ,1 such that dist(x, ∂U γ,1 ) ≥ 1. Of course, γ(t) ∈ Y γ,1 for all t ∈ [0, 1]. Consider a continuous curve σ : [0, 1] → R 2 that minimizes the length among curves with σ(t) ∈ Y γ,1 for all t ∈ [0, 1] satisfying σ(0) = γ(0) and σ(1) = γ(1). As the set Y γ,1 is compact, the existence of such a minimizer σ is standard, and we may assume |σ (t)| = C for some constant C > 0 and for almost all t. Observe that the inclusion σ(t) ∈ Y γ,1 for all t ∈ [0, 1] implies the required property U σ,1 ⊂ U γ,1 . We are thus left to prove that σ is C 1,1 with the modulus of its curvature bounded by 1. From now on, we shall simply write U = U σ,1 and Y = {x ∈ U : dist(x, ∂U ) ≥ 1}.
Before going on, we introduce two definitions. We say that σ has bilateral (tangent) balls of radius 1 at x = σ(t) if there exist p, q ∈ R 2 such that
and σ ∩ B 1 (p) ∪ B 1 (q) = ∅. When no confusion arises, we will simply say that σ satisfies the bilateral ball condition at x. Then σ will be said to satisfy a local bilateral ball condition at x = σ(t) if there exist p, q ∈ R 2 such that (4.1) holds and σ(s) / ∈ B 1 (p) ∪ B 1 (q) whenever s is sufficiently close to t. To show that σ is C 1,1 with curvature bounded by 1, it suffices to show that σ satisfies a local bilateral ball condition at σ(t) for all t ∈ [0, 1].
Let Y • denote the (possibly empty) set of interior points of Y . Given t ∈ [0, 1], we denote by P (t) the (possibly empty) set of points in ∂U with distance 1 from σ(t). We remark that P (t) is empty if and only if σ(t) ∈ Y • .
The set of points of σ satisfying the bilateral ball condition is compact, since a uniformly bounded sequence of pairs of tangent balls with fixed radius 1 converges, up to a subsequence, to a pair of tangent balls of radius 1. Now, consider t ∈ [0, 1] such that σ does not satisfy the bilateral ball condition at x = σ(t). Then we have the following alternative: either x ∈ Y • , or there exist a unit vector ν and a constant c > 0 such that z − x · ν ≥ c for all z ∈ P (t).
First suppose that x ∈ Y • . Since Y • ⊂ Y 1 , by considering local variations of σ in an open neighborhood of x, we find that σ coincides with a segment in this neighborhood. Clearly, σ satisfies a local bilateral ball condition at x in this case. Now consider the latter possibility. Up to a rotation, we may assume ν = −e 2 . Then, for ε > 0 and |w + e 2 | small enough, dist(x − εw, ∂U ) > 1, so x − εw belongs to Y • . In other words, Y • contains the open convex cone
with vertex x for some 0 < θ ≤ π/2. We now claim that, for r sufficiently small, the smaller cone K θ/2,ε/2 (y) is contained in Y • for all y ∈ ∂Y ∩ B r (x). Indeed, suppose that this is not the case. Then, for some sequence {y i } ⊂ ∂Y with y i → x, there exists z i ∈ K θ/2,ε/2 (y i ) ∩ ∂Y for each i. Note that the cones K θ/2,ε/2 (y i ) converge to K θ/2,ε/2 (x) in the Hausdorff distance. So, up to a subsequence, z i converges to a limit in K θ/2,ε/2 (x) ∩ ∂Y ; it follows that this limit is x. For each i, Y has an exterior tangent ball B 1 (p i ) at z i . That is, z i ∈ ∂B 1 (p i ) and B 1 (p i ) ∩ Y is empty. Furthermore, since y i ∈ B 1 (p i ), it follows that
for some c > 0 depending on θ and ε. Up to a subsequence, p i → p for some p with x ∈ ∂B 1 (p) and B 1 (p) ∩ Y = ∅. On the other hand, passing to the limit in (4.2) shows that
This is a contradiction as K θ,ε (x) is contained in Y . We have thus proven that the boundary of Y is the graph of a Lipschitz function φ in a neighborhood A of x, so that we can assume Y locally coincides with the closed epigraph of φ. Up to an isometry, we may assume that x = 0, A = (−δ, δ) × (−η, η) for δ, η > 0 small enough, and φ : (−δ, δ) → (−η, η). Let us set
Of course, p i = σ(t i ) ∈ ∂A must stay above the graph of φ for i = 1, 2. We consider the interval (α 1 , α 2 ) ⊂ (−δ, δ) defined by the first coordinates of p 1 and p 2 , without loss of generality assuming that α 1 < α 2 . Notice that α 1 < 0 < α 2 , otherwise σ would not be length minimizing. Furthermore, as σ is length minimizing, we infer that σ ∩A coincides with the graph of the minimal concave func-
Finally, we have two possibilities. If f (0) > φ(0), then f is affine in a neighborhood of 0. Or, if f (0) = φ(0), the graph of f satisfies a local bilateral ball condition at x = (0, f (0)); indeed, by concavity, the graph of f admits a tangent ball from above at x for any positive radius, while the existence of a tangent ball from below at x with radius 1 is guaranteed by the fact that x is a boundary point of Y in this case. In conclusion, we have proved that σ satisfies a local bilateral Figure 6 . A situation occurring in the proof of Theorem 1.8 ball condition at any point x = σ(t) for 0 < t < 1.
Step two. We now consider the general case when γ is only continuous. Let 0 < ε < r be arbitrarily fixed. Since γ([0, 1]) is compact, we can find a finite partition 0 = t 0 < t 1 < · · · < t N = 1 of [0, 1] with the following property: the piecewise linear curve γ ε , that coincides with γ on t i for all i = 0, . . . , N , is contained in the ε-neighborhood of γ. Consequently, the (r − ε)-neighborhood of γ ε is contained in the r-neighborhood of γ. Now, since γ ε has finite length, we apply Step one with γ ε and r − ε in place of γ and r respectively to obtain a curve σ ε of class C 1,1 and with curvature bounded by 1/(r − ε). Of course, we may assume that σ ε is a constant-speed parametrization. We are left to prove that the (constant) modulus v ε of the velocity of σ ε is uniformly bounded in ε, so that by Ascoli-Arzelá Theorem we obtain a sequence {σ ε j } j converging in C 1,1 to a parametric curve σ with the required properties. In order to show a uniform upper bound on v ε , we argue by contradiction. Suppose that, for a sequence {σ j = σ ε j } j , the speed v ε j = v j → +∞ as j → ∞. Necessarily, the length of the curve coincides with v j , thus by the boundedness of Ω we can find sequences {t j } j and {s j } j in [0, 1], such that |σ j (t j ) − σ j (s j )| → 0 as j → ∞, but v j |t j − s j | = 1 for all j. Since the restriction of σ j to [s j , t j ] has length 1 and curvature bounded by κ, there exists τ j ∈ (s j , t j ) such that the minimum of the distances of σ j (τ j ) from σ j (s j ) and σ j (t j ) is larger than some fixed constant c > 0 independent of j. By the construction of Step one, any point x ∈ σ j ([0, 1]) admits a ball of radius r j = r − ε j touching σ only at x. Therefore, if j is large enough, the segment connecting σ j (s j ) and σ j (t j ) must be contained in the inner parallel set Y j to the r j -neighborhood of σ j (see the definition given in Step one). This is due to the fact that the touching balls at the two points σ j (s j ) and σ j (t j ) do not overlap when j is large (see Figure 6 ). At the same time, Y j is contained in the inner parallel set to the r j -neighborhood of γ ε j . Since the length of such a segment is infinitesimal as j → ∞, we may "follow the shortcut" (the arrow line in Figure 6 ) and get a contradiction with the length-minimality of σ j . This completes the proof of the lemma.
Proof of Theorem 1.4
In this section, we prove Theorem 1.4. We start by proving the following lemma that will be used in the proof. Lemma 5.1. Suppose that Ω ⊂ R 2 is simply connected and has no necks of radius r. Then reach(Ω r ) ≥ r.
Proof. Recall that Ω having no necks of size r is equivalent to Ω r being path-connected; see Remark 1.3. If reach(Ω r ) < r, then there exists x 0 ∈ Ω \ Ω r such that 0 < dist(x 0 , Ω r ) = t < r and x 0 has a non-unique projection onto Ω r . Take y 1 , y 2 to be two distinct points in ∂B t (x 0 ) ∩ ∂Ω r . Let be the line passing through y 1 and y 2 , splitting R 2 into two open half-planes H + and H − , and let ∂ ± Ω = ∂Ω ∩ H ± . Since x 0 ∈ Ω r , there exists y 0 ∈ ∂Ω such that x 0 ∈ B r (y 0 ). Then, by simple geometric considerations, one finds that y 0 cannot be contained in , so without loss of generality we can assume y 0 ∈ ∂ + Ω.
We construct a path from y 0 to a pointȳ ∈ ∂ − Ω that disconnects Ω r . Let z be the unique point in H + such that y 1 , y 2 ∈ ∂B r (z). As t < r, the circular arc σ = ∂B r (z) ∩ H − is contained in B t (x 0 ). Moreover, σ ∩ Ω = ∅ and σ ∩ Ω r = ∅, otherwise, dist(x 0 , Ω r ) < t. Let us fixx ∈ σ ∩ Ω and show that any projection ofx onto ∂Ω lies in ∂Ω − . To this aim, we consider the set A + = H + \ B r (y 1 ) ∪ B r (y 2 ) . Notice that dist(x, A + ) = |x − z| = r, so dist(x, ∂ + Ω) ≥ r; see Figure  7 . On the other hand, dist(x, ∂Ω) < r. Hence, |x −ȳ| = dist(x, ∂Ω) for someȳ ∈ ∂ − Ω. We now consider the piecewise linear path
By construction, Γ \ {y 0 ,ȳ} ⊂ Ω and Γ ∩ Ω r = ∅, thus Γ disconnects Ω r into two nonempty components, one containing y 1 and the other containing y 2 (notice indeed that the segment [x, x 0 ] necessarily cuts [y 1 , y 2 ] into two nontrivial subsegments). We reach a contradiction, completing the proof.
We are now ready to prove our main theorem.
Proof of Theorem 1.4. Up to rescaling, we may assume that h(Ω) = 1. Let E be the maximal Cheeger set of Ω. By Lemma 2.2, E has curvature bounded from above by one, so by Theorem 1.6, E contains a ball of radius one. By Lemma 1.7 and the assumption that Ω has no necks of radius one, we have
We now aim to show the opposite inclusion. Let
If G is nonempty, choose x ∈ G and note that dist(x, ∂E) < 1. As before, let P x denote the set of projections of x onto ∂E. Take y ∈ P x and define z t = y + t(x − y). For some t ≥ 1, z t is a cut point with y ∈ P zt . Furthermore, dist(z t , ∂E) < 1, otherwise x would belong to the union of balls of radius 1 contained in Ω. Hence, by Lemma 3.6, z t is not a focal point of E, so #P zt > 1 by Lemma 3.7. Let γ be a maximal path (with respect to inclusion) in C ∩ {a ∈ E : dist(a, ∂E) < 1} containing z t ; such a path exists by Zorn's Lemma and is defined, say, on a bounded open interval (a, b). By Proposition 3.8, γ is not reduced to the single point z t . We now split the proof in two cases.
Case one: the endpoints γ(a) and γ(b) of the curve γ are well-defined in the limit sense. Arguing as in the proof of Theorem 1.6, we determine that the closure of γ is not a loop. Moreover, dist(γ(a), ∂E) ≥ 1 and dist(γ(b), ∂E) ≥ 1. Since Ω has no necks of radius one, there exists a path γ with endpoints γ(a) and γ(b) such that B 1 (z) ⊂ Ω for all z ∈γ. Lemma 1.7 ensures that these balls are contained in E as well. Now, consider the closed loop σ obtained by concatenation of the two paths γ andγ. Notice that σ is a simple loop as γ andγ do not intersect except that at the endpoints. Since E is simply connected, the domain D σ bounded by σ is compactly contained in E. Furthermore, since γ is piecewise C 1 and of positive length (Proposition 3.8), almost all points z ∈ γ have #P z = 2. Let us fix one such point x ∈ γ, so #P x = 2 and dist(x, ∂E) < 1. The two segments [y i , x] for y i ∈ P x , i = 1, 2, are transversal to the tangent to γ at x, and lie on opposite sides of the tangent line to γ at x. Hence, one of the segments has nonempty intersection with the interior of D σ . Suppose it is the first one, [y 1 , x]. Since y 1 ∈ ∂E, the segment [y 1 , x] must intersect σ at some x = x with #P x = 1. However, x ∈γ, as this would imply that dist(x, ∂E) ≥ 1. while x ∈ γ, as this implies #P x ≥ 2. We reach a contradiction, concluding the proof of (1.2) in this case.
Case two: the endpoints of γ are not well-defined. In this case, we replace γ with another curveγ obtained in the following way. First, we restrict γ to a sequence of compact subintervals
Therefore by the maximality of γ and owing to Propositon 3.8, we obtain that dist(z a , ∂E) = dist(z b , ∂E) = 1. Consequently, we may assume the existence of j ∈ N and t ∈ (α j , β j ) such that, setting x = γ(t), we have #P x = 2 and
Third, by connecting γ(α j ) and γ(β j ) to, respectively, z a and z b with two straight segments, we would obtainγ as a replacement of γ, having z a and z b as endpoints. Up to choosing j large enough, we can also assume that dist(x, ∂E) < dist(y, ∂E) for every y belonging to each straight segment. Then we can repeat the same proof as in Case one, withγ in place of γ.
Now we show that (1.3) holds true as well. Thanks to (NB) and Remark 1.3, Ω r is connected. Then Lemma 5.1 implies that reach(Ω r ) ≥ r. We can apply the Steiner formulas (2.7) to E = Ω r ⊕ B r . Since 1
That is, |Ω r | = πr 2 .
We now prove Corollary 1.5.
Proof of Corollary 1.5. We obtain the following simple bounds above and below on the Cheeger constant of Ω: nω
.
Indeed, the bound below comes from applying the isoperimetric inequality to any E ⊂ Ω and using |E| ≤ |Ω|, while the upper bound follows simply by taking the competitor E = a ball contained in Ω with the largest possible radius in the minimization problem. Hence, the assumption (NB ) on Ω in particular implies that Ω has no necks of radius r = 1/h(Ω). Applying Theorem 1.4, we conclude the proof.
Remark 5.2. Notice that whenever int(Ω r ) = Ω r , then the maximal Cheeger set of Ω is also minimal, i.e. the Cheeger set is unique. To see this one can argue by contradiction. Suppose that E max \ E min = ∅ and take a point x in the difference. Then, by (1.2) there exists a ball B r ⊂ E max containing x, hence by int(Ω r ) = Ω r we can find y ∈ int(Ω r ) such that x ∈ B r (y). By Theorem 1.6, we can find a ball B r (z) ⊂ E min , then by the no neck assumption there exists a continuous path γ connecting z with y, such that B r (γ(t)) ⊂ E max . Owing to Theorem 1.8 we can directly assume γ of class C 1,1 and with curvature bounded by h(Ω) = 1/r. Lett < 1 be the last time such that B r (γ(t)) ⊂ E min . Of course we have γ(t) = γ(1) = y. Then Lemma 1.7 ensures that U τ = E min ∪ t∈[t,τ ] is a Cheeger set of Ω for all τ ≥t. This, however, leads to a contradiction because ∂U 1 ∩ ∂B r (y) is an arc of radius r whose endpoints do not belong to ∂Ω.
Computation of the Cheeger constant of Koch's snowflake
As an application of Theorem 1.4, we find an efficient procedure for the approximation of the Cheeger constant of a Koch's snowflake K. Before describing the procedure, in the next lemma we prove a general error estimate involving the inverse of the Cheeger constants of two domains ω ⊂ Ω for which the formula (1.3) holds. This lemma will be crucial for estimating h(K) with increasing precision.
Lemma 6.1. Let ω, Ω be two planar domains such that ω ⊂ Ω. Let us set r = h(ω) −1 and R = h(Ω) −1 and assume that (1.3) holds for both, that is, |ω r | = πr 2 and |Ω R | = πR 2 . Then
Proof. The first inequality in (6.1) directly follows from the monotonicity of the Cheeger constant with respect to inclusion, that is, h(Ω) ≤ h(ω). In order to prove the second inequality we observe that Using the elementary inequality
and (6.1) follows at once.
It is convenient to start the construction of Koch's snowflake K from an equilateral triangle K 1 with side length equal to 3. We let K n be the n-th step in the construction of K, and recall that K n+1 is the polygon obtained by attaching 3 · 4 n−1 equilateral triangles of side length 3 1−n to the middle thirds of the sides of K n .
First, it is obvious that K n satisfies (T), while it is not difficult to prove that (NB) holds for all n ∈ N. The idea is the following: given any pair of balls of equal radius that are contained in K n , by the symmetry of K n we can move each ball, without exiting K n , in such a way that its center is translated onto an axis of symmetry of a smallest triangle (one of those used in the construction of K n ) that has a non-empty intersection with the ball. Then we can similarly move the center (and the ball) along the axis until it reaches another axis of symmetry of a triangle of bigger size. By iteratively repeating this procedure, we finally move each ball inside K n until its center coincides with the center of symmetry of the initial triangle K 1 . This shows that, for all n ∈ N, K n satisfies the no-neck property (see Definition 1.2) for any radius r > 0 smaller than the inradius of K n .
Since the snowflake K is the union of all K n , it necessarily satisfies (T) and (NB). Then, thanks to Theorem 1.4, the formula (1.3) holds with K (respectively, K n ) in place of Ω and r = h(K) −1 (respectively, r = r n = h(K n ) −1 ). We first note that, by Lemma 6.1, we have 0 ≤ r − r n ≤ |K rn \ K rn n | 2πr n .
By (1.3), one can easily compute the Cheeger constant of the equilateral triangle K 1 to be h(K 1 ) = 6 + 2 π √ 3 3 √ 3 .
Let us now compute h(K 2 ). First, we note that h(K 2 ) ≤ 2 as the inradius of K 2 is 1. In the following, we let r = r 2 = h(K 2 ) −1 and distinguish between two cases. Figure 9 . A zoomed-in detail of K n with the notation used throughout Section 6.
isosceles triangles, with concave circular arcs of radius r replacing the two equal sides (see Figure  10) . We start by defining I(r, β) = βr − β 2 r 2 − β 2 4 − r 2 arcsin β 2r , which represents the area of a curvilinear isosceles triangle with base of length β and curved equal sides with curvature 1/r tangentially touching the base, as depicted in Figure 10 (a). We note for future reference the following estimate:
The proof of (6.2) simply follows from the fact that the derivative of the function φ(t) = 2t − t √ 1 − t 2 − arcsin(t) satisfies φ (t) = 2 − 2 √ 1 − t 2 < 2t 2 , whence φ(t) ≤ 2t 3 /3 for 0 ≤ t ≤ 1. We also need to compute the areas of the portions of a curvilinear isosceles triangle, which are conveniently defined in terms of the variable x and the distance from C n , the nth iteration in the construction of the Cantor set (see Figures 10(b) and 10(c) ). Let us set the following parameters:
• d = dist(x, C n ); • r = x 2 /3 + d 2 ;
• ι = ι(x) as the largest element of C n such that ι ≤ x; with the constraint x ∈ [x 2 , 1]. If one knows x n−1 , then the constraint becomes more stringent, namely x ∈ [x n−1 , 1]. Notice that the function f n is Lipschitz on [x 2 , 1] and strictly decreasing. Moreover f n (1) < 0 < f n (x 2 ), hence (6.3) has a unique solution x n ∈ (x 2 , 1). Furthermore, the function relating x and r, which we recall to be r = x 2 /3 + d 2 , is Lipschitz for x ∈ [x 2 , 1] and its almost-everywhere defined derivative is bounded from below by a positive constant. Thus, this relation is invertible and to each x n corresponds a unique r n . We now compute h(K 5 ). Observing that By numerically solving (6.4), we obtain r 5 = 0.528751827 . . . Now, since Theorem 1.4 holds, we can apply Lemma 6.1 to deduce an estimate for h(K). We note that, for n ≥ 4, the area of the difference set K rn \ K rn n is estimated by Computing (6.6) for the particular value n = 5 reveals that r 5 approximatesr with a precision of 10 −5 (indeed, the error is less than 3 · 10 −6 ). Coupling this with r 5 ≥ 1/2 finally gives |h(K) − h(K 5 )| < 12 · 10 −6 < 10 −4
and thus h(K) = 1.8912 . . . Thanks to similar, but more tedious, computations for the cases n = 6, 7 and 8, one shows that (6.3) has a solution x n for which φ(x n ) = 0. In particular, this gives h(K) = 1.89124548 . . .
where the displayed digits are exact.
