3rd ESTRO Forum 2015 S219 early effects. ICS distributions can be determined with Monte Carlo simulations at nanometric scale and this is usually done by considering liquid water cross-sections within the target volume. In this work, we propose to quantify the differences between ICS distributions obtained in a water medium with a realistic geometry of the DNA molecule compared to a DNAlike medium. The needed cross-sections of DNA-like materials have been measured and parameterized in the framework of a European Joint Research project. Materials and Methods: In this work, Geant4-DNA processes, included in the general Geant4 Monte Carlo (MC) toolkit, have been used to perform the simulations. Up to this work, Geant4-DNA only offers the possibility of using liquid water cross-sections for the target material. To take into account the new DNA-like materials, we implemented new specific models in the Geant4-DNA processes. These models use the cross-sections tables derived from the experimental data measured at PTB: tetrahydrofuran (THF), trimethylphosphate (TMP) pyrimidine (PY) and Purine (PU). Two different kinds of simulations were performed in this work: First, a homogeneous cylinder equivalent to 10 base pairs (bp) (d=2.3 nm, h =3.4nm) was filled with a target material defined as a combination of 20 nucleotides and their corresponding water shell (Γ=12 per nucleotide). The objective was to evaluate the difference in the number of ionizations obtained in the backbone region (sugar-phosphate materials) when using this medium compared to only liquid water cross-sections in a setup where the regions corresponding to those materials are evaluated from a realistic DNA geometrical target. Therefore, in a second set of simulations, a geometry representing 10 bp DNA segment was designed in this work with realistic volumes and positions calculated from PDB files. The ICS distribution taking place in the sugar and the phosphate volumes of this geometry was then compared to the ICS distribution obtained in the homogeneous cylinder were the THF and TMP cross-sections were used. Results: This work shows that the shape of the ICS distributions in both calculations present a very similar trend, evolving in the same manner with the projectile energy. Nevertheless, important differences were found in the mean value of these distributions that can rise to more than a factor of 2 higher in the case of using the DNA cross-sections instead of liquid water within realistic volumes. Conclusions: The use of DNA materials cross-sections in dedicated MC simulations seems to be necessary to a good estimation of the ICS complexity on DNA molecule that cannot be achieved only with liquid water materials and realistic geometries of the target. 3 ). All plans were optimised for 6MV photon beams for RapidArc with one or two full arcs. The ability of the model to be effective on a group of patients with different characteristics and planning strategies of the training group was assessed. A cohort of 10 patients from a different centre, presenting different strategies in target contouring was selected. Comparison was conducted between the RapidPlan generated plans and the plans accepted by this last centre (RapidArc based), that has an extreme workload and relatively limited resources. Analysis was based on DVH parameters. Results: Quantitative improvements (statistically significant for the majority of the analysed dose-volume parameters) were observed between the RapidPlan and the original plans. For example mean left (right) lung doses were 10.6±4.2 Gy (11.9±5.3 Gy) for RapidPlan and 11.4±4.7 Gy (12.6±5.5 Gy) for original plans, p<0.01; V 30Gy to heart was 16.2±18.7 % and 22.7±25.5 % for RapidPlan and original plans respectively, with p=0.02. The figure shows the visual DVH comparison between the RapidPlan and the original (reference) plans for target (PTV and CTV) and organs at risk.
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Conclusions:
Plans optimised using a knowledge-based model to determine the dose-volume constraints showed dosimetric improvements when compared to the original data. This was assessed for a group of patients with different characteristics of the group of patients used for training the model. The data suggests that RapidPlan is reliable and could encourage its application for centres with extreme workload. ) including a term to account for repopulation. Data were fit using; α/β=10 Gy, ρ=1x10 7 cm -3 , T d = 3.7 days and T k = 20.9 days; α and σ α were the free parameters. After fitting, an n-dimensional grid is created where n is the number of free parameters of the fit. For the Δln(L) method, at each point on the grid the negative log likelihood ratio between the likelihood at that point and the best fit is calculated. The p-value for that point is then calculated using the χ2 distribution with n degrees of freedom. For the new method, at each point on the grid the TCP is calculated for that set of parameters and Monte Carlo simulation used to simulate the experiment many times. These experiments are then fitted to the model and likelihood ratio calculated. The p-value is then calculated from the distribution of likelihood ratios instead of assuming a χ2 distribution.
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Results:
The best fit values were found to be α = 0.301 Gy and σ α = 0.098 Gy. Figure 1 shows the correlation between the parameter uncertainties, and large uncertainty on σ α , at 67%, 90% and 95% confidence. The combination of number of data (270) and their values mean that in this particular case the Δln(L) method yields good agreement with the more exact method. In this analysis the more exact method is slightly more sensitive. There are significant parameter correlations which have a significant effect when propagating uncertainties to TCPs extrapolated from the values used to fit as shown in Table 1 .
Conclusions:
When the quantity of data is sufficient the Δln(L) method of uncertainty estimation provides satisfactory intervals. This may not be the case with little data or when best fit values lie close to boundaries. Intervals for these models will often display non-linear correlations. We suggest that it is necessary to account for these when propagating uncertainties, particularly if the values are to be used clinically. Work is in progress on a more complete analysis of lung tumour control data from the literature using this tool. Results: PCI increased linearly as a function of the logarithm of each target volume, whilst showing no significant differences between Monaco VMARS and LGK SRS plans. PGI for Monaco VMARS plans decreased linearly as a function of logarithm of each target volume, whereas PGI for LGK SRS plans remained constant regardless of each target volume. It was found, for the first time, that PGI for both plans were nearly the same when the target volume exceeds 2 cc. Beam delivery time of Monaco VMARS (average 18.7 min; median, 18.6 min; range, 13.5-24.5 min) was significantly shorter (P = 0.012) than that of LGK SRS (average, 75.2 min; median, 68.3 min; range, 29.4-161.8 min) with a dose rate ranging from 2.379 to 2.817 Gy/min.
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