sense. (2) For a vicinity $V$ subject to the conditions 6), 7), putting is a basis of gi S. We can prove that the absolute weak topology $\mathfrak{W}$ of $R$ is weaker than the strong topology $\mathfrak{S}$ of $R,$ $i.e.,$ $t\mathfrak{W}\subset \mathfrak{S}$ , but $\mathfrak{W}$ is equivalent to A linear topology $\mathfrak{B}$ on $R$ is said to be reflexive, if $\mathfrak{B}$ has a basis $\mathfrak{B}$ such that the pseudo-norm 1 $x||_{V}$ is reflexive 2) A. WFIL: Sur les espaces \'a structure uniforme, Actual. Sci. et Industr. Paris, (1938 We shall make use of notations in MSLS and the following notations: With this definition, we see easily that if $V$ is a positive vicinity (convex), then $\xi V$ also is a positive vicinity (convex) for $\xi>0$ , and for two positive vicinity $U,$ $V$ (convex), both $UV$ and $U\times V$ are Positive vicinities (convex For such $\lambda_{\nu}\in\Lambda(\nu=1,2, \cdots)$ we can find
As $V_{\nu_{+1}}\times V_{\nu+l}\subset V_{\nu}$ , we conclude by the formula \S 2 (5)
On the other hand we have Because, if $ 0\leqq x_{f}\downarrow$ ae $\Lambda$ and $inf\{\sup||x_{R}-x_{\sigma}||_{V}\nu\}\geqq e>0$ ae $\Lambda x_{O}\leqq x_{\lambda}$ for some $\nu$ , then we can find $\lambda_{\mu}\in\Lambda$ $(\mu=1,2,--)$ such that $ x_{\lambda_{1}}\geqq x_{\lambda_{g}}\geqq\cdots$ , $||x_{\lambda_{\mu}}-x_{h_{\mu+i}}||_{V}\nu\geqq e$ $(\mu=1,2,\cdots)$ .
Then, putting $x_{0}=\bigcap_{\mu=1}^{\infty}x_{\lambda_{\mu}}$ , we have $x_{\lambda_{\mu}}-x_{0}\downarrow_{\mu-1}^{\infty}0$ , but $||x_{l_{\mu}}-x_{0}||_{V}\nu\geqq||x_{l_{\mu}}-x_{\lambda_{\mu\cdot t\cdot l}}||_{V\nu}\geqq e$ for every $\mu=1,2,\cdots$ , contradicting the assumption that $\mathfrak{B}$ is continuous.
Therefore for $ 0\leqq x_{\lambda}\downarrow\hslash e\Lambda$ we can find $\lambda_{\nu}\in\Lambda(\nu=1,2,\cdots)$ such that $X_{\lambda}\nu\downarrow_{\nu-l}^{\infty}$ and $x\leqq xRy\sup_{\sigma}||x_{\lambda}\nu-x_{\sigma}||_{r_{\nu}}\leqq\frac{1}{2^{\nu}}$ for every $\nu=1,2,\cdots$ .
Then, putting $ x_{0}=\bigcap_{\nu\Rightarrow 1}^{\infty}x_{\lambda}\nu$ we have for every
Thus we obtain naturally for every $\sigma\in\Lambda$ $||x_{0}-x_{0\cap}x_{\sigma}||_{Vy}\leqq\frac{1}{2^{\prime\nu}}$ $(\nu=1,2,\cdots)$ . As $\mathfrak{B}$ is separative by assumption, we obtain hence. $x_{0}-x_{0\wedge}x_{\sigma}=0$ , and consequently $x_{0}\leqq x_{\sigma}$ for every. $\sigma\in\Lambda$ . Therefore $x_{t}\downarrow xe\Lambda x_{0}$ . 
