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We present a conjecture, with some supporting results, concerning the maximum size of a 
family of subsets satisfying the following conditions: the intersection of any two members of the 
family has cardinal@ at least s, and the intersection of the complements of any two members 
has cardinal@ at least r. 
Let 0 s s s t < n denote integers, S = { 1,2, . a . F n}, and Qi a family of distinct 
subsets of S. By @E (n, r, s) we mean that for all A, B E @, 
In the notation of West’s survey [S], @ would be known as an I.., V, family in 
4. 
We say that tht family Qi E (n, r, s) splits if for some 7’ c S, 
{AnT:AE@)E(ITI,O,s) and {An(S-T):A~@}&r--lT(,r,O). 
Thus Qi splits just when S can be partitioned into elements on which @ already 
satisfies the intersection condition and elements on which Q, already satisfies the 
union condition. Let 
f(fi f, s) = max{l@l: @E (n, r, sj}; 
we will say that (n, t, s) splits if there is some Q, E (n, r, s) which splits such that 
I@( = f(n, r, s), i.e. if there is a family of maximum size in (n, r, s) which splits. We 
propose the following 
Conjm. (n, r, s) splits for every n, r, and s. 
A proof of the conjecture would make computation of f(n, r, s) very simple, 
since 3 must then be equal to f(t, 0, s)f( n - t, r, 4)) for appropriate choice of t, and 
the factors are known. 
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The conjecture generalizes the results of Katona [3] in the case where s = G, &e 
results of Frankl [2] in the case where s = 1, and the conjecture of Frankl [2] 
concerning f(n, 2,2). Although none of these were stated in terms of splitting, we 
suspect that at least Frank1 has thought of the problem in this way. The splitting 
phenomenon is less evident when one of r or s is small. 
Define g(n, r, s) to be symmetric with respect o r and s, and for r B s let 
n-r-s=2k, 
n-r-s=2k+l. 
Wang 143 gives a unified proof of the results of Katona [3], f(n, r, 0) = g(n, r, 0), 
and Frank1 [2], f( n, t, 1) = g(n, r, 1). Although f(n, r, s) a g(n, r, s) for all n, r and s, 
equality does not generally hold. However, we prove the following 
Theorem. If rs - r - s G 3, then f(n, r, s) = g(n, r, s). 
Corollary. (n, r, s) splits for n - r - s S 3. 
Proof. We need only note that there is splitting family in (n, r, s) of size g(n, r, s). 
We may assume by symmetry that ta s. However, if 7’ is a subset of S of size 
n - s, then g(n, r, s) is the size of a maximal (n -s, r, 0) family @ in T. This is just 
the family obtained by a lopsided split where only the minimum possible number s 
of elements of S are used to satisfy the intersection condition; namely, the s 
elements are included in all the subsets in the family. (The first case where 
f(n, r, s) # g(n, r, s), i.e. where a m&al family cannot be obtained by a lopsided 
split, is (8, 2,2).) 
Roof of the ‘I%eorem. We must show that I@Is g(n, r, s) for n - r-ss3 
whenever @E (n, r, s). Equality is obvious when n -r-s s 1, thus f(n, r, S) = 
g(n. r, s) for all n G 5; we assume henceforth that n 3 6 and that 2s s s r. 
Case 1: Assume that n - r - s = 2. Let @ E: (n, r, s) and note that g(n, r, s) = 
n -- s + 1. Let A and B denote sets of sizes s and s + 2, respectively. If both are in 
@, then any ME@ satisfies AcMcB, hence \@)<4<n-s+l. If AM, BP@, 
tht -9 @ consists at most of A and all (s q- 1).element supersets. Thus IaZl s
n--s+ 1. 
If A$ @, B E @, then <P consists at most of B and all (s + 1).element subsets of 
B; thus 
Finally, suppose that the maximal family Qi contains only sets of size s + 1. There 
is no s-element subset common to all sets in @, hence we may assume GJ contains 
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sets of the form 
A={l,2 ,..., ~,a}, 
B ={1,2,. . . , s, b}, 
C={l,2 ,..., s-l,a, b}. 
Some set D E @ must contain a point p$ A U B U C, otherwise Q, would have a set 
of size s + 2. But then the remaining elements in D must all be in A n B n C, an 
impossibility. 
Case 2: Assume that n - r - s = 3. Let Q, f (n, r, s) and note that g(n, r, s) = 
2(n - s). By previous results f(n, r, s) = g(n, r; s) for n G 6, hence assume .bt > 6 and 
proceed by induction. If r> s consider the inequality shown by Wang in [4]: 
f(n,r,s)Gf(n-1,~l.s)+f(n-l,r+l,s). 
By the induction hypothesis, 
f(n-l,r-l,s)Q2(n-1-s); 
and because (n - 1) - (r + 1) - s = 1, 
f(n-l,r+l,s)=g(n-l,f+l,s)=2. 
Thus f(n, r, s) G 2(n -s). 
If r = s the argument is a little more involved. Define the weight of a subset of S 
to be the sum of the elements of the subset; the weight of a family of subsets will 
be the sum of the weights of its members. Let @ E (n, r, s) with \@I = f(n, r, s) such 
that @ has minimum possible weight; such a family is said to be stable. Stable 
families were introduced by Erdiis, Ko and Rado in [l] and used by Wang [4] and 
others; they have the following nice property: If A E @, i$ A, j E A and i < j, then 
A U(i)-G} is also in @. Let Qil ={A E @: nE:A}, &={A E @: &A}; then 
l@+f(n-1, s+l,s) and I<Polsf(n-l,s-1,s). Since (s+l)+s=n-2= 
(n - 1) -’ 1, we have in fact that I&I G 2. By stability G1 consists at most of the two 
setsA={l,2 ,..., s,n}andB={l,2 ,..., s,s+l,n}. 
If G1 = 8, then I@1 = I&l sf(n - 1, s-l, s)=f(n-1, s, s-l). Since s+(s-l)= 
(n - 1) - 3, by induction 
f(n-l,s,s-1)<2(n-s) 
as required. 
If A E Q1, then every set in Qb contains {1,2,. . . , s}; thus I@1 sf(n -s, s, 0) = 
g(n - s, s, 0) = 2(n - s). 
Lastly suppose B E @, but A $ Qb,. Let X = {1,2, . . . , s + l}, Y = 
{s+2,. . . , n - 1) so that 1x1 = I Y( = s + 1. Since @ is maximal some set in @, say 
C, fails to contain { 1,2, . . . , s}; by stability C’ = C U X -[s + 1) is also in @. Then 
no set in eO can contain more than one element of Y, and by stability that 
element can only be s + 2. It follows that except possibly for X itself, each set in 
GO is either of the form X U {s + 2}-(i), 1 G i s s, or of the form X W (i), j E Y. But 
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then 
and the proof is complete. [7 
For n < 10 the only remaining undecided values are f(S, 2,2), f(9,2,2), and 
f(9,3,2). In e ac h case the authors have found ad hoc arguments giving the values 
25, 50 and 30 respectively; these correspond to the 4-4 and 4-S splits of S. Thus 
the conjecture is confirmed for all n < 10. 
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