The reliability mechanisms for future exascale systems will be a key aspect of their scalability and performance. With the expected jump in hardware component counts, faults will become increasingly common compared to today's systems. Under these circumstances, the costs of current and emergent resilience methods need to be reevaluated. This includes the cost of recovery, which is often ignored in current work, and the impact of hardware features such as heterogeneous computing elements and non-volatile memory devices. We describe a simulation and modeling framework that enables the measurement of various resilience algorithms with varying application characteristics. For this framework we outline the simulator's requirements, its application communication pattern generators, and a few of the key hardware component models.
Introduction
Parallel scientific applications frequently use coordinated checkpoint and restart (CCR) to recover from system failures. Failures can be anything from loss of power, human error, hardware component faults, to software bugs. For an application using CCR, all of these failures force it to abort and, at a later time, to restart from a previous checkpoint. Several studies have shown that this will not scale much beyond the machines currently in existence [4, 8, 3, 11] .
For exascale systems, even if per-component reliability remains the same, the sheer number of components will lead to frequent faults. Therefore, alternative methods are needed to enable computational progress of large-scale applications.
Many alternative resilience algorithms have been proposed to replace CCR, but few have been evaluated thoroughly at large scale, with differently behaving applications, strong scrutiny of their cost -especially for recovery -and the impact on application throughput. Recovery is often assumed to be infrequent and neglected in performance studies. In exascale systems we expect failures Sandia National Laboratories is a multi-program laboratory managed and operated by Sandia Corporation, a wholly owned subsidiary of Lockheed Martin Corporation, for the U.S. Department of Energy's National Nuclear Security Administration under contract DE-AC04-94AL85000.
to be common and that cascading failures during recovery might change the performance characteristics of resilience algorithms substantially.
Another aspect that is sometimes overlooked is that a given resilience algorithm may not be suitable for all types of applications. For example, CCR works well for self-synchronizing applications, since they already bear the synchronization cost necessary to achieve coordination. Other applications do better without introducing additional synchronization steps.
While exascale systems will not be radically different from today's supercomputers, there are features such as massive multicore CPUs, Solid State Disks (SSD), and non-volatile random access memory (NVRAM) that have impact on the performance of resilience algorithms. Application characteristics may also become different when they adapt to the larger scale and new programming models. Yet, self-synchronizing legacy applications need to be supported as well.
To evaluate proposed and existing resilience algorithms at scale, simulation and modeling is needed. In this paper we analyze the requirements for an evaluation framework that lets us measure the performance and overhead of various resilience algorithms with different application characteristics.
This perspective paper is meant to explore future exascale systems in terms of modeling and other relevant aspects that have to be considered when studying application recovery after failures. A goal is to generate a discussion that will help define the taxonomy of future exascale systems and the tools that will enable us to study them even before they become available.
We list the requirements we have identified in Section 2, describe our design in Section 3 and 4, and report on the status of our implementation in Section 5.
Requirements
The compromises and restrictions we will have to put into our simulation will prevent us from being able to make absolute and precise performance predictions. However, the goal is to make relative performance comparisons among resilience algorithms under various conditions. For that we need a somewhat accurate model of data movement within the system, but not the data itself nor the computations necessary to generate that data.
Before we can design an experiment, we need to get an idea of what a future exascale system might look like [2,3]. Since we cannot simulate a complete system at scale in full fidelity, we then need to identify the aspects of a system that have a measurable impact on the performance of resilience algorithms.
Future Systems
Exascale machines are predicted to appear before the end of this decade. That is too far out to make accurate predications on what such a system will look like, but not so far that we cannot make some educated guesses. It will not be a quantum computer and most aspects of the system will be familiar to today's users of supercomputers.
