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The Karun RiverAbstract In this research, a perceptron artiﬁcial neural network is trained and validated by a num-
ber of observed data. Inputs of artiﬁcial neural network (ANN) are distance from upstream, dis-
charge of freshwater at upstream and tidal height at downstream and its output is salinity
concentration. Because of shortage of observed data especially in extreme conditions, a numerical
model was developed. This model was calibrated by observed data. Results of numerical model con-
vert to two regression relations. Then artiﬁcial neural network is tested by reminder observed data
and results of numerical model. For improving of results of test of ANN, it is trained by genetic
algorithm (GA) method. GA method decreases the mean of square error (MSE) 66.4% and
increases efﬁciency coefﬁcient 3.66%. Sensitivity analysis shows that distance from upstream is
the most effective governing factor on salinity concentration. For case study, the Karun River in
south west of Iran is considered.
 2015 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Human activity causes abrupt variation in climatic conditions.
Global warming of the earth melts polar ices and water level
of seas rise rapidly. Sea water arrives to rivers that connect to
sea. The salty water of sea increases salinity in rivers. Also tidalsurges intensify the arrival of salt water to rivers. But freshwater
of upstream of river decreases salinity of water. Unfortunately
occurrence of drought and construction of large dams in
upstream of rivers reduce discharge of freshwater in Middle
East countries. Therefore salinity concentration grows very
highly in tidal limit of the tidal rivers of Middle East countries.
Increasing salinity has destroyed environmental around of tidal
rivers. This increasing has damaged to people who live at down-
stream of rivers and they have immigrated to other regions.
Because of interaction between tidal ﬂow and ﬂuvial ﬂow,
new and suitable methods must be developed for determina-
tion of salinity concentration in tidal limit of tidal rivers.
Numerical models cannot calculate salinity concentration
rapidly for different combination of ﬂuvial and tidal ﬂows.
Also these models have not any memory for prediction of
Nomenclature
q discharge of lateral inﬂow per unit width of main
channel
ai; aiþ1 correction coefﬁcients for kinematics energy in sec-
tions i, i+1
CC loss of energy coefﬁcient that depends on expan-
sion or condensation of sections
vx component of speed of lateral inﬂow that is paral-
lel with the direction of main channel
Q discharge of fresh water (CMS)
A cross section area
b correction coefﬁcient for momentum
g gravitational acceleration (9.81 m/s2)
L distance between consecutive sections
S0 slope of the bottom of the channel
Vi, Vi+1 velocity of current in sections i, i+1
h water surface elevation
R hydraulic radius (m)
n manning’s coefﬁcient
n a weight factor (0 for forward method (explicit),
0.5 for Crank-Nicolson method and 1 for back-
ward method (fully implicit))
ni manning’s coefﬁcient in each part
ne equivalent Manning’s coefﬁcient for cross section
pi wetted perimeter in each part (m)
C salinity concentration (g/lit)
U velocity in longitude direction of the river (m/s)
D salinity distribution coefﬁcient in longitude direc-
tion of the river (m2/s)
t time step (sec)
x distance between consecutive sections (m)
T period time of tide (sec) (for the Karun River
T= 24 h)
x frequency of tide (rad/s)
a Domain of tide (m)
Uf the velocity of fresh water (m/s)
Dx modiﬁed distribution coefﬁcient for the tidal rivers
(m2/s)
G The tidal energy dissipation rate per unit mass
(m2/s3)
J The gain of potential energy rate per unit mass
(m2/s3)
HT tidal height (m)
X distance from upstream (km)
786 A. Adib, F. Javdansalinity concentration in future. Thus a method that can con-
sider numerous combinations of tidal height at the down-
stream and freshwater discharge at the upstream must join
to numerical model. This method must utilize observed data
and its results must be compared to results of numerical model.
Artiﬁcial neural network has these characteristics.
Many researchers studied about determination of salinity
concentration in rivers. They developed empirical formulas.
These formulas show the relation between salinity concentra-
tion and discharge of fresh water and show salinity concentra-
tion in different sections in tidal rivers. These formulas are
1-D. But they did not consider effects of tidal ﬂows for devel-
oping of their formulas [1–4].
Other researchers developed 1-D numerical models for
determination of salinity concentration in the rivers [5–13].
Also Xu et al. [14] developed 3-D numerical models for
determination of salinity concentration in the rivers and
estuaries. They considered salinity variations under different
conditions of river ﬂow and wind in the Pamlico River
Estuary (PRE). Liu et al. [15] developed a three-dimensional
salinity and fecal coli form transport model and incorporated
into a hydrodynamic model. Their case study was the tidal
Danshuei River estuarine system of northern Taiwan. The
model was applied to investigate the effects of upstream fresh-
water discharge variation and salinity and fecal coli form load-
ing reduction on the contamination distributions in the tidal
estuarine system. The qualitative and quantitative analyses
clearly revealed that low freshwater discharge resulted in
higher salinity and fecal coli form concentration. Wang et al.
[16] investigate how salinity changes with abrupt increases
and decreases in river discharge around the Yellow River
mouth. Shi and Zhang [17] established a two-dimensional hori-
zontal (2DH) numerical model of ﬂow. They applied the
Galerkin ﬁnite element method (FEM). The software Easy
Mesh is used to triangulate the modeled planar domain. Thetwo-step Lax–Wendroff scheme is used for integrating the
equations in order to avoid the nonlinear iterative calculation.
This two-dimensional horizontal ﬁnite element model was
found to be well suited to the complexities of the North
Passage of the partially-mixed Changjiang River estuary. In
these researches, authors applied salinity distribution coefﬁ-
cient of the no tidal rivers for the tidal rivers.
For example Becker et al. [13] studied about relation between
estuarine salinity and river inﬂow in the Cape Fear River
Estuary (CFRE). Jiang et al. [12] investigated about water level
variation, velocity, and salinity variations under different condi-
tions of river ﬂow and wind in the Oujiang River Estuary
(ORE). Disadvantages of these researches are as follows:
(a) Considering estuary and month of tidal river, they did
not apply their models to tidal limit of the tidal rivers.
(b) Investigating about salinity and ﬂuvial ﬂow, they did not
study about relation between salinity and tidal ﬂow.
Bowden et al. [18] used from artiﬁcial neural network for
prediction of salinity concentration in the River Murray at
Murray Bridge, South Australia. They did not consider effec-
tive factors on salinity concentration. Input of their network is
observed salinity concentration in pervious years. They applied
the partial mutual information (PMI) algorithm and the self-
organizing map and genetic algorithm general regression neu-
ral network (SOM–GAGRNN) to ﬁnd suitable inputs to an
ANN model.
Huang and Foo [19] applied artiﬁcial neural network for
determination of salinity concentration. Inputs of their net-
work are freshwater, tide and wind. Their case study is
Apalachicola River, Florida. They predicted salinity concen-
tration in mouth of the tidal river (no in tidal limit).
Triana et al. [20] applied artiﬁcial neural network for
determination of salinity concentration. Inputs of their network
Figure 1 The map of the Karun River and its tidal limit.
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is the Lower Arkansas River basin in Colorado. They did not
consider tidal ﬂow as input. Palani et al. [21] applied artiﬁcial
neural network for predict and forecast quantitative character-
istics (salinity, temperature, dissolved oxygen, and chlorophyll-
a) in Singapore coastal waters. The results show the ANN’s
great potential to simulate water quality variables. Suen and
Lai [22] determine the potential impacts of climate change on
river ecosystems by mathematically simulating changes in salin-
ity. The salinity projection model described in this research uses
back-propagation neural networks, a robustmethod to simulate
water quality conditions, to simulate salinity changes at several
locations in a Taiwanese river.
Sreekanth and Datta [23] applied modular neural network
(MNN) and genetic programing (GP) for determination of
salinity concentration in rivers and ground water. But tidal ﬂow
was not input of their network. Remya et al. [24] applied a pre-
liminary empirical orthogonal function (EOF) analysis in order
to compress the spatial variability into a few eigenmodes, so
that GA could be applied to the time series of the dominant
principal components (PC). The multivariate version of GA
has been used to carry out the forecast using a few tidal levels
at the boundary of the domain of study as inputs. The perfor-
mance of this combined technique has been found to be quite
satisfactory. Singh [25] studied past researches about seawater
intrusion management problem of coastal aquifers and tidal
rivers. He considered effective factors on this problem (for
example fresh water discharge, pumping rate, seawater volume
into the aquifer and river, etc.). He illustrated that optimization
methods can be classiﬁed into ﬁve categories: linear program-
ing, nonlinear programing, genetic algorithms, artiﬁcial neural
networks, and multi-objective optimization models.
In this research for determination of salinity concentration,
ANN, GA and developed numerical model are applied
simultaneously. ANN is trained by observed data and is tested
by observed data and results of numerical model. For training
of ANN, two methods are applied (back propagation method
and GA method). GA method optimizes parameters of ANN
such asmomentumand learning rate.Also in this research applied
training method for GA is Levenberg–Marquardt method.
2. Materials and methods
2.1. The Karun River
The Karun River locates in south west of Iran. This river is the
greatest and longest river in Iran. The source of river is
Zardkooh Baktiary Mountain and it connects to Arvandrood
River in three junctions of Khorramshahr. The Arvandrood
River pours to the Persian Gulf. The length of the Karun
River is 890 km and its width is 250–900 m. The area of its
watershed is 66,930 km2. Considered reach is between Ahvaz
(at upstream) and three junctions of Khorramshahr (at down-
stream). The length of this reach is 188.76 km [26]. the map of
the Karun River and its tidal limit are shown in Fig. 1.
2.2. Research methodology
2.2.1. Artiﬁcial neural network
A perceptron artiﬁcial neural network has been trained and
validated by observed data. Inputs to this network is tidalheight at downstream, discharge of freshwater at upstream
and distance from upstream and output of network is salinity
concentration. Thus this network has three input nodes and
one output node.
An important consideration is the learning rate, which
determines by how much we change the weights of connections
at each step. If learning rate is too small, the algorithm will
take a long time to converge. Conversely, if learning rate is
too large, we may end up bouncing around the error surface
out of control – the algorithm diverges.
For controlling of the oscillatory behavior, the gradient
changes sign at each step. By adding in a small amount of
the previous weight change, it can lessen the oscillations.
This small amount is named momentum constant.
Momentum constant is between 0 and 1. The optimum value
of momentum constant must be found for each ANN. For
other values of momentum constant, the iteration number of
training of ANN and training time increases and accuracy of
ANN decreases.
The error in a particular iteration is back propagated only if
it is greater than the error tolerance. Typically error tolerance
is a small value in the range 0 to 1. Its value cannot be zero
because training procedure cannot terminate. Also if error tol-
erance is very small, ANN will be over training and accuracy
of its results will reduce.
In this research, salinity concentration was measured from
1970 to now in Ahvaz, three junctions of Khorramshahr,
Farsiat, Darkhovain and Salmaniehe hydrometric stations.
Daily discharge of freshwater was measured from 1934 in
Ahvaz and from 1989 in Farsiat. Hourly water surface eleva-
tion was measured from 2001 in three junctions of
Khorramshahr. But hourly water surface elevation was mea-
sured from March to May 2001 in Darkhovain and
Salmaniehe hydrometric stations [26]. Therefore developed
numerical model was calibrated by measured data from
March to May 2001.
Figure 2 (a) Discharge of fresh water in Ahvaz (b) water surface elevation in three junctions of Khorramshahr (c) water surface elevation
in Darkhovain (d) water surface elevation in Salmaniehe.
788 A. Adib, F. JavdanThese data are shown in Fig. 2.
Farsiat, Darkhovain and Salmaniehe hydrometric stations
locate at distance 59, 135, 160 km from Ahvaz. Tidal limit of
the Karun River reaches to Darkhovain. ANN determines
salinity concentration at tidal limit of the Karun River.
For testing of ANN, two series of data are applied:
1. Observed data.
2. Results of developed numerical model that convert to
two regression relations.
For improving of results of ANN and reduction of MSE,
ANN is trained by GA method. GA is a popular method in
civil and water engineering for optimization of nonlinear prob-
lems. This method can link to numerical models and ANN by
MATLAB toolboxes easily. While regular gradient-based tech-
nique cannot optimize nonlinear problems.
The objective function of GA method is:
Objective function :Min
Xm
i¼1
ðOutput of ANNsDesired outputÞ2
ð1Þ
For stopping of training of ANN, a convergence criterion
must be considered. This criterion is shown in bellow:
AbsðOutput of ANNDesired outputÞ< error tolerance ð2Þ
If this criterion is met for all of the outputs of ANN in
training procedure, training of ANN will be terminated.2.2.2. Numerical model
Because of shortage of observed data especially at extreme
conditions, a numerical model developed by authors.
This model has two parts.
1. Hydrodynamic model
2. Advection- diffusion model
Code of this model was written by Fortran programing lan-
guage. This model needs to input ﬁle for introduction data to
program. Also outputs of program were written in two output
ﬁles (outputs of hydrodynamic model and outputs of advec-
tion- diffusion model). It should be noted that outputs of
hydrodynamic modal are a portion of data that must be intro-
duced to advection- diffusion model.
The hydrodynamic part of model has two computational
stages.
1. In the ﬁrst stage, model runs for steady state. This stage
prepares the initial conditions for unsteady analysis.
2. In the second stage, hydrodynamic model runs for
unsteady state. For the boundary conditions of this
stage, the discharge of fresh water is exerted in the
upstream boundary and the hydrograph of stage is
exerted in the downstream boundary.
Hydrodynamic model utilizes Saint Venant equations.
These equations are shown at bellow:
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Eq. (3) is continuity equation and Eq. (4) is momentum
equation.
In unsteady analysis, the Preissman method utilizes discrete
of the equations, which is a four point ﬁnite differences
method.
Spatial and temporal discretizations are made as follows
based on the Preissman method:
@f
@t
¼ ðf
kþ1
i þ f kþ1iþ1 Þ  ðf ki þ f kiþ1Þ
2Dt
ð5Þ
@f
@x
¼ nðf
kþ1
iþ1  f kþ1i Þ þ ð1 nÞðf kiþ1  f ki Þ
Dx
ð6Þ
f ¼ 1
2
nðf kþ1i þ f kþ1iþ1 Þ þ
1
2
ð1 nÞðf ki þ f kiþ1Þ ð7Þ
f represents Q, A and h in Eqs. (5) and (6) and represents V
and R in Eq. (7). This method results a 4-diagonal matrix. At
ﬁrst, akþ1; bkþ1; vkþ1; hkþ1 were supposed to be equal to their
values in former time step. By running model, new values of
these parameters are calculated and model runs again. This
procedure is repeated until answers converge. 4-diagonal
matrix is solved by Gauss elimination method. This method
converts this matrix to an upper diagonal matrix.
Manning’s equation has been used to determine the friction
slope which has been assumed to be equal in the left bank, the
right bank and the main channel in each section. Equivalent
Manning’s coefﬁcient is calculated by Horton–Einstein
equation:
ne ¼
P
pin
3=2
iP
pi
 !2=3
ð8Þ
The geometric part of model was developed using the
trapezium method while available models make use of regres-
sion relation between depth of water and area, wetted perime-
ter and hydraulic radius. The trapezium method is found to be
more exact. Inputs of hydrodynamic model are shape of cross
sections, boundary conditions (discharges in upstream and
tidal heights in downstream). Outputs are characteristics of
ﬂow in different sections as discharge, velocity, area, Froude
number, hydraulic radius, wetted perimeter etc.
Advection–diffusion model utilizes bellow equation:
@C
@t
þ u @C
@x
¼ D @
2C
@x2
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u ¼ U @D
@x
þD
A
@A
@x
 
ð10Þ
For solving to Eq. (9), the Preissman method is applied.
The numerical model utilizes following procedure for
determination of the salinity distribution coefﬁcient.1. Calculation of the salinity distribution coefﬁcient (similar
to the no tidal river)
D ¼ 63:169  n U  R56 ð11Þ
2. Using of the characteristics of tidal ﬂow (domain and per-
iod of the tide).
3. Using of suitable formulas for correction of the distribution
coefﬁcient, these formulas are shown as follows.
x ¼ 2p
T
ð12Þ
G ¼ 5425:7816  ðaxÞ3 ð13Þ
J ¼ g  C Uf=1000 ð14Þ
Dx ¼ Cons tan t D  J
G
 0:75
ð15Þ
Dx, G, and J are functions of time and distance of the
mouth of the tidal river.
Constant in Eq. (15) is determined by calibration of salinity
part model and is a function of distance from the mouth of the
tidal rivers.
The salinity part of model is run for two steps.
1. In this step, model is run for the average tidal height in the
mouth of the tidal river, this step results Uf. In this step the
effects of fresh water are considered and tidal ﬂows are
ignored.
2. In this step, model is run for general conditions and the
effects of fresh water and the effects of tidal ﬂows are con-
sidered. In the other words tidal cycle is applied for down-
stream boundary conditions.
This model results a 3-diagonal matrix. 3-diagonal matrix is
solved by Gauss elimination method. This method converts
this matrix to an upper diagonal matrix.
The salinity concentration is equal to zero for initial condi-
tions. Relation between salinity concentration and discharge of
fresh water is introduced to model as upstream boundary con-
dition while relation between salinity concentration and dis-
charge and tidal height is downstream boundary condition.
Because the distribution coefﬁcient depends on the salinity
concentration, this model utilizes trial–error method. This pro-
cedure is repeated until reach to convergence. At the ﬁrst, the
salinity concentration is assumed that is equal to the salinity
concentration in the former time step.
Inputs of advection- diffusion model are outputs of hydro-
dynamic model and characteristics of tidal ﬂow (domain and
period of the tide). Outputs of model are salinity concentra-
tions in different sections.
By calibration of model, Manning’s coefﬁcient and dis-
tribution coefﬁcient are determined.
The research methodology is shown schematically in Fig. 3.3. Results and discussion
In this research constant discharges of fresh water are exerted
as upstream boundary conditions while tidal height cycles
Figure 3 The research methodology.
Figure 5 Calibration of numerical model by observed data of the
Salmaniehe hydrometric station.
Table 1 The values of MSE and efﬁciency coefﬁcient of
outputs of trained ANNs by BP and GA method.
Train method of ANN BP GA
MSE of training stage 0.006697 0.00225
MSE of testing stage 0.007134 0.003153
Eﬃciency coeﬃcient of training stage 0.82 0.85
Eﬃciency coeﬃcient of testing stage 0.8 0.83
790 A. Adib, F. Javdansimilar to indicator tidal height cycle (shown in Fig. 4) are
exerted as downstream boundary conditions to numerical
model.
For determination of the highest salinity concentrations,
considering of the highest tidal heights and the lowest dis-
charges of fresh water is necessary. By introducing these con-
ditions to ANN and numerical model, the most critical
conditions can be distinguished. Manning’s coefﬁcient is deter-
mined from 0.02 to 0.057 and salinity distribution is deter-
mined from 500 to 3300 m2/s by calibration of numerical
model. Calibration of numerical model is illustrated in
Fig. 5. Observed data of the Salmaniehe hydrometric station
were used for calibration of numerical model.
Two regression relations are extracted by results of numeri-
cal model. These relations are:
C ¼ ð20:95 0:423Qþ 310:021HTþ 15:975XÞ=1000
for ðHTP 3:7 mÞ ð16Þ
C ¼ ð129:255 0:255Qþ 220:704HTþ 14:657XÞ=1000
for ðHT < 3:7 mÞ ð17Þ
This research used different multilayer perceptron artiﬁcial
neural networks with different structures. At the end, it selects
the best network. This network is a feed forward network
trained by back propagation (BP) learning algorithm. This
learning algorithm compares outputs of network and desired
outputs by least square method. Then, this learning algorithm
sends information of error to nodes to tune the weights and
training of network continues. At the end, error of network
reaches to a suitable value. Two hidden layers are considered
and each hidden layer has three nodes. Transfer function is
hyperbolic tangent function in this network.Figure 4 Indicator tidal height cycle.Six thousands of different inputs (discharge of fresh water,
distance from upstream and tidal height) were introduced to
artiﬁcial neural network for training and validation. These
inputs are observed data in Ahvaz and three junctions of
Khorramshahr. The range of discharge of fresh water is from
50 to 150 CMS and the range of tidal height is from 2.5 to 4 m.
A data set contains 6000 different data (salinity concentration)
is presenting to train the neural network. These data are
obtained from Farsiat, Darkhovain, Salmaniehe and three
junctions of Khorramshahr sites.
Sixty percent of inputs utilize training of artiﬁcial neural
network, 20 percent of them utilize crossvalidation of artiﬁcial
neural network and 20 percent of them utilize veriﬁcation of
artiﬁcial neural network.Figure 6 Comparison between outputs of trained ANN by BP
and GA and desired outputs in testing stage (Salmaniehe
hydrometric station).
Table 2 A sample of results of different methods in Darkhovain hydrometric station.
Discharge of
fresh water
(CMS)
Tidal
height
(m)
Observed
salinity
concentration
(gr/lit)
Salinity concentration
computed by regression
relations (gr/lit)
Salinity concentration
computed by trained ANN by
BP (gr/lit)
Salinity concentration
computed by trained ANN by
GA (gr/lit)
50 2.5 2.69 2.647 2.712 2.692
80 3 2.74 2.75 2.732 2.743
60 3.5 2.88 2.865 2.871 2.884
70 3.8 2.34 3.326 3.313 3.337
100 3.7 3.27 3.282 3.256 3.276
50 3.3 2.83 2.824 2.797 2.835
120 3.4 2.83 2.828 2.851 2.837
90 3.6 2.84 2.88 2.854 2.843
55 3.9 2.37 3.363 3.352 2.376
65 3.2 2.76 2.798 2.776 2.764
Table 3 A sample of results of different methods in Salmaniehe hydrometric station.
Discharge of
fresh water
(CMS)
Tidal
height
(m)
Observed salinity
concentration
(gr/lit)
Salinity concentration
computed by regression
relations (gr/lit)
Salinity concentration
computed by trained ANN by
BP (gr/lit)
Salinity concentration
computed by trained ANN by
GA (gr/lit)
50 2.5 3.2 3.013 3.123 3.214
80 3 2.9 3.116 3.015 2.934
60 3.5 3.1 3.232 3.321 3.134
70 3.8 3.8 3.725 3.927 3.815
100 3.7 3.8 3.682 3.727 3.827
50 3.3 3.3 3.19 3.06 3.27
120 3.4 3.3 3.194 3.256 3.311
90 3.6 3.2 3.246 3.295 3.215
55 3.9 3.8 3.763 3.695 3.815
65 3.2 3.1 3.164 3.213 3.126
Figure 7 Variations of MSE of training stage for different
generations of GA.
Table 4 Sensitivity salinity concentration relative to distance
from upstream, discharge of fresh water, and tidal height.
Sensitivity relative to
distance from
upstream
Sensitivity relative to
discharge of fresh
water
Sensitivity
relative to tidal
height
0.41 0.12 0.2
Determination of salinity concentration in tidal rivers 791Error tolerance, learning rate and momentum of trained
ANN by BP method are 0.1, 0.01 and 0.7 respectively. MSE
and efﬁciency coefﬁcient of trained ANN by BP method are
calculated by comparison between outputs of ANN and
observed data and results of regression relations (Eqs. (16)
and (17)). The values of MSE and efﬁciency coefﬁcient of
trained ANN by BP method are illustrated in Table 1 for train-
ing and testing stages.
For the improving of trained ANN by BP method, parame-
ters of this network are optimized by GA method. GA is a suit-
able method because it ﬁnds global optimum and optimizes
parameters of trained ANN by BP rule. The characteristics
of applied GA in this research are as follows:The number of population in each generation = 120.
The value of mutation = 0.3 (if no of generations is 0–700).
The value of mutation = 0.005 (if no of generations is more
than 2000).
The function of mutation is [(-0.295/1300) * (No of
Generation-700) + 0.3] (if no of generations is more than
700 and less than 2000).
Optimum value of parameters (determined by genetic algo-
rithm) are:
Learning rate = 0.005 and Momentum = 0.5.
The values of MSE and efﬁciency coefﬁcient of trained ANN
by GA method are illustrated in Table 1 for training and test-
ing stages.
For testing stage, comparison between outputs of trained
ANN by BP and GA and desired outputs is illustrated in
Fig. 6. These outputs are concern to Salmaniehe hydrometric
station.
792 A. Adib, F. JavdanA sample of results of different methods and their compar-
ison with observed data are illustrated in Tables 2 and 3 for
Darkhovain and Salmaniehe hydrometric stations.
Table 1 and Fig. 6 show that GA improves results of ANN.
GA decreases MSE between 55.8% and 66.4% and increases
efﬁciency coefﬁcient between outputs of ANN and desired out-
puts 3.66–3.75%. MSE of testing stage is greater than MSE of
training stage (6.5–40.1%) and efﬁciency coefﬁcient of testing
stage is less than efﬁciency coefﬁcient of training stage (2.35–
2.44%). These values conﬁrm contemporary scientiﬁc theories
because optimization methods can reduce MSE and increase
efﬁciency coefﬁcient.
Also Tables 2 and 3 state that results of trained ANN by
GA have the most ﬁtness to observed data. This subject
showed that trained ANN by GA is the most accurate method
for determination of salinity concentration in tidal limit of
tidal rivers.
Variations of MSE of training stage are illustrated in Fig. 7
for different generations of GA.
Sensitivity analysis shows that distance from upstream is
the most important parameter through inputs of ANN. If each
of the inputs of network is eliminated, the results of network
will change. The percent of these changes of results is shown
in Table 4 for trained ANN by GA. Importance of distance
from upstream and tidal height illustrates that intrusion of
sea water to river is governing factor on salinity concentration
in tidal limit of the tidal rivers. This subject shows that ﬂuvial
ﬂow has negligible effect on reduction in salinity. For control-
ling of salinity, arrival of salt water from sea to river must be
blocked by construction of dams. Recently two small dams
were constructed between Arvandrood River and the Karun
River in three junctions of Khorramshahr. Other researchers
did not consider effects of tidal ﬂow and they paid attention
to ﬂuvial ﬂow that has negligible effect on salinity concentra-
tion in extreme conditions (low freshwater discharge and high
tidal ﬂow).4. Conclusion
The trained ANN by GA was found to be suitable for estima-
tion of salinity concentration in rivers under the interaction
effects of tidal ﬂows and ﬂuvial ﬂows. Introducing of the
trained ANN using GA in this research has shown a way for
assessments which is accurate. New inputs were introduced
to ANN in this research, while other researches introduced
only discharge to ANN. They did not consider the most
important features for determination of salinity concentration.
Also they paid attention to determination of salinity concen-
tration in estuaries (no tidal rivers). The trained ANN by
GA can show variation in salinity concentration in each sec-
tion of tidal limit for different boundary conditions while
numerical models do not show them in this part of tidal river
contemporaneously for different boundary conditions. Also
numerical models cannot forecast salinity concentration in
future because these models have not memory for recording
of past events. The number of training and accuracy of
ANN depends on parameters of network. The results of
trained ANN by GA depend on inputs of network. The most
important feature is distance from upstream because thisfeature has extreme effect on salinity concentration in tidal
limit of tidal rivers. In the other hand, regression relations
can be used for determination of salinity concentration in tidal
limit of tidal rivers. These relations must be extracted for each
tidal river separately based on results of numerical model.
Training of ANN needs a long time series of observed data
(discharge of fresh water, tidal height and salinity concentra-
tion in the different sections of tidal limit). Therefore, shortage
of hydrometric stations is a limitation for training of ANN.
Therefore for overcoming this problem, using of regression
relations can be very efﬁcient. By increasing discharge of fresh
water, effects of tidal ﬂow decrease.
In the future researches, other kinds of ANN will be tested
and new data will be introduced to ANN.References
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