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Abstract
Consider a proper, isometric action by a unimodular locally com-
pact group G on a Riemannian manifold M with boundary, such that
M/G is compact. Then an equivariant Dirac type operator on M un-
der a suitable boundary condition has an equivariant index in the K-
theory of the reduced group C∗-algebra C∗
r
G of G, which is a common
generalisation of the Baum–Connes analytic assembly map and the
(equivariant) Atiyah–Patodi–Singer index. Using a trace on a suitable
subalgebra of C∗
r
G, defined by the orbital integral over the conjugacy
class of an element g ∈ G, we prove an equivariant Atiyah–Patodi–
Singer index theorem in this setting. We first state general analytic
conditions under which this theorem holds, and then show that these
conditions are satisfied if g = e is the identity element; if G is a finitely
generated, discrete group, and the conjugacy class of g has polynomial
growth; and if G is a connected, linear, real semisimple Lie group, and
g is a semisimple element. In the classical case, where M is compact
and G is trivial, our arguments reduce to a relatively short and simple
proof of the original Atiyah–Patodi–Singer index theorem.
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1 Introduction
1.1 Background
For a Dirac type operator D on a compact, even-dimensional manifold M
with boundary N , the Atiyah–Patodi–Singer (APS) index theorem [2] states
that
indexAPS(D) =
∫
M
AS(D)− dimker(DN ) + η(DN )
2
. (1.1)
Here indexAPS(D) is the analytic index of D as an operator between spaces
of sections satisfying the APS boundary conditions; AS(D) is the Atiyah–
Singer integrand corresponding to D; DN is a Dirac operator on the bound-
ary N , compatible with D, and η(DN ) is its η-invariant.
This η-invariant is the key additional ingredient compared to the Atiyah–
Singer index theorem for the case of closed manifolds [5]. It measures the
spectral asymmetry of DN . If {λj}∞j=1 are the nonzero eigenvalues of DN
with multiplicities, then one considers the series
∞∑
j=1
sgn(λj)
|λj |z ,
for z with large enough real part so that the series converges. The mero-
morphic continuation of this expression is regular at z = 0, and η(DN ) is
its value at z = 0. An equivalent expression is
η(DN ) =
2√
pi
∫ ∞
0
Tr(DNe
−tD2
N ) dt,
where Tr is the operator trace. The integral converges in many cases, for
example for twisted Spin-Dirac operators [11]. Otherwise, one replaces the
lower integration limit by ε > 0, and defines the integral as the constant
term in the asymptotic expansion in powers of ε, as ε ↓ 0.
The equality (1.1) has been generalised in several directions. Space does
not permit us to give a complete overview of the literature here, but we
briefly mention some of the earlier work that is most relevant to the present
paper, where we study equivariant indices on noncompact manifolds.
Donnelly [24] proved an equivariant version of (1.1), where a compact
group acts on M , generalising the Atiyah–Segal–Singer fixed point theorem
[3, 4] to manifolds with boundary. This was generalised to manifolds that do
not have a product form near the boundary by Braverman–Maschler [13].
On noncompact manifolds, APS index theory of Callias-type Dirac op-
erators was developed by Braverman and Shi [14, 15, 55, 56]. Braverman
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also obtained a result for Callias-type operators on noncompact Lorentzian
manifolds with boundary [12], which was proved in the compact case by
Ba¨r–Strohmaier [6].
Various authors refined (1.1) by considering the action by the fundamen-
tal group G = pi1(M) on the universal cover M of M . A first version of the
η-invariant that applies in this setting is Cheeger–Gromov’s L2-η-invariant
[17]. This corresponds to the identity element of G in the sense of [41]. This
type of η-invariant was used by Ramachandran [52] to generalise (1.1) to a
statement about the lift D of D to M .
To include information corresponding to nontrivial conjugacy classes of
G, Lott developed the notions of higher and delocalised η-invariants [41, 43].
(See also the ηˆ-form of [10].) The higher η-invariant lies in a homology space
of an algebra of rapidly decaying functions on G. These invariants are in-
teresting for their own sakes, and were also used to state and prove gener-
alisations of (1.1). Generalisations of Ramachandran’s result involving this
higher η-invariant were proved in the context of b-calculus by Leichtnam–
Piazza [38, 39, 40]. These constructions and results involve assumptions on
G and its elements used, such as polynomial growth of conjugacy classes.
Xie–Yu [62] worked in the context of coarse geometry, and showed that
Lott’s delocalised η-invariant can be recovered form aK-theoretic ρ-invariant.
They generalised (1.1) to a version for nontrivial elements of G whose conju-
gacy classes have polynomial growth, for the action by G on M . Since this
action is free, and the first term on the right hand side of (1.1) becomes an
integral over the fixed point set of the group element in question, that terms
vanishes in this context. A version for higher cyclic cocycles was proved by
Chen–Wang–Xie–Yu, see Theorem 7.3 in [19].
In this paper, we work in the more general setting of proper actions by
locally compact groups, instead of just fundamental groups acting freely on
universal covers. We obtain an equivariant version of (1.1) in this case.
1.2 The main results
Consider a unimodular, locally compact groupG acting properly and isomet-
rically on a Riemannian manifold M , with boundary N , such that M/G is
compact. Let D be a G-equivariant Dirac type operator on a G-equivariant,
Z2-graded Hermitian vector bundle E = E+ ⊕ E− → M . Suppose that all
structures have a product form near N . In particular, suppose that near N ,
the restriction of D to sections of E+ equals
σ
(
− ∂
∂u
+DN
)
,
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where σ : E+|N → E−|N is an equivariant vector bundle isomorphism, u is
the coordinate in (0, 1] in a neighbourhood of N equivariantly isometric to
N × (0, 1], and DN is a Dirac operator on E+|N .
We initially assume DN to be invertible, and later show how to weaken
this assumption to 0 being isolated in the spectrum of DN . If DN is invert-
ible, then we use the construction of an index
indexG(D) ∈ K0(C∗rG) (1.2)
from [30], where C∗rG is the reduced group C∗-algebra of G. To extract
relevant numbers from this K-theoretic index, we apply traces defined by
orbital integrals. Let g ∈ G, let Zg be its centraliser, and suppose that G/Zg
has a G-invariant measure d(hZg). Then the orbital integral with respect
to g of a function f ∈ Cc(G) is the number
τg(f) :=
∫
G/Zg
f(hgh−1) d(hZg). (1.3)
If the integral on the right hand side converges absolutely for all f in a
dense subalgebra A ⊂ C∗rG, closed under holomorphic functional calculus,
then this defines a trace τg on A. That trace induces
τg : K0(C
∗
rG) = K0(A)→ C. (1.4)
Orbital integrals for semisimple Lie groups are fundamental to Harish-
Chandra’s development of harmonic analysis on such groups. They also play
an important role in Bismut’s work on hypo-elliptic Laplacians [9]. The map
(1.4) onK-theory is given by evaluating characters at g if G is compact. One
can also use (1.4) to recover the values at elliptic elements g of characters
of discrete series representation of semisimple groups [33]. This was used
to link index theory to representation theory in [33]. For discrete groups,
where they are sums over conjugacy classes, orbital integrals and the map
(1.4) have found various applications to geometry and topology in recent
years, see for example [35, 58, 60, 62].
Applying (1.4) to (1.2) yields the number
τg(indexG(D)), (1.5)
which is the main object of interest in this paper. The index (1.2) and the
number (1.5) generalise various earlier indices. See also Section 2.4.
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• IfN = ∅, then (1.2) is the image ofD under the Baum–Connes analytic
assembly map [7], see Corollary 4.3 in [30]. That is the most natu-
ral and widely-used generalisation of the classical equivariant index to
proper, cocompact actions. It has been applied to various problems
in geometry and topology, such as questions about positive scalar cur-
vature and the Novikov conjecture. In this context, the number (1.5)
was shown to be relevant to representation theory, orbifold geometry
and trace formulas [33, 34, 58].
• If M and G are compact, then (1.2) becomes the equivariant APS
index used in [24], and (1.5) is the evaluation of that index at g. If
G is trivial, then this index reduces to the usual APS index. (See
Remark 6.3, which includes the case where DN is not invertible.)
• In the case where M/G is a compact manifold with boundary, M
is its universal cover, and G is its fundamental group, the number
τe(indexG(D)) is the index used by Ramachandran in [52], see Propo-
sition 5.7. In this setting, the index (1.2) was introduced in Section 3
of [61]. Indices with values inK∗(C∗rG) in this setting were also defined
in [38, 39, 40, 41], via operators on Hilbert C∗rG-modules. We expect
these to be special cases of (1.2), because they generalise the case of
manifolds without boundary [47], a special case of the Baum–Connes
assembly map.
These special cases suggest that the index (1.2) and the number (1.5) are
natural objects to study. They generalise to the case where 0 is isolated in
the spectrum of DN , as discussed in Section 6.
A key tool to compute (1.5) is the g-trace of a G-equivariant operator
T on L2(E+|N ), defined as follows. Let χ be a nonnegative function on N
whose support has compact intersections with all G-orbits, such that for all
n ∈ N , ∫
G
χ(gn)2 dg = 1. (1.6)
A G-equivariant operator T on L2(E+|N ) is said to be g-trace class if the
operator hgh−1χ2T is trace class for all h ∈ G, and the integral∫
G/Zg
Tr(|hgh−1χ2T |)d(hZg),
converges. Then the g-trace of T is defined as
Trg(T ) :=
∫
G/Zg
Tr(hgh−1χ2T )d(hZg).
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The g-delocalised η-invariant of DN is
ηg(DN ) :=
2√
pi
∫ ∞
0
Trg(DNe
−t2D2N ) dt, (1.7)
whenever the integrand is defined for all t > 0 and the integral converges.
For our main results, we do not assume that DN is invertible, but only
that 0 is isolated in its spectrum. There is a way to extend the definition of
the index (1.2) to this case, using weighted Sobolev or L2-spaces, analogously
to the approach in b-calculus. In the family index case or in the case of free
actions on Galois covers, this condition ensures a choice of a spectral section
in the sense of [39, 45]. See Remark 6.4. Let P : L2(E+|N ) → ker(DN ) be
the orthogonal projection. Let M˜ be the double of M , let E˜ → M˜ be the
extension of E, and let D˜ be the extension of D to M˜ . (To be precise, on
the second copy of M inside M˜ , both the orientation on M and the grading
on E are reversed.) We write D˜± for the restrictions of D˜ to sections of E˜±,
respectively.
Theorem 1.1. Suppose that an algebra A as above exists, that DN has a
well-defined g-delocalised η-invariant, that P is g-trace class, and that the
other conditions listed in Theorem 6.1 hold as well. Then, for all t > 0,
τg(indexG(D)) =
1
2
(
Trg(e
−tD˜−D˜+)− Trg(e−tD˜+D˜−)
)− Trg(P ) + ηg(DN )
2
.
(1.8)
See Theorem 6.1. The manifold M˜ has no boundary, so that the first
term on the right hand side of (1.8) is the contribution of the interior of M .
We make this result more concrete if g is the identity element e of an
arbitrary unimodular locally compact group, and for more general elements
g of two relevant classes of groups. We do this by showing that the conditions
of Theorem 1.1 hold, and giving a topological expression for the first term
on the right hand side of (1.8). This has the following consequence.
Corollary 1.2. Suppose that either
• G is any unimodular locally compact group, and g = e;
• G is discrete and finitely generated, and the conjugacy class of g has
polynomial growth; or
• G is a connected, linear, real semisimple Lie group, and g is semisim-
ple.
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Then
τg(indexG(D)) =
∫
Mg
χ2g ASg(D˜)−
Trg(P ) + ηg(DN )
2
,
where ASg(D˜) is the integrand in the Atiyah–Segal–Singer fixed point for-
mula, and χg is defined analogously to (1.6), for the action by Zg on the
fixed-point set Mg.
See Corollary 6.2. The topological expressions for the contributions from
M˜ , i.e. the contributions of the interior of M , are the main results in [33,
58, 59].
Corollary 1.2 simultaneously generalises the main results in [2, 24] to the
noncompact case, the main result in [52] and Theorem 5.3 in [62] to the case
of general proper actions, by a larger class of groups, and the main results
in [33, 58, 59] to the case of manifolds with boundary.
1.3 Features of the proofs and future work
Our approach to proving an equivariant APS index theorem for proper ac-
tions is to work with general locally compact groups as long as possible,
and to find general conditions under which such an index theorem holds.
This leads to Theorem 1.1. We then check these conditions g = e and for
discrete and semisimple groups, and obtain the more concrete Corollary 1.2.
As expected, the techniques used to show that the conditions of Theorem
1.1 hold are very different for discrete groups and semisimple Lie groups.
Nevertheless, one of our aims here is to develop a unified approach to this
type of index theorem as far as possible. For other classes of groups, such
index theorems can now be obtained by checking the conditions of Theorem
1.1. And the fact that the explicit index formula in Corollary 1.2 holds for
two quite different classes of groups suggests that this formula should hold
more generally.
Our proofs of Theorem 1.1 and Corollary 1.2 follow a different approach
from proofs of earlier results. They are made possible by the recent devel-
opment of localised equivariant index theory for proper actions based on
coarse geometry and localised Roe algebras in [30].
In the classical case, where M is compact and G is trivial (or compact),
many technical parts of our proofs are unnecessary. In particular, one does
not need K-theory, group C∗-algebras and Roe algebras in that case. Then
only simplified versions of the arguments in Subsections 5.1–5.4, and parts
of Section 6 are needed to prove (1.1). This leads to a proof of the original
APS index theorem that, to the authors, seems considerably shorter and
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simpler than the proof in [2]. We have not been able to find a similar proof
elsewhere in the literature, and this may be of independent interest. To
indicate one difference, let Mˆ be the manifold formed from M by attaching
a cylinder C := N × (0,∞) along the neighbourhood N × (0, 1] of N , and
let Dˆ be the extension of D to Mˆ . We reserve a more important role for
a parametrix for Dˆ defined by patching together parametrices on M and
on C than in [2]. That allows us to avoid the explicit computations in [2]
involving eigensections of DN . See Appendix A for a sketch of this proof.
Part of our motivation for proving Corollary 1.2 is potential future appli-
cations to Borel–Serre compactifications of noncompact locally symmetric
spaces. These spaces are finite-volume orbifolds of the form Γ\G/K, where
G is a semisimple Lie group, K < G is maximal compact, and Γ < G is
a cofinite-volume lattice. If Γ\G/K is noncompact, a natural compacti-
fication is its Borel–Serre compactification, which in general is a orbifold
with corners. By either generalising Corollary 1.2 to manifolds with cor-
ners, or, initially, considering cases where the Borel–Serre compactification
is a manifold with boundary, for example, G = SL(2,R),K = SO(2) and
Γ = SL(2,Z), we intend to investigate applications of the results in this
paper to equivariant index theory for the action by Γ on the space whose
quotient is the Borel–Serre compactification of Γ\G/K, and associated trace
formulas. This may require an extension of Corollary 1.2 to conjugacy classes
that do not have polynomial growth; see Remark 2.18. More generally, the
case of Corollary 1.2 for discrete groups has potential applications to orb-
ifolds with boundary.
1.4 Outline of this paper
In Section 2, we recall the definition of the index (1.2) from [30], and state
out main results in the case where DN is invertible. We then discuss con-
vergence of (1.7) in Section 3. We rewrite the number (1.5) into a form
that is convenient for our purposes in Section 4. That form is then used to
prove Theorem 1.1 and Corollary 1.2 in Section 5, in the case where DN is
invertible. In Section 6, we show how to remove that assumption, and finish
the proofs of our main results. We show how the arguments in this paper
simplify in the compact case in Appendix A.
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2 Preliminaries and results
For a proper, cocompact action by a general locally compact group G, the
most widely-used equivariant index of equivariant elliptic operators is the
Baum–Connes analytic assembly map [7]. (Here an action is called co-
compact if its quotient is compact.) This is a generalisation of the usual
equivariant index in the compact case, and takes values in K∗(C∗rG), the
K-theory of the reduced group C∗-algebra of G. In [30], a generalisation of
the assembly map was constructed and studied, which applies to possibly
non-cocompact actions, as long as the operator it is applied to is invertible
outside a cocompact set in the appropriate sense. This index also generalises
the Gromov–Lawson index [27], an equivariant index of Callias-type opera-
tors [28], the (equivariant) APS index on manifolds with boundary [2, 24],
and the index used by Ramachandran for manifolds with boundary [52].
This index is an equivariant version of the localised coarse index of Roe [54],
for actions by arbitrary locally compact groups. For actions by fundamental
groups of manifolds on their universal covers, this index was constructed in
[61]. We use this index to state and prove an equivariant index theorem for
proper actions on manifolds with boundary, Theorem 2.11.
We briefly review the construction of the index in [30] in Subsection 2.2,
in the case we need here. This involves localised Roe algebras, which we
discuss in Subsection 2.1. The index takes values in the K-theory of the
reduced C∗-algebra of the group acting. Using traces on subalgebras of this
algebra defined by orbital integrals, defined in Subsection 2.3, we extract
numbers from that index. Using the delocalised η-invariants of Subsection
2.5, we express those numbers topologically. The general version of this
expression is Theorem 2.11; more concrete versions for discrete groups and
connected, linear, real semisimple Lie groups are given in Corollaries 2.17
and 2.20.
2.1 The localised equivariant Roe algebra
Let (X, d) be a metric space in which all closed balls are compact. Let G be
a locally compact, unimodular group acting properly and isometrically on
X. Let Z ⊂ X be a closed, G-invariant subset such that Z/G is compact.
Fix a G-invariant Borel measure on X for which every open set has positive
measure. Let E → X be a G-equivariant Hermitian vector bundle.
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The Hilbert space L2(E) of square-integrable sections of E has a natural
unitary representation of G, and an action by C0(X) given by pointwise
multiplication of sections by functions. In this sense, it is a G-equivariant
C0(X)-module. We will not define the various types of such modules here,
but always work with concrete examples. Apart from L2(E), we will also use
the module L2(E) ⊗ L2(G), where G acts diagonally (acting on L2(G) via
the left regular representation), and where C0(X) acts on the factor L
2(E)
via pointwise multiplication. If X/G is compact, then L2(E) ⊗ L2(G) is an
admissible equivariant C0(X)-module, under the non-essential assumption
that either X/G or G/K, for a maximal compact subgroup K < G, is
infinite. See Theorem 2.7 in [30]. This type of C0(X)-module is central to
the constructions in [30].
We denote the algebra of G-equivariant bounded operators on a Hilbert
space H with a unitary representation of G by B(H)G.
Definition 2.1. Let T ∈ B(L2(E) ⊗ L2(G)). Then T is locally compact if
the operators Tf and fT are compact for all f ∈ C0(X). The operator T has
finite propagation if there is a number r > 0 such that for all f1, f2 ∈ C0(X)
whose supports are further than r apart, we have f1Tf2 = 0. Finally, T is
supported near Z if there is an r′ > 0 such that for all f ∈ C0(X) whose
support is further than r′ away from Z, the operators Tf and fT are zero.
The localised equivariant Roe algebra of X is the closure in B(L2(E) ⊗
L2(G)) of the algebra of locally compact operators in B(L2(E) ⊗ L2(G))G
with finite propagation, supported near Z. It is denoted by C∗(X)Gloc.
The algebra C∗(X)Gloc is independent of Z. And, assuming either Z/G
or G/K is an infinite set,
C∗(X)Gloc ∼= C∗rG⊗K, (2.1)
where C∗rG is the reduced group C∗-algebra of G, and K is the algebra of
compact operators on a separable, infinite-dimensional Hilbert space. See
(5) in [30]. (If Z/G and G/K are both finite, then (2.1) still holds with K
replaced by a matrix algebra.) This equality implies that C∗(X)Gloc is also
independent of E. (In fact, it is independent of the choice of a more general
kind of admissible module.)
Remark 2.2. There is no reason a priori to assume that Z/G is compact. The
resulting localised Roe algebra will then depend on Z. We always assume
that Z/G is compact, so that we have the isomorphism (2.1), and we can
apply the traces of Subsection 2.3 to classes in the K-theory of C∗(X)Gloc.
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We will also use a version of the localised equivariant Roe algebra defined
with respect to the C0(X)-module L
2(E), instead of L2(E) ⊗ L2(G). This
is defined exactly as in Definition 2.1, with L2(E) ⊗ L2(G) replaced by
L2(E) everywhere. The resulting algebra is denoted by C∗(X;L2(E))Gloc.
This algebra is less canonical than C∗(X)Gloc, and is not stably isomorphic
to C∗rG in general. If X/G itself is cocompact, then we omit the subscript
loc, since being supported near Z then becomes a vacuous condition.
2.2 The localised equivariant coarse index
Suppose, from now on, that X = M is a complete Riemannian manifold,
and E is a smooth, Z2-graded, G-equivariant, Hermitian vector bundle. Let
D be an elliptic, odd-graded, essentially self-adjoint, first order differential
operator on E. Suppose that D2 ≥ c on M \ Z, for a positive constant
c. Let b ∈ C(R) be an odd function such that b(x) = 1 for all x ≥ c.
Lemma 2.3 in [54] states that b(D)2 − 1 ∈ C∗(X;L2(E))Gloc. By Lemma 2.1
in [54], the operator b(D) lies in the multiplier algebraM(C∗(X;L2(E))Gloc)
of C∗(X;L2(E))Gloc. Hence the restriction of b(D) to even-graded sections
defines a class
[b(D)] ∈ K1
(M(C∗(X;L2(E))Gloc)/C∗(X;L2(E))Gloc).
Let
∂ : K1
(M(C∗(X;L2(E))Gloc)/C∗(X;L2(E))Gloc)→ K0(C∗(X;L2(E))Gloc)
be the boundary map in the six-term exact sequence associated to the ideal
C∗(X;L2(E))Gloc of M(C∗(X;L2(E))Gloc). We set
index
L2(E)
G (D) := ∂[b(D)] ∈ K0(C∗(X;L2(E))Gloc). (2.2)
To obtain an index in K0(C
∗
rG), let χ ∈ C∞(M) be a cutoff function, in
the sense that it is nonnegative, its support has compact intersections with
all G-orbits, and that for all m ∈M ,∫
G
χ(gm)2 dg = 1. (2.3)
The map
j : L2(E)→ L2(E)⊗ L2(G), (2.4)
given by
(j(s))(m, g) = χ(g−1m)s(m),
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for s ∈ L2(E), m ∈M and g ∈ G, is a G-equivariant, isometric embedding.
Let
⊕ 0: C∗(X;L2(E))Gloc → C∗(X)Gloc (2.5)
be given by mapping operators on L2(E) to operators on j(L2(E)) by con-
jugation with j, and extending them by zero on the orthogonal complement
of j(L2(E)). We denote the map on K-theory induced by ⊕0 be the same
symbol.
Definition 2.3. The localised equivariant coarse index of D is
indexG(D) := index
L2(E)
G (D)⊕ 0 ∈ K0(C∗rG).
Remark 2.4. In [30], the localised equivariant coarse index is defined slightly
differently from Definition 2.3, but also in terms of j. The two definitions
agree by (13) in [30]. In that paper, a version for ungraded vector bundles,
with values in odd K-theory, is also defined. An illustration of how (repre-
sentation theoretic) information that may not be encoded by index
L2(E)
G (D)
is recovered through the map ⊕0 is Example 3.8 in [30].
The index of Definition 2.3 simultaneously generalises various other in-
dices, as mentioned at the start of this section. For example, if M/G is
compact, then it reduces to the analytic assembly map from the Baum–
Connes conjecture [7]. See Section 3.5 in [30] for other special cases. In this
paper, we apply the index to manifolds with boundary, to generalise the
APS index and its generalisations in [2, 24, 52].
2.3 Orbital integrals
Fix an element g ∈ G. Let Zg < G be its centraliser. Suppose that G/Zg
has a G-invariant measure d(hZg) such that for all f ∈ Cc(G),∫
G
f(h) dh =
∫
G/Zg
∫
Zg
f(hz) dz d(hZg),
for fixed Haar measures dh on G and dz on Zg. (This is the case, for example,
if G is discrete, or if G is real semisimple and g is a semisimple element.)
The orbital integral of a function f ∈ Cc(G) is
τg(f) :=
∫
G/Zg
f(hgh−1) d(hZg).
We assume that there is a dense subalgebra A ⊂ C∗rG, closed under holo-
morphic functional calculus, such that τg extends to a continuous linear
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functional on A. Then it defines a trace on A. Existence of A is a nontrivial
question, we discuss positive answers for discrete and semisimple groups in
Subsections 3.4 and 3.5. The trace τg on A defines a map
τg : K0(C
∗
rG) = K0(A)→ C.
Consider the setting of Subsection 2.2. Then we have the number
τg(indexG(D)).
We will use a trace of operators on Γ∞(E) with smooth kernels that is
related to τg.
Definition 2.5. Let T be a G-equivariant operator on L2(E). Then T is
g-trace class if hgh−1χ2T is trace class for all h ∈ G and the integral∫
G/Zg
Tr(|hgh−1χ2T |)d(hZg),
converges, where Tr is the operator trace of operators on L2(E). Then the
g-trace of T is
Trg(T ) :=
∫
G/Zg
Tr(hgh−1χ2T )d(hZg).
We will only apply the g-trace to operators with smooth kernels. Then
there are several equivalent expressions for this trace, which we will use
in different places. Let χG ∈ C∞(G) be any nonnegative function which
has compact support on every orbit of the action by Zg on G by right
multiplication, and such that for all x ∈ G,∫
Zg
χ2G(xz
−1) dz = 1.
Define the nonnegative function χg on M by
χg(m)
2 =
∫
G
χG(x)
2χ(xgm)2 dx. (2.6)
It has the property that for all m ∈M ,∫
Zg
χg(zm)
2 dz = 1. (2.7)
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Lemma 2.6. If T is a g-trace class operator on L2(E) with smooth kernel
κ, then
Trg(T ) =
∫
G/Zg
∫
M
χ(hgh−1m)2 tr(hgh−1κ(hg−1h−1m,m)) dmd(hZg)
=
∫
G/Zg
Tr(Tχ2hgh−1)d(hZg)
= Tr(χ2ggT ).
(2.8)
Lemma 2.7. If T is g-trace class, and S ∈ B(L2(E))G, then ST and TS
are g-trace class. If T has a smooth kernel and S has a distributional kernel,
then Trg(ST ) = Trg(TS).
Lemmas 2.6 and 2.7 are proved in Subsection 3.1.
Consider the bundle
End(E) := E ⊠ E∗ →M ×M.
For any algebra A of functions on G, we write EndA(Γ
∞(E))G for the algebra
of operators T on Γ∞(E) with smooth kernels κ ∈ Γ∞(End(E))G, such that
the function
x 7→
∫
M
χ(xm)2(xκ(x−1m,m′)) dm
on G lies in A for all m,m′ ∈M .
Definition 2.8. The map
TR: EndA(Γ∞(E))G → A
is given by
TR(T )(x) =
∫
M
χ(xm)2 tr(xκ(x−1m,m)) dm, (2.9)
if T ∈ EndA(Γ∞(E))G has kernel κ.
The integral (2.9) converges in A, because the integrand is continuous
and compactly supported, and A is complete. It follows from Lemma 2.6
that if T ∈ EndA(Γ∞(E))G ∩ B(L2(E))G is g-trace class, then
Trg(T ) = τg(TR(T )). (2.10)
Remark 2.9. The map TR generalises the map TrN in (3.11) in [33] and the
map TR on page 429 of [42].
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2.4 Manifolds with boundary
We now specialise to the case we are interested in in this paper. Slightly
changing notation from the previous subsections, we letM be a Riemannian
manifold with boundary N . We still suppose that G acts properly and
isometrically on M , preserving N , such that M/G is compact. We assume
that a G-invariant neighbourhood U of N is G-equivariantly isometric to a
product N × (0, δ], for a δ > 0. To simplify notation, we assume that δ = 1;
the case for general δ is entirely analogous.
As before, let E = E+ ⊕ E− → M be a Z2-graded G-equivariant, Her-
mitian vector bundle. We assume that E is a Clifford module, in the sense
that there is a G-equivariant vector bundle homomorphism, the Clifford ac-
tion, from the Clifford bundle of TM to the endomorphism bundle of E,
mapping odd-graded elements of the Clifford bundle to odd-graded endo-
morphisms. We also assume that there is a G-equivariant isomorphism of
Clifford modules E|U ∼= E|N × (0, 1].
Let D be a Dirac-type operator on E; i.e. the principal symbol of D is
given by the Clifford action. Let D+ be the restriction of D to sections of
E+. Suppose that
D+|U = σ
(
− ∂
∂u
+DN
)
,
where σ : E+|N → E−|N is a G-equivariant vector bundle isomorphism, u is
the coordinate in the factor (0, 1] in U = N×(0, 1], andDN is an (ungraded)
Dirac-type operator on E+|N . We initially assume that DN is invertible, and
show how to remove this assumption in Section 6.
Consider the cylinder C := N× [0,∞), equipped with the product of the
mertic onM restricted to N , and the Euclidean metric. Because the metric,
group action, Clifford module and Dirac operator have a product form on
U , all these structures extend to C. We denote the extension of E to C by
EC , and the extension of D to C by DC . We form the complete manifold
Mˆ := (M ⊔C)/ ∼,
where m ∼ (n, u) if m = (n, u) ∈ U = N × (0, 1]. Let Eˆ → Mˆ and Dˆ be the
extensions of E and D to Mˆ , respectively, obtained by gluing the relevant
objects on M and C together along U .
Since DN is invertible, there is a c > 0 such that D
2
N ≥ c. Hence also
D2C ≥ c. In other words, Dˆ2 ≥ c outside the cocompact set M , so that
Definition 2.3 applies to Dˆ. This gives us the localised coarse index
indexG(Dˆ) ∈ K0(C∗rG), (2.11)
16
which is the main object of study in this paper. Our goal is to give a
topological expression for the number τg(indexG(Dˆ))
The index (2.11) and the number the number τg(indexG(Dˆ)) simultane-
ously generalise several widely-used indices, as mentioned in the introduc-
tion. The index generalises to a case whereDN is not invertible, as discussed
in Section 6.
2.5 Delocalised η-invariants
If M , and hence N , is compact, then DN has discrete spectrum. In [2],
Atiyah, Patodi and Singer consider the sum∑
λ∈spec(DN )\{0}
sgn(λ)|λ|−s,
where the sum is over the nonzero eigenvalues of DN taken with multiplic-
ities, and the real part of s ∈ C is large enough so that the sum converges.
This sum has a meromorphic continuation to C as a function of s, which is
regular at s = 0. The η-invariant of DN , denoted by η(DN ), is the value of
this continuation at s = 0.
We will denote the smooth kernel of DNe
−tD2N by κ˜t. Bismut and Freed
proved that for twisted Spin-Dirac operators, there is a function b ∈ C∞(N)
such that
tr(κ˜t(n, n)) = b(n)t
1/2 +O(t3/2) (2.12)
as t ↓ 0, uniformly for n in compact subsets of N . See Theorem 2.4 in [11].
If DN has this property, then have the equivalent definition
η(DN ) =
2√
pi
∫ ∞
0
Tr(DNe
−t2DN ) dt, (2.13)
where Tr is the operator trace. See Section II(d) in [11]. In general, the
equality (2.13) still holds if we replace the lower integration limit by ε > 0,
asymptotically expand the integral as ε → 0, and take the right hand side
of (2.13) to be the constant term in this expansion. In the compact case,
we can take χ ≡ 1, so that Tre = Tr. Hence the following definition is a
generalisation of the definition of the η-invariant in the compact case.
Definition 2.10. The operator DN has a g-delocalised η-invariant if the
operator DNe
−tD2N is g-trace class for all t > 0, and the integral
2√
pi
∫ ∞
0
Trg(DNe
−t2D2N ) dt (2.14)
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converges. The value of that integral is then the g-delocalised η-invariant of
DN , and denoted by ηg(DN ).
For the case of the fundamental group of a compact manifold acting on
the manifold’s universal cover, delocalised η-invariants were defined by Lott
[41, 43]. In that setting, the case for g = e was introduced by Cheeger and
Gromov [17], and applied to index theory by Ramachandran [52].
The integral (2.14) does not always converge, see for example Section 3
of [50]. However, in the case of fundamental groups of compact manifolds
acting their universal covers, and for g not a central element, a sufficient
condition for the convergence of (2.14) is that DN has a spectral gap at
zero, see Theorem 1.1 in [19]. We discuss this convergence in Section 3, and
find concrete classes of situations for discrete and semisimple groups when
(2.14) converges.
2.6 The index theorem
We first state the general form of our index theorem, and then make this
more concrete for discrete groups and semisimple Lie groups in Subsection
2.7. In the general form of the index theorem, Theorem 2.11, we list technical
conditions that imply a general index formula. The content of the specific
forms for discrete and semisimple groups, Corollaries 2.17 and 2.20, is that
those technical conditions hold in these settings, and that the general index
formula then has a concrete topological expression.
If X is a proper, isometric G-manifold, and, for t > 0, κt is the smooth
kernel of a G-equivariant, g-trace class operator on a space of smooth sec-
tions of a Hermitian G-vector bundle over X, such that κt depends smoothly
on t, then we will say that κt localises at M
g as t ↓ 0, if for all Zg-invariant
neighbourhoods V of Mg,
lim
t↓0
∫
X\V
χg(x)
2| tr(gκt(g−1x, x))| dx = 0. (2.15)
Here χg is as in (2.6).
Consider the setting of Subsection 2.4. Let M˜ be the double ofM , and let
E˜ = E˜+⊕ E˜− and D˜ be the extensions of E and D to M˜ , respectively. More
explicitly, as on page 55 of [2], M˜ is obtained from M by gluing together a
copy of M and a copy of M with reversed orientation, while E˜ is obtained
by gluing together a copy of E and a copy of E with reversed grading. To
glue these copies of E together along N , we use the isomorphism σ. Let D˜±
be the restrictions of D˜ to the sections of E˜±.
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Theorem 2.11. Suppose that
• the algebra A as in Subsection 2.3 exists;
• the operators e−tD˜2 and e−tD˜2D˜ are g-trace class for all t > 0;
• the Schwartz kernels of e−tD˜2D˜ and ϕe−tD2CDCψ localise at Mg as
t ↓ 0, for all G-invariant ϕ,ψ ∈ C∞(C), supported in the relatively
cocompact neighbourhood U ∼= N × (0, 1] of N ;
• the operator DN has a g-delocalised η-invariant.
Then for all t > 0,
τg(indexG(Dˆ)) =
1
2
(
Trg(e
−tD˜−D˜+)− Trg(e−tD˜+D˜−)
) − 1
2
ηg(DN ). (2.16)
We generalise this result to the case where DN may not be invertible,
but zero is isolated in its spectrum, in Section 6; see Theorem 6.1.
Remark 2.12. Reversing both the orientation onM and the grading on E on
the second copy of M inside M˜ will ensure that the topological expression
for the g-trace of the index of D˜ is twice the contribution of the interior of
M to τg(indexG(Dˆ)). In particular, this choice of orientation and grading
implies that the first term on the right hand side of (2.16) is not (always)
zero.
In fact, the use of the double of M is not essential to our arguments,
and we may replace M˜ be any manifold without boundary to which E, D
and the action by G extend in suitable ways, such that M˜/G is compact.
Then the first term on the right hand side of (2.16) should be replaced by
a difference of g-traces of heat operators on M˜ composed with functions
supported in M . See Lemma 5.1 and its proof.
For more concrete versions of Theorem 2.11, we will show that its con-
ditions hold in relevant cases, and give a topological expression for the dif-
ference of g-traces on the right hand side of (2.16). Such a topological
expression takes the following form. We specialise to the case of twisted
Spinc-Dirac operators. The case of general Dirac-type operators is similar;
see for example Section 6.4 in [8]. Suppose that E = S ⊗ V , for the spinor
bundle S →M of a G-equivariant Spinc-structure, and a G-equivariant, Her-
mitian vector bundle V → M . Let RV be the curvature of a G-invariant,
Hermitian connection on V . Let L→M be the determinant line bundle of
S.
If g = e, then we obtain a result for general unimodular locally compact
groups.
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Corollary 2.13. We have
τe(indexG(Dˆ)) =
∫
M
χ2Aˆ(M)ec1(L)/2 tr(e−RV /2πi)− 1
2
ηe(DN ).
This is a generalisation of the main result in [52] to arbitrary proper
actions by locally compact groups, and a generalisation of the main result
in [59] to manifolds with boundary.
For more general elements g ∈ G, let Mg be the fixed point set of g,
and N → Mg its normal bundle in M . Let RN be the curvature of the
restriction of the Levi-Civita connection of M to N . Let χg ∈ Cc(Mg) be a
function with the property (2.7). As before, we denote all extensions to M˜
by tildes.
Question 2.14. Under what conditions does the formula
Trg(e
−tD˜−D˜+)−Trg(e−tD˜+D˜−) =
∫
M˜g
χ˜2g
Aˆ(M˜g)ec1(L|M˜g )/2 tr(ge−RV˜ |M˜g/2πi)
det(1− ge−RN˜ /2πi)1/2
(2.17)
hold?
Of course, we can ask this question in general, not just for manifolds a
that are doubles of manifolds with boundary. We will use affirmative answers
to this question (the index theorems proved in [33, 58]) to make Theorem
2.11 more concrete in the next subsection. The fact that the answer is ‘yes’
for the two very different classes of groups we will discuss suggests that
(2.17) should hold more generally.
Remark 2.15. Another form of (2.16) is the equality
τg(indexG(Dˆ)) =
1
2
τg(indexG(D˜)) +
1
2
ηg(DN ).
Here indexG(D˜) equals the image of D˜ under the analytic assembly map,
by Corollary 4.3 in [30], and the equality
τg(indexG(D˜)) = Trg(e
−tD˜−D˜+)− Trg(e−tD˜+D˜−)
follows from Proposition 4.1.
2.7 Discrete groups and semisimple groups
The conditions of Theorem 2.11 are satisfied, and the answer to Question
2.14 is ‘yes’, in the two settings we will now describe.
First of all, suppose that G is discrete, and finitely generated. Let dG
be a word length metric on G. Let (g) be the conjugacy class of g.
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Definition 2.16. The conjugacy class (g) has polynomial growth if there
exist C, d > 0 such that for all k ∈ N,
#{h ∈ (g); dG(e, h) = k} ≤ Ckd. (2.18)
If (g) has polynomial growth, then Kagˇan Samurkas¸ [35] showed that an
algebra A as in Subsection 2.3 exists. (See Subsection 3.4.) We will show
that the other conditions of Theorem 2.11 also hold in this case.
Corollary 2.17. If G is discrete and finitely generated, and (g) has poly-
nomial growth, then, if D is a twisted Spinc-Dirac operator,
τg(indexG(Dˆ)) =
∫
Mg
χ2g
Aˆ(Mg)ec1(L|Mg )/2 tr(ge−RV |Mg/2πi)
det(1− ge−RN /2πi)1/2 −
1
2
ηg(DN ).
Remark 2.18. It is possible that Corollary 2.17 is true without the assump-
tion that (g) has polynomial growth. Then it is unclear if τg defines a map
on K0(C
∗
rG), but one can define the g-trace of the index by the equality in
Proposition 4.1, if the operators S0 and S1 are replaced by suitable operators
with finite propagation. See Remark A.2 in [62]. Furthermore, Puschnigg
[51] shows that an algebra A to which τg extends exists for hyperbolic dis-
crete groups.
Remark 2.19. Consider the case of Corollary 2.17 where M/G is a smooth,
compact manifold with boundary,M is the universal cover ofM/G, and G is
the fundamental group of M/G. Let DM/G be the Dirac operator on M/G
induced by D. Suppose that all conjugacy classes in G have polynomial
growth. As a consequence of forthcoming results in [29], where reduced
group C∗-algebras and Roe algebras are replaced by maximal ones, we have∑
(g)
τg(indexG(Dˆ)) = index(DM/G), (2.19)
where the sum runs over all conjugacy classes (g) in G, and the index on
the right hand side is the APS index of DM/G. Since G acts freely on M ,
Corollary 2.17 implies that the left hand side of (2.19) equals∫
M
χ2eAˆ(M˜)e
c1(L)/2 tr(ge−RV˜ /2πi)− 1
2
∑
(g)
ηg(DN ).
The first term is exactly the interior contribution to the topological side of
the APS index of DM/G. We conclude that
η(DN/G) =
∑
(g)
ηg(DN ),
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where DN/G is the Dirac operator on N/G corresponding to DN . In other
words, the delocalised η-invariants of DN are refinements of the η-invariant
of DN/G. This remains true in a case where DN is not invertible, discussed
in Section 6.
In general, we expect Corollary 2.17, and the case of Corollary 6.2 for
discrete groups, to refine Farsi’s orbifold APS index theorem (Theorem 4.1
in [26]) in a similar way.
Next, we consider semisimple Lie groups.
Corollary 2.20. Let G be a linear, connected, real semisimple Lie group.
Let K < G be a maximal compact subgroup. If G/K is even-dimensional,
then for all semisimple g ∈ G,
τg(indexG(Dˆ)) =
∫
Mg
χ2g
Aˆ(Mg)ec1(L|Mg )/2 tr(ge−RV |Mg/2πi)
det(1− ge−RN /2πi)1/2 −
1
2
ηg(DN ).
(2.20)
Remark 2.21. By Theorem 3.1 in [34], the left hand side of (2.20) is zero if
G does not have a compact Cartan subgroup. In that case, the content of
Corollary 2.20 is the equality∫
Mg
χ2g
Aˆ(Mg)ec1(L|Mg )/2 tr(ge−RV |Mg/2πi)
det(1− ge−RN /2πi)1/2 =
1
2
ηg(DN ),
for g ∈ K. Similarly, for all g ∈ G not contained in a compact subgroup, the
left hand side of (2.20) is zero by Corollary 4.7 in [34], while M˜g is empty
by properness of the action. Then Corollary 2.20 implies that ηg(DN ) = 0.
If G does have a compact Cartan subgroup, then Corollary 4.1 in [34]
states that indexG(Dˆ) is completely determined by the numbers τg(indexG(Dˆ)),
for g in a dense subset of K. Then Corollary 2.20 is a complete topological
expression for that index.
Just like Theorem 2.11, Corollaries 2.17 and 2.20 generalise to the case
where DN is not necessarily invertible. See Corollary 6.2.
3 Convergence of delocalised η-invariants
Convergence of (2.14) for small t can be proved in general via finite prop-
agation estimates. Hence convergence of (2.14) depends on the behaviour
of Trg(DNe
−t2D2
N ) as t→∞. Building on arguments by Lott [43], we show
that this function of t is rapidly decreasing if the algebra A is a projective
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limit of Banach algebras. We then show that this is the case for algebras A
that are available for discrete groups and semisimple Lie groups. (In fact,
those algebras are Banach algebras themselves.)
3.1 Properties of the g-trace
Before we investigate convergence of delocalised η-invariants, we prove the
properties of the g-trace stated in Subsection 2.3.
Proof of Lemma 2.6. For x ∈ G, we have
Tr(xχ2T ) =
∫
M
χ(x−1m)2 tr(xκ(x−1m,m))dm.
Replacing m by x2m and using
tr(xκ(xm, x2m)) = tr(x2xκ(x−1m,m)x−2) = tr(xκ(x−1m,m))
and the left invariance of the Haar measure dx, we have
Tr(xχ2T ) =
∫
M
χ(xm) tr(xκ(x−1m,m))dm.
The first equality in the lemma is then proved in view of Definition 2.5.
The second equality follows from the first, via a computation involving
the trace property of tr and G-invariance of κ.
To prove the third equality, we note that for all h ∈ G and m ∈M ,
tr(hgh−1κ(hg−1h−1m,m)) = tr(gκ(g−1h−1m,h−1m)),
by G-invariance of κ and the trace property of tr. So, substituting m′ =
h−1m, we find that∫
G/Zg
∫
M
χ(hgh−1m)2 tr(hgh−1κ(hg−1h−1m,m)) dmd(hZg) =∫
G
χG(hz
−1)2
∫
M
χ(hgh−1m)2 tr(hgh−1κ(hg−1h−1m,m)) dmdh =∫
M
χg(m
′)2 tr(gκ(g−1m′,m′)) dm′ d(hZg) = Tr(χggT ).
23
Proof of Lemma 2.7. Properties of trace class operators imply that, for all
g-trace class operators T , S ∈ B(L2(E))G and h ∈ G, the operator hghχTS
is trace class and
Tr(|hgh−1χ2TS|) ≤ Tr(|hgh−1χ2T |)‖S‖
Hence TS is g-trace class by Definition 2.5. Using the second equality in
Lemma 2.6, we can similarly prove that ST is g-trace class.
Suppose that T has a properly supported smooth kernel κT and S has
a distributional kernel κS , so that ST and TS have continuous kernels. For
notational simplicity, we consider the case where E is the trivial line bundle,
so that κT ∈ C∞(M ×M) and κS ∈ D′(M ×M).
Form ∈M , the restriction of κS to {m}×M is a well-defined distribution
in D′(M), because the wave front set of κS is normal to the diagonal. We
denote this restriction by κ
(2)
S,m. For m
′ ∈M , we also write κ(1)T,m′ ∈ C∞(M)
for the restriction of κT to M × {m′}. The pairing between κ(2)S,m and κ(1)T,m′
is well-defined for all m,m′ ∈M , because the compositions ST and TS are.
Then, by the third equality in Lemma 2.6,
Trg(ST ) = Tr(χ
2
ggST ) =
∫
M
χg(m)
2κ
(2)
S,g−1m
(κ
(1)
T,m) dm,
and
Trg(TS) = Tr(gSχ
2
gT ) =
∫
M
κ
(2)
S,g−1m
(χ2gκ
(1)
T,m) dm.
Using (2.7), unimodularity of Zg, and Zg-equivariance of S and T , one
computes∫
M
χg(m)
2κ
(2)
S,g−1m
(κ
(1)
T,m) dm =
∫
M
χg(m)
2κ
(2)
S,g−1m
(∫
Zg
z−1 · χ2g dz κ(1)T,m
)
dm
=
∫
Zg
∫
M
χg(m)
2κ
(2)
S,g−1m
(
z−1 · (χ2gκ(1)T,zm)
)
dmdz
=
∫
Zg
∫
M
χg(z
−1m)2κ(2)
S,g−1z−1m
(
z−1(χ2gκ
(1)
T,m)
)
dmdz
=
∫
Zg
∫
M
χg(z
−1m)2κ(2)
S,g−1m
(χgκ
(1)
T,m) dmdz
=
∫
M
κ
(2)
S,g−1m
(χ2gκ
(1)
T,m) dm.
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3.2 Projective limits of Banach algebras
Let A be as in Subsection 2.3. In this subsection, we prove the following
extension of Proposition 8 in [43].
Proposition 3.1. Suppose that A is the projective limit of a sequence of
Banach algebras, and that DNe
−tD2N ∈ EndA(Γ∞(E|N ))G. Then the integral
(2.14) converges absolutely.
In Subsections 3.4 and 3.5, we give examples of cases where the condi-
tions of this proposition hold. In fact, in those examples, the algebra A is a
Banach algebra itself, rather than just a projective limit of Banach algebras.
We have included the possibility that A is only a projective limit of Banach
algebras for the sake of generality, for example to include the algebras used
in [43].
We prove Proposition 3.1 by extending the proof of Proposition 8 in
[43] to our setting. Suppose that A is the projective limit of a sequence of
Banach algebras Aj with norms ‖ · ‖j . For any pair of finite dimensional
normed vector spaces V andW , consider a norm on Hom(V,W )⊗Aj induced
by the operator norm and ‖ · ‖j . (Any two such norms are equivalent by
finite-dimensionality of V and W .) We still denote this norm by ‖ · ‖j .
Consider the space EndAj (Γ
∞(E|N ))G of operators, which we identify with
their Schwartz kernels, defined in Subsection 2.3.
For κ ∈ EndAj(Γ∞(E|N ))G, the norm
‖κ‖j := max
n,n′∈N
‖h 7→ χ(hn)2hκ(h−1n, n′)‖j
is finite by continuity and G-invariance of κ, and compactness of N/G and
the support of χ. This turns EndAj(Γ
∞(E|N ))G into a Banach algebra,
and EndA(Γ∞(E|N ))G is the projective limit of these algebras. If a G-
equivariant operator T on Γ∞(E) has smooth kernel κ ∈ EndAj(Γ∞(E))G,
we write ‖T‖j := ‖κ‖j .
Let τg and TR be as in Subsection 2.3.
Lemma 3.2. Suppose that A is the projective limit of a sequence of Banach
algebras, and that DNe
−t2D2N ∈ EndA(Γ∞(E|N ))G. Then τg(TR(De−t2D2))
is rapidly decreasing in t as t→∞.
Proof. The composition τg◦TR is a continuous functional on EndA(Γ∞(E))G.
By construction of projective limits, this continuity implies that there exist
j and C > 0 such that for all t,
τg(TR(DNe
−t2D2N )) ≤ C‖DNe−t2D2N‖j (3.1)
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Now submultiplicativity implies that
‖DNe−t2D2N ‖j ≤ ‖DNe−D2N ‖j‖e(t2−1)D2N ‖j . (3.2)
Since DN is invertible, the spectrum of D
2
N has a postive smallest ele-
ment λ0. By the spectral mapping theorem, the spectral radius of e
−tD2
N
as an operator on L2(E) is e−tλ0 . This is in fact also the spectral radius
ρAj (e
−tD2
N ) of e−tD2N as an element of the Banach algebra EndAj(Γ∞(E))G.
This follows from the fact that A is closed under holomorphic functional
calculus; the details of this argument are as in Proposition 19 on page 38 of
[43] and Lemmas 2 and 3 on pages 40–41 of [43].
By Theorem 1.22 in [22] (a general fact about one-parameter semigroups
in Banach algebras), the limit
a := lim
t→∞ t
−1 ln ‖e−tD2N ‖j
exists, and ρAj(e
−tD2N ) = eat for all t. So a = −λ0. Hence there is a t0 > 0
such that for all t > t0,
t−1 ln ‖e−tD2N ‖j < −λ0/2.
Hence for all such t,
‖e−tD2N ‖j < e−tλ0/2.
(Compare also Corollary 3 on page 41 of [43].) We conclude that for t > t0,
‖DNe−t2D2N ‖j < ‖DNe−D2N ‖je−(t2−1)λ0/2,
which is rapidly decaying in t.
Proof of Proposition 3.1. Under the conditions of the proposition, Lemma
3.2 and (2.10) imply that the function
t 7→ Trg(DNe−t2D2N )
is rapidly decreasing for large enough t.
Convergence of integral (2.14) for small t follows via finite propagation
estimates: Theorem 1.4 in [18] implies (30) and (31) in [41], which imply
small t convergence. (Such arguments were also used in [43].) Hence (2.14)
converges. See also Proposition 3.7 in [19].
Remark 3.3. Lemma 3.2, and hence Proposition 3.1, generalise to the case
where DN is not invertible, but zero is isolated in its spectrum. This can be
proved by considering the compression of DN to the orthogonal complement
to its kernel, as on page 20 of [43].
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3.3 Kagˇan Samurkas¸’ algebra
In this subsection and the next, we assume that G is a finitely generated
discrete group, and that (g) has polynomial growth (Definition 2.16) from
now on. We briefly review Kagˇan Samurkas¸’ construction of an algebra A
as in Subsection 2.3.
For S ⊂ G and f ∈ l2(G), let ‖f‖S be the norm of f |S in l2(S). For
r > 0, write
Br(S) := {h ∈ G;∀s ∈ S, dG(e, hs−1) < r}.
For a ∈ B(l2(G)) and r > 0, define
µa(r) := inf{C > 0;∀f ∈ l2(G), ‖af‖G\Br(supp(f)) ≤ C‖f‖G}.
Fix C > 0 and d ∈ N such that (2.18) holds for all k. For a ∈ B(l2(G)),
define
‖a‖g := inf{A > 0;∀r > 0, µa(r) ≤ Ar−(d/2+2)}. (3.3)
Let ‖ · ‖B(l2(G)) be the operator norm on B(l2(G)). For f ∈ CG, we also
denote the convolution operator by f from the left by f ∈ B(l2(G))
Lemma 3.4. The expression (3.3) defines a seminorm on CG, and for all
a, b ∈ CG,
‖ab‖g ≤ 2d/2+2(‖a‖B(l2(G)) + ‖a‖g)(‖b‖B(l2(G)) + ‖b‖g).
Proof. The first claim is Lemma 3.6 in [35]. In the proof of Lemma 3.10 in
[35], it is proved that for all a, b ∈ CG,
‖ab‖g ≤ max
(
2d/2+3‖a‖B(l2(G))‖b‖g+2d/2+2‖a‖g‖b‖B(l2(G))+2d/2+2‖a‖g‖b‖g,
‖a‖B(l2(G))‖b‖B(l2(G))
)
.
This implies the second claim.
Let Cpolg (G) be the completion of CG in the norm
‖f‖ := ‖f‖B(l2(G)) + ‖f‖g.
By Lemma 3.4, this is a Banach algebra. By Lemma 3.12 in [35], it is closed
under holomorphic functional calculus. Theorems 3.18 and 3.19 in [35] state
that τg defines a continuous trace on C
pol
g (G).
We will use the following equality.
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Lemma 3.5. For all f ∈ l1(G),
µf (r) = ‖f‖G\Br(e).
Proof. Let f ∈ l1(G). Since G is discrete, we also have f ∈ l2(G). For all
ϕ ∈ CG, we have
‖f ∗ ϕ‖2G\Br(supp(ϕ)) =
∑
x∈G\Br(suppϕ)
∣∣∣ ∑
y∈suppϕ
f(xy−1)ϕ(y)
∣∣∣2
≤
∑
x∈G\Br(suppϕ)
∑
y∈suppϕ
|f(xy−1)|2|ϕ(y)|2
≤
∑
z∈G\Br(e)
|f(z)|2
∑
y∈suppϕ
|ϕ(y)|2.
Here we used the fact that for all x ∈ G \ Br(suppϕ) and y ∈ suppϕ, we
have xy−1 ∈ G \Br(e). So µf (r) ≤ ‖f‖G\Br(e).
And if ϕ = δe, then
‖f ∗ ϕ‖G\Br(supp(ϕ)) = ‖f‖G\Br(e).
So µf (r) ≥ ‖f‖G\Br(e).
3.4 Discrete groups
We continue to assume that G is a finitely generated discrete group, and
that (g) has polynomial growth. From now on, we denote the Schwartz
kernel of e−tD2N by κt, and the Schwartz kernel of DNe−tD
2
N by κ˜t. We first
show that the integrand of (2.14) is well-defined.
Lemma 3.6. For all t > 0, DNe
−tD2
N is g-trace class.
Proof. It is noted on page 11 of [43] that for all m ∈M ,∑
x∈G
‖xκ˜t(x−1m,m)‖ <∞.
In [43] the action considered is free; the argument extends to the proper case
because stabilisers are finite. See Theorem 3.4 in [58], the proof of which
also applies to DNe
−tD2
N , via the inequality in the third displayed equation
on page 307 of [58]. (That theorem is an analogue of Theorem 4.3 in [25]
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for non-scalar Laplacians, which also applies to derivatives of heat kernels
as noted at the bottom of page 491 in [25].) Hence also∑
x∈(g)
‖xκ˜t(x−1m,m)‖ <∞.
In this case, the integral over G/Zg is just the sum over (g) and the integral
over M with weight function χ2 is the integral over a compact fundamental
domain. Hence right hand side of the top line of (2.8) converges absolutely.
Proposition 3.7. For all t > 0, the Schwartz kernels κt and κ˜t lie in
End
Cpolg (G)
(Γ∞(E|N ))G.
Lemma 3.8. Fix t > 0 and n, n′ ∈ N , and consider the functions ψ and ψ˜
on G defined by
ψ(h) = ‖hκt(h−1n, n′)‖
ψ˜(h) = ‖hκ˜t(h−1n, n′)‖,
for h ∈ G. The functions µψ and µψ˜ decrease faster than any rational
function.
Proof. The function ψ lies in l1(G); see for example Section 3.2, page 308 of
[58]. And so does ψ˜, as pointed out in the proof of Lemma 3.6. So by Lemma
3.5, the claim is that the numbers ‖ψ‖G\Br(e) and ‖ψ˜‖G\Br(e) decrease faster
than any rational function of r, as r →∞.
For k ∈ N, write
G(k) := {x ∈ G; k − 1 < d(x−1m,m) ≤ k}.
It was shown on page 307 of [58] that there are A1, b1 > 0 such that for all
k ∈ N,
#G(k) ≤ A1eb1k. (3.4)
Furthermore, for fixed t > 0, standard estimates for heat kernels show
that there are A2, b2 > 0 such that for all m1,m2 ∈M ,
‖κt(m1,m2)‖ ≤ A2e−b2d(m1,m2)2 .
Similar estimates hold for the derivatives of κt. This implies that there are
A3, b3 > 0 such that for all m1,m2 ∈M ,
‖κ˜t(m1,m2)‖ ≤ A3e−b3d(m1,m2)2 . (3.5)
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For now on, we will consider ψ˜ and κ˜t. The same arguments apply to ψ and
κt.
For fixed r > 0, we have
‖ψ˜‖2G\Br(e) =
∞∑
k=1
∑
x∈G(k);dG(e,x)>r
‖xκ˜t(x−1n, n′)‖2.
By (3.5) and the triangle inequality, this is at most equal to
A23e
−2b3d(n,n′)2
∞∑
k=1
#{x ∈ G(k); dG(e, x) > r}e−2b3k2 . (3.6)
By the Sˇvarc–Milnor Lemma (see e.g. Lemma 2 in [46], or [16]), there
are constants A4, b4 > 0 such that for all x ∈ G,
d(x−1n, n) ≥ A4dG(e, x) − b4.
So if x ∈ G(k) and dG(e, x) > r, then k ≥ A4r − b4. Together with (3.4),
this implies that (3.6) is at most equal to
A1A
2
3e
−2b3d(n,n′)2
∞∑
k=⌊A4r−b4⌋
eb1k−2b3k
2
.
This decreases exponentially as r →∞.
Proof of Proposition 3.7. Under the conditions in the proposition, the func-
tions ψ and ψ˜ decrease faster than any rational function by Lemma 3.8. So
in particular, there are constants A, A˜ > 0 such that for all r > 0,
µψ(r) ≤ Ar−(d/2+2);
µψ˜(r) ≤ A˜r−(d/2+2).
Hence ‖ψ‖g and ‖ψ˜‖g are finite. By cocompactness of the action and conti-
nuity and G-invariance of κt and κ˜t, we find that
max
n,n′∈N
‖h 7→ hκt(h−1n, n′)‖g <∞;
max
n,n′∈N
‖h 7→ hκ˜t(h−1n, n′)‖g <∞.
We saw in the proof of Lemma 3.8 that ψ, ψ˜ ∈ l1(G) ⊂ C∗rG. This
finishes the proof.
Propositions 3.1 and 3.7 have the following consequence.
Proposition 3.9. If G is a discrete, finitely generated group and (g) has
polynomial growth, then DN has a g-delocalised η-invariant.
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3.5 Real semisimple groups
Suppose, in this subsection, that G is a real, linear, connected semisimple
Lie group, and that g ∈ G is semisimple (i.e. Ad(g) is diagonalisable). We
continue to denote write κt for the Schwartz kernel of e
−tD2
N , and κ˜t for the
Schwartz kernel of DNe
−tD2
N .
Lemma 3.10. If G is a real, linear, connected, semisimple Lie group and
g is a semisimple element, then DNe
−tD2
N is g-trace class for all t > 0.
Proof. By Abels’ theorem [1], connectedness of G implies that M decom-
poses G-equivariantly as N = G ×K Y , for a maximal compact subgroup
K < G and a K-invariant submanifold Y ⊂ N . Then κt lies in(
C∞(G×G)⊗Γ∞(Y×Y,End(E|Y ))
)G×K ∼= (C∞(G)⊗Γ∞(Y×Y,End(E|Y )))K .
Lemma 3.5 in [33] states that this heat kernel in fact lies in(C(G) ⊗ Γ∞(Y × Y,End(E|Y )))K ,
where C(G) is Harish-Chandra’s Schwartz algebra. The operator DN de-
composes into an operator on G and one on Y , see e.g. (4.2) in [33]. The
operator on G in this decomposition is defined in terms of the left (or right)
regular representation by g on C∞(G), which preserves C(G). As pointed
out in (3.7) in [48], this implies that also
κ˜t ∈
(C(G) ⊗ Γ∞(Y × Y,End(E|Y )))K .
The trace Trg corresponds to the trace τg on C(G) under this identifica-
tion, combined with a trace on Γ∞(Y × Y,End(E|Y )) which converges by
compactness of Y , see Lemma 3.1(c) in [33]. Hence the claim follows.
Lafforgue [37] constructed an algebra A as in Subsection 2.3 satisfying
the conditions of Proposition 3.1. In fact, this algebra is a Banach algebra
itself, rather than just a projective limit of Banach algebras. Furthermore,
it contains heat kernels of Dirac operators. It is shown how to generalise
the construction to reductive Lie groups in Section 4.2 of [37], but we will
work with linear semisimple groups for simplicity.
Consider the spherical function ϕ := ϕG0 , as in (7.41) in [36]. Let g = k⊕p
be a Cartan decomposition for a maximal compact subgroupK < G, and let
a ⊂ p be a maximal abelian subspace. Fix a positive restricted root system
Σ+ for (g, a), and write
ρ :=
∑
λ∈Σ+
dim(gλ)λ.
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Define the function dG : G→ [0,∞) by
dG(k exp(H)k
′) = 〈ρ,H〉,
for k, k′ ∈ K, and H ∈ a positive with respect to Σ+. Then dG(x) is the
distance from xK to eK in G/K. For t ∈ R, let St(G) be the completion of
Cc(G) in the norm
‖f‖t := sup
g∈G
|f(g)|ϕ(g)−1(1 + dG(g))t.
By Proposition 4.1.2 in [37], the algebra St(G) is a Banach algebra, dense
in C∗rG and closed under holomorphic functional calculus, for large enough
t.
Lemma 3.11. For every semisimple element g ∈ G, and for t large enough,
the trace τg defines a continuous functional on St(G).
Proof. Let g ∈ G be semisimple. By Theorem 6 in [31], the integral∫
G/Zg
(1 + dG(xgx
−1))−tϕ(xgx−1)d(xZg)
converges for t large enough. So, for such t, and f ∈ St(G),
|τg(f)| ≤ ‖f‖t
∫
G/Zg
(1 + dG(xgx
−1))−tϕ(xgx−1)d(xZg).
Lemma 3.12. For all s > 0, the Schwartz kernels κs and κ˜s lie in EndSt(G)(Γ
∞(E|N ))G.
Proof. As in the proof of Lemma 3.10, we see that these kernels lie in(C(G)⊗ Γ∞(End(E|Y )))K ,
where C(G) is Harish-Chandra’s Schwartz algebra, and we writeN = G×KY
as in Abels’ theorem [1]. The claim follows from the fact that C(G) ⊂ St(G)
for t ≥ 0.
Proposition 3.1 and the arguments in this subsection have the following
consequence.
Proposition 3.13. If G is a real, linear, connected semisimple Lie group
and g ∈ G is semisimple, then DN has a g-delocalised η-invariant.
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4 The trace of the index
In this section, we obtain an explicit expression for the number τg(indexG(Dˆ))
that we would like to compute, Proposition 4.1. In Section 5, we use this
expression to prove Theorem 2.11.
4.1 Parametrices
Consider the setting of Subsection 2.4. Let ψ1 : (0,∞)→ [0, 1] be a smooth
function such that ψ1 equals 1 on (0, ε) and 0 on (1 − ε,∞), for some ε ∈
(0, 1/2). Set ψ2 := 1 − ψ1. Let ϕ1, ϕ2 : (0,∞) → [0, 1] be smooth functions
such that ϕ1 equals 1 on (0, 1 − ε/2) and 0 on (1,∞), while ϕ2 equals 0 on
(0, ε/4) and 1 on (ε/2,∞). Then ϕjψj = ψj for j = 1, 2, and ϕ′j and ψj
have disjoint supports.
We pull back the functions ϕj and ψj to C along the projection onto
(0,∞), and extend these functions smoothly to Mˆ by setting ψ1 and ϕ1
equal to 1 on M \ U , and ψ2 and ϕ2 equal to 0 on M \ U . We denote
the resulting functions by the same symbols ψj and ϕj . (No confusion is
possible in what follows, because we will always use these symbols to denote
the functions on Mˆ .) We denote the derivatives of these functions in the
(0,∞) directions by ϕ′j and ψ′j , respectively.
As before, let M˜ be the double of M , E˜ and D˜ the extensions of E and
D to M˜ . Fix t > 0, and consider the parametrix
Q˜ :=
1− e−tD˜−D˜+
D˜−D˜+
D˜− (4.1)
of D˜+. (The part without the last factor D˜− is formed via functional calcu-
lus, by an application of the function x 7→ 1−e−txx to D˜−D˜+; this does not
require invertibility of D˜−D˜+.) Set
S˜0 := 1− Q˜D˜+ = e−tD˜−D˜+ ;
S˜1 := 1− D˜+Q˜ = e−tD˜+D˜− .
(4.2)
The extension of DC to the complete manifold N ×R is essentially self-
adjoint and positive. Hence its self-adjoint closure is invertible. Let QC be
the restriction to sections of E− of the inverse of that closure. Set
R := ϕ1Q˜ψ1 + ϕ2QCψ2.
R′ := ψ1Q˜ϕ1 + ψ2QCϕ2.
(4.3)
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Note that the operator Q˜ is well-defined on the supports of ϕ1 and ψ1, and
that QC is well-defined on the supports of ϕ2 and ψ2.
Set
S0 := 1−RDˆ+;
S′0 := 1−R′Dˆ+;
S1 := 1− Dˆ+R.
(4.4)
Our main goal in this section is to prove the following expression for the
left hand side of (2.16).
Proposition 4.1. If S20 and S
2
1 are g-trace class, then
τg(indexG(Dˆ)) = Trg(S
2
0)− Trg(S21). (4.5)
Remark 4.2. We will see in Proposition 5.6 that S20 and S
2
1 are indeed g-trace
class in the setting of Theorem 2.11.
4.2 Properties of S0 and S1
Lemma 4.3. We have
S0 = ϕ1S˜0ψ1 + ϕ1Q˜σψ
′
1 + ϕ2QCσψ
′
2;
S′0 = ψ1S˜0ϕ1 + ψ1Q˜σϕ
′
1 + ψ2QCσϕ
′
2;
S1 = ϕ1S˜1ψ1 − ϕ′1σQ˜ψ1 − ϕ′2σQCψ2.
(4.6)
Proof. These equalities follow from straightforward computations.
Lemma 4.4. The operators S0 and S1 have smooth kernels.
Proof. Because supp(ψj) ∩ supp(ϕ′j) = ∅ for j = 1, 2 and the Schwartz ker-
nels of the pseudo-differential operators Q˜,QC are smooth off the respective
diagonals in M˜ and C, the operators S′0, S1 have smooth Schwartz kernels.
Hence so does
S0 = S
′
0 + (R
′S1 − S′0R)Dˆ+.
Lemma 4.5. The operators S0 and S1 lie in C
∗(Mˆ ;L2(Eˆ))Gloc.
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Proof. The operators S0 and S1 have smooth kernels by Lemma 4.4. This
implies that these operators are locally compact.
The operator QC equals b(DC), where b ∈ C0(R) satisfies b(x) = 1/x
for all x ∈ spec(DN ) 6∋ 0. Hence, by Lemma 2.1 in [54], QC is a norm-
limit of a sequence (QC,j)
∞
j=1 operators with finite propagation. Similarly,
Q˜ is a norm-limit of operators with finite propagation. So S0 and S1 are
norm-limits of operators with finite propagation.
Since ϕ′2 and ψ′2 are supported near M and QC,j has finite propagation,
the operators ϕ′2σQC,jψ2 and ϕ2QC,jσψ′2 are supported near M . Hence
ϕ′2σQCψ2 and ϕ2QCσψ′2 are norm-limits of operators that are supported
near M . The other terms on the right hand sides of (4.6) are supported
near M because ϕ1 and ψ1 are. So S0 and S1 are norm-limits of operators
that are supported near M .
4.3 An explicit index
Let C∞(Mˆ ;L2(Eˆ))Gloc be the subalgebra of elements of C
∗(Mˆ ;L2(Eˆ))Gloc with
smooth kernels. Because Dˆ is a multiplier of C∞(Mˆ ;L2(Eˆ))Gloc, Lemmas 4.4
and 4.5 imply that
e :=
(
S20 S0(1 + S0)R
S1Dˆ+ 1− S21
)
(4.7)
is an idempotent in M2(C
∞(Mˆ ;L2(Eˆ))Gloc). See also page 353 of [21]. We
write
p2 :=
(
0 0
0 1
)
.
Let
ι : C∞(Mˆ ;L2(Eˆ))Gloc → C∗(Mˆ ;L2(Eˆ))Gloc
be the inclusion map. Let
index
L2(E)
G (Dˆ) ∈ K0(C∗(Mˆ ;L2(Eˆ))Gloc)
be defined as in (2.2).
Lemma 4.6. We have
index
L2(E)
G (Dˆ) = ι∗([e]− [p2]). (4.8)
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Proof. The right hand side of (4.8) equals ∂[Dˆ], where
∂ : K1(M(C∞(Mˆ ;L2(E)Gloc)/C∞(Mˆ ;L2(E)Gloc)→ K0(C∞(Mˆ ;L2(E)Gloc)
is the boundary map in the six-term exact sequence. The image of ∂[Dˆ] in
K0(C
∗(Mˆ ;L2(E)G)loc) equals [e¯] − [p2], where e¯ is the idempotent defined
as the right hand side of (4.7), with R replaced by R¯, and Sj by S¯j , for any
multiplier R¯ of C∞(Mˆ ;L2(E)Gloc such that S¯0 := 1−R¯Dˆ+ and S¯1 := 1−Dˆ+R¯
are in C∞(Mˆ ;L2(E))Gloc.
Let b de the function used in Subsection 2.2. We now choose b such that
b(x) = O(x) as x → 0, so that the function x 7→ b(x)/x has a continuous
extension to R. The function b is odd, and the function x 7→ b(x)/x is even.
So the operator b(Dˆ)
Dˆ
is even with respect to the grading on E, whereas b(Dˆ)
is odd. We denote restrictions of operators to sections of E± be subscripts
±, respectively. We choose
R¯ := b(Dˆ)−
(b(Dˆ)
Dˆ
)
−
.
Then we obtain operators S¯0 and S¯1 which equal the restrictions of 1−b(Dˆ)2
to even and odd graded sections of E, respectively. By Lemma 2.3 in [54], the
operators S¯0 and S¯1 lie in C
∗(Mˆ ;L2(E))Gloc. And since 1 − b2 is compactly
supported, 1 − b(Dˆ)2 has a smooth kernel. So S¯0 and S¯1 indeed lie in
C∞(Mˆ ;L2(E)Gloc. For this choice of R¯, we have
e¯ =
(
S¯20 S¯0(1 + S¯0)b(Dˆ)−
(
b(Dˆ)
Dˆ
)
−
S¯1Dˆ+ 1− S¯21
)
For s ∈ [0, 1], we write
As :=

(
b(Dˆ)
Dˆ
)−s/2
+
0
0
(
b(Dˆ)
Dˆ
)s/2
−
 ,
and consider the idempotent
es := Ase¯A
−1
s =
 S¯20 S¯0(1 + S¯0)b(Dˆ)−
(
b(Dˆ)
Dˆ
)1−s
−
S¯1Dˆ+
(
b(Dˆ)
Dˆ
)s
+
1− S¯21

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in M2(C
∗(Mˆ ;L2(E)Gloc. Via this continuous path of idempotents, we con-
clude that
index
L2(E)
G (Dˆ) = [e1]− [p2] = [e¯]− [p2] = [e]− [p2].
4.4 The map T˜R
In this subsection, we temporarily return to the general setting of Subsec-
tion 2.1. Because Z/G is compact, the equivariant Roe algebra C∗(Z;L2(E|Z))G
equals the closure in B(L2(E|Z)) of the algebra of bounded operators on
L2(E|Z) with finite propagation, and G-invariant, continuous kernels
κ ∈ Γ(Z × Z,End(E|Z)). (4.9)
This can be proved analogously to the arguments in Section 5.4 in [30]. We
will not need this fact, however, since the operators in C∗(Z;L2(E|Z))Gloc we
work with always have continuous kernels.
Let χ ∈ C(X) be a cutoff function for the action by G, as in (2.3). Define
the map
T˜R: C∗(Z;L2(E|Z))G → C∗rG⊗K(L2(E|Z))
by
T˜R(κ)(h) = T(χ⊗χ)h·κ,
for h ∈ G and κ as in (4.9). Here T(χ⊗χ)h·κ is the operator whose Schwartz
kernel is given by
((χ⊗ χ)h · κ)(z, z′) = χ(z)χ(z′)hκ(h−1z, z′),
for all h ∈ G and z, z′ ∈ Z. (The map T˜R is not a trace, the notation is
motivated by Lemma 4.8 below.)
Lemma 4.7. The map T˜R is an injective ∗-homomorphism.
Proof. The fact that T˜R is a ∗-homomorphism follows from direct compu-
tations involving G-invariance of κ. It follows from G-invariance of κ that
κ = 0 if (χ⊗ χ)h · κ = 0 for all h ∈ G.
Let C∗Tr(Z;L
2(E|Z))G ⊂ C∗(Z;L2(E|Z))G be the subalgebra of opera-
tors with kernels κ such that T˜R(κ) ∈ C∗rG ⊗ L1(L2(E)), where L1 stands
for the space of trace-class operators.
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Lemma 4.8. For all κ ∈ C∗Tr(Z;L2(E|Z))G and x ∈ G,
TR(κ)(x) = Tr(T˜R(κ)(x)).
Proof. For any G-equivariant operator T on L2(E|Z) with smooth kernel
κ ∈ EndA(Γ∞(E|Z))G, and any x ∈ G,
TR(T )(x) = Tr(χ2xT ) = Tr(χxTχ) = Tr(T˜R(κ)(x)).
In the first equality, we used the trace property of the operator trace Tr.
Lemma 4.9. For all κ ∈ C∗Tr(Z;L2(E|Z))G ∩ EndA(Γ∞(E|Z))G,
τg ◦ Tr ◦T˜R(κ) = Trg(κ).
Proof. This follows from (2.10) and Lemma 4.8.
4.5 Two maps from Roe algebras to C∗rG⊗K
To apply τg to the localised coarse index of an operator, one needs a specific
isomorphism (2.1). The key step in the proof of Proposition 4.1 is the fact
that two maps from localised Roe algebras to group C∗-algebras tensored
with the algebra of compact operators lead to the same result when one
applies τg. See Proposition 4.10. One of these maps is the one applied
in [30] to map the localised equivariant coarse index into the K-theory of
a group C∗-algebra. The other is defined in terms of the map T˜R from
Subsection 4.4, and is suitable for computing g-traces.
Let X be a proper, isometric, Riemannian G-manifold, and let Z ⊂ X
be a cocompact subset. Suppose that Z = G×K Y for a slice Y ⊂ Z and a
compact subgroup K < G. Fix a Borel section φ : K\G→ G. The map
ψ : Z ×G→ G×K\G× Y (4.10)
given by
ψ(gy, h) =
(
hφ(Kg−1h)−1,Kg−1h, φ(Kg−1h)h−1gy
)
for g, h ∈ G and y ∈ Y , is G-equivariant and bijective, with respect to the
diagonal action by G on Z ×G and the action by G on the factor G on the
right hand side of (4.10). We always use the action by G on itself by left
multiplication. The map ψ relates the measures dz dg and dg d(Kg) dy to
each other (see Lemma 5.2 in [30]).
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Let E → X be a G-equivariant, Hermitian vector bundle. Write
H := L2(K\G) ⊗ L2(E|Y ).
Then pulling back along ψ defines a G-equivariant, unitary isomorphism
ψ∗ : L2(G) ⊗H → L2(E|Z)⊗ L2(G). (4.11)
Let ψ1 and ψ2 be the projections of ψ onto G and K\G×Y , respectively.
Define the map
η : Z → K\G× Y
by
η(z) = ψ2(z, e).
This induces a unitary isomorphism
η∗ : H → L2(E|Z).
Let C∗ker(Z)
G be the algebra as in Definition 5.10 in [30], of continuous
kernels
κG : G×G→ K(H)
with finite propagation, and the invariance property that for all g, g′, h ∈ G,
κG(hg, hg
′) = κG(g, g′). (4.12)
Such a kernel defines an operator on L2(G) ⊗H, which corresponds to an
operator on L2(E|Z)⊗ L2(G) via (4.11). This gives a map
a : C∗ker(Z)
G → C∗(Z)G
with dense image; see Proposition 5.11 in [30]. We also have an injective
∗-homomorphism
W : C∗ker(Z)
G → C∗rG⊗K(H)
with dense image, given by
W (κG)(g) = κG(g
−1, e),
for κG ∈ C∗ker(Z)G and g ∈ G.
There are natural maps
ϕ : C∗(Z)G → C∗(X)Gloc;
ϕE : C
∗(Z;L2(E|Z))G → C∗(X;L2(E))Gloc
(4.13)
that induce isomorphisms on K-theory; see Section 7.2 in [30]. Consider the
map ⊕0 from (2.5).
39
Proposition 4.10. The diagram
C∗(X;L2(E))Gloc
⊕0 // C∗(X)Gloc
C∗(Z;L2(E|Z))G
ϕE
OO
T˜R

C∗(Z)G
ϕ
OO
C∗ker(Z)
G
a
OO
W

Cc(G)⊗K(L2(E|Z))
τg⊗1

Cc(G)⊗K(H)
τg⊗1

K(L2(E|Z)) η
∗
// K(H).
(4.14)
commutes in the following sense: the maps a, ϕE and ϕ are injective, with
dense images, and the diagram commutes on the relevant dense subalgebras
for the inverses of these maps. More explicitly, if κ ∈ C∗(Z;L2(E|Z))G,
κG ∈ C∗ker(Z)G and ϕE(κ)⊕ 0 = ϕ ◦ a(κG), then
η∗ ◦ (τg ⊗ 1) ◦ T˜R(κ) = (τg ⊗ 1) ◦W (κG).
Remark 4.11. In general, Z is a finite disjoint union of subsets of the form
Zj = G×Kj Yj; see [49]. We can generalise Proposition 4.10 to that setting,
by viewing operators on L2(E|Z) as finite matrices of operators between the
spaces L2(E|Zj ), and comparing them with analogous matrices of operators
between the spaces Hj := L
2(Kj\G)⊗ L2(E|Yj ).
4.6 Proof of Proposition 4.10
For simplicity, we will prove Proposition 4.10 in the case where E is the
trivial line bundle. The general case can be proved analogously.
By definition of the maps (4.13), as in [30], the diagram
C∗(X;L2(E))Gloc
⊕0 // C∗(X)Gloc
C∗(Z;L2(E|Z))G
ϕE
OO
⊕0 // C∗(Z)G
ϕ
OO
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commutes. For this reason, we disregard the top line in (4.14), and only
work with Roe algebras on Z.
Let an element of C∗(Z;L2(Z))G be given by a continuous kernel κ : Z×
Z → C with finite propagation.
Lemma 4.12. For all ζ ∈ L2(Z)⊗ L2(G), g ∈ G and z ∈ Z,
((ϕE(κ)⊕ 0)ζ)(z, g) =
(∫
G
T˜R(κ)(h)(h−1g−1 · ζ(−, gh)) dh
)
(g−1z).
In this lemma, ζ(−, gh) ∈ L2(Z), on which G acts via its action on Z.
Proof. Consider the map (2.4) in this setting,
j : L2(Z)→ L2(Z)⊗ L2(G).
Then ⊕0 is given by mapping operators on L2(Z) to the corresponding
operators on j(L2(Z)) by conjugation with j, and extending then by zero on
the orthogonal complement of j(L2(Z)). Let p : L2(Z)⊗L2(G)→ j(L2(Z))
be the orthogonal projection. Then
ϕE(κ)⊕ 0 = j ◦ ϕE(κ) ◦ j−1 ◦ p.
One checks directly that for all ζ ∈ L2(Z)⊗ L2(G) and z ∈ Z,
(j−1 ◦ p)(ζ)(z) =
∫
G
χ(g−1z)ζ(z, g) dg. (4.15)
The lemma can now be proved via a straightforward computation involving
(4.15), G-invariance of κ, and left invariance of the Haar measure on G.
Next, fix κG ∈ C∗ker(Z)G.
Lemma 4.13. For all ζ ∈ L2(Z)⊗ L2(G), g ∈ G and z ∈ Z,
((ϕ◦a)(κG)ζ)(z, g) =
(∫
G
W (κG)
(
ψ1(z, g)
−1hψ1(z, g)
)
ζ(ψ−1(hψ1(z, g),−)) dh
)
(ψ2(z, g)).
Proof. This is a straightforward computation involving G-invariance of κG
and right invariance of the Haar measure on G.
Lemma 4.14. Let η : X1 → X2 be a measurable bijection between measure
spaces (X1, µ1) and (X2, µ2), such that η
∗µ2 = µ1. Let σ : X1 → G be any
map. Define
Ψ: Cc(G)⊗K(L2(X2))→ Cc(G) ⊗K(L2(X1))
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by (
(Ψ(f)(g))u
)
(x) =
((
η∗ ◦ f(σ(x)−1gσ(x)) ◦ (η−1)∗)u)(x)
for all f ∈ Cc(G) ⊗ K(L2(X2)), g ∈ G, u ∈ L2(X1) and x ∈ X1. Then the
following diagram commutes:
Cc(G)⊗K(L2(X1))
τg⊗1

Cc(G)⊗K(L2(X2))Ψoo
τg⊗1

K(L2(X1)) η
∗
// K(L2(X2)).
Proof. This is a straightforward computation, involving G-invariance of the
measure d(hZg) on G/Zg.
Remark 4.15. The map Ψ in Lemma 4.14 is not a homomorphism in general,
unless σ is constant.
Applying Lemma 4.14 with X1 = Z, X2 = K\G×Y and σ(z) = ψ1(z, e),
we obtain a commutative diagram
Cc(G)⊗K(L2(Z))
τg⊗1

Cc(G)⊗K(H)Ψoo
τg⊗1

K(L2(Z)) η
∗
// K(H).
(4.16)
Proof of Proposition 4.10. As before, fix an element of C∗(Z;L2(Z))G given
by a continuous kernel κ : Z × Z → C with finite propagation, and κG ∈
C∗ker(Z)
G. Suppose that
(ϕ ◦ a)(κG) = (ϕE(κ) ⊕ 0) ∈ C∗(X;Z)G. (4.17)
Then Lemmas 4.12 and 4.13 imply that for all ζ ∈ L2(Z)⊗L2(G) and z ∈ Z,
(∫
G
T˜R(κ)(h)(h−1 · ζ(−, h)) dh
)
(z)
=
(∫
G
η∗ ◦W (κG)
(
ψ1(z, e)
−1hψ1(z, e)
)
ζ(ψ−1(hψ1(z, e),−)) dh
)
(z).
(4.18)
One has for all z ∈ Z and h ∈ G,
ψ(hz, h) = (hψ1(z, e), η(z)).
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Hence the right hand side of (4.18) equals(∫
G
η∗ ◦W (κG)
(
ψ1(z, e)
−1hψ1(z, e)
) ◦ (η−1)∗(h−1 · ζ(−, h)) dh)(z).
Therefore, if ζ = u ⊗ v, for u ∈ L2(Z) and v ∈ L2(G), then (4.18) implies
that for all z ∈ Z,∫
G
v(h)T˜R(κ)(h)(h−1 · u) dh
)
(z)
=
(∫
G
v(h)
(
η∗ ◦W (κG)
(
ψ1(z, e)
−1hψ1(z, e)
) ◦ (η−1)∗)(h−1 · u) dh)(z).
Hence for all u ∈ L2(Z), h ∈ G and z ∈ Z,(
T˜R(κ)(h)u
)
(z) =
(
η∗ ◦W (κG)
(
ψ1(z, e)
−1hψ1(z, e)
) ◦ (η−1)∗(u))(z)
=
(
Ψ(W (κG))(h)u
)
(z).
So Ψ(W (κG)) = T˜R(κ), and commutativity of diagram (4.16) implies the
claim.
4.7 Proof of Proposition 4.1
The isomorphism C∗(X)Gloc ∼= C∗rG ⊗ K used in [30] to identify localised
coarse indices with classes in K∗(C∗rG) is the map
W ◦ a−1 ◦ ϕ−1,
defined on a dense subalgebra and extended continuously. Hence we explic-
itly have
indexG(Dˆ) = (W∗ ◦ a−1∗ ◦ ϕ−1∗ )(indexL
2(E)
G (Dˆ)⊕ 0) ∈ K0(C∗rG). (4.19)
Therefore, Lemma 4.6 and Proposition 4.10 (see Remark 4.11) imply that
τg(indexG(Dˆ)) = τg
(
T˜R ◦ (ϕE)−1∗ ([e] − [p2])
)
.
The trace map on the sub-algebra of trace-class operators in K(L2(E|Z))
induces the isomorphism
K∗(C∗rG⊗K(L2(E|Z))) ∼= K∗(C∗rG).
Hence Proposition 4.1 follows by Lemma 4.9.
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5 Proof of the index theorem
After discussing convergence of delocalised η-invariants in Section 3, and
rewriting the left hand side of (2.16) in Proposition 4.1, we are ready to
prove Theorem 2.11 and Corollaries 2.17 and 2.20. We do this by splitting
up the right hand side of (4.5) as as sum of several terms, and computing
the limits of these terms as t ↓ 0. These terms involve different parametrices
of the Dirac operators on Mˆ , M˜ and C.
5.1 The interior contribution
Lemma 5.1. If e−tD˜2 is g-trace class, then so are the operators S′0 and S1
in (4.4). And the function ψ1 can be chosen such that
Trg(S
′
0)− Trg(S1) =
1
2
(
Trg(e
−tD˜−D˜+)− Trg(e−tD˜+D˜−)
)
.
Proof. In Lemma 4.3, the terms involving S˜0 and S˜1 are g-trace class because
e−tD˜2 is. The functions ϕ′j and ψj have disjoint, G-invariant supports. This
implies that the terms in Lemma 4.3 involving those functions are g-trace
class, with g-trace equal to zero. (Here we use the fact that the operators
Q˜ and QC are pseudo-differential operators, and hence have smooth kernels
off the diagonals of M˜ and C, respectively.) We find that S′0 and S1 are
g-trace class, and
Trg(S
′
0)− Trg(S1) = Trg(ψ1S˜0ϕ1)−Trg(ϕ1S˜1ψ1).
By the first equality in Lemma 2.6, G-invariance of ψ1 and ϕ1, and the fact
that ψ1ϕ1 = ψ1, we have
Trg(ψ1S˜1ϕ1) = Trg(S˜1ψ1);
Trg(ϕ1S˜0ψ1) = Trg(S˜0ψ1).
Choosing ψ1 such that 1M˜ −ψ1 equals the mirror image of ψ1 on the double
M˜ , we have
Trg(S˜j) = Trg(S˜jψ1) + Trg(S˜j(1M˜ − ψ1)) = 2Trg(S˜jψ1).
Hence the claim follows.
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5.2 Another parametrix on C
Next, we show how the boundary contribution −12ηg(DN ) appears in Theo-
rem 2.11; see Proposition 5.5. We start by defining another parametrix for
DC , and showing that, in a suitable sense, its difference with Q˜ restricted
to U has zero g-trace in the limit t ↓ 0.
Let κ˜t be the Schwartz kernel of e
−tD˜−D˜+D˜−, and κC,t the Schwartz
kernel of e−tDC,−DC,+DC,−.
Lemma 5.2. For any ϕ,ψ ∈ C∞(Mˆ)G supported in N × (0, 1),
(ϕ⊗ ψ)(κ˜t − κC,t) ∼ 0,
as an asymptotic expansion in t, with respect to the Ck-norm on compact
subsets of Mˆ , for all k.
Proof. The Schwartz kernels of the heat operators e−tD˜−D˜+ and e−tDC,−DC,+
have asymptotic expansions in t, with respect to the Ck-norm on compact
subsets of Mˆ , in which the coefficient of tj+1 is the solution of a differential
equation in terms of the local geometry of the manifold and the Dirac oper-
ator in question, and the coefficient of tj. See for example Theorem 2.26 in
[8], or the proof of Theorem 7.15 in [53]. Because the operators D˜ and DC
are equal on N×(0, 1), their heat kernels therefore have the same asymptotic
expansion there. Since these asymptotic expansions may be differentiated
term-wise, and D˜ψ = DCψ, the claim follows.
Let
Q′C :=
1− etDC,−DC,+
DC,−DC,+
DC,− (5.1)
be an alternative parametrix for DC,+ on the cylindrical end C. This opera-
tor is defined in terms functional calculus applied to the self-adjoint closure
of the extension of DC to N × R.
When we wish to emphasise the dependence of operators on t, we write
Q˜(t) for Q˜, etcetera.
Lemma 5.3. Let ϕ,ψ ∈ C∞(N × R) with supports in N × (0, 1). Suppose
that the operators D˜e−tD˜2 and ϕDCe−tD
2
Cψ are g-trace class for all t > 0,
and that their Schwartz kernels localise at Mg as t ↓ 0 in the sense of (2.15).
Then the operator (ϕ1Q˜− ϕ2Q′C)σψ′1 is of g-trace class for all t > 0, and
lim
t↓0
Trg((ϕ1Q˜(t)− ϕ2Q′C(t))σψ′1) = 0. (5.2)
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Proof. Choose a function ϕ ∈ C∞(Mˆ) such that for j = 1, 2, ϕ equals 1 on
the support of ψ′j , and zero outside the support of 1−ϕj . With ε > 0 as at the
start of Subsection 4.1, this is the case if ϕ equals 0 outside N×(ε/2, 1−ε/2)
and 1 on N × (ε, 1 − ε). Then ϕϕj = ϕ, and ψ′1 and 1 − ϕ have disjoint
supports. As in the proof of Lemma 5.1, this implies that
(ϕ1Q˜− ϕ2Q′C)σψ′1 = ϕ(Q˜−Q′C)σψ′1 + (1− ϕ)(ϕ1Q˜− ϕ2Q′C)σψ′1,
where the second term is g-trace class, with g-trace zero. As on page 369 of
[21], we write
1− e−tA∗A
A∗A
= −
∫ t
0
e−sA
∗A ds,
for any operator A such that A∗A is self-adjoint. Then
ϕ(Q˜−Q′C)σψ′1 = −
∫ t
0
ϕ(e−tD˜+D˜−D˜− − e−t(DC,+DC,−)DC,−)σψ′1 ds.
By assumption, e−tD˜−D˜+D˜− and ϕe−tDC,−DC,+DC,−ψ′1 are g-trace class.
Let V ⊂ Mˆ be a Zg-invariant neighbourhood of Ug. We use the third
equality in Lemma 2.6, and note that by G-invariance of ϕ,∫
Mˆ
∫ t
0
χg(m)
2ϕ(g−1m)ψ′1(m) tr(g(κ˜s − κC,s)(g−1m,m)σ) ds dm =∫
V
∫ t
0
χg(m)
2ψ′1(m) tr(g(κ˜s − κC,s)(g−1m,m)σ) ds dm
+
∫
U\V
∫ t
0
χg(m)
2ψ′1(m) tr(g(κ˜s − κC,s)(g−1m,m)σ) ds dm. (5.3)
Since U
g
/Zg is compact, we can and will choose V such that V /Zg is
compact as well. The intersection of the support of χg and V is then com-
pact. So Lemma 5.2 implies that the first term in the right hand side of (5.3)
is bounded by a constant times any power of t. The second term goes to zero
as t ↓ 0 by the localisation assumption on D˜e−tD˜2 and ϕDCe−tD2Cψ.
5.3 The boundary contribution
Lemma 5.4. If DN has a g-delocalised η-invariant, then the operator ϕ2e
−tDC,−DC,+QCσψ′2
is g-trace class for all t > 0, and
lim
t↓0
Trg(ϕ2e
−tDC,−DC,+QC(t)σψ′2) = −
1
2
ηg(DN ).
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Proof. By definition, DC,+ = σ
(− ∂∂u + DN), so DC,− = ( ∂∂u + DN)σ−1.
Hence, using an integral representation of e−tDC,−DC,+(DC,−DC,+)−1 anal-
ogous to the expression for Q(D) on page 369 of [21], we have
e−tDC,−DC,+QC = e−tDC,−DC,+D−1C,+ = −
∫ ∞
t
e−sDC,−DC,+DC,− ds
= −
∫ ∞
t
e−s(−
∂2
∂u
+D2
N
)
( ∂
∂u
+DN
)
σ−1 ds
= −
∫ ∞
t
es
∂2
∂u2 e−sD
2
NDNσ
−1 ds−
∫ ∞
t
es
∂2
∂u2
∂
∂u
e−sD
2
Nσ−1 ds.
(5.4)
We denote the Schwartz kernel of an operator T by κT . The Schwartz kernel
of es
∂2
∂u2 is the heat kernel of the Laplacian − d2
du2
on the real line:
κ
e
s ∂
2
∂u2
(u, u′) =
1√
4pis
e−
|u−u′|2
4s .
The Schwartz kernel of es
∂2
∂u2
∂
∂u is the derivative of the above heat kernel in
the first variable:
κ
e
s ∂
2
∂u2 ∂
∂u
(u, u′) =
−1√
4pis
u− u′
2s
e−
|u−u′|2
4s .
Thus,∫ ∞
0
ϕ2(u)κ
e
s ∂
2
∂u2
(u, u)ψ′2(u) du =
∫ ∞
0
1√
4pis
ψ′2(u)du =
1√
4pis
, (5.5)
and∫ ∞
0
ϕ2(u)κ
e
s ∂
2
∂u2 ∂
∂u
(u, u)ψ′2(u) du =
∫ ∞
0
−1√
4pis
u− u
2s
ψ′2(u) du = 0. (5.6)
We choose the cutoff function χ such that on U = N × (0, 1], it is the
pullback of a function χN on N . Let dn be the Riemannian density on N ,
so that dm = dn du on U . Using the first equality in Lemma 2.6, and the
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equalities (5.4), (5.5) and (5.6), we then find that
Trg(ϕ2e
−tDC,−DC,+QCσψ′2) =
−
∫ ∞
t
[∫
G/Zg
∫
N
χN (hgh
−1n)2 tr
(
hgh−1κ
e
−sD2
NDN
(hg−1h−1n, n)
)
dn d(hZg)
]
×
[∫ ∞
0
ϕ2(u)κ
e
s ∂
2
∂u2
(u, u)ψ′2(u) du
]
ds
−
∫ ∞
t
[∫
G/Zg
∫
N
χN (hgh
−1n)2 tr
(
hgh−1κ
e
−sD2
N
(hg−1h−1n, n)
)
dn d(hZg)
]
×
[∫ ∞
0
ϕ2(u)κ
e
s ∂
2
∂u2 ∂
∂u
(u, u)ψ′2(u) du
]
ds
=
−1√
4pi
∫ ∞
t
Trg(e
−sD2NDN )
1√
s
ds =
−1√
pi
∫ ∞
√
t
Trg(e
−s2D2NDN ) ds.
The lemma follows from the observation that
ηg(DN ) = lim
t↓0
2√
pi
∫ ∞
√
t
Trg(e
−s2D2
NDN )ds.
The following proposition is the key step in the proof of Theorem 2.11.
Proposition 5.5. Suppose that e−tD˜2 is g-trace class for all t > 0, DN has
a g-delocalised η-invariant, D˜e−tD˜2 and ϕDCe−tD
2
Cψ are g-trace class for
all t > 0 and all ϕ,ψ ∈ C∞(C)G supported in N × (0, 1), and that their
Schwartz kernels localise at Mg as t ↓ 0. Then S0(t) is g-trace class for all
t > 0, and
lim
t↓0
(Trg S0(t)− Trg S′0(t)) = −
1
2
ηg(DN ).
Proof. By Lemma 4.3,
S0−S′0 = (ϕ1S˜0ψ1−ψ1S˜0ϕ1)+(ψ1Q˜σϕ′1+ψ2QCσϕ′2)+(ϕ1Q˜σψ′1+ϕ2QCσψ′2).
(5.7)
The first term in brackets on the right hand side is g-trace class because
e−tD˜2 is, and its g-trace is zero by Lemma 2.7. It was shown in the proof of
Lemma 5.1 that the second term in brackets on the right hand side of (5.7)
is g-trace class, with g-trace zero.
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Using the fact that ψ′1 + ψ′2 = 0, we rewrite the third term in brackets
on the right hand side of (5.7) as
ϕ1Q˜σψ
′
1 + ϕ2QCσψ
′
2 = (ϕ1Q˜− ϕ2Q′C)σψ′1 + ϕ2(QC −Q′C)σψ′2. (5.8)
Since QC is the exact inverse of DC,+,
QC −Q′C = QC −
1− e−tDC,−DC,+
DC,−DC,+
DC,−(DC,+QC) = e−tDC,−DC,+QC .
So Lemmas 5.3 and 5.4 imply that (5.8) is g-trace class, and that as t ↓ 0,
its g-trace approaches −12ηg(DN ). Because S′0 is g-trace class by Lemma
5.1, we find that S0 is also g-trace class, which completes the proof.
5.4 Proof of Theorem 2.11
Proposition 5.6. If e−tD˜2 and e−tD˜D˜ are g-trace class, then S20 and S21
are g-trace class and
Trg(S
2
0)− Trg(S21) = Trg(S0)− Trg(S1). (5.9)
Proof. We have S0R = RS1, and hence
S0 − S20 = S0(1− S0) = RS1Dˆ+.
Since 1 − S0 is a bounded operator, and S0 is g-trace class by Proposition
5.5, we find that S20 is g-trace class by Lemma 2.7. Similarly, S1 − S21 =
S1(1 − S1) = S1Dˆ+R, and S21 is also g-trace class.
By Lemma 4.3,
S1Dˆ+ = ϕ1S˜1D˜+ψ1−ϕ1S˜1σψ′1−ϕ′1σQ˜D˜+ψ1+ϕ′1σQ˜σψ′1−ϕ′2σQCDC,+ψ2+ϕ′2QCσψ′2.
Since S˜1 and σ
−1S˜1D˜+ are g-trace class by assumption, ϕ′j has disjoint sup-
port from ψj , and all operators occurring are pseudo-differential operators
(and therefore have smooth kernels off the diagonal), we find that σ−1S1Dˆ+
is g-trace class. And Rσ is bounded and has a distributional kernel, so
Lemma 2.7 implies that
Trg(RS1Dˆ+) = Trg(Rσσ
−1S1Dˆ+) = Trg(σ−1S1Dˆ+Rσ) = Trg(S1Dˆ+R).
Hence (5.9) follows.
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Proof of Theorem 2.11. Under the conditions in Theorem 2.11, Propositions
4.1 and 5.6 imply that
τg(indexG(Dˆ)) = Trg(S0)− Trg(S1).
By Lemma 5.1 and Proposition 5.5,
lim
t↓0
(Trg(S0(t))−Trg(S1(t))) = 1
2
(Trg(e
−tD˜−D˜+)−Trg(e−tD˜+D˜−))− 1
2
ηg(DN ).
As another consequence of Propositions 4.1 and 5.6, the number τg(indexG(Dˆ))
generalises the index used in [52].
Proposition 5.7. If M/G is a compact manifold with boundary, M is its
universal cover, and G is its fundamental group, then τe(indexG(Dˆ)) is the
index used by Ramachandran in [52].
Proof. Ramachandran notes in the proof of Theorem 7.11 on page 343 of
[52], that his index equals Tre(S0)− Tre(S1). Hence the claim follows from
Propositions 4.1 and 5.6.
5.5 Proofs of corollaries
We end this section with proofs of Corollaries 2.13, 2.17 and 2.20.
If g = e, then all conditions in Theorem 2.11 hold. The topological
expression for the interior contribution is Theorem 6.10 or Theorem 6.12 in
[59], so Corollary 2.13 follows.
To deduce Corollaries 2.17 and 2.20 from Theorem 2.11, we first note
that if α is a volume form on (each connected component of) Mg, and α˜ is
its extension to M˜g, then ∫
Mg
α =
1
2
∫
M˜g
α˜, (5.10)
if either of the integrals converges. This is because near N , the fixed point
set M˜g equals the Cartesian product of Ng and an interval. So there are
no components of M˜g contained in N , so that there is no ‘double counting’
in passing from M˜g to two copies of Mg. Because the both the orientation
on TM and the grading on E are reversed on the second copy of M in
M˜ , the integrand on the right hand side of (2.17) is the extension of the
corresponding integrand on Mg in this sense, so (5.10) applies in that case.
Let us check that the localisation property (2.15) of e−tD˜2D˜ and ϕe−tD2CDCψ
assumed in Theorem 2.11 hold in the settings of Corollaries 2.17 and 2.20.
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Proposition 5.8. Suppose ϕ,ψ ∈ C∞(C) are G-invariant and supported in
U . If G is a finitely generated, discrete group, then the kernels of e−tD˜2D˜
and ϕe−tD2CDCψ localise at fixed point sets, as t ↓ 0.
Proof. Let κ˜t be the kernel of e
−tD˜2D˜ and V be a neighbourhood of M˜g in
M˜ where V¯ is Zg-compact. Then, with χg as in (2.6),∫
M˜\V
χg(m)
2| tr(gκ˜t(g−1m,m))| dm
=
∑
h∈(g)
∫
M˜\V
χ(m)2| tr(hκ˜t(h−1m,m))| dm
≤
∑
h∈(g)
∫
(M˜\V )∩supp(χ)
| tr(hκ˜t(h−1m,m))| dm.
The last sum of integral converges because of the compactness of (M˜\V ) ∩
supp(χ) and the uniform convergence of
∑
h∈G | tr(hκ˜t(h−1m,m))|. Here we
use Corollary 3.5 from [58], as in Lemma 3.6. This ensures that the limit as
t goes to 0 can be evaluated inside the sum and the integral. Therefore
lim
t↓0
∫
M˜\V
χg(m)
2| tr(gκ˜t(g−1m,m))| dm = 0,
because if m ∈ M˜\V and h ∈ (g), then tr(hκ˜t(h−1m,m))→ 0 as t ↓ 0.
In a similar way, one can prove that the operator ϕe−tD2CDCψ localises
at fixed point sets, noting that U ∩ supp(χ) is relatively compact.
Proposition 5.9. Suppose ϕ,ψ ∈ C∞(C) are G-invariant and supported in
U . If G is a real, linear, connected semisimple Lie group, then the kernels
of e−tD˜2D˜ and ϕe−tD2CDCψ localise at fixed point sets, as t ↓ 0.
Proof. The claim follows from cocompactness of M˜ and the supports of ϕ
and ψ, by Proposition 4.6 in [33]. That result applies to the Schwartz kernels
of e−tD˜2 and ϕe−tD2Cψ; this extends to e−tD˜2D˜ and ϕe−tD2CDCψ because the
kernels those operators have Gaussian off-diagonal decay behaviour as well.
See Section 4.3 of [33], with the reference to Theorem 4 in [20] replaced by a
reference to Theorem 6 in [20]. The only difference is an extra factor t−1 in
the function bounding the kernel, and the arguments can easily be modified
to incorporate this. Furthermore, the condition in [33] that group elements
have “finite Gaussian orbital integrals” is shown to hold for all semisimple
elements in Section 4.2 of [9].
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Proof of Corollary 2.17. In the setting of Corollary 2.17, the algebra A as
in Subsection 2.3 may be taken to be the algebra Cpolg (G) in Subsection 3.4.
Proposition 3.9 implies that DN has a g-delocalised η-invariant. Proposition
3.7, the equality (2.10), and the fact that τg defines a continuous trace on
Cpolg (G) (Theorems 3.18 and 3.19 in [35]) imply that e−tD˜
2
and e−tD˜2D˜ are
g-trace class. Here we use a change of notation: the arguments for the heat
operator e−tD2N in the proof of Proposition 3.7 apply directly to e−tD˜2 . The
localisation property of e−tD˜2D˜ and ϕe−tD2CDCψ (for G-invariant ϕ,ψ ∈
C∞(C), supported in U) is Proposition 5.8. The index formula (2.17) on
manifolds without boundary holds by Theorem 5.10 in [58]. By (5.10) and
the comments below it, the right hand side of (2.17) can be rewritten as an
integral over Mg. Hence Theorem 2.11 implies Corollary 2.17.
Proof of Corollary 2.20. In the setting of Corollary 2.20, we use the alge-
bra A = St(G) of Subsection 3.5, for t large enough as in Lemma 3.11.
Proposition 3.13 implies that DN has a g-delocalised η-invariant. Similarly
to the discrete case, Lemmas 3.11 and 3.12 now imply that e−tD˜2 e−tD˜2D˜
are g-trace class. The localisation property of e−tD˜2D˜ and ϕe−tD2CDCψ (for
G-invariant ϕ,ψ ∈ C∞(C), supported in U) is Proposition 5.9. The index
formula (2.17) now holds by Theorem 2.5 in [33], and again we use (5.10) to
rewrite the right hand side of (2.17) as an integral over Mg. In the appli-
cation of Theorem 2.5 in [33], we use the fact that the condition that group
elements have “finite Gaussian orbital integrals” holds for all semisimple
elements, as shown in Section 4.2 of [9]. We conclude that Corollary 2.20
follows from Theorem 2.11.
6 Non-invertible DN
We have so far assumed the operator DN to be invertible. This was already
necessary to define the index (2.11). We now weaken this assumption, and
only assume that 0 is isolated in the spectrum of DN . We indicate how to
modify the arguments in the preceding sections to obtain generalisations of
Theorem 2.11 and Corollaries 2.17 and 2.20 to that case.
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6.1 An index theorem for non-invertible DN
Let ε > 0 be such that ([−2ε, 2ε] ∩ spec(DN )) \ {0} = ∅. Let ψ ∈ C∞(Mˆ )G
be a nonnegative function such that
ψ(n, u) =
{
u if n ∈ N and u ∈ (1/2,∞);
0 if n ∈ N and u ∈ (0, 1/4);
ψ(m) = 0 if m ∈M \ U.
(Recall that U ∼= N × (0, 1] is a neighbourhood of N in M .)
Consider the operator
Dˆε := e
εψDˆe−εψ.
The operator Dˆε is G-equivariant, odd-graded and elliptic. It is symmetric
on Γ∞c (E), because it equals D on M \ (N × (0, 1/4)), and
σ
(
− ∂
∂u
+DN + εψ
′
)
(6.1)
on C. It is essentially self-adjoint by a finite propagation speed argument;
see e.g. Proposition 10.2.11 in [32]. On Mˆ \M , the operator (6.1) equals
σ
(
− ∂
∂u
+DN + ε
)
. (6.2)
Since DN + ε is invertible, the operator Dˆε has a well-defined index
indexG(Dˆε) ∈ K0(C∗rG).
Let P : L2(E|N )→ ker(DN ) be the orthogonal projection. Theorem 2.11
generalises as follows.
Theorem 6.1. Suppose that
• the algebra A as in Subsection 2.3 exists;
• the operator e−tD˜2 is g-trace class for all t > 0;
• the Schwartz kernels of e−tD˜2D˜ and ϕe−tD2CDCψ localise at Mg as
t ↓ 0, for all G-invariant ϕ,ψ ∈ C∞(C), supported in U ;
• the operator DN has a g-delocalised η-invariant;
• the projection P is g-trace class.
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Then for all t > 0,
τg(indexG(Dˆε)) =
1
2
(Trg(e
−tD˜−D˜+)−Trg(e−tD˜+D˜−))− 1
2
(Trg(P )+ηg(DN )).
(6.3)
Corollary 6.2. Suppose D is a Spinc-Dirac operator twisted by a vector
bundle V , and that either
• G is any unimodular locally compact group, and g = e;
• G is discrete and finitely generated, and the conjugacy class of g has
polynomial growth; or
• G is a connected, linear, real semisimple Lie group, and g is semisim-
ple.
Then
τg(indexG(Dˆε)) =
1
2
∫
M˜g
χ2g
Aˆ(M˜g)ec1(L|M˜g )/2 tr(ge−RV˜ |M˜g/2πi)
det(1− ge−RN˜ /2πi)1/2 −
Trg(P ) + ηg(DN )
2
.
Remark 6.3. The operator Dˆε is unitarily equivalent to the operator Dˆ act-
ing on Sobolev spaces weighted by the function eεψ. This point of view is
related to the b-calculus approach to the APS index theorem [44]. In the
setting of [2], where M is compact and G is trivial, the index of Dˆ on those
weighted Sobolev spaces equals the dimension of the kernel of D+ on L
2-
sections minus the dimension of the kernel of D− on extended L2-sections.
See Section 6.5 in [44]. By Proposition 3.11 in [2], that number equals the
APS index of D+ in the classical sense. Furthermore, all conditions in The-
orem 6.1 trivially hold in the compact case. On the right hand side of (6.3),
half the difference of the traces of e−tD˜−D˜+ and e−tD˜+D˜− approaches the
integral over M of the usual Atiyah–Singer integrand as t ↓ 0, by standard
heat kernel asymptotics. Hence Theorem 6.1 reduces to the original APS
index theorem (Theorem 3.10 in [2]) in this case.
Remark 6.4. In the setting of Galois covering (when G is discrete and acts
freely), the perturbation of the boundary operator DN is equivalent to the
choice of a spectral section in the sense of Leichtnam–Piazza [39]. The no-
tion of a spectral section was initially introduced by Melrose-Piazza [45] as
an analogue of the APS boundary conditions for a family of elliptic opera-
tors on a manifold with boundary and then generalised to the higher index
associated to a Galois cover of a manifold with boundary [39]. A spectral
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section exits if an only if the higher index of the boundary Dirac operator
vanishes, i.e., indexGDN = 0 ∈ K∗(C∗rG). In our setting the bordism invari-
ance of the index implies vanishing of the higher index of DN , so a spectral
section always exists. Translating to the case of a manifold with a cylin-
drical end, the existence of a spectral section is equivalent to existence of a
perturbation of DN so that the perturbed operator (Dˆǫ in our notation) is
a generalised Fredholm operator. For example, Wahl considered manifolds
with cylindrical end and proved an APS index theorem for Dirac operator
on Hilbert C∗-modules by performing a perturbation on the boundary Dirac
operator which is equivalent to the choice of a boundary condition given by
a spectral section [57].
6.2 Delocalised η-invariants and projection onto kerDN
Lemma 6.5. If DN has a g-delocalised η-invariant and P is g-trace class,
then DN + ε has a g-delocalised η-invariant, and
ηg(DN + ε) = Trg(P ) + ηg(DN ).
To prove this lemma, we consider a Hilbert basis {ej}∞j=1 of L2(E+|N ),
such that ker(DN ) is spanned by the vectors ej , for j in a (possibly empty
or infinite) subset J ⊂ N. For each j, let µj be the spectral measure on R
determined by
µj((−∞, λ]) = (1(−∞,λ](DN )ej , ej)L2(E+|N ),
where 1(−∞,λ] is the indicator function of (−∞, λ]. Then we have a gener-
alised eigensection decomposition
ej(n) =
∫
R
ej(λ, n) dµj(λ),
for all n ∈ N , where, for all λ in the support of µj, ej(λ,−) is a smooth
section of E+|N such that
DNej(λ,−) = λej(λ,−).
This is a result by Browder and G˚arding, see e.g. (23.32.5) in [23]. In this
setting,
1. µj is the Dirac mass at zero if j ∈ J ;
2. the support of µj is disjoint from [−2ε, 2ε] if j 6∈ J .
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Lemma 6.6. Let f ∈ C0(R) be a function such that f(DN ) is g-trace class.
Then
Trg(f(DN )) =
∫
G/Zg
∑
j
∫
N
∫
R
χ(hgh−1n)f(λ)ej(λ, hg−1h−1n)ej(n) dµj(λ) dn d(hZg).
Proof. This is a direct computation involving the first equality in Lemma 2.6.
Proof of Lemma 6.5. Lemma 6.6 implies that for all t > 0,
Trg
(
(DN + ε)e
−t2(DN+ε)2) =∫
G/Zg
∑
j
∫
N
∫
R
χ(hgh−1n)(λ+ε)e−t
2(λ+ε)2ej(λ, hg
−1h−1n)ej(n) dµj(λ) dn d(hZg).
By the two properties of the measures µj listed above Lemma 6.6, the right
hand side equals
εe−t
2ε2 Trg(P )+∫
G/Zg
∑
j∈N\J
∫
N
∫
R\[−2ε,2ε]
χ(hgh−1n)(λ+ε)e−t
2(λ+ε)2ej(λ, hg
−1h−1n)ej(n) dµj(λ) dn d(hZg).
The integral over t of the first term from 0 to ∞ equals
√
π
2 Trg(P ). In the
same integral of the second term, we substitute t′ = t|λ+ ε| and note that
λ + ε is nonzero for all λ ∈ R \ [−2ε, 2ε]. Then we find that that integral
equals∫ ∞
0
∫
G/Zg
∑
j∈N\J
∫
N
∫
R\[−2ε,2ε]
χ(hgh−1n) sgn(λ+ε)e−t
′2
ej(λ, hg
−1h−1n)ej(n) dµj(λ) dn d(hZg) dt′.
Now using the fact that sgn(λ+ε) = sgn(λ) and λ 6= 0 for all λ ∈ R\[−2ε, 2ε],
and substituting t′′ = t′/|λ|, we see that the latter integral equals∫ ∞
0
∫
G/Zg
∑
j∈N\J
∫
N
∫
R\[−2ε,2ε]
χ(hgh−1n)λe−t
′′2λ2ej(λ, hg
−1h−1n)ej(n) dµj(λ) dn d(hZg) dt′′.
Changing the integration domain of the inner integral to R does not change
the value of the integral, and neither does adding the terms for j ∈ J , which
all equal zero. Making these changes, and applying Lemma 6.6, we conclude
that this expression equals
√
π
2 ηg(DN ).
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6.3 A parametrix
Let ψ˜ be any smooth, G-invariant extension of ψ|M to the double M˜ of M .
Set
D˜ε = e
εψ˜D˜e−εψ˜,
and
Q˜ε :=
1− e−tD˜ε,−D˜ε,+
D˜ε,−D˜ε,+
D˜ε,−.
Set
S˜ε,0 := 1− Q˜εD˜ε,+ = e−tD˜ε,−D˜ε,+ ;
S˜ε,1 := 1− D˜ε,+Q˜ε = e−tD˜ε,+D˜ε,− .
Let DC,ε be the restriction of Dˆε to N × (1/2,∞). This operator equals
(6.2), and the self-adjoint closure of its extension to N ×R is invertible. Let
QC,ε be its inverse, restricted to sections of E−.
Let the functions ϕj and ψj be as in Subsection 4.1, with the difference
that they change values between 0 and 1 on the interval (1/2, 1) rather than
on (0, 1). Set
Rε := ϕ1Q˜εψ1 + ϕ2QC,εψ2.
Set
Sε,0 := 1−RεDˆε,+;
Sε,1 := 1− Dˆε,+Rε.
From now on, the proof of Theorem 6.1 is entirely analogous to the proof
of Theorem 2.11. As in Lemma 4.3, we have
Sε,0 = ϕ1S˜ε,0ψ1 + ϕ1Q˜εσψ
′
1 + ϕ2QC,εσψ
′
2;
Sε,1 = ϕ1S˜ε,1ψ1 − ϕ′1σQ˜εψ1 − ϕ′2σQC,εψ2.
In the same way as for S0 and S1, we find that Sε,0 and Sε,1 lie in C
∞(Mˆ ;L2(Eˆ))Gloc,
they have smooth kernels, and they are g-trace class. Furthermore,
lim
t↓0
(
Trg(Sε,0(t))−Trg(Sε,1(t))
)
=
1
2
(
Trg(e
−tD˜ε,−D˜ε,+)−Trg(e−tD˜ε,+D˜ε,−)
)−1
2
ηg(DN+ε),
where the right hand side is independent of t. Lemma 2.7 implies that
Trg(e
−tD˜ε,±D˜ε,∓) = Trg(e−tD˜±D˜∓).
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So Theorem 6.1 follows by Lemma 6.5.
Corollary 6.2 follows from Theorem 6.1 in the same way that Corollaries
2.17 and 2.20 follow from Theorem 2.11, with two additional ingredients.
The first is a generalisation of Proposition 3.1 to the case where DN is not
invertible, but 0 is isolated in its spectrum. That case can de deduced from
the case where DN is invertible, see Remark 3.3. The second additional
ingredient needed is the fact that the projection P is g-trace class in these
cases. Indeed, for all t > 0,
P = (1−QNDN )P = e−tD2NP,
where QN =
1−etD2N
DN
. Since e−tD2N is g-trace class and P is bounded, P is
g-trace class by Lemma 2.7.
A The compact case
Suppose that M is compact and G is trivial. Then many arguments in this
paper are unnecessary, and the others become simpler. In particular, we
do not need K-theory and Roe algebras in this setting. We illustrate this
by giving a sketch of a proof of the original APS index theorem here. This
may also help to clarify the overall idea of the proof of Theorem 2.11. The
details are simplified versions of the corresponding arguments in this paper.
We discuss the case where DN is invertible here. The general case then
follows as in Section 6.
We use the same notation as in the rest of this paper. In particular,
consider the parametrices Q˜ of D˜+, Q
′
C of DC,+, and R of Dˆ+ defined in
(4.1), (4.3) and (5.1), respectively. In other approaches to the APS index
theorem, one often works with the heat operators e−tD−D+ and e−tD+D− , or
e−tDˆ−Dˆ+ and e−tDˆ+Dˆ− , which are not trace class. (See for example Section
4 of the introduction to [44] for comments on this, and a solution in terms
of b-calculus.) We work with the operators 1−RDˆ+ and 1− Dˆ+R instead,
which have the advantage that they are trace class.
The APS index of D equals the index of Dˆ on L2-sections, which is
Tr(1−RDˆ+)−Tr(1− Dˆ+R) = Tr(ϕ1(1− Q˜D˜+)ψ1)−Tr(ϕ1(1− D˜+Q˜)ψ1)
+ Tr((ϕ1Q˜− ϕ2Q′C)σψ′1) + Tr(ϕ2(D−1C,+ −Q′C)σψ′2). (A.1)
The first two terms on the right hand side together equal 12 index(D˜), the
contribution from the interior of M . The third term on the right hand side
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equals
−Tr
(∫ t
0
(ϕ1e
−sD˜−D˜+ − ϕ2e−sDC,−DC,+)DC,+σψ′1 ds
)
.
This goes to zero as t ↓ 0, because the kernels of e−sD˜−D˜+ and e−sDC,−DC,+
have the same asymptotic expansion on the support of ψ′1, and ϕ1 and ϕ2
equal 1 on the support of ψ′1.
The fourth term on the right hand side of (A.1) equals
Tr(ϕ2e
−tDC,−DC,+D−1C,+σψ
′
2) = −Tr
(∫ ∞
t
ϕ2e
−sDC,−DC,+DC,−σψ′2 ds
)
= −Tr
(∫ ∞
t
ϕ2e
−s ∂2
∂u2
∂
∂u
e−sD
2
Nψ′2 ds
)
−Tr
(∫ ∞
t
ϕ2e
−s ∂2
∂u2 e−sD
2
NDNψ
′
2 ds
)
.
Using the explicit form of the heat kernel on the real line, one shows that the
first term on the right hand side equals zero, while the second term equals
−
∫ ∞
t
1√
4pis
TrDNe
−sD2N ds.
This tends to −12η(DN ) as t ↓ 0.
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