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Abstract. Let k be an algebraically closed field of odd characteristic p, and let Dn
be the Dihedral group of order 2n such that p | 2n. Let D(kDn) denote the quantum
double of the group algebra kDn. In this paper, we describe the structures of all finite
dimensional indecomposable left D(kDn)-modules, equivalently, of all finite dimensional
indecomposable Yetter-Drinfeld kDn-modules, and classify them.
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1. Introduction
Quantum groups arose from the study of quantum Yang-Baxter equations. Quantum
groups are defined in terms of what Drinfeld calls “quasitriangular Hopf algebra” and their
construction is based on a general procedure also due to Drinfeld [3] assigning to a fi-
nite dimensional Hopf algebra H a quasitriangular Hopf algebra D(H). The Hopf algebra
∗The work is supported by NSF of China (10771183), and also supported by Doctorate Foundation
(200811170001), Ministry of Education of China; Agricultural Machinery Bureau Foundation of Jiangsu
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D(H) is called the quantum double of H, or the Drinfeld double of H. It has brought re-
markable applications to new aspects of representation theory, noncommutative geometry,
low-dimensional topology and so on.
The quantum double D(kG) of a finite dimensional group algebra kG has attracted many
mathematicians’ interest recently. Let k be an algebraically closed field of positive charac-
teristic p. If the order of G is divisible by p, then D(kG) is not semisimple by an analogue
of Maschke’s theorem (see [12]). In this case, we need to find all indecomposable D(kG)-
modules in order to describe the structure of the representation ring (or Green ring) of
D(kG).
In this paper, we investigate the representations of D(kDn) for the Dihedral group Dn.
In section 2, we recall some basic results on representation theory of finite groups and
construct Yetter-Drinfeld modules over group algebras, and make some preparations for
the rest of this paper.
In section 3, we discuss the indecomposable representations of some finite groups. Sup-
pose that K4 is the Klein four group. Then kK4 is semisimple if and only if the characteristic
of k is not equal to 2. In this case, kK4 has only 4 simple modules up to isomorphism. Let
k be an algebraically closed field of odd characteristic p. Suppose that Cn is a cyclic group
of order n = pst with (p, t) = 1. Then kCn has exactly n indecomposable modules with di-
mension 1, 2, · · · , ps, respectively. Moreover, there are t indecomposable modules of each
dimension. These modules are obtained as indecomposable summands of the modules
induced from modules over a Sylow p-subgroup of Cn. Suppose that Dn is the Dihedral
group of order 2n with n = pst as above. If n is odd, then kDn has exactly t+32 p
s indecom-
posable modules. If n = pst is even, then kDn has exactly t+62 p
s indecomposable modules.
These modules are obtained as indecomposable summands of the modules induced from
those over a normal subgroup.
We state the main results in section 4. Following the characterization of Yetter-Drinfeld
kG-modules in [12, 10], we construct all finite dimensional indecomposable Yetter-Drinfeld
kDn-modules, where Dn is the Dihedral group of order 2n. These modules are induced from
the indecomposable kCDn (g)-modules for some g ∈ Dn.
2. Preliminaries
Throughout this paper, we work over an algebraically closed field of odd characteristic
p. Unless otherwise stated, all modules are left modules, all comodules are right comod-
ules, and moreover they are finite dimensional over k. ⊗ means ⊗k.
There is an important way of constructing modules over a group from modules over its
subgroups, which was originally described by Frobenius in [5]. Let H be a subgroup of a
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finite group G. If N is a kH-module, then we have an induced kG-module N↑G= kG⊗kH N.
Since kG is free as a right kH-module, of rank [G : H], one can write N↑G=
⊕
gi gi ⊗ N as
a sum of k-vector spaces, where the sum runs over a set of left coset representatives of H
in G. The action of G is given by g(gi ⊗ n) = ggi ⊗ n = g j ⊗ hn, where g j is the left coset
representative such that ggi = g jh with h ∈ H. The representation of G corresponding to
the kG-module N↑G is called an induced representation. In subsequent, we will use the
following terminologies of representations and modules.
Let {g1, g2, · · · , gt} be a set of left coset representatives of H in G, and {v1, · · · , vr} be a
k-basis of kH-module N. Let ρ be the matrix representation of H corresponding to N with
respect to the given basis. Then, with respect to the k-basis {gi ⊗ v j|1 ≤ i ≤ t, 1 ≤ j ≤ r},
the induced matrix representationΩ corresponding to N↑G can be described as follows
Ω(g) = (ρ(g−1j ggi))t×t,
where ρ is extended to G by setting ρ(x) = 0 for x ∈ G\H. Thus Ω(g) is partitioned into a
t × t array of r × r blocks.
Theorem 2.1. [6] Let kG be the group algebra of a finite group G. Then kG is of finite
representation type if and only if G has cyclic Sylow p-subgroups.
Suppose that a Sylow p-subgroup P of G is cyclic. Then we have the following theorem
[1] for the number of non-isomorphic indecomposable modules over kG.
Theorem 2.2. [1] Suppose that a Sylow p-subgroup P of a finite group G is cyclic. If P⊳G,
then the number of non-isomorphic indecomposable modules of kG is equal to |P|r, where
r is the number of p-regular conjugate classes of G.
Let x ∈ G and H be a subgroup of G. Then xH = xHx−1 is also a subgroup of G. For
any kH-module V , there is a k[xH]-module xV = x ⊗ V = {x ⊗ v|v ∈ V} with the action
given by xy(x ⊗ v) = x ⊗ yv for all y ∈ H, where xy = xyx−1.
Theorem 2.3 (Mackey Decomposition Theorem). Let H, K be subgroups of a finite group
G and W be a kK-module. Then
W↑G↓H
⊕
HgK
(gW)↓H∩g K↑H ,
where the sum runs over the double cosets of H and K in G.
Suppose that H ⊳ G and V is a kH-module. The inertia group TH(V) = T (V) of V is
defined by T (V) = {x ∈ G|xV  V}. Clearly, T (V) is a subgroup of G and H ⊆ T (V).
Theorem 2.4. [4] Suppose that G is a finite group, H ⊳ G and W is an indecomposable
kH-module such that T (W) = H. Then W↑G is indecomposable.
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Theorem 2.5. [2] Suppose that a finite group G is a direct product of two normal sub-
groups G1 and G2. Then every indecomposable kG-modules is of the form V1 ⊗ V2 for two
indecomposable kGi-modules Vi, i = 1, 2 if and only if at least one of the orders |G1| and
|G2| is not divisible by p.
Let G be a finite group. For any g ∈ G, define φg ∈ (kG)∗ by φg(h) = δg,h, h ∈ G. Then
the quantum double D(kG) of the group algebra kG has a k-basis {φg ⊗ h|g, h ∈ G}. In this
case, the multiplication is given by
(φg ⊗ h)(φg′ ⊗ h′) = φgφhg′h−1 ⊗ hh′ = δg,hg′h−1φg ⊗ hh′.
Thus the identity is 1D(kG) =
∑
g∈G φg ⊗ 1, where 1 is the identity of G. The comutiplication
∆, the counit ε and the antipode S are given by
∆(φg ⊗ h) = ∑x∈G(φx ⊗ h) ⊗ (φgx−1 ⊗ h),
ε(φg ⊗ h) = δ1,g, S (φg ⊗ h) = φh−1g−1h ⊗ h−1,
where g, h ∈ G. For the definition of quantum double D(H) of any finite dimensional Hopf
algebra H, the reader is directed to [8, Chapter IX. 4].
Definition 2.6. For a Hopf algebra H with a bijective antipode S , a Yetter-Drinfeld H-
module M is both a left H-module and a right H-comodule satisfying the following two
equivalent compatibility conditions∑ h1 · m0 ⊗ h2m1 = ∑(h2 · m)0 ⊗ (h2 · m)1h1,∑(h · m)0 ⊗ (h · m)1 = ∑ h2 · m0 ⊗ h3m1S −1(h1),
for all h ∈ H and m ∈ M.
The category of Yetter-Drinfeld H-modules is denoted by HYDH . The following theo-
rem gives the connection between the D(H)-modules and the Yetter-Drinfeld H-modules.
Theorem 2.7. [9] Let H be a finite dimensional Hopf algebra. Then the category HYDH
of Yetter-Drinfeld H-modules can be identified with the category D(H)M of left modules
over the quantum double D(H).
Hence, we just need to study the Yetter-Drinfeld modules in this paper.
Now let H = kG be a finite dimensional group algebra. Let K(G) be the set of conjugate
classes of G. For any g ∈ G, let CG(g) = {x ∈ G|xg = gx} be the centralizer of g in G. For
any C ∈ K(G), fix a gC ∈ C. Then {gC |C ∈ K(G)} is a set of representatives of conjugate
classes of G. Now let N be a kCG(gC)-module. Then N↑G= kG ⊗kCG(gC ) N is a kG-module.
Define a k-linear map ϕ : N↑G→ N↑G ⊗kG by ϕ(g ⊗ n) = (g ⊗ n) ⊗ ggCg−1 for all g ∈ G
and n ∈ N. Clearly, we have:
Lemma 2.8. Let C ∈ K(G) and N be a kCG(gC)-module. Then (N ↑G, ϕ) is a Yetter-
Drinfeld kG-module, denoted by D(N).
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Let M be a Yetter-Drinfeld kG-module with coaction ϕ : M → M ⊗ kG. For C ∈ K(C),
let
MC =
⊕
g∈C
Mg
where Mg = {m ∈ M|ϕ(m) = m ⊗ g}. An easy computation shows that Mg is a kCG(g)-
submodule of M↓CG (g) and MC is a Yetter-Drinfeld kG-submodule of M.
By [12, 10], we have the following characterization of Yetter-Drinfeld kG-modules.
Theorem 2.9. Let C ∈ K(G) and N be a kCG(gC)-module. Then D(N) is indecomposable
(resp., simple) Yetter-Drinfeld kG-module if and only if N is indecomposable (resp., simple)
kCG(gC)-module.
Theorem 2.10. Let M be an indecomposable (resp., simple) Yetter-Drinfeld kG-module.
Then there exists a conjugate class C ∈ K(G) such that M = MC  D(MgC ).
Corollary 2.11. Let N1 and N2 be indecomposable (resp., simple) kCG(gC)-module. Then
D(N1)  D(N2) if and only if N1  N2.
Thus, up to isomorphism, there is a one-one correspondence between the indecompos-
able (resp., simple) kCG(gC)-modules and indecomposable (resp., simple) Yetter-Drinfeld
kG-modules.
3. The indecomposable representations of some finite groups
In this section, we discuss the representations of Klein four group, cyclic groups and
dihedral groups.
Let K4 = 〈1, a, b, ab|a2 = b2 = 1, (ab)2 = 1〉 be the Klein four group. Then K4 is a
direct product of 2 cyclic groups of order 2, and kK4 is a semisimple algebra. Obviously,
kK4 has exactly 4 irreducible representations, and all of them are of degree one. They can
be described as follows:
ρ1(a) = 1,
ρ1(b) = 1;

ρ2(a) = 1,
ρ2(b) = −1;

ρ3(a) = −1,
ρ3(b) = 1;

ρ4(a) = −1,
ρ4(b) = −1.
Let Cn = {1, g, · · · , gn−1} be a cyclic group of order n. If p ∤ n, then kCn is semisimple.
In this case, kCn has n irreducible representations, and all of them are of degree 1. Further-
more, they can be described as ρi(g) = ξi−1, for 1 ≤ i ≤ n, where ξ ∈ k is an n-th primitive
root of unity.
From now on, assume that n = pst with p ∤ t and that ξ is a t-th primitive root of unity
in k.
Lemma 3.1. kCn is of finite representation type.
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Proof. It follows from Theorem 2.1 and the fact that the subgroups of a cyclic group are
also cyclic. 
Lemma 3.2. kCn has n non-isomorphic indecomposable modules.
Proof. Note that n = pst. It is easy to check that the number of p-regular conjugate classes
of Cn is t. Since the Sylow p-subgroups of Cn are normal, the lemma then follows from
Theorem 2.2. 
The following lemma is well known in the representation theory of finite groups.
Lemma 3.3. Let P = {1, g, · · · , gps−1} be a cyclic group of order ps. Then the ps non-
isomorphic indecomposable representations of kP can be represented by the Jordan matri-
ces
ρr(g) =

1 1 0 · · · 0 0
0 1 1 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 1
0 0 0 · · · 0 1

r×r
,
where 1 6 r 6 ps.
Theoretically, there is a perfect method to describe the indecomposable representations
of an arbitrary cyclic group. Let Cn = 〈a〉 be a cyclic group of order n. Then Cn is a direct
product of 2 cyclic groups Cps = 〈at〉 and Ct = 〈ap
s
〉. The indecomposable matrix repre-
sentations of Cps and Ct are well described. Following Theorem 2.5, the indecomposable
matrix representations of Cn can be described too. However, the description depends on
finding the solution of equation tx+ psy = pst+1, where 1 6 x 6 ps, 1 6 y 6 t−1. Hence,
we will use a transparent method instead of what we mentioned above.
Theorem 3.4. Let Cn = 〈a〉 be a cyclic group of order n. Then the n non-isomorphic
indecomposable representations of kCn can be described as follows:
ρr,i(a) =

ξi 1 0 · · · 0 0
0 ξi 1 · · · 0 0
0 0 ξi · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · ξi 1
0 0 0 · · · 0 ξi

r×r
,
where 1 6 r 6 ps and 0 6 i 6 t − 1.
Proof. Obviously, P = {1, at, a2t, · · · , a(ps−1)t} is a Sylow p-subgroup and we can choose
{1, a, a2, · · · , at−1} as a set of the coset representatives of P in G.
Following Lemma 3.3, kP has exactly ps non-isomorphic indecomposable representa-
tions, which are represented by the Jordan matrices
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Ar := ρr(at) =

1 1 0 · · · 0 0
0 1 1 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 1
0 0 0 · · · 0 1

r×r
, 1 6 r 6 ps.
For 1 6 r 6 ps, let Ωr,t be the matrix representation of kCn induced from ρr. Then we
have
Ωr,t(a) =

ρr(1 · a · 1) ρr(1 · a · a) · · · ρr(1 · a · at−1)
ρr(a−1 · a · 1) ρr(a−1 · a · a) · · · ρr(a−1 · a · at−1)
· · · · · · · · · · · ·
ρr(a−(t−1) · a · 1) ρr(a−(t−1) · a · a) · · · ρr(a−(t−1) · a · at−1)

=

0 0 0 · · · 0 Ar
Ir 0 0 · · · 0 0
0 Ir 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 0
0 0 0 · · · Ir 0

,
where Ir is an r × r identity matrix. We write B = Ωr,t(a).
Now we compute the Jordan canonical form of matrix B. To do so, we have to first
determine the characteristic polynomial of the matrix B.
Since |λI − B| = (λ − 1)r(λ − ξ)r(λ − ξ2)r · · · (λ − ξt−1)r, the matrix B has t distinct
eigenvalues 1, ξ, ξ2, · · · , ξt−1. It follows that the Jordan canonical form of B contains t
Jordan segments, and each segment is composed of Jordan blocks corresponding to the
same eigenvalue. It is obvious that every Jordan segment is an r × r-matrix.
By Lemma 3.2, we know that every Jordan segment contains only one Jordan block,
which has the following form ρr,i(a), where 0 6 i 6 t − 1. This completes the proof. 
Let Dn = 〈a, b|an = 1, b2 = 1, (ab)2 = 1〉 = {1, a, · · · , an−1, b, ba, · · · , ban−1} be the
Dihedral group of order 2n. Then the Sylow p-subgroups of Dn have order ps. The cyclic
subgroup Cn = {1, a, · · · , an−1} is a normal subgroup of Dn. Let P be the subgroup of Cn
generated by at. Then P = {1, at, · · · , a(ps−1)t} is a normal Sylow p-subgroup of Dn.
Suppose that n = pst is odd. Then the conjugate classes of Dn are {1}, {ai, an−i} (1 6 i 6
n−1
2 ), {a jb|0 6 j 6 n − 1} with representatives 1, ai (1 6 i 6 n−12 ), b, where 1, b, ap
s
, a2p
s
,
· · · , a
t−1
2 p
s
are p-regular.
Suppose that n = pst is even. Then the conjugate classes of Dn are {1}, {ai, an−i} (1 6 i 6
n
2 ), {a2ib|0 ≤ i ≤ n−22 }, {a2i+1b|0 6 i 6 n−22 } with representatives 1, ai (1 6 i 6 n2 ), b, ab,
where 1, b, ab, aps, a2ps , · · · , a t2 ps are p-regular.
Thus by Theorem 2.1 and Theorem 2.2, we have the following theorem.
8 J.C. DONG, H.X. CHEN
Theorem 3.5. The group algebra kDn is of finite representation type. If n = pst is odd,
then kDn has t+32 p
s indecomposable modules. If n = pst is even, then kDn has t+62 ps
indecomposable modules.
By Theorem 3.4, kCn has n indecomposable representations Ar,i := ρr,i(a), where 1 6
r 6 ps and 0 6 i 6 t − 1. Since {1, b} is a set of left coset representatives of Cn in Dn, the
induced representationΩ2r,i := ρr,i↑Dn is given by
Ω2r,i(a) =
(
Ar,i 0
0 A−1
r,i
)
2r×2r
, Ω2r,i(b) =
(
0 Ir
Ir 0
)
2r×2r
.
Lemma 3.6. With the notations above, the inverse A−1
r,i of Ar,i is equal to
ξ−i −ξ−2i ξ−3i . . . (−1)r−3ξ−(r−2)i (−1)r−2ξ−(r−1)i (−1)r−1ξ−ri
0 ξ−i −ξ−2i . . . (−1)r−4ξ−(r−3)i (−1)r−3ξ−(r−2)i (−1)r−2ξ−(r−1)i
0 0 ξ−i . . . (−1)r−5ξ−(r−4)i (−1)r−4ξ−(r−3)i (−1)r−3ξ−(r−2)i
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · ξ−i −ξ−2i ξ−3i
0 0 0 · · · 0 ξ−i −ξ−2i
0 0 0 · · · 0 0 ξ−i

Proof. It follows from a straightforward computation. 
Lemma 3.7. Suppose that n is odd. Let 1 6 r 6 ps. Then we have:
(1) The matrix Ar,i is not similar to A−1r,i for all 1 6 i 6 t − 1.
(2) The matrix Ar,0 is similar to A−1r,0.
Proof. (1) It follows from the fact that the eigenvalues of the two matrices are not equal.
(2) Let T = (ti j) ∈ Mr(k) be an upper triangular matrix defined by trr = 1 and the
relations ti j = −ti+1, j − ti+1, j+1 and tii = −ti+1,i+1 for all 1 6 i < j. Then it is easy to check
that Ar,0T Ar,0 = T . 
Lemma 3.8. Suppose that n is even. Let 1 6 r 6 ps and 0 6 i 6 t − 1. Then we have:
(1) The matrix Ar,i is not similar to A−1r,i if i , 0, t2 .
(2) The matrix Ar,i is similar to A−1r,i if i = 0 or t2 .
Proof. (1) It is similar to the proof of Lemma 3.7(1).
(2) When i = 0, the proof is similar to that of Lemma 3.7(2). When i = t2 , let T1 =
(ti j) ∈ Mr(k) be an upper triangular matrix defined by trr = 1 and the relations ti j =
−ξ
t
2 ti+1, j − ti+1, j+1 and tii = −ti+1,i+1 for all 1 6 i < j. Then one can easily check that
Ar, t2 T1Ar, t2 = T1. 
Lemma 3.9. Let T and T1 be the matrices defined respectively in the proof of Lemma 3.7
and Lemma 3.8. Then T 2 = I and T 21 = I, where I is an identity matrix.
REPRESENTATIONS OF QUANTUM DOUBLE 9
Proof. We only check that T 2 = I since the proof for T 21 = I is similar. Let T 2 = (bil)r×r.
Clearly, T 2 is an upper triangular matrix and bii = 1. We use induction on rows to show
that bil = 0 for all i < l.
At first, we have
br−1,r = tr−1,r−1tr−1,r + tr−1,rtr,r = tr−1,r(tr−1,r−1 + tr,r) = 0.
Next, let i < r − 1 and suppose that b jl = 0 for all i < j < l 6 r. Then we have
bi,i+1 = ti,iti,i+1 + ti,i+1ti+1,i+1 = 0, and for i + 1 < l,
bil =
l∑
k=i
tiktkl = tiitil +
l∑
k=i+1
tiktkl = tiitil +
l∑
k=i+1
(−ti+1,k − ti+1,k+1)tkl
= tiitil −
l∑
k=i+1
ti+1,ktkl −
l∑
k=i+1
ti+1,k+1tkl = tiitil − bi+1,l −
l∑
k=i+1
ti+1,k+1tkl
= tiitil −
l∑
k=i+1
ti+1,k+1(−tk+1,l − tk+1,l+1)
= tiitil +
l∑
k=i+1
ti+1,k+1tk+1,l +
l∑
k=i+1
ti+1,k+1tk+1,l+1
= tiitil +
l∑
k=i+1
ti+1,ktk,l − ti+1,i+1ti+1,l +
l+1∑
k=i+1
ti+1,ktk,l+1 − ti+1,i+1ti+1,l+1
= tiitil + bi+1,l − ti+1,i+1ti+1,l + bi+1,l+1 − ti+1,i+1ti+1,l+1
= tiitil − ti+1,i+1ti+1,l − ti+1,i+1ti+1,l+1
= −ti+1,i+1(til + ti+1,l + ti+1,l+1) = 0.
This shows that T 2 = I. 
Lemma 3.10. [7] If H ⊳G with G a finite group and W is a kG-module, then
W ↓H↑G k(G/H) ⊗ W
where the kG-module structure of k(G/H) is given by g2 · (g1H) = g2g1H.
Theorem 3.11. [11] Let H be a normal subgroup of a finite group G such that G/H is a
cyclic p′-group. Let V be an indecomposable kH-module with the inertia group T (V) = G.
Then there exists a kG-module W such that W↓H V.
Lemma 3.12. As a kDn-module, k(Dn/Cn) is a direct sum of 2 submodules of dimensions
1.
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Proof. Obviously, there is a k-basis {v1, v2} of k(Dn/Cn) such that the action of kDn on
k(Dn/Cn) is given by 
a · v1 = v1,
a · v2 = v2,

b · v1 = v2,
b · v2 = v1.
Hence, V1 = span{v1 + v2} and V2 = span{v1 − v2} are submodules of k(Dn/Cn), and
k(Dn/Cn) = V1 ⊕ V2. 
Let Vr,i be the indecomposable kCn-module corresponding to the representation ρr,i,
where 1 6 r 6 ps and 0 6 i 6 t − 1. For any x ∈ Dn, let
xVr,i = x ⊗ Vr,i = {x ⊗ v|v ∈ Vr,i}.
Then xVr,i is a kCn-module with the action given by a(x ⊗ v) = x ⊗ yv, where a ∈ Cn and
y = x−1ax ∈ x−1Cnx = Cn. Let T (Vr,i) = {x ∈ Dn|x ⊗ Vr,i  Vr,i} be the inertia group of Vr,i.
Theorem 3.13. Suppose that n is odd. Let 1 6 r 6 ps. Then we have
(1) The representation Ω2r,i induced from ρr,i is indecomposable for any 1 6 i 6 t − 1.
(2) The representation Ω2r,0 induced from ρr,0 is a direct sum of two indecomposable
representations Φr,0 and Φ′r,0 defined by
Φr,0(a) = Ar,0, Φr,0(b) = T and Φ′r,0(a) = Ar,0, Φ′r,0(b) = −T,
respectively, where T is the matrix defined in the proof of Lemma 3.7.
Proof. (1) We consider the inertia group T (Vr,i) of Vr,i. Clearly, Cn ⊆ T (Vr,i). Let ba jρr,i be
the representation corresponding to the kCn-module ba
jVr,i, 0 6 j 6 n − 1. Then ba jρr,i(a) =
A−1
r,i , which is not similar to ρr,i(a) = Ar,i by Lemma 3.7. Hence T (Vr,i) = Cn, and the result
follows from Theorem 2.4.
(2) By Lemma 3.7, we have ρr,0(ba) = ρr,0(bab−1) = ρr,0(a−1) = Tρr,0(a)T−1. Clearly,
ρr,0(bia j) = T iρr,0(a j)T−i for any integers i and j.
Following the method described in [11] or [7, section 9], we define Φr,0 by putting
Φr,0(xbi) = ρr,0(x)T i for all x ∈ Cn, where i = 0, 1. Then Φr,0(xb j) = ρr,0(x)T j for any
integer j since T 2 = I by Lemma 3.9. Thus for any positive integers i, j, and x, y ∈ Cn, we
have
Φr,0[(xbi)(yb j)] = Φr,0[(xbiyb−i)bi+ j] = Φr,0[(x biy)bi+ j] = ρr,0(x biy)T i+ j
= ρr,0(x)ρr,0(biy)T i+ j = ρr,0(x)T iρr,0(y)T j = Φr,0(xbi)Φr,0(yb j).
Hence Φr,0 is an indecomposable representation of kDn and Φr,0(a) = Ar,0, Φr,0(b) = T.
Now let W be the indecomposable kDn-module corresponding to the representation
Φr,0. Then clearly Vr,0  W ↓Cn . The existence of such a kDn-module W also follows
from Theorem 3.11. By Lemma 3.7 and the proof of Part (1), T (Vr,0) = Dn. Hence,
Vr,0↑Dn W↓Cn↑Dn k(Dn/Cn)⊗W  V1⊗W ⊕V2 ⊗W by Lemma 3.10 and Lemma 3.12. In
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this case, V1⊗W  W and the representationΦ′r,0 corresponding to the kDn-module V2⊗W
is given by Φ′
r,0(a) = Ar,0, Φ′r,0(b) = −T. 
When n is even, we have the following similar result.
Theorem 3.14. Suppose that n is even. Let 1 6 r 6 ps and 0 6 i 6 t − 1.
(1) If i , 0, t2 , then the representation Ω2r,i induced from ρr,i is indecomposable.
(2) If i = 0 or t2 , then the representation Ω2r,i induced from ρr,i is a direct sum of two
indecomposable representations Φr,i and Φ′r,i defined by
Φr,0(a) = Ar,0, Φr,0(b) = T ; Φ′r,0(a) = Ar,0, Φ′r,0(b) = −T ;
Φr, t2
(a) = Ar, t2 , Φr, t2 (b) = T1; Φ′r, t2 (a) = Ar, t2 , Φ
′
r, t2
(b) = −T1,
respectively, where T and T1 are the matrices defined in the proofs of Lemma 3.7 and
Lemma 3.8, respectively.
Corollary 3.15. Suppose that n is odd. Then
{
Φ1,0, Φ
′
1,0, Ω2,i
∣∣∣1 6 i 6 t−12
}
is a complete
set of irreducible representations of kDn up to isomorphism.
Proof. It is easy to show that Ω2,i is irreducible for any 1 6 i 6 t−12 . Then the lemma
follows from the following well known theorem. 
Theorem 3.16 (R. Brauer). Let k be a splitting field of characteristic p for a finite group
G. The number of isomorphism classes of simple kG-modules is equal to the number of
conjugate classes of G which consist of p-regular elements.
When n is even, kDn has t+62 irreducible representations.
Corollary 3.17. Suppose that n is even. Then
{
Φ1,0, Φ
′
1,0, Φ1, t2 , Φ
′
1, t2
, Ω2,i
∣∣∣1 6 i 6 t2 − 1
}
is a complete set of irreducible representations of kDn up to isomorphism.
Lemma 3.18. The following upper triangular matrix is invertible
X =

1 1 1 1 · · · 1 1 1
0 x22 x23 x24 · · · x2,r−2 x2,r−1 x2,r
0 0 x33 x34 · · · x3,r−2 x3,r−1 x3,r
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · xr−2,r−2 xr−2,r−1 xr−2,r
0 0 0 0 · · · 0 xr−1,r−1 xr−1,r
0 0 0 0 · · · 0 0 xr,r

,
where x2k = −ξ2i
∑k−2
y=0(−ξi)y and x jk =
∑k−1
y= j−1(−1)k−yξ(k+1−y)i x( j−1)y for all 3 6 j 6 k.
Proof. The determinant of X is Πry=2xyy = (−1)zξr(r−1)i , 0 for some z ∈ Z+. 
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Theorem 3.19. Suppose that n is odd. Let 1 6 i 6 t−12 and
t+1
2 6 j 6 t − 1. Then the
representations Ω2r,i and Ω2r, j are isomorphic if and only if i + j = t. In this case, the
transformation matrix is
(
0 X
X 0
)
, where X is the matrix defined in Lemma 3.18.
Proof. It suffices to show that
(
Ar,i 0
0 A−1
r,i
) (
0 X
X 0
)
=
(
0 X
X 0
) (
Ar,t−i 0
0 A−1
r,t−i
)
,
which is equivalent to Ar,iX = XA−1r,t−i.
Let Ar,iX = (cvu)r×r and XA−1r,t−i = (dvu)r×r. We need to check cvu = dvu for all 1 6
v, u 6 r. In fact, if v = u = 1, then c11 = d11 = ξi. If v = 1 and u , 1, then c1u =
ξi + x2u = ξ
i − ξ2i + · · · + (−1)u+1ξui = d1u. If v > u, then cvu = dvu = 0. If v = u , 1, then
cvv = dvv = ξi xvv. If v , 1 and u = v + j for 1 6 j 6 r − v, then cvu = ξi xv(v+ j) + x(v+1)(v+ j) =∑v+ j−1
y=v (−1)v+ j−yξ(v+ j+1−y)i xvy = dvu. This completes the proof. 
Theorem 3.20. Suppose that n is even. Let 1 6 i 6 t2 − 1 and
t
2 + 1 6 j 6 t − 1. Then
the representations Ω2r,i and Ω2r, j are isomorphic if and only if i + j = t. In this case, the
transformation matrix is
(
0 X
X 0
)
, where X is the matrix defined in Lemma 3.18.
Proof. It is similar to the proof of Theorem 3.19. 
We summarize the above discussion as follows.
Theorem 3.21. (1) Suppose that n = pst is odd. Then
{
Φr,0, Φ
′
r,0, Ω2r,i
∣∣∣1 6 r 6 ps, 1 6 i 6 t−12
}
is a complete set of indecomposable representations of kDn up to isomorphism.
(2) Suppose that n = pst is even. Then
{
Φr,0, Φ
′
r,0, Φr, t2 , Φ
′
r, t2
, Ω2r,i
∣∣∣1 6 r 6 ps, 1 6 i 6 t2 − 1
}
is a complete set of indecomposable representations of kDn up to isomorphism.
4. The indecomposable representations of D(kDn)
In this section we will classify all indecomposable D(kDn)-modules up to isomorphism
by means of Yetter-Drinfeld kDn-modules. We will frequently use Theorem 2.9, Theorem
2.10 and Corollary 2.11, but not explicitly mention them for the sake of simplicity.
From Section 3, when n = pst is odd, the representatives of conjugate classes of Dn are
1, b and ai (1 6 i 6 n−12 ). When n = pst is even, the representatives of conjugate classes of
Dn are 1, b, ab and ai (1 6 i 6 n2 ).
Assume that n = pst is odd. Let Vr,0, V ′r,0 and W2r,i be the indecomposable kDn-modules
corresponding to the representations Φr,0, Φ′r,0 and Ω2r,i, respectively, where 1 6 r 6 p
s
and 1 6 i 6 t−12 . Since the centralizer CDn (1) = Dn, Vr,0, V ′r,0 and W2r,i are non-isomorphic
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indecomposable Yetter-Drinfeld kDn-modules, by Theorem 2.9, Theorem 2.10 and Corol-
lary 2.11, with the comodule structures given by ϕ : V → V ⊗ kDn, ϕ(v) = v ⊗ 1, v ∈ V,
where V = Vr,0, V ′r,0 or W2r,i.
CDn (b) = 〈b〉 is a cyclic group of order 2. The representatives set of left cosets of CDn (b)
in Dn is Cn. Let U1 and U2 be the 2 simple 1-dimensional kCDn (b)-modules given by
b ·u = (−1) ju, u ∈ U j, 1 6 j 6 2. Then the induced kDn-modules D(U1) = kDn⊗kCDn (b) U1
and D(U2) = kDn ⊗kCDn (b) U2 are non-isomorphic simple Yetter-Drinfeld kDn-modules of
dimension n, with the comodule structures given by ϕ : D(U j) → D(U j)⊗kDn, ϕ(ai⊗u) =
(ai ⊗ u) ⊗ a2ib, where 0 6 i 6 n − 1, u ∈ U j.
CDn (al) = Cn (1 6 l 6 n−12 ) is a cyclic group of order n. The representatives set of left
cosets of CDn (al) in Dn is {1, b}. Let Qr, j be the indecomposable kCn-module corresponding
to the representation ρr, j defined in Theorem 3.4, where 1 6 r 6 ps and 0 6 j 6 t − 1. For
any l with 1 6 l 6 n−12 , let Qlr, j = Qr, j as kCn-modules. Then the induced kDn-modules
D(Ql
r, j) = kDn ⊗kCn Qlr, j are non-isomorphic indecomposable Yetter-Drinfeld kDn-modules
of dimension 2r, with the comodule structures given by
ϕ : D(Qlr, j) → D(Qlr, j) ⊗ kDn,
ϕ(1 ⊗ q) = (1 ⊗ q) ⊗ al, ϕ(b ⊗ q) = (b ⊗ q) ⊗ an−l,
where q ∈ Ql
r, j, 1 6 r 6 p
s
, 0 6 j 6 t − 1 and 1 6 l 6 n−12 .
We summarize the above discussion as follows.
Theorem 4.1. Assume that n = pst is odd. Then{
Vr,0, V ′r,0, W2r,i,
D(U1), D(U2), D(Qlr, j)
∣∣∣∣∣∣ 1 6 r 6 p
s, 0 6 j 6 t − 1,
1 6 i 6 t−12 , 1 6 l 6
n−1
2
}
is a complete set of indecomposable Yetter-Drinfeld kDn-modules up to isomorphism.
Now assume that n is even. Let Vr,0, V ′r,0, Vr, t2 , V
′
r, t2
and W2r,i be the indecomposable
kDn-modules corresponding to the representations Φr,0, Φ′r,0, Φr, t2 , Φ
′
r, t2
and Ω2r,i given
in Theorem 3.14, respectively, where 1 6 r 6 ps and 1 6 i 6 t2 − 1. Then the kDn-
modules Vr,0, V ′r,0, Vr, t2 , V
′
r, t2
and W2r,i are non-isomorphic indecomposable Yetter-Drinfeld
kDn-modules with the comodule structures given by
ϕ : V → V ⊗ kDn, ϕ(v) = v ⊗ 1,
where V = Vr,0, V ′r,0, Vr, t2 , V
′
r, t2
or W2r,i, and 1 6 r 6 ps, 1 6 i 6 t2 − 1.
CDn (b) = 〈b, a
n
2 〉 is a Klein four group generated by b and a n2 . The left coset repre-
sentatives of CDn (b) in Dn are a j, 0 6 j 6 n2 − 1. Let V1,V2,V3,V4 be the only 4 simple
kCDn (b)-modules, which are all 1-dimensional and defined by{
a
n
2 · v1 = v1,
b · v1 = v1,
{
a
n
2 · v2 = v2,
b · v2 = −v2,
{
a
n
2 · v3 = −v3,
b · v3 = v3,
{
a
n
2 · v4 = −v4,
b · v4 = −v4,
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where vi ∈ Vi, 1 6 i 6 4. Then the induced kDn-modules D(Vi) = kDn ⊗CDn (b) Vi are
non-isomorphic simple Yetter-Drinfeld kDn-modules of dimension n2 , with the comodule
structures given by ϕ : D(Vi) → D(Vi) ⊗ kDn, ϕ(a j ⊗ vi) = (a j ⊗ vi) ⊗ a2 jb, where vi ∈ Vi,
1 6 i 6 4 and 0 6 j 6 n2 − 1.
Similarly, CDn (ab) = 〈ab, a
n
2 〉 is a Klein four group generated by ab and a n2 . The left
coset representatives of CDn (b) in Dn are a j, 0 6 j 6 n2 − 1. Let U1,U2,U3,U4 be the only
4 simple kCDn (ab)-modules, which are all 1-dimensional and defined by{
a
n
2 · u1 = u1,
ab · u1 = u1,
{
a
n
2 · u2 = u2,
ab · u2 = −u2,
{
a
n
2 · u3 = −u3,
ab · u3 = u3,
{
a
n
2 · u4 = −u4,
ab · u4 = −u4,
where ui ∈ Ui, 1 6 i 6 4. Then the induced kDn-modules D(Ui) = kDn ⊗CDn (ab) Ui are
non-isomorphic simple Yetter-Drinfeld kDn-modules of dimension n2 , with the comodule
structures given by ϕ : D(Ui) → D(Ui)⊗kDn, ϕ(a j⊗ui) = (a j⊗ui)⊗a2 j+1b, where ui ∈ Ui,
1 6 i 6 4 and 0 6 j 6 n2 − 1.
CDn (al) = Cn (1 6 l 6 n2 − 1) is a cyclic group of order n. The left coset representatives
of CDn (al) in Dn are 1, b. Let Qr, j be the indecomposable kCn-module corresponding to
the representation ρr, j defined in Theorem 3.4 for any 1 6 r 6 ps and 0 6 j 6 t − 1. For
any l with 1 6 l 6 n2 − 1, let Qlr, j = Qr, j as kCn-modules. Then the induced kDn-modules
D(Ql
r, j) = kDn ⊗kCn Qlr, j are non-isomorphic indecomposable Yetter-Drinfeld kDn-modules
of dimension 2r, with the comodule structures given by
ϕ : D(Qlr, j) → D(Qlr, j) ⊗ kDn,
ϕ(1 ⊗ q) = (1 ⊗ q) ⊗ al, ϕ(b ⊗ q) = (b ⊗ q) ⊗ an−l,
where q ∈ Ql
r, j, 1 6 r 6 p
s
, 0 6 j 6 t − 1 and 1 6 l 6 n2 − 1.
CDn (a
n
2 ) = Dn. Let Vr,0,V ′r,0,Vr, t2 ,V ′r, t2 and W2r,i be the indecomposable kDn-modules
corresponding to the representationsΦr,0,Φ′r,0, Φr, t2 ,Φ
′
r, t2
andΩ2r,i, respectively, where 1 6
r 6 ps and 1 6 i 6 t2 − 1. Then D(Vr,0), D(V ′r,0), D(Vr, t2 ), D(V ′r, t2 ) and D(W2r,i) are non-
isomorphic indecomposable Yetter-Drinfeld kDn-modules, where D(Vr,0) = Vr,0, D(V ′r,0) =
V ′
r,0, D(Vr, t2 ) = Vr, t2 , D(V ′r, t2 ) = V
′
r, t2
and D(W2r,i) = W2r,i as kDn-modules. The comodule
structures are given by
ϕ : D(V) → D(V) ⊗ kDn, ϕ(v) = v ⊗ a n2 ,
for all v ∈ V , where V = Vr,0,V ′r,0,Vr, t2 ,V
′
r, t2
or W2r,i, and 1 6 r 6 ps, 1 6 i 6 t2 − 1.
We summarize the above discussion as follows.
Theorem 4.2. Assume that n = pst is even. Then
Vr,0, V ′r,0, Vr, t2 , V
′
r, t2
, W2r,i,
D(Vr,0), D(V ′r,0), D(Vr, t2 ), D(V ′r, t2 ),
D(W2r,i), D(Vm), D(Um), D(Qlr, j)
∣∣∣∣∣∣∣∣∣∣
1 6 r 6 ps, 1 6 i 6 t2 − 1,
0 6 j 6 t − 1, 1 6 m 6 4
1 6 l 6 n2 − 1

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is a complete set of indecomposable Yetter-Drinfeld kDn-modules up to isomorphism.
Thus we have classified all finite dimensional indecomposable Yetter-Drinfeld kDn-
modules up to isomorphism.
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