ABSTRACT. In 1964 K. F. Roth initiated the study of irregularities of distribution of binary sequences relative to arithmetic progressions and since that numerous papers have been written on this subject. In the applications one needs binary sequences which are well distributed relative to arithmetic progressions, in particular, in cryptography one needs binary sequences whose short subsequences are also well-distributed relative to arithmetic progressions. Thus we introduce weighted measures of pseudorandomness of binary sequences to study this property. We study the typical and minimal values of this measure for binary sequences of a given length.
Introduction
K. F. R o t h [13] was the first who studied the irregularities of distribution of sequences relative to arithmetic progressions in 1964. Among others, it follows from his results that Ì ÓÖ Ñ 1 ( R o t h [13] Since that numerous papers have been written on related problems; see the most recent papers [4] , [12] , [15] , [16] , [17] and the reference lists at the end of these papers. In particular, improving on a result of B e c k [3] , M a t o uš e k and S p e n c e r [10] proved Ì ÓÖ Ñ 2 (M a t o uš e k and S p e n c e r [10] with some absolute constant c 3 .
This shows that Theorem 1 is sharp apart from the constant factor c 1 . Binary sequences with strong pseudorandom properties play a crucial role in cryptography, e.g., they are used as key in the frequently used encrypting system called Vernam cipher. Thus in [11] M a u d u i t and Sá r kö z y initiated a new constructive and quantitative approach to study pseudorandom binary sequences
In particular, they introduced the following measures of pseudorandomness of sequences of this type:
Ò Ø ÓÒ 1º The well-distribution measure of the sequence (2) is defined by
where a, b, t ∈ N and 1 ≤ a ≤ a + (t − 1)b ≤ N .
Ò Ø ÓÒ 2º
For k ∈ N, k ≤ N the correlation measure of order k of the sequence (2) is defined as
where the maximum is taken over all
Then the sequence E N ∈ {−1, 1} N is said to possess strong pseudorandom properties or, briefly, it is considered a "good" PR sequence if both W (E N ) and C k (E N ) (at least for "small" k) are small. This terminology is justified by the fact that for a "truly" random sequence E N ∈ {−1, 1} N , i. e. , for choosing each
N with probability 
Ì ÓÖ Ñ 4 (C a s s a i g n e, M a u d u i t and Sá r kö z y [5] )º For all k ∈ N,
(Later these results have been sharpened by A l o n, K o h a y a k a w a, M a u d u i t, M o r e i r a and Rö d l [9] , [2] and A i s t l e i t n e r [1] .)
In the last 15 years many papers have been written on the measures of pseudorandomness of binary sequences and many "good" PR binary sequences have been constructed; a survey of all these results has been presented by G y a r m a t i [8] .
By using the notation introduced in Definition 1, Theorems 1 and 2 can be rewritten in the following form:
Comparing the upper bound here with Theorem 3, we may observe that the minimum of W (E N ) (which is around N 1/4 ) is much smaller than its typical value (which is around N 1/2 ).
Note that the proof of the upper bound in (3) given by M a t o uš e k and S p e n c e r [10] is an existence proof, and no constructive proof is known. Indeed, the best known construction (presented in [7] ) gives only
In the sequel of this paper we will slightly improve on this construction.
In this paper our goal is to study the following problem:
Suppose we need a PR binary sequence of unknown length L. If we can estimate L reasonably well, say, we can find U such that U < L < 2U , then there is no problem: we construct a "good" PR sequence E N = (e 1 , e 2 , . . . , e N ) with 2U < N < 4U (it is not too difficult to construct such a sequence), and then keeping only the first L elements of the sequence for any U < L < 2U :
. . , e L ), we get a "good" PR sequence. Namely it follows from the definitions of the measures W and
. . , e n+M ) is also "good". If however, we cannot say more than, say, U < L < U 100 , then this approach does not work; the problem is that if M < N 1/2 and 1 ≤ n < n + M ≤ N , then the "good" PR properties of (e 1 , e 2 , . . . , e N ) are not enough to guarantee that (e n+1 , e n+2 , . . . , e n+M ) is also "good"; indeed, even e n+1 = e n+2 = · · · = e n+M = 1 is possible. This problem could be handled easily if we could construct sequences E N = (e 1 , e 2 , . . . , e N ) ∈ {−1, 1} N such that for every M > N ε , 1 ≤ n < n + M ≤ N the subsequence (e n+1 , e n+2 , . . . , e n+M ) is "good", its PR measures W , C k are less than M 1/2+ε , or just less than M 1−c would be a great step. But are there sequences E N of this type? How far can we get in this direction? Here we will study these questions focusing on the measure W ; although the correlation measure also will get into the picture, we will focus on it in a subsequent paper.
First in Section 2, we will introduce a weighted version W α of the measure W for studying these problems. In Section 3, we will estimate W α for a "truly" random sequence E N ∈ {−1, +} N . In Section 4, we will formulate a conjecture on the minimal value of W α (E N ) over all E N ∈ {−1, 1} N , and in Sections 4 and 5 we will prove partial results towards the lower bound in this conjecture.
In the sequel of this paper, we present constructive bounds for min W α (E N ).
The weighted well-distribution measures
In the rest of this paper, we will also use the following notations and definitions: if E N is the binary sequence in (2) , n ∈ {0, 1, . . . , N − 1}, M ∈ N and 0 ≤ n < n + M ≤ N , then we write , e n+2 , . . . , e n+M ).
Ò Ø ÓÒ 3º
If E N is the binary sequence in (2) and 0 ≤ α ≤ 1/2, then the weighted α-well-distribution measure of E N is defined as
Then, clearly, we have
For 0 ≤ α ≤ 1/2 we will write
Our main goals are to study W α (E N ) for fixed α and a "truly" random E N ∈ {−1, 1} N , and to estimate m α (N ) for fixed α. However, we will also need a modified version of the measure introduced in Definition 3.
Consider again the binary sequence E N in (2) and for
Ò Ø ÓÒ 4º If E N is the binary sequence in (2) and 0 ≤ α ≤ 1/2, then the modified weighted α-well-distribution measure of E N is defined as M, a, b) .
Clearly, we have
The weighted α-well-distribution measure for random binary sequences
We will show that Theorem 3 can be extended to W α (E N ) with 0 ≤ α ≤ 1/2.
Ì ÓÖ Ñ 5º Assume that 0 ≤ α ≤ 1/2. Then for all ε > 0 there are numbers
and
P r o o f o f T h e o r e m 5. For α = 0 the statement of the theorem holds by Theorem 3 and (5). Thus we may assume that
First we will prove (6) . By the definitions of W and W α we have
Thus it suffices to prove that
This is inequality (2.7) in [5] which was proved there (under the same conditions) and this completes the proof of (6). Now we prove (7). This could be proved in an elementary manner like (2.2) in [5] but this would be rather lengthy; it is much simpler to use Chernoff's inequality [6] (see also [18] ). We will apply the following special case of this inequality.
Ä ÑÑ 1º Let X 1 , X 2 , . . . , X k be independent random variables with
(See the section "Better Chernoff bounds for some special cases" in [18] .) By Definition 3 we have
It remains to estimate the general term of this double sum. This can be done by using Lemma 1 with t, e n+a+(i−1)b (for i = 1, 2, . . . , t) and 6(N log N )
in place of k, X i and A, respectively. We obtain that
It follows from our conditions on a, b and t that
whence t ≤ M . Thus we get from (10) that
In (9) we have 0 ≤ n ≤ N , 1 ≤ M ≤ N and 1 ≤ a, b, t ≤ M ≤ N so that each of the parameters n, M, a, b and t can be chosen in at most N ways. Thus it follows from (9) and (11) that 
Then we have for
By this observation we deduce that:
We conjecture that this estimate for the minimum of W α (N ) can be sharpened in the following way:
ÓÒ ØÙÖ 1º For 0 ≤ α ≤ 1/2 we have
Note that by Corollary 1 and (5) this inequality holds for α = 0. Unfortunately, we have not been able to improve (12) ; the difficulty is that we have not been able to adapt Roth's method used in [13] . Thus instead of estimating W α (E N ) we will give a lower bound for W α (E N ) (which can be handled more easily) as a partial result. Some other partial results will be proved in the next section and in the sequel of this paper.
Adapting Roth's method we will prove 
where
Let ε > 0. We apply this lemma with N > N 0 (ε) and any sequence E N = {e 1 
Define the integers a, M by
It follows from (16), (18) and (19) that
(where U (E N , M, a, b) is the notation used in Definition 4). By (15) , (17), (18), (20) and the definition of W α (E N ) we have
for every E N ∈ {−1, +1} N which, by the definition of m α (N ), completes the proof of the theorem.
Lower bound for
In this section we will present a lower bound for W α (E N ) for all α and E N ∈ {−1, 1} N , and from this we will deduce a lower bound for W α (E N ) for almost all E N ∈ {−1, 1} N which is smaller than the conjectured lower bound in Conjecture 1 by just a logarithm factor.
ÓÖÓÐÐ ÖÝ 2º For all ε > 0 there is a number N 0 such that for N ∈ N, N > N 0
we have:
P r o o f o f T h e o r e m 7. Define k by
, and consider the sum
It follows from the definition of W α (E N ) that
for all 0 ≤ n ≤ N . Thus we have
On the other hand, clearly we have 
It follows from (23) and (24) that
Here we have
Thus we obtain from (25) that Thus it follows from (21) with probability greater than or equal to 1 − ε that 
