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Re´sume´ – Le proble`me aborde´ est celui de la recherche de sous-ensembles d’images (ensembles ayant un the`me commun) dans des bases
d’images ge´ne´ralistes. Les images recherche´es pouvant avoir des contenus tre`s varie´s, nous proposons de prendre explicitement en compte la
complexite´ de la recherche via la de´finition d’une requeˆte multiple et d’une fonction de similarite´ adapte´e. De plus, nous introduisons une strate´gie
d’exploration-exploitation de la base d’images afin de pouvoir traquer des ensembles d’images de grande diversite´. La technique propose´e repose
sur un algorithme stochastique permettant de ge´rer l’exploration. C’est un outil simple qui pre´sente des performances accrues par rapport a` celles
des syste`mes classiques de recherche par similarite´. Des tests comparatifs ont e´te´ effectue´s sur la base ge´ne´raliste de photographies Corel pour
valider notre approche.
Abstract – This paper concerns the retrieval of image categories in generalist databases. We propose to explicitly take into account the possible
multimodality of the categories through the definition of a multiple request and of a similarity function. A strategy of exploration of the database
is also proposed which aims at tracking sets of images of high diversity. It is based on a stochastic algorithm able to manage the exploration. It
is a simple tool, which improves the performances of classical search-by-similarity systems. Comparative tests on the generalist picture database
Corel have been carried out in order to validate our approach.
1 Introduction
Les techniques traditionnelles de recherche d’images dans
de grandes bases de donne´es restent tre`s peu performantes lors-
qu’elles ope`rent sans interaction avec l’utilisateur. De nom-
breuses strate´gies ont e´te´ de´veloppe´es re´cemment pour ame´-
liorer la recherche en impliquant l’utilisateur [6] [4] [7].
Les me´thodes de recherche par similarite´ utilisent principa-
lement la technique dite de bouclage de pertinence pour raffiner
la requeˆte et/ou la similarite´ a` partir des donne´es annote´es par
l’utilisateur [5]. Ces me´thodes sont relativement efficaces lors-
qu’on cherche une image pre´cise dans la base mais e´chouent le
plus souvent lorsque l’on cherche des ensembles d’images as-
sez diversifie´s (cate´gories d’images ayant une se´mantique com-
mune). En effet, dans ce contexte, les images pertinentes ne
sont ge´ne´ralement plus regroupe´es en un seul mode dans les es-
paces de repre´sentation. Plusieurs modes sont donc ne´cessaires
pour repre´senter correctement la cate´gorie recherche´e, ce qui
n’est pas ge´re´ par les me´thodes classiques.
Nous proposons dans ce papier une strate´gie de recherche
par similarite´ ge´rant explicitement la multi-modalite´ des images
pertinentes (images de la cate´gorie recherche´e). Toutes les images
pertinentes collecte´es pendant la recherche graˆce aux anno-
tations utilisateur (pertinente, non pertinente) forment un en-
semble note´   qui est directement utilise´ comme requeˆte mul-
tiple. Il faut modifier en conse´quence la fonction de similarite´
pour calculer non plus une distance entre deux images mais
entre une image et l’ensemble   . On propose pour cela un
sche´ma de fusion codant au mieux le comportement recherche´.
L’autre point crucial concerne l’exploration de la base. En ef-
fet, si les images pertinentes peuvent eˆtre re´parties en plusieurs
modes e´ventuellement e´loigne´s dans les espaces de repre´senta-
tion, il faut pouvoir retrouver ces diffe´rents modes. Or, en de´-
but de recherche, la requeˆte se limite ge´ne´ralement a` une seule
image. Sans strate´gie spe´cifique, les me´thodes de recherche par
similarite´ vont retrouver des images proches de l’image initiale,
situe´es dans le meˆme mode, mais plus difficilement identifier
d’autres modes.
Nous proposons une strate´gie permettant une exploration de
la base au cours des premie`res ite´rations de la recherche, sui-
vie d’une phase d’exploitation plus importante de l’information
accumule´e via   .
A l’instar de Vendrig et al. [8], l’ide´e est de de´finir un espace
de recherche suffisamment large au de´part (pour pouvoir tra-
quer plusieurs modes), puis de re´duire cet espace de recherche
au fil des ite´rations. Pour mener a` bien ce sche´ma d’explora-
tion, notre algorithme est base´ sur une optimisation stochas-
tique.
2 Requeˆte multiple et similarite´
La forme globale de la similarite´ que nous proposons entre
une image cible  de la base et la requeˆte multiple  	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Pour prendre correctement en compte la multi-modalite´, nous
conside´rons que chaque image 4 
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1. Voir [7] pour une discussion sur les espaces de repre´sentation et les index
associe´s.
comme une source d’information propre dans le calcul de la
similarite´ globale. Contrairement aux me´thodes de recherche
par similarite´ traditionnelles, le calcul d’un nouveau vecteur re-
queˆte unique est exclu. Nous lui pre´fe´rons un sche´ma de fusion
des similarite´s image par image car le comportement de l’ope´-
rateur de fusion peut eˆtre pre´cise´. Dans notre contexte, la multi-
modalite´ est prise en compte correctement si les contraintes
suivantes sont ve´rifie´es :
– Si  est proche d’un des exemples 4  , la similarite´
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– Si la cible est a` e´gale distance de toutes les images de   ,
une moyenne est adapte´e.
Nous avons choisi en conse´quence un ope´rateur de fusion ba-
rycentrique :
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Diffe´rentes mesures de similarite´ entre images
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ont e´te´ teste´es et une similarite´ base´e sur la distance  ! entre
index normalise´s a e´te´ adopte´e :
)
%
'

4



+
 
	

4



ﬀ .
L’ope´rateur barycentre est adapte´ pour ge´rer automatique-
ment le type de configurations de´crites pre´ce´demment. Il s’adapte
a` la diffe´rence de distribution des images pertinentes (multimo-
dalite´, dispersion, etc.) d’une recherche a` l’autre.
De plus, la fonction de similarite´ est une somme ponde´re´e
des similarite´s requeˆte-cible sur chaque mode`le (cf. eq. 1). Il
est possible d’effectuer un bouclage de pertinence pour affiner
les parame`tres
#
%
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de la fonction de similarite´. Le re´glage des
poids peut eˆtre re´alise´ manuellement par l’utilisateur du sys-
te`me [1]. Cependant, une mise a` jour semi-automatique, a` par-
tir de l’information d’interaction, est e´galement possible. La
technique de mise a` jour peut reposer sur une heuristique [4],
ou sur des me´thodes base´es-optimisation [5]. Dans tous les cas,
le processus vise a` renforcer le poids des attributs les plus dis-
criminants.
Nous avons opte´ pour la re`gle d’optimisation LMS car la
forme de notre fonction de similarite´ fournit un calcul simple
et explicite des coefficients [2].
3 Strate´gie d’exploration
Supposons que   ne contienne qu’une image 4
 au de´but
de la recherche. Les dissimilarite´s calcule´es sur la base peuvent
eˆtre classe´es pour retrouver les images proches de     4
  .
Cependant, de`s lors que la cate´gorie recherche´e contient aussi
des images e´loigne´es de 4 
 et du mode qui la contient, cette
approche par similarite´ a` une requeˆte simple n’est plus adapte´e.
C’est pourquoi nous avons modifie´ la strate´gie de recherche
par similarite´ classique de la fac¸on suivante : nous avons asso-
cie´ a` chaque image de la base une probabilite´ d’eˆtre pertinente
pour la recherche de catgories en cours. Cette loi de probabilite´
est parame´tre´e par un coefficient  (parame`tre de tempe´rature)
ge´rant explicitement l’exploration de la base. Il permet donc de
se´lectionner des images relativement e´loigne´es de   en de´but
de recherche, puis de restreindre au fil des ite´rations l’espace
de recherche autour de   . Dans le meˆme temps,   s’enrichit
de toutes les images annote´es positivement.
3.1 Loi de probabilite´ pour l’exploration
La probabilite´ d’une image  d’eˆtre pertinente par rapport a`
la cate´gorie recherche´e est une variable ale´atoire qui s’exprime
en fonction de la dissimilarite´ 
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est la somme des exponentielles de toutes les images
cibles et  le parame`tre de tempe´rature.
A chaque ite´ration, le syste`me tire au sort et affiche des images
selon cette loi de probabilite´. Toutes les images que l’utilisateur
annote pertinentes viennent comple´ter l’ensemble   . Quand le
parame`tre  est grand, l’influence de la dissimilarite´ a`   est
re´duite, et donc le voisinage explore´ autour de   est e´tendu ;
l’exploration est favorise´e. Quand  de´croit, l’influence de la
dissimilarite´ a`   dans le calcul de la probabilite´ augmente.
L’espace de recherche se resserre autour de   . Le contenu de
 
accumule´ durant la recherche est pleinement exploite´.
3.2 Parame´trage du syste`me
Le nombre d’ite´rations de la phase d’exploration doit eˆtre
faible afin de ne pas de´courager l’utilisateur. C’est pourquoi
nous avons adopte´ une loi de de´croissance exponentielle
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Les parame`tres

et  ﬃ de´terminent la distribution de pro-
babilite´ sur la base, ces derniers sont re´gle´s expe´rimentalement
pour que l’exploration dure entre ! et #" ite´rations.
4 Expe´rimentations
Les tests ont e´te´ re´alise´s sur une base ge´ne´raliste extraite de
la galerie commerciale Corel . Elle comprend 6000 images ca-
te´gorise´es par le fabriquant en 29 classes distinctes (portraits,
espace, iceberg, etc.).
Les crite`res de qualite´ retenus pour l’e´valuation sont le rap-
pel (rapport du nombre d’images pertinentes retrouve´es et du
nombre total d’images pertinentes de la base) et la pre´cision
(rapport du nombre d’images pertinentes retouve´es et du nombre
d’images retrouve´es).
Toute recherche est initie´e par une image requeˆte dont nous
pre´cisons, a` chaque test, la cate´gorie d’origine. La connais-
sance de la ve´rite´-terrain permet de re´aliser une e´valuation au-
tomatique (le syste`me peut de´terminer si une image est perti-
nente ou non) et de fournir des performances fiables, moyen-
ne´es sur plusieurs requeˆtes. Le nombre total d’images perti-
nentes de la base variant suivant la cate´gorie, les performances
ne sont jamais moyenne´es sur des requeˆtes appartenant a` des
classes diffe´rentes : l’e´valuation se rapporte a` une seule cate´go-
rie d’images.
L’e´tape d’indexation est base´e sur l’information couleur et
texture, ainsi que sur les cooccurrences de couleurs et de tex-
tures (voir [3] pour plus de de´tails).
Nous pre´sentons figure 1 un re´sultat de recherche pour des
requeˆtes appartenant a` la classe ”tigre”. Une partie des images
annote´es comme pertinentes durant les 6 premie`res ite´rations
est affiche´e.
FIG. 1: Exemples d’images pertinentes accumule´es pendant la
recherche (image requeˆte initiale en haut).
Les figures 2, 3 et 4 pre´sentent une comparaison entre deux
me´thodes :
– Notre me´thode de recherche, appele´e strate´gie A. Elle
part d’une image requeˆte et comporte l’exploration et la
requeˆte multiple, ainsi que le bouclage de pertinence.
– Une strate´gie de compe´tition entre espace d’attributs, ap-
pele´e strate´gie B. Elle part d’une image requeˆte, contient
le meˆme bouclage de pertinence que la strate´gie A mais
ne comporte pas la strate´gie d’exploration de la base.
A chaque ite´ration, les images sont trie´es et les images
ayant le meilleur score sont affiche´es.
Sur la fig. 4, nous pre´sentons un re´sultat sans bouclage (en
haut), un re´sultat avec la strate´gie B ( au milieu) et un re´sul-
tat avec la strate´gie A (en bas, images pre´sente´es sans ordre).
L’utilisateur recherche ici des chaˆteaux et la requeˆte initiale est
l’image en haut a` gauche. Les bouclages ont e´te´ re´alise´s avec le
meˆme nombre d’ite´rations dans les deux cas. La strate´gie B est
bien entendu capable de trouver des images pertinentes, mais
la strate´gie A retrouve des images de chaˆteaux beaucoup plus
varie´s.
Dans la fig. 2, l’e´valuation de la qualite´ est re´alise´e sur 20
requeˆtes diffe´rentes de la cate´gorie ”fleur”. Nous comparons le
rappel (en fonction du nombre d’ite´rations) pour les strate´gies
A et B et e´galement pour un tirage ale´atoire. Avec la strate´-
gie A, le rappel est assez faible durant les premie`res ite´rations,
mais il croıˆt rapidement apre`s 4 ou 5 bouclages de pertinence.
Ceci est duˆ au fait que pendant les premie`res ite´rations, le sys-
te`me explore la base et construit la requeˆte multiple   , ce qui
accroıˆt sa faculte´ a` retrouver des images de la cate´gorie, meˆme
e´parpille´es dans la base, par rapport a` une simple compe´tition
entre attributs.
L’efficacite´ de la strate´gie exploration-exploitationest confir-
me´e par les courbes de pre´cision-rappel (cf. fig. 3), trace´es pour
des parame`tres de ponde´ration (
#
) obtenues apre`s 10 ite´rations.
La strate´gie A permet de construire, a` partir des exemples an-
note´s par l’utilisateur, une requeˆte multiple qui est en quelque
sorte un prototype de la cate´gorie cherche´e. Au vu des re´sultats,
cette strate´gie se re´ve`le plus efficace apre`s quelques ite´rations
pour retrouver des images d’une cate´gorie se´mantique donne´e
que la classique recherche-par-similarite´.
5 Conclusion
Nous avons propose´ une nouvelle me´thode pour la recherche
d’ensembles varie´s d’images dans des bases ge´ne´ralistes.
La phase de recherche est base´e sur un algorithme interactif
visant a` explorer la base. Notre technique accumule des en-
sembles d’images les plus repre´sentatifs possibles des cate´go-
ries recherche´es, contenant de nombreuses images de la cate´-
gorie avec une grande variabilite´ sur la base. L’algorithme, de
type stochastique, ge`re l’exploration de la base par diminution
progressive de l’espace de recherche des images. Indispensable
a` ce type de recherche, une requeˆte multiple et une similarite´
adapte´e ont e´galement e´te´ introduites.
Les tests re´alise´s sur la base ge´ne´raliste Corel ont permis de
comparer et de valider notre strate´gie de recherche d’images.
L’ensemble des re´sultats met en e´vidence l’importance de la
requeˆte multiple et la ne´cessite´ d’une strate´gie d’exploration
de`s lors que les recherches sont complexes.
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FIG. 2: Performances (base Corel , cate´gorie ”fleur”): rappel
en fonction du nombre d’ite´rations.
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FIG. 3: Performances (base Corel , cate´gorie ”fleur”): courbes
de pre´cision-rappel.
FIG. 4: Comparaison des strate´gies pour une recherche de chaˆ-
teaux : re´sultat de la recherche par similarite´ sans feedback (en
haut), re´sultat de la strate´gie B (au milieu), re´sultat de la stra-
te´gie A par exploration-exploitation (en bas).
