Block preconditioner with circulant blocks (BPCB) has been used for solving linear systems with block Toeplitz structure since 1992 [R. Chan, X. Jin, A family of block preconditioners for block systems, SIAM J. Sci. Statist. Comput. (13) (1992) 1218-1235. In this new paper, we use BPCBs to general linear systems (with no block structure usually). The BPCBs are constructed by partitioning a general matrix into a block matrix with blocks of the same size and then applying T. Chan's optimal circulant preconditioner [T. Chan, An optimal circulant preconditioner for Toeplitz systems, SIAM J. Sci. Statist. Comput. (9) (1988) 766-771] to each block. These BPCBs can be viewed as a generalization of T. Chan's preconditioner. It is well-known that the optimal circulant preconditioner works well for solving some structured systems such as Toeplitz systems by using the preconditioned conjugate gradient (PCG) method, but it is usually not efficient for solving general linear systems. Unlike T. Chan's preconditioner, BPCBs used here are efficient for solving some general linear systems by the PCG method. Several basic properties of BPCBs are studied. The relations of the block partition with the cost per iteration and the convergence rate of the PCG method are discussed. Numerical tests are given to compare the cost of the PCG method with different BPCBs.
Introduction
In this section, we first review some well-known properties of the optimal circulant preconditioner [1] . Then we introduce the block preconditioner proposed in 1992 [2] by R. Chan and the first author of this paper.
Optimal circulant preconditioner
Circulant matrices were proposed as preconditioners for solving Toeplitz systems by the preconditioned conjugate gradient (PCG) method in 1986 [3, 4] . Circulant matrix is defined as follows: With circulant preconditioners, in each iteration of the PCG method, one needs to solve a circulant system or to find the inverse of a circulant matrix. It is well-known [5] that any circulant matrix can be diagonalized by the n-by-n Fourier matrix F , i.e., C n = F * Λ n F where the entries of F are given by
[F ] p,q = 1 √ n e −2πi(p−1)(q−1)/n , i ≡ √ −1, for 1 ≤ p, q ≤ n, and Λ n is the diagonal matrix holding the eigenvalues of C n . Hence the inverse of an n-by-n circulant matrix can be obtained in O(n log n) operations by using the celebrated fast Fourier transform (FFT). The use of circulant preconditioners for solving Toeplitz and Toeplitz-like systems has been studied extensively [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . In 1988, T. Chan [16] proposed a specific circulant preconditioner for Toeplitz matrices. In fact, T. Chan's circulant preconditioner is well-defined not only for Toeplitz matrices but also for general matrices. More precisely, for any matrix A n , T. Chan's circulant preconditioner c F (A n ) is defined to be the minimizer of the Frobenius norm min C n A n − C n F where C n runs over all circulant matrices. The matrix c F (A n ) is called the optimal circulant preconditioner of A n in [16] and has been proved to be a good preconditioner for solving some structured linear systems [17] [18] [19] [20] [21] [22] [23] [24] [25] .
A generalization [23] of the optimal circulant preconditioner is defined as follows. Given a unitary matrix U ∈ C n×n , let M U ≡ {U * Λ n U|Λ n is any n-by-n diagonal matrix}.
(
The optimal preconditioner c U (A n ) is defined to be the minimizer of
where W n runs over M U . We remark that in (1), when U = F , the Fourier matrix, M F is the set of all circulant matrices [5] , and then c U (A n ) turns back to c F (A n ). The matrix U can also take other matrices based on fast discrete transforms such as the discrete Hartley matrix, the discrete sine matrix and the discrete cosine matrix, etc., and then M U is the set of matrices that can be diagonalized by the corresponding fast transform [8, 11, 13, 20] . We refer to [1] for a survey of the optimal preconditioner.
We need the following definition before we introduce Theorem 1 which contains several important properties of c U (A n ).
Definition 1 ([26,27] ). Let A n be an n-by-n matrix. Then (a) A n is an M-matrix if it can be written as A n = sI n − B n where I n is the identity matrix, B n is a matrix with nonnegative entries, and s > 0 satisfies s ≥ ρ(B n ), the spectral radius of B n .
(b) A n is said to be stable if the real parts of all the eigenvalues are negative.
(c) A n is a correlation matrix if it is a positive semidefinite Hermitian matrix with each of its diagonal entries being equal to 1.
Let δ(E n ) denote the diagonal matrix whose diagonal is equal to the diagonal of the matrix E n . The following theorem can be found in [1] .
be an n-by-n matrix and c U (A n ) be the optimal preconditioner. Then
is uniquely determined by A n and is given by
When U = F , the Fourier matrix, we have
where Although T. Chan's circulant preconditioner works well for some structured systems such as Toeplitz systems, it is usually not efficient for solving general linear systems, see for instance [2, 3] , and also numerical examples in Section 4.
Block preconditioners
Let us consider the block system A n x = b, where A n is an m-by-m block matrix
with each block A (i,j) being a square matrix of order k = n/m. In view of the point case in Section 1.1, a natural choice of preconditioner for A n is
where the blocks c F (A (i,j) ) are just the point circulant approximations to A (i,j) [2] . It is well-known that E m,k , called the optimal block preconditioner with circulant blocks (BPCB), is a good preconditioner for solving some special block systems [11] .
In this paper, we will use BPCBs to general linear systems (with no block structure usually). We construct BPCBs by partitioning a general matrix into a block matrix with blocks of the same size and then applying T. Chan's optimal circulant preconditioner to each block. These BPCBs can be thought of as a generalization of T. Chan's optimal preconditioner from a block viewpoint. Several basic properties of the BPCBs are studied. The relations of the block partition with the cost per iteration and the convergence of the PCG method are discussed. Numerical tests are given to compare the cost of the PCG method with different BPCBs.
The paper is organized as follows. In Section 2, we introduce basic properties of the BPCB. Then we discuss the complexity of the PCG method and the choice of the block size of the partition in Section 3. Finally, some numerical results are given in Section 4 to show that BPCB with suitable block size can reduce the cost of the PCG method considerably.
Basic properties
Let A n be an n-by-n matrix. We partition the matrix A n into m-by-m block with each block a k-by-k matrix where n = mk
where A (i,j) are all k-by-k matrices for i, j = 1, . . . , m. Corresponding to this partition, the BPCB for A n is defined as
where C m,k runs over all m-by-m block matrices with each block a k-by-k circulant matrix. In the following, we denote the preconditioner by c m,k F (A n ). We note that if m = 1, then k = n and therefore
Chan's optimal circulant preconditioner).
Also, we have c n,1
For any matrix A n , the following block approximation chain goes from the coarsest approximation to the most meticulous approximation with the block size k decreasing (m increasing):
More general, we can define an optimal block preconditioner as follows. Given a unitary matrix U ∈ C k×k , let
where I m is the identity matrix of order m, ⊗ denotes the Kronecker (tensor) product, and Λ m,k is the set of all m-by-m block matrices with k-by-k diagonal blocks. A generalized optimal block preconditioner c m,k U (A n ) is defined to be the minimizer of
Note that in (4), when U = F , the Fourier matrix, M I⊗F is the set of all m-by-m block matrices with each block a k-by-k circulant matrix, and then c m,k
We remark that the matrix U can also take other fast discrete transform matrix, for instance, the discrete Hartley matrix, the discrete sine matrix or the discrete cosine matrix, and then M I⊗U is the set of all block matrices that each block can be diagonalized by a fast transform [8, 11, 13] . Although c
just the block preconditioner proposed in [2] , we should emphasize that:
(a) The matrix A n here may not have any block structure.
is adjusted depending on variations of entries in A n (recall that the block preconditioner in [2] has the same block structure as that of the block system to be solved). Usually, when the values of the entries of A n do not change too much, we could choose a large k. Otherwise, we may choose a small k.
Corresponding to Theorem 1, the following theorem includes several basic properties of c 
Proof. The proofs of (i), (ii) and (iii) are similar to the proofs of (ii), (iii) and (iv) of Theorem 5.2 in [8, pp. 69-71] respectively and we therefore omit them.
For (iv), let λ j (E) denote the jth eigenvalue of a matrix E. Since A n is normal, there exists a unitary matrix V such that A n = V * ΛV where
where Re(µ) denotes the real part of a complex number µ. Since A n is stable, we have
Notice that A n + A * n is Hermitian, we have by (iii),
It follows that
For (vi), since A n is a correlation matrix, we know that A n is Hermitian and positive semidefinite with all diagonal entries being equal to 1. Thus by (iii), F (A (1,1) )), δ(c F (A (2,2) )), . . . , δ(c F (A (m,m) )) = I n . Note that any matrix A n ∈ C n×n can be decomposed as
where H and K are Hermitian matrices given by
respectively [26] . By using this fact, we obtain the following stability results for c m,k U (A n ) where A n is a general matrix. 
has negative definite Hermitian part and hence it is stable.
Note that unlike c U (A n ) [21] 
where Obviously, −2 ≤ µ 1 , µ 2 ≤ 1. Note that for −2 ≤ µ ≤ 1, the matrix
is stable with the eigenvalues
It follows from (6) that c U (A 4 ) is not stable. We recall that the stability problem of preconditioners was first proposed in [24] and then studied in [17, 21, 28, 29] . We should emphasize that the stability property of a matrix is very important in control theory and dynamic systems [27, 28, 30] .
Proof. By definition, it is obvious that tr(c
m,k U (A n )) = tr(A n ) and then Re[tr(c m,k U (A n ))] = Re[tr(A n )].U (A 4 ) = (I 2 ⊗ U * 2 ) · diag(µ 1 , µ 2 , µ 3 , µ 4 ) · (I 2 ⊗ U 2 ), where diag(µ 1 , µ 2 ) = δ[U 2 diag(1, 2)U * 2 ], diag(µ 3 , µ 4 ) = δ[U 2 diag(−3, −4)U * 2 ].
Complexity of the PCG method
In this section, we discuss the complexity of the construction of the BPCB and the PCG method for solving the preconditioned system
Here for simplicity, we assume that A n is symmetric and positive definite. It is well-known that in each iteration of the PCG method, the main computational cost lies in the matrix-vector multiplication A n r and the solution of the system c m,k F (A n )q = r, see [31] [32] [33] .
The construction of c m,k
From (2) . If A n has some special structure, e.g., Toeplitz, the cost can be reduced dramatically.
Solving the preconditioning system
Now we consider solving the preconditioning system c m,k
th entry of the (r, s)th
block of an n-by-n matrix M partitioned as in (3) and P denote the permutation matrix that satisfies
From (5), by using this permutation P, we see that the solution of c m,k
where
is obtained by reordering the vector r = (r 1 , r 2 , . . . , r n )
T and vec(A) denotes the vector obtained from A by column reordering, e.g., vec(R k×m ) = r. Moreover, 
can be done by m inverse FFTs of length k. Therefore, the total cost of solving the preconditioning system is
(suppose that we have done the Cholesky factorization).
To bound the total cost by O(n + O(n log n) respectively, the cost for solving the preconditioning system is considerably less than that of the matrix-vector multiplication A n q. Therefore, for general linear systems, the cost per iteration of the PCG method is only slightly larger than that of the CG method.
The choice of block size
When m = n and k = 1, we have c n,1
−1 A n = I n . Thus, only one iteration is required in the PCG method. However, the cost of the PCG method exceeds O(n 2 ). We should find a balance between the cost per iteration and the convergence rate of the PCG method. If A n is a Toeplitz matrix, then we may choose m = 1 and k = n. Note that
−1 A n may have a clustered spectrum such that the convergence of the PCG method is fast. We remark that the optimal circulant preconditioner has been proved to be a good preconditioner for solving well-conditioned Toeplitz systems [8, 10, 11, 13] . In many applications, the matrix A n possesses some kind of smoothness property, i.e., the values of the entries of A n change smoothly. Therefore, by properly choosing m and k, we can expect that a majority of the eigenvalues of [c
−1 A n are around 1 which is favorite to the convergence rate of the PCG method [8, 11, 13, 32] . More precisely, when the values of the entries of A n do not change too much, we could choose small m and large k. Contrarily, we may choose large m (bounded by O( √ n)) and small k.
Numerical Examples
In this section, we discuss the spectra of the preconditioned matrices [c Since A n is a Toeplitz matrix, we expect that the spectrum of the preconditioned matrix [c (A n ). Moreover, the PCG method with both preconditioners converges much faster than the method with no preconditioner, see Table 1 where I means no preconditioner is used.
Example 2. The matrix A n is given by
where B k is the symmetric Toeplitz matrix with the first row given by
The matrix A n is a block-Toeplitz-Toeplitz-block matrix. As expected, almost all of the eigenvalues of the preconditioned
−1 A n are around 1 while the spectrum of [c
−1 A n is not clustered at all, see Fig. 2 . It is clear that 
Table 1
Numbers of iterations for different preconditioners. 
where σ = 0.005 and
We note that the integral operator
is symmetric (self-adjoint) and nonnegative in the sense for all square integrable function x(t), we have In this case, A n is not Toeplitz.
From Fig. 4 , we see that the spectrum of the preconditioned matrix [c 
Concluding remarks:
In this paper, we discuss some properties of BPCBs. We show that by applying the BPCBs with proper partition, we can reduce the cost of the PCG method considerably: c 
