Acoustic scene classification (ASC) using front-end timefrequency features and back-end neural network classifiers has demonstrated good performance in recent years. However a profusion of systems has arisen to suit different tasks and datasets, utilising different feature and classifier types. This paper aims at a robust framework that can explore and utilise a range of different time-frequency features and neural networks, either singly or merged, to achieve good classification performance. In particular, we exploit three different types of frontend time-frequency feature; log energy Mel filter, Gammatone filter and constant Q transform. At the back-end we evaluate effective a two-stage model that exploits a Convolutional Neural Network for pre-trained feature extraction, followed by Deep Neural Network classifiers as a post-trained feature adaptation model and classifier. We also explore the use of a data augmentation technique for these features that effectively generates a variety of intermediate data, reinforcing model learning abilities, particularly for marginal cases. We assess performance on the DCASE2016 dataset, demonstrating good classification accuracies exceeding 90%, significantly outperforming the DCASE2016 baseline and highly competitive compared to state-of-the-art systems.
Introduction
Acoustic Scene Classification (ASC), which aims to identify recording location by analysis of background sound, constitutes one of the main tasks of the emerging research field named "machine hearning" [1] . The main challenge of this task comes from various foreground events occurring in one background sound recording. Some distinct events occur only in certain scenes, but could be mixed with other events that occur in a range of scenes. A model that learns distinct features in one scene cannot perform well on another scene when those distinct features are absent. Conversely, a model focussing only on background sound may not achieve competitive results when a background sound from one scene becomes part of a foreground event in another scene (for example, vehicle sounds occurring naturally in a city centre scene may also appear occasionally in a quiet street or beach scene).
To deal with the ASC challenges mentioned above, recently proposed ASC techniques can be separated into two main categories. The first explores some kind of time-frequency feature such as log-Mel filter, and attempts to learn different aspects of that feature. Examples include multi-dimensional logMel spectrogram [2] , wavelet spectrogram [3] , auditory statistics of a cochlear filter output [4] , or a kind of i-vector extraction from the traditional features like Mel-Frequency Cepstral Coefficients (MFCC) [5] . The second group attempts to combine multiple spectrograms, such as log-Mel filter and MFCC [6] , MFCC, Gammatone filter and log-Mel [7] , or even a wide range of features such as Perceptual Linear Prediction (PLP), MFCC, Power Nomalized Cepstral Coefficients (PNCC), Robust Compressive Gamma-chirp filter-bank Cepstral Coefficients (RCGCC) and Subspace Projection Cepstral Coefficients (SPPCC) [8] . With the inspiration that different time-frequency features have distinct strengths, and thus an effective combination of features could enhance performance, this paper adopts the second approach. In summary, we aim to exploit three different time-frequency features through a two stage feature extraction and classification process. We choose three perceptually relevant features, the gammatone (GAM) [9] , logMel spectrogram [10] and Constant-Q Transform (CQT) [10] .
A convolutional neural network (CNN) appears to have become the most effective classifier for ASC, since it was first applied to machine hearing [11, 12] , although recent papers have proposed numerous extensions or variants of the basic CNN architecture. In general, the best ASC methods use a pre-trained model to generate low-level features from original input features, from which another learning model is applied to train from these low-lever features. A popular approach is to use a CNN for the pre-trained model, followed by a post-trained Support Vector Machine (SVM) [13] . Similarly, a Random Forest is used to generate low-level features before applying a combined classifier (using CNN and SVM) [7] for the post-trained model. i-vector techniques, which are very effective in fields of speaker or language identification [14] , were also explored by Li et al. [6] and Eghba-Zadeh et al. [5] , achieving reasonable results. However, the best results are currently obtained by an ensemble of front-end features, indicating that there is complementary information in different feature types. There are also numerous kinds of back-end classifiers in use, including various combined forms. Indeed, the top classification accuracy for the DCASE2016 dataset [2, 5, 15, 13] is currently achieved by fusing different classification methods or mixing different input features like a bag-of-features input. This work continues the trend by proposing to use both CNN and DNN classifiers, pre-trained and post-trained respectively, as well as making use of an ensemble of time-frequency input features. The resulting architecture yields highly competitive accuracy on DCASE2016 and has the advantage of being relatively less complex than many state-of-the art methods.
In order to enhance performance, a wide range of data augmentation techniques have been attempted by various authors, with the inspiration of increasing the variety of input data. Indeed, various data augmentation techniques have been shown to be effective in ASC such as added background noise [16] , frequency shifting [17] , or GAN network [18] . This work adopts a type of data augmentation called mixup, which comes from research on image classification [19] and has only very recently applied in audio research fields [20, 21] but not yet, to our knowledge, to ASC.
The Proposed System

Proposed Baseline Model
Since we aim to analyse an intensive ensemble coming from three time-frequency features individually as well as in combined forms, we firstly establish a unified baseline architecture, shown in Fig 1. The baseline shown uses a log-Mel spectrogram [10] for front-end time-frequency feature extraction, with the entire spectrogram split into non-overlapping patches of time resolution 128 frames and 128 frequency bins. Each 128 × 128 image patch is then fed separately into the classification model. For the back-end classification, a pre-training process (referred to as the CNN pre-training) trains a CNN block followed by a DNN block 01, detailed in Table 1 and Table 2 (centre column), respectively. At the final layer a sof tmax function minimises cross-entropy, based on;
( 1) where E(θ) is the loss function over all parameters θ of the pre-trained CNN model, constant λ is set to 0.0001, yi andŷi are expected and predicted results, respectively. Next, we propose a DNN post-training process for DNN block 02, which is described in the right hand column of Table 2. This is used to train the extracted global max or mean of all channels from the final convolutional layer of the CNN block in the pre-trained model. DNN block 02 consists of four fully-connected layers, also uses a sof tmax function at the final layer and has a similar loss function to eqn. (1) for training. Both the CNN pre-training and DNN post-training are performed at a patch-size level, built in the Tensorflow framework, using the Adam method [22] for learning rate optimisation. Batch size and learning rate are set to 100 and 0.0001 respectively. Eventually, the post-trained DNN result, conducted over the entire time-frequency spectrogram, will yield the final classification accuracy in this baseline model.
Proposed Ensemble Model
As discussion above, there are various approaches to using a combination of time-frequency features, but combinations of the three spectrograms in this paper (log-Mel, GAM and CQT)
have not yet been evaluated to the best of our knowledge. While log-Mel applies Mel filterbanks to Fourier transformed audio to simulate the overall frequency selectivity of the human auditory system [23] , the Gammatone filter is based on the cochlea activation response of the human inner ear. As regards CQT, it is based on the geometric relationship of pitch, which may make it effective when undertaking a comparison between natural and artificial sounds, as well as being suitable for analysis of musical notes. Since these spectrograms come from different audio models, it is highly feasible that they can each contribute distinct features to back-end classification. This inspires us to exploit an investigation of the performance of ensembles of those features.
In total, our ensemble investigation spans five different models as listed in Table 3 . The first three models have a similar architecture to the proposed baseline shown in Fig. 1 , apart from simply replacing the spectrogram method with log-Mel, CQT and GAM respectively. The two remaining models, the Concat model and the Additive model, combine the extracted features from the CNN block as detailed in Fig. 2 , by either adding or concatenating respectively.
If we consider a vector X log−M el [X1, X2, ..., X256] as the output of the CNN block for the log-Mel spectrogram, this vector goes through a fully-connected layer denoted as ReLu(X log−M el * W log−M el ) where W log−M el [W1, W2, ..., W256] are training parameters. Thus, addition and concatenation functions of Tensorflow framework are called to combine outputs of CNN block before feeding into the DNN block 01 and DNN block 02 for pre-trained and post-trained processing, respectively. Since we have five models with each one reporting two probability scores (namely postDNN-MAX and postDNN-MEAN, coming from max and mean pooling layers fed into the post-trained DNN respectively), we can also perform a 10-way score-level fusion of system probabilities, which we denote as the ensemble result. There is only one fusion strategy used in this work, which is to use the overall aggregated per-class mean.
As mentioned, for every model in Table 3 , we have two average probability results, one from postDNN-MAX and another from the posDNN-MEAN, which are combined;
and thus the reported ensemble classification accuracy in this work is the unweighted sum of ten probabilities;
Data Augmentation
By increasing data variation, data augmentation has shown itself effective at improving performance in ASC task. In this case we apply the mixup technique, to improve between-class training. Let X1, X2 and y1, y2 be the original inputs fed into a learning model and expected one-hot labels from two classes, respectively. From this we generate new mixup data, as follows;
with λ ∈ U (0, 1) is random mixing coefficient.
We feed both original data and generated mixup data into learning models to double batch size from 100 to 200, and considerably extending the training time of model. In this work, we apply this technique to both the pre-trained CNN (mixup on patch size) and the post-trained DNN (mixup on global mean/max pooling vector).
Experiment Result And Discussion
Datasets
This work employs the DCASE2016 dataset [24] . In this dataset, audio signals were recorded at a sample frequency at 44.1 kHz with a 30 s recording duration for every audio file. The data is subdivided into two sets; a development set (Dev Set) and an evaluation set (Eva Set), one for training and another for evaluating, with 15 classes as detailed in Table 4 . In total, the development and evaluation sets comprise 13 hours of data. 
Results On The DCASE2016 Dataset
According to the proposed baseline architecture, different spectrograms (GAM, log-Mel and CQT models) and combined forms (additive and concatenated models) are explored. The average accuracy obtained over the evaluation set, compared to the DCASE2016 baseline [25] , is reported in Table 5 . As can be seen, all of the single models exceed the accuracy of the baseline. Both the additive model and the concatenative model outperform single-spectrogram models, but the ensemble over 10 results (using 5 models) yields significantly better performance, a 13% improvement over evaluation set accuracy.
The confusion matrix of that system is given in Fig. 4 . It is interesting to note that incorrect cases occur around three main groups, between home and library classes, cafe/restaurant and grocery store, and among train, tram, cafe/restaurant. In future we consider that mixup augmentation focussing on those classes may be beneficial, but we also believe that attention learning would improve performance further. Table 6 further compares the accuracy of the top results published in the DCASE2016 challenge, and that of four stateof-the-art recently published papers. Comparing our method with the top ten results from the DCASE2016 challenge [25] , the fusion methods [5, 8, 32] single models [26, 29, 31, 30] . We also list the accuracy of recently published methods [13, 6, 2] and our proposed model outperforms all DCASE2016 results as well as the most recent methods apart from the system of Yin et al. [2] . Like our system, they use three features, but require highly complex 3D CNN, 2D CNN and high resolution waveform classifiers. They thus combine extremely high network complexity with an extremely high processing rate (for waveform data). By contrast, we use multiple shallow classifiers that are relatively simple, and which operate at a much slower frame rate. These results are further explored in Fig. 3 , which shows the performance of every class from those top four results of DCASE2016 challenge. As can be seen, the accuracy of our method is competitive to the four systems for most of the DCASE2016 challenge classes, with the notable exception of the cafe/restaurant class. 
Conclusion
This paper has presented an exploration of ensemble features and models for acoustic scene classification. Using a feature approach based upon three kinds of time-frequency transformation (namely log-Mel, Gammatone filter and constant Q transform), the back-end classification, a two-step training method, performs well. To deal with challenges implicit in the ASC task, we investigate whether different time-frequency spectrogram types can be combined, and whether the pre-/post-trained process can improve classification accuracy. In terms of result, the classification accuracy obtained from an ensemble of features through a pre-trained CNN and a post-trained DNN performs well. Evaluating on experiments using the DCASE2016 dataset, the proposed method achieves highly competitive results compared to state-of-the-art systems. In future, further experiments will be conducted on applying attention techniques as well as exploitation of emerging classifier structures from associated domains.
