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Abstract 
Image segmentation is a method to extract the region of interest from the image. The edges or regions obtained depend on 
heterogeneity or homogeneity properties of the pixels. This paper presents a survey of various edge detection and threshold 
based segmentation methods for different types of monochrome images. The segmentation algorithms are compared and 
implemented in MATLAB. It has been inferred from the results that the required segment can be obtained based on proper 
mask and threshold values.  
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1.  Introduction 
     Nowadays image processing is widely applied in many fields. The automatic processing of images is needed 
to suit the real world scenario. Image segmentation is the basis for applications such as image or objects 
recognition, image analysis and understanding, medical diagnosis of any diseases, for detecting and locating 
objects in the image, etc. Image segmentation is a process of partitioning the original image into meaningful 
and multiple sub-regions based on the properties such as intensity, color, texture, etc. of the image. The level of 
sub division depends upon the problem. Many algorithms were developed by Onkar Singh, 2011, Yu Jig et al., 
2011, Hui Zhang et al.,2008 etc over last 3 decades to perform image segmentation. There is no generalized 
algorithm available for segmenting the images, as Region Of Interest (ROI) differs for applications. The 
amount of extraction of ROI also depends on the application. Hence trial and error method has to be performed 
on different segmentation algorithms, to find the best result for the given problem.  
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     Monochrome image segmentation can be performed by two methods based on the dissimilarity/ 
discontinuity and similarity existing between the intensity values of the pixels. The discontinuity between 
pixels produces edges or boundaries of the original image, whereas similarity of the pixel values forms a 
region. The boundaries or regions will be obtained as a result of segmentation process. The output is a set of 
attributes of the image which covers entire image. Yu Jig et al., 2011 explained classification of image 
segmentation based on the pixel relationships.  
     i) Non - Contextual algorithm or conventional edge detection based segmentation: This method identifies 
the discontinuities of the pixels present in the image. Simple example for this algorithm is edge detection based 
on pixel difference or local segmentation. The characteristics of edges are discussed in section 1.1.  
     ii) Contextual algorithm or region based segmentation: Pixels are grouped based upon some sort of 
similarity that exists between them. Properties of the regions are explained in section 1.2. Region based or 
global, threshold based segmentations are examples for this technique.  
 
1.1 Edge:  
 
     An edge is a set of connected pixels that lies on the boundary between two regions which differs in their 
intensity value. Edge detection method is used to detect outline or contour of the objects. The pixels which lie 
on the edge are known as edge pixels or edge points. Lakshmi and Sankaranarayanan, 2010 and 
Senthilkumaran and Rajesh, 2009 describe the edge categories based upon the changes in their gray value. The 
different types of edges are given below: 
i) Step edge - Abrupt change in the intensity value,   ii) Ramp edge  Gradual change in the intensity value, iii) 
Spike edge  Abrupt change in the intensity value and immediately return to the original intensity value & iv) 
Roof edge  Not instantaneous over short distance. 
 
1.2 Region:  
      
     Region of a class will have homogeneity among them in intensity, color, etc. The occurrence of an edge 
form distinct sub-regions. Sub regions (R1,R2 ..Rn) will satisfy the following conditions: 
     i) Ri = Image (I) where i = 1 to n, ii) for all Ri   Rj , iii) Subregion (Ri) should be connected 
&   iv) P (Ri) = True where P is predicate which may be properties such as intensity,    
 
The remainder of the paper is organized as follows: Section 2 explains different edge detection, threshold 
based segmentation methods. Comparison of different segmentation methods are presented in section 3. 
Section 4 discusses results and performance analysis of the above methods. The section 5 concludes the paper.      
 
2. Digital Image Segmentation: 
     
     The image can be segmented either by detecting edges / boundaries or grouping the pixel using predefined 
condition. The sections 2.1 and 2.2 describe different segmentation algorithms applied for monochrome images 
based on heterogeneity and homogeneity property of pixel intensity.      
 
2.1 Edge Detection Techniques: 
  
     The edges are found based upon the transitions in the intensities. The edges are extracted by computing the 
derivatives of the image function. Edge magnitude and orientation are calculated from the computed derivative 
values. Edge magnitude of the derivative indicates the strength of the edge and its direction is found from the 
edge orientation. Exact edge locations are detected using localization process. Finally, sharp and connected 
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edges are displayed by edge thinning and linking process respectively.  
     The edges are formed between two distinct regions due to abrupt change in their intensity values. It is a 
boundary between foreground and the background objects. Indra Kanta Maitra et al., 2012 stated that the shape 
of the edge depends on illumination condition, noise, geometrical and optical properties of the object.  Edge 
can be found out by using either first or second order derivates which is explained by Raman Mani and 
Himanshu Aggarwal, 2011 and Beant Kaur and Anil Garg, 2011. In case of first order derivates, it uses 
gradient to calculate edges by computing edge magnitude and orientation, whereas second order derivative 
applies Laplaican operator for finding out the discontinuity in the pixel positions. The derivative operators have 
to be pertained in both horizontal and vertical direction of the image to detect the edges.  
 
2.1.1 First  order Derivative: 
      
      Jaskirat Kaur et al., 2012 and SHI Zhen-gang and LI Qin-zi, 2010 stated that the gradient methods detect 
the edges by finding either maximum or minimum of the first derivative of the image. The gradient of image (f) 
can be calculated as follows as given by Rafael C. Gonzalez et al., 2010 
 
                      (1) 
     
                      (2) 
   
                  (3)       
 
     There are 3 different operators (Robert, Prewitt, Sobel) which use first order derivative to identify the edges. 
The difference between the neighbouring pixels can be calculated by applying a proper mask as given in Rafael 
C. Gonzalez et al., 2010 and Mohsen Sharifi et. al, 2002 to the image. Convolution of the image f with their 
mask values gx and gy is performed to obtain gradients in both X and Y directions making use of eq.(1). From 
the computed gradients, edge magnitude and orientation are found out by using eq. (2) and (3) respectively.  
Finally, the computed edge magnitude is compared with threshold value. If edge magnitude is greater than 
threshold value, it is assigned as edge point.  
 
2.1.2 Second  order Derivative: 
 
      The edges can also be detected by applying second order derivative to the image by using eq. (4). The 
second order derivative will produce thin edges and also it is rotationally invariant, whereas first order 
derivatives produce two pixel thick edges. The zero value of the second order derivative indicates presence of 
edge pixel. Laplacian operator is used for this purpose. It uses zero crossing (sign change in the derivative 
value) for finding edge point. This method provides thin edges when compared to first order derivative. Hence 
there is no need to perform edge thinning process as zero crossing itself performs the thinning of edges. Second 
order derivative can be calculated using the formula given in Rafael C. Gonzalez et al., 2010   
 
                                                (4)           
 2.1.2.1 Laplacian of Gaussian (LoG) / Marr Hildreth: 
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     This type of function reduces noise by making use of Gaussian filter [ ]. Hence number of false 
edge detection is minimized. This process can be performed either by applying the filter to the image and then 
using Laplacian operator or performing Laplacian operator with filter and then convolving the resultant with 
the image.  The mask has to be generated and then LoG in eq. (5) is applied to the image and then zero crossing 
is applied for detection of edges.      
                                                                     (5)   
2.2. Thresholding Techniques 
 
    Images form homogeneity region based upon the Threshold value (T). Salem Saleh Al  amri, 2010 stated 
that the gray levels of the image can be converted into binary image for reducing the complexity of the data by 
an adequate threshold value. Rafael C. Gonzalez et al., 2010 gave a mathematical representation for 
thresholding operation which is given in eq. (6) 
T = { x, y, L(x,y), f(x,y) }                                                              (6) 
 
    where (x,y) is the pixel location, L(x,y) is the local property of the image and f(x,y) is the intensity value of 
(x,y) pixel. The thresholding operation is classified into three types based on gray, pixel values and 
neighbourhood property. If the thresholding operation depends only on gray levels, it is known as global 
thresholding.  If operation is performed based on both the gray level and the local property of the image, then it 
is called as local thresholding. The third type is called as dynamic or adaptive thresholding. In this, the 
operation is based on gray level, neighbourhood property and also pixel coordinates.  
    
2.2.1 Global Thresholding: 
 
    The threshold value will be selected based on gray level (histogram). The threshold may be single or 
multiple values based on biomodal and multimodal histogram respectively. Global thresholding is challenging 
if the image is affected by lighting condition, noise and poor contrast.   
 
i) Simple/Single Thresholding: This method is very simple and easy. It is used in the case of bimodal images. 
The threshold value is chosen randomly by using mean of peaks or valley point, etc. Entire image pixel 
intensity value is compared with selected threshold value. If pixel value is larger than the threshold value, then 
those pixels are considered and they finally form sub regions. The threshold value should be appropriate to get 
proper ROI for the given problem. The threshold output image g(x,y) for the given input image f(x,y) is 
obtained by using eq. (7)       
                                                     (7) 
ii) Multiple Thresholding:  It is similar to single threshold, instead n different threshold values are used here.  If 
the input image contains more than two classes of object, then multiple thresholding has to be applied. 
  
iii) Optimal Thresholding: The optimal thresholding technique is applied when there is considerable 
overlapping of the histogram. The threshold value is selected within and between class variance (ie) 
characteristics of image data. Otsu algorithm uses optimal thresholding technique; it is an unsupervised 
method. The otsu method works in the following way: The probability of every level is calculated from the 
histogram of the image. Initialize weight wi(0) and mean μi(0). Update wi and μi  for every threshold value 
varies from one to the maximum intensity. The maximum   (t) is calculated which is treated as optimal 
threshold value. The otsu approach can be combined with other algorithm to get better performance as inferred 
from Wen Xiong Kang et al., 2011. 
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2.2.2 Local Thresholding 
 
    A global thresholding method fails if the background illumination is non uniform. To avoid failure, a 
technique was adopted using mean and standard derivation (SD) of the neighboring pixels. It finds threshold 
value based upon the calculation of mean (mxy) and SD xy). The output image is produced using eq. (8) as 
given by Rafael C. Gonzalez et al., 2010. 
                                      (8) 
 2.3. Combined DetectionTtechniques 
      
     The information or result obtained from the above operators in section 2.1 and 2.2 can be combined together 
to attain better results. They produce proper edges by combining derivatives and thresholding techniques. 
Canny edge detection method is one such technique used for detecting the edges. 
 
2.3.1 Canny Edge Detection: 
       
      This method has advantages over other methods. They detect only true edges and discard all false edges and 
also produce thin edges, because image is first filtered using Gaussian filter. Non-maxima suppression process 
is applied to thin the edges.  The gradient is computed for the filtered image. Edge magnitude and orientation of 
the gradient are stored in two separate arrays say M(x,y) and (x,y) respectively. The orientations of gradient 
are reduced into many sectors as shown in Poornima et al., 2011. The directions are approximated to any one of 
those sectors. The edge magnitude value is suppressed based upon the gradient direction.  
 
Table 1. Comparison of different image segmentation techniques 
 
Technique Type Characteristics Drawbacks 
Robert 1st -order derivative Detect edges and orientation Thick edges, Sensitive to noise, Inaccurate 
 
Prewitt 1st -order derivative Detect edges and orientation Thick edges, Sensitive to noise, Inaccurate 
 
Sobel 1st -order derivative Detect edges and orientation Thick edges, Sensitive to noise, Inaccurate 
 





Global thresholding Useful in case of bimodal images 
 
Selection of  proper threshold 
Multiple 
thresholding 
Global thresholding Used when more than two classes of 
objects present in the image 
Selection of  proper threshold & Space and 
computational complexity is high 
 
Local thresholding Local thresholding Useful in situation where background 
illumination is highly nonuniform 
 
Detect edges and orientation 
Otsu Optimal global 
thresholding 
Applied to the image where boundary 
(between foreground and background) is 
not clear &  Select threshold optimally 
based on the characteristics of image data 
 
Detect edges and orientation 
Canny edge 
detection 
Combined  Produce perfect contours,  Low error rate & 
Single edge point response Thin edges & Rotationally invariant 
3. Comparison of various image segmentation methods: 
 
     The characteristics and drawbacks of nine different image segmentation methods (Robert, Prewitt, Sobel, 
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LoG, Simple, Multiple, Local thresholding, Otsu, Canny method) are compared and they are tabulated in Table 
1.    
 
4. Results and Performance analysis: 
     
     The methods discussed in section 2 are implemented and tested in MATLAB 7.12 for different monochrome 
image datasets (Natural images, Circuit boards, Text images, Aerial images and a Medical image) of various 
sizes as shown Fig.1 a)  e). Nine different image segmentation methods (Robert, Prewitt, Sobel, LoG, Simple, 
Multiple, Local thresholding, Otsu, Canny method) are executed and the results of the various techniques are 
shown in Fig.2 a)  e). The best result can be obtained based upon the proper mask and threshold value which 
is observed from the experimental results.      
 
                           
                         a)                         b)                                     c)       d)                                 e) 
 
Fig.1. Sample Images for testing: a) Natural image [126 x 197];   b) Circuit board [915 x 948];  
c)  Text image [959 x 959]; d) Aerial image [918 x 2018]  &  e) X  ray Image [418 x 602] 
 
      The natural image Fig. 1 a) is given as input to segmentation algorithms (nine) and it produces output which 
is shown in Fig. 2 a). Canny detector, Otsu algorithm, Local thresholding, LoG produces best result for the 
natural image, which is observed from Fig. 2 a). Other algorithms (Robert, Prewitt, Sobel, Simple or multiple 
thresholding) also provide better segments for the natural image. Similarly for the circuit board image, simple 
threshold gives best result for the threshold value of T = 0.3. Also Otsu algorithm produces proper segments for 
the image Fig. 1 b) and the observed results are shown in Fig. 2 b). 
 
           
                 Fig.2. a) Segmentation Results of Natural image                                 Fig.2. b) Segmentation Results of Circuit board 
 
 
    All thresholding methods provide best results for the text image of Fig. 1 c). The results of nine algorithms 
are shown in Fig. 2 c). The simple and multiple thresholding give proper segment for the input aerial image of 
Fig.1 d). The experimental results can be viewed from the Fig. 2 d)    
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Fig.2. c) Segmentation Results of Text image             Fig.2. d) Segmentation Results of Aerial image 
 
   The X  ray image of Fig. 1 e) produces output which is shown in Fig. 2 e). From the experimental result, it is 
observed that canny detector gives best segment.  
                           
 
Fig.2. e) Segmentation Results of X-ray image                Fig.3. Execution time of segmentation methods Vs Single image (X  Ray) 
                      
   The performances of the methods are analysed based on their computational time. The execution times of 
nine algorithms are shown in Fig. 3 for the X  ray image. From the plot, it is observed that computation of 
multiple thresholding is larger than other methods. The execution time of four (Robert, Prewitt, Sobel, LoG) 
derivative based edge detection method are noted for five different images as shown in Fig. 1 a)  e). Plot is 
made between them as shown in Fig. 4 a) and it is inferred that second order derivative takes much time when 
compared to first order derivation. Because, derivatives has been applied twice to the image for identifying the 
edges. Similar plot is made for various threshold based techniques (Simple, Multiple, Local thresholding, Otsu) 
and shown in Fig. 4 b). Here, multiple thresholding need more time for its execution due to comparison of 
different range of threshold values with the image.  
   
       
                 Fig.4. a) Edge detection methods Vs Execution Time                           Fig.4. b) Thresholding methods Vs Execution Time             
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5. Conclusion 
 
     In this paper, the performance of different contextual and non contextual based segmentation algorithms 
were discussed. The simulation was carried out in MATLAB for different gray scale images and obtained 
results were compared. As ROI depends on the mask size, mask and threshold value, they are adjusted to get 
required segmentation results for any given image. Further, these approaches can be applied for segmentation 
of color images.    
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