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О БО БЩ ЕН Н Ы Й  М Е Т О Д  Х А Р А К Т Е Р И С Т И К  
В ЗА Д А Ч Е  О П ТИ М А Л ЬН О ГО  У П Р А В Л Е Н И Я  
С Л И П Ш И Ц Е В Ы М И  ВХ О Д Н Ы М И  ДА Н Н Ы М И *
1. Задача оптимального управления
Рассмотрим задачу Р  оптимального управления системой, динамика ко­
торой описывается уравнением
где I -  время; £ Е [0,Т]; х  Е Мп -  фазовый вектор системы; значения 
управляющего параметра и выбираются из заданного компактного множе­
ства и  С  Мш , начальное состояние системы ж(£о) =  Д Е [ОД], ж о Е Мп . 
Фиксирован момент окончания процесса управления Т. Допустимыми управ­
лениями являю тся измеримые функции и(-) : [£о,Т] —>• II. Символом и ^ 0 ^] 
обозначается множество всех допустимых управлений. Задан функционал 
платы Д0,Ж0 (>(•)) вида
где х(')  =  ж(*;£(цжо?^(*)) : [Дь^Ч _ траектория динамической системы
(1.1), стартующая из начальной точки (£о,жо) под воздействием управления 
и (') Е и [^ о,т]-
Оптимальный результат  в задаче Р , т. е. {цена) У(£о,жо), определяется 
соотношением
для начальной точки (£о,жо) Е [0,Т] х Мп .
Задача рассматривается для всех (£о,жо) в полосе =  [О,Г] х Мп . Ниже 
используется такж е полоса Тт — (О, Г) х Мп .
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x  = f ( t , x , u ) ,  и £ 11, а Д о )= ж о , (1.1)
Ш л о ) л  Щ о Л о )  =  Ы  («(•))
«(•)еи[(01Т]
(1.3)
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1.1. Основные предполож ения
Д ля точек (С ж) Е ГД и векторов р  Е Мп введем в рассмотрение гамиль­
тониан задачи Я(£,ж ,р)
Н { Ь ,х ,р )  = т ш  [ ( р , / ^ , х , и ) ) + д ^ , х , и ) \ ,  (1.4)
и£Р
где (•, •) -  символ скалярного произведения. Определим множества
Е Ц , х )  =  { ( / Ц , х , и ) , д Ц , х , и ) )  : и  <Е Р }, (1.5)
Е ° ^ , х , р )  =  а щ т т { [ ( р , / )  +  д\ : ( / , д ) е Е ^ , х ) } .  (1.6)
Предполагается, что исходные данные рассматриваемой задачи Р  удов­
летворяют следующим условиям.
А1. Функции /(£ ,ж ,Д  в (1.1) и д {Ь ,х ,и )  в (1.2) определены и непрерывны 
при (£,ж ,Д  Е Тт х Р- Выполнено условие Липшица относительно (£,ж):
11/У,х',гг) - Д Л х ' » ! !  ^ Ь 0 - 1 " \  +  \\х' (1.7)
№ \ х ' , и )  -  д Ц " , х \ и ) \  ^  Ь д{\£ -  Д  +  \\х' -  х " \ \ ) ,  (1.8)
для любых £" Е [0, Т], ж', х"  Е Мп , и Е Р  с константами 7^ > 0, Ь д >  0.
А2. Терминальная функция платы а(х)  в (1.2) определена и непрерывна на 
Мп вместе со своими частными производными.
АЗ. Д ля любой точки (С ж) Е Гф и вектора р  Е Мп множество Я°(£,ж,р) 
состоит из единственного элемента, т. е.
Е ° ( г , х , р )  =  { ( / 0( г , х , р ) , д ° ( г , х , р ) ) }  е Е ( г , х ) .  (1.9)
1.2. Обобщ енное уравнение Беллмана
Хорошо известно [2,5,6,8,10,11,13-18,21], что функция цены У(£,ж) (1.3) 
рассматриваемой задачи Р  (1.1)-(1.2) играет ключевую роль в исследовании 
и решении этой задачи.
Согласно классическим результатам Беллмана [2] функция У (С ж) (1.3) 
в регулярных точках (С ж) (в точках дифференцируемости) удовлетворяет 
уравнению
<9У(£, ж)/<9£ +  Я(£, ж, В ХУ  (С ж)) =  0, (1.10)
а такж е краевому условию
V  (Т, ж) =<7(ж), У ж е Г .  (1.11)
Здесь Я жУ(£,ж) =  (<9У(£,ж)/<9ж1,. . . ,  <9У(£, ж)/<9жп), а символом 77сг(-) будем
далее обозначать вектор-градиент ( д а / д х \ , . . . ,  д а / д х п).
Приведем некоторые известные свойства этой функции.
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У тверж дение 1. [5,10] Функция цены V ( t , x )  (1.3) в задаче Р  при выполне­
нии условий  А1-АЗ является локально-липшицевой,  т. е. на любом компак­
те Q С ГУ удовлетворяет условию Липшица с константой L  — L ( Q ) >  0.
Из этого утверждения следует, что в любой точке (£,ж) Е ГД и для любо­
го вектора h Е Мп для функции цены V  (£, х) определены и конечны верхняя 
d P V (£, х ) / { 1 , /г) и ниж няя d ~ V (£, ж)/(1, /г) полупроизводные Дини по направ­
лению (1,/г) Е P n+1 (см. [4,5,7,9,20]):
d*V(t,z ) / ( l , / 0 =  l i m s u p  +  ( 1 Л 2 )
£/Д0, h'k^h ,  k^oo *k
d - V ( t , * m , h ) =  liminf n t  +  4 ,  x +  4 4 ) - 1 - ' ( t . x )
Öjfe
У т в е р ж д е н и е  2. [11] Д л я  того чтобы локально липшицевая функция  ГУ Э 
(£,ж) i-» V f(t ,x)  Е Р  совпадала с функцией цены V ( t , x )  в задаче Р  (1.1)—(1.3), 
необходимо и достаточно ; чтобы во всех точках  ( £ , ж )  Е Г у  =  ( 0 , Г )  х  R n  
выполнялось равенство
min ж )/(1, / )  + р =  0, (1.14)
(f,g)e E(t,x)
где
E ( t , x )  := со{ ( f ( t , x , u ) , g ( t , x , u ) )  : и  £ Р } ,
а также должно выполняться краевое условие
V ’(T,x )  =  а(х) ,  Vx Е Мп. (1.15)
Замечание 1. Равенства (1.14) обращаются в уравнение Веллмана (1.10) 
в тех точках (£,ж), где функция цены дифференцируема [21].
1.3. Обобщ енная характеристическая система
Рассмотрим, опираясь на предположения А1-АЗ, следующую обобщенную 
характеристическую систему для уравнения Веллмана (1.10):
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Здесь H ( t , x , p )  -  гамильтониан (1.4); символом DpH ( t , x , p ) обозначен вектор
DpH ( t , x , p )  = ( d H ( t , x , p ) / d p i , . . .  , d H ( t , x , p ) / d p n),
символом d^'lH ( t , x , p )  обозначено множество, называемое субдифференци- 
алом К ларка по переменной ж, которое, в силу предположения А1, имеет 
следующее представление (см. [5]):
d%lH(t ,  х ,р )  =  co{V lim D xH ( t f, ж ',р)}. (1-17)
( t f , x f) ^ ( t , x )
Символ со в формулах (1.17), (1.14) означает выпуклую оболочку, рассматри­
ваемые точки (tf, x f,p) являю тся регулярными точками гамильтониана # (• ) , 
следовательно,
D xH ( t ’, х  ,р) =  ( d H ( t ' , x ' , p ) / d x i , . . .  , д Н ( б , х  , р ) / д х п).
Краевое условие в задаче Коши (1.11) для уравнения Веллмана (1.10) порож­
дает краевые условия
х ( Т , у )  = у, р ( Т , у) = D a  {у), Ц Т , у )  = а (у), (1.18)
где у Е Мп -  параметр. Решения характеристической системы (1.16) с крае­
вым условием (1.18) (см. [1]) -  абсолютно непрерывные функции
(ж(-),р(*)Л*)) = [0 ,Т] ч Р х Г х Д ,
которые, в силу предположений А1-АЗ, определены на отрезке [0,Т], -  назы­
ваются обобщенными характеристиками  [19,21].
Ниже приведены известные [1, 5] необходимые условия оптимальности 
в задаче Р  (1.1)—(1.3) в терминах обобщенных характеристик.
У т в е р ж д е н и е  3. Если в задаче (1.1), (1.2), выполнены условия A l, А2, то 
при любых  (С ж) Е Г т цена V { t , x )  (1.3) равна
V ( t , x ) =  min It,x (u(-)) =  I t,x(u°(-)). (1.19)
« ( • ) e u [t>T]
У т в е р ж д е н и е  4. Д л я  любой начальной точки  (£,ж) Е Г т множество обоб­
щенных характеристик, пересекающихся в этой точке, т. е. x{ t , y)  — х, со­
держит все оптимальные траектории ж°(*) =  ж°(*; £, ж, и°(-)) : [£о,Т] 
динамической системы (1.1), которые порождаются допустимыми опти­
мальными управлениями и°(-) Е U ^0 t]- Следовательно, справедливы равен­
ства
ж°(т;£,ж,гА°(-)) =  ж(т,ж°(Т)) V r  Е [£,Т]. (1.20)
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2. Необходимые и достаточные условия оптимальности
2.1. Функция цены и обобщ енные характеристики
Нетрудно видеть [11], что следствием утверждений 3 и 4 является следу­
ющая репрезентативная формула для функции цены У(£,ж) (1.3).
У тверж дение 5. Д л я  любой начальной точки  (t, ж) Е Гф имеет место  
следующее представление функции цены У(£,ж) (1.3):
V ( t , x ) =  min I t (ие(-)) = min f a ( y )  +  [  д°(т,х(т,у) ,р(т,у) )  d r )  , 
«e(-)eu[t,T] x(t ,y)=x  V J t  )
(2Л)где x ( ’7y) -  все me обобщенные характеристики  (1.16), которые пересека­
ются в точке  ( t ,ж).
Ниже с учетом утверждения 2 будет предложено упрощение этого пред­
ставления, полезное для разработки эффективных алгоритмов построения 
функции цены.
2.2. П олу производные по направлению липш ицевых ф ункций
Пусть У 1 (£, ж) -  произвольная локально-липшицевая функция, определен­
ная в полосе IV . Введем в рассмотрение следующую конструкцию.
О пределение 1. Д ля любой точки (t, ж) E Гф и вектора h Е Мп частным  
субдифференциалом в направлении (1,/г) E R n+ 1  для функции У 7(*) в точке 
(t, ж) назовем множество
dı ,hV '( t ,x)  =  co j  lim f d V  (t + Sk , x  +  Skhk)  ^ ж+(^ ' Л  |
I —>h,k—^-oo \ C/L J I
где (t +  (ф,ж +  Skh'k) -  точки регулярности функции У '( t ,ж).
Справедливо следующее утверждение.
Л емма 1. В любой точке (С ж) Е 1ф и при любом векторе h Е Мп для 
локально липшицевой функции  У '(t, ж) имеют место следующие оценки:
min U a ,p ) , ( l , h ) )  < d ~ V ' ( t , x ) / ( l , h )  <
(a,p)edı ,hV' (t,x)
^  d+V ' ( t , x ) / ( l , h )  m ax ( (a ,p ) ( l ,  h)). (2.2)
(a,p)edlthV'(t,x)
Справедливость этого утверждения следует из определения 1 и определе­
ний полу производных Дини (1.12), (1.13).
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2.3. С в о й с т в а  о п т и м а л ь н ы х  н а п р а в л е н и й  д в и ж е н и я
Используя лемму 1 и утверждение 2 о свойствах полупроизводных Дини 
для функции цены У(£,ж) (1.3) в задаче Р  (1.1)-(1.3), докажем следующую 
теорему.
Т е о р е м а  1. В задаче Р  (1.1)—(1.3) для того, чтобы в точке (£,ж) Е IV  
направление ( / ,# )  Е Е{ф,х) было оптимальным, необходимо и достаточно, 
чтобы функция цены V (£, х) была дифференцируема по этому направлению,  
а также чтобы существовал такой вектор р  Е Мп, что
7  = Р ^ , х , р ) ,  д = д°(Ь,х,р);  (2.3)
{( /° (* ,х ,р ) ,д°(Ь ,х ,р )) }  =Е°(Ь,х,р)-,  (2.4)
(~Н(Ь,х ,р ) ,  р) е  д ^ у У Х х ) ,  (2.5)
и имело место равенство
d V ( t , x ) / ( l J ) =  т т  ((а' ,р' ),  (1 ,7 )). (2.6)
(а' ,р')ед1>7У(г,х)
Д о к а з а т е л ь с т в о . К ак следует из доказательства утверждения 2 (см. 
необходимыми и достаточными условиями для оптимальности направления 
(/>#) £ Е{ф,х) является выполнение равенств
Л Щ , Ж) / ( 1 , / ) + 5  =  0. (2.7)
Покажем, что равенства (2.7) эквивалентны условиям (2.3)-(2.6).
Если для локально липшицевой функции цены V (£, х) (1.3) в точке (£, х) Е 
Е IV  для вектора ( / ,# )  Е Е{ф,х) выполняются равенства (2.7), то функция
цены дифференцируема по этому направлению, т. е.
Л У Х х ) / ( 1 , 7 ) = <1 - У Х х ) / (  1 ,7) =  б П Д ,ж )/(1 ,7 ) =  - д .  (2.8)
Из (2.8) и леммы 1 вытекает, что имеют место неравенства (2.2), а именно
. , ™ п... ( (а ,р ) , (1 ,7)) * ) / ( ! ,7 )  <  ™ах .((а ,Р )(1 ,7)> -
( а,р)ед1^У(Ь,х) ^У(Ь,х)
Отсюда из непрерывности операции
(а ,р ) ->• {(а,р),  (1 ,7 ))
и выпуклости множества у У (£, ж) следует существование такого элемента
(срр) Е д 1 у У ^ , х ) ,  что справедливо равенство
егг(* ,* )/(1 ,7 ) =  « а ,р ) ,(1 ,7 )> . (2-9)
182
H.H. Субботина. Метод характеристик в задаче оптимального управления
Соотношения (2.8), (2.9) влекут справедливость равенства
а  +  (р? / )  +  9  — 0- (2.10)
Элемент (а,р)  Е d 1 j V ( t , x ) ,  согласно теореме Каратеодори [3], представим в 
виде
п+2 п+2
+ + =  Х А  С ^  y^Ai = l, (2.11)
“  4 t ki ,xki)^( t ,x )  > ^
причем
D V ( t ki, x ki) = ( ~ H ( t ki, x ki, D xV ( t ki, x ki)), D xV ( t ki, x ki)); (2 .12)
H ( t ki, x ki, D XV ( t ki, x ki)) =  (DXV ( t ki, x ki) , f  (tki, x ki, D xV ( t ki, x ki))) ~b
+  (tki, x ki, D x V ( t ki, x ki)), (2.13)
последовательности { (V ^ x /cJ} представляют собой последовательности ре­
гулярных точек функции цены V ( t , x ) .
Из условий А1-АЗ для
Pi =  lim D xV ( t ki, x ki) (2.14)
ki -^OC
вытекает справедливость соотношений
щ  =  lim - H ( t ki, x ki, D xV ( t ki, x ki)) = - H ( t , x , p i ) ;  (2.15)
ki -^OC
n+2
(« ,p ) =  Е Л*(а *’к )- (2-16)
i=l
Из (2.10), (2.16) получаем
n+2 n+2
XjOij +  ( У ^  АгРг? / ^ + ^  =  0- (2-17)
i—1 г=1
Следовательно,
n+2 n+2
0 = - ^ 2 \ i H ( t , X , P i )  + ( ^ Х г Р г ,  7 ^ + 9  =
i—1 г=1
n+2
=  X A* (Pi> (7  ~  f ( t , x , P i ) ) )  +  (g -  g°( t ,x ,p i))  . (2.18)
7 =  1
183
2006 Известия УрГУ № 46
Из свойств коэффициентов и условия A3 вытекает, что равенство (2.18)
может выполняться лишь в том случае, если при всех >  0 для соответ­
ствующих pi вида (2.14) справедливо
7  = д = g°(t,x,pi);
ati = -H(t ,x,pi )]
(ai,pi) G d1jV( t , x ) .  (2.19)
Из (2.16) и условия A3 получаем, что для любого вектора (а ,р ) Е dx j V (£, х) 
справедливы оценки
п + 2
({а,р),  (1 ,/) )  =  ^  Л* [~ H ( t , x ,p i )  + (p i , J ) + g \  - g ^  - g .  (2.20)
i—1
Из условий (2.3)-(2.5) и A3 вытекает
{(-H(t ,x,p) ,p) ,  (1 ,7)) =  - H( t , x , p )  + ( p j )  =  —g~. (2.21) 
Следовательно, согласно (2.7) имеем
- g  = dV( t , x ) / ( l , J )  = min <(a,p), (1,7))- (2.22)
ia >P)£d1 jV ( t , x)
Таким образом, условия (2.3)-(2.6) необходимо выполняются для опти­
мального направления ( f , g )  Е E ( t , x ) .  Докажем достаточность этих условий.
Из (2.6) и оценок (2.20) вытекает, что имеют место соотношения
dV( t ,x) / (  1 ,7) =  min U a, p ) , ( l J ) )  ^  -g .  (2.23)
(a ,p)ed1j V ( t , x )
Но условия (2.23), (2.3)—(2.6) и A3 влекут равенства
( ( - H ( t , x , p ) , p ) ,  (1 ,7)) =  - H ( t , x , p ) +  ( p j )  = -g ;  (2.24)
d V ( t , x ) / ( l , J ) + g  = 0. (2.25)
Равенство (2.25) эквивалентно равенствам (2.7), которые, в силу утвер­
ждения 2, являю тся необходимыми и достаточными условиями оптимально­
сти. Теорема 1 доказана.
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3. Репрезентативная ф ормула функции цены
Суммируя вышесказанное из утверждения 5 и теоремы 1, получаем для 
построения локально липшицевой функции цены V ( t , x )  (1.3) следующее 
обобщение классического метода характеристик Коши.
Теорема 2. Д л я  любой начальной точки  (С ж) Е 1ф имеет место следующее 
представление функции цены У(£,ж) (1.3):
V ( t , x )  = а (у) + J  / (т ,ж Щ ,у ) ,р ° (т ,у ) )£ г т , (3.1)
где х°( ' ,у )  -  обобщенные характеристики  (1.16), которые пересекаются в 
точке (Сж): x° ( t , y )  — х  и при всех г  Е [t,T] удовлетворяют соотношениям
( - Я ( т ,ж 0(т ,2/) ,р ° (г ,у )) , р°(т ,у )) (3.2)
Замечание 2. Обобщенные характеристики ж0 (*,у) совпадают с оптималь­
ными траекториями ж°(-; £, ж, и°(-)) : [£,Т] -А Мп динамической системы (1.1), 
стартующими из точки (£,ж) под воздействием оптимальных управлений
«°(0  е  и [ т  :
ж °(Т у ) =  У =  ж°(Г;£,ж, Л (-)) .
Отметим, что теорема 2 уточняет утверждение 5, так как содержит до­
полнительное условие (3.2). Сужение множества обобщенных характеристик, 
необходимых для вычисления функции цены, делает полученные выше ре­
зультаты более удобными для использования при численном построении ло­
кально липшицевой функции цены с помощью попятных процедур на базе 
обобщенных характеристик уравнения Веллмана [12].
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