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XVi' 
This thesis sets out to investigate the organizational aspects of information processing systems 
at a macro organizational level of analysis, using both static and dynamic modelling 
techniques. 
Chapter 1 validates the use of organizational taxonomies for small and medium sized 
manufacturing firms and highlights the importance of the dynamic nature of organizational 
variables. 
Chapter 2 models each of the ten Miller configurations using Beer's Viable System Model, 
enabling the strengths and weaknesses in each of the five information processing systems to be 
identified. 
Chapter 3 introduces a dynamic element into what would otherwise be static models. The 
Viable System Model is used once again, in this instance to highlight the information 
processing properties of organizational transition states. 
Chapter 4 investigates the concept of configuration at the System 3 level of analysis, i. e. the 
existence of internal information system archetypes. The results suggest distinct clusters 
amongst existing management accounting and control systems, but fail to link them to the 
organizational configuration identified by Miller and Friesen's 31 variable questionnaire. 
Chapter 5 studies the System 4 function, validating its role within the Viable System Model 
and developing a measure of Perceived Environmental Uncertainty. 
Chapter 6 looks at the System 5 policy-making function in more detail, introducing the 
concept of delta to account for softer issues such as personality traits, locus of control and 
culture, all of which prove to be of significant importance in small and medium sized 
manufacturing firms. 
xviii 
The Configurations Approach 
The early to mid eighties was a time in which organization theory was suffering a great deal 
from lack of scientific verifiability and inconclusive or conflicting empirical results (Kotter, 
1978; Mealiea and Lee, 1979; Miller, 1981; Schoonhoven, 1981). Miller and Friesen (1980; 
1984) set out to take a far more pragmatic stance, based less on intuitive response and more on 
statistical derivation. They wanted to prove that the contingency theorists were barking up the 
wrong tree by trying to establish generic conclusions about the relationship between variables x 
and y within heterogeneous data sets. Instead, they advocated the need to identify 
homogeneous organizational samples before trying to look for generic relationships between 
variables. This pioneering work reinforced the importance of organizational context. 
In their book, Organizations -A Quantum View, Miller and Friesen chose 31 variables to 
describe the "process by which an organization adapts to its environment" (1984: 269). The 
variables are "interdependent and mutually supportive elements" (1984: 2) which can be 
categorised into 3 groups, structure, strategy and environmental factors (with leadership 
latterly adding a fourth dimension, (see Chapter 6 of this thesis and Kets de Vries and Miller, 
1986; Miller, Kets de Vries and Toulouse, 1982; Miller and Toulouse, 1986). The basic 
hypothesis behind a configurational approach to organization theory is summarised in the 
following statement. 
"Organizations ... gravitate overwhelmingly to particular quantum states ... 
these will tend to surface in carefully formulated conceptual typologies and 
empirical taxonomies. " (1984: 2) 
An important comparison must be made between the configurations approach and the 
contingency perspective (Azma and Mansfield, 1981; Donaldson, 1987; Drazin and Van de 
Ven, 1985; Fry and Smith, 1987; Grinyer et al., 1980; Hambrick and Lei, 1985; Jelinek, 1977; 
Pennings, 1975; Randolph and Dess, 1984). Although both look for interdependencies among 
multiple organizational variables, the contingency theorist oversimplifies the situation by 
assuming that the same relationships will exist amongst variables in different types of 
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organizations, whereas the configuration theorist searches for common configurations (i. e. 
homogeneous samples) in order to avoid the errors and contradictions which emerge from 
assuming that a relationship will hold in heterogeneous samples. The existence of 
organizational configurations refutes the possibility of a "one best way" approach to 
organization design, since it implicitly introduces the possibility of multiple options, 
coalignment of variables and goal congruence (Venkatraman et al., 1984; Kotter, 1978; 
Nightingale and Toulouse, 1977; Miles and Snow, 1984). 
The case for configuration 
1. Criticisms of the analytic approach 
The contingency theorists focused their attention on bivariate rather than multivariate 
relationships between organizational variables. By failing to include critical intervening 
variables, analysis of the resulting data has led to conflicting results and lack of replicability. 
The contingency theorists have tended to assume linearity and unidirectional causation in 
organizational relationships and have taken samples which are either very narrow or very 
broad. These factors are all considered to be detrimental to their approach. 
2. The perspective of synthesis 
The characteristic features of the configuration approach are listed below: 
(1) A large number of qualities, ideally of state, process, and situation, are studied. 
simultaneously in order to yield a detailed, holistic, integrated image of reality. 
(2) Data analysis and theory building are geared to finding common natural clusters among 
the attributes studied, which necessitates careful sample definition. 
(3) Causation is viewed in the broadest possible terms. Within configurations "each attribute 
can influence many of the others by being an indispensable part of an integrated whole. 
From the perspective of synthesis, the search is not for any single "imperative", but rather 
for the variety of causal networks that occur in different contexts. " (Miller and Friesen, 
1984: 19) 
(4) Time and process are taken into account whenever possible. 
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(5) Despite efforts to measure and quantify organizational variables as much as possible, 
anecdotal data is gathered to help explain the more systematic findings (based on Miller 
and Friesen, 1984) 
3. Some reasons for configuration 
Firstly, there is the Darwinian argument of the survival of the fittest (Darwin, 1859). 
Secondly, organizations may be driven towards configuration in the search for internal 
consistency, business synergy and environmental fit. Thirdly, there is some evidence that 
changes at the organizational level occur dramatically and in a quantum fashion. (We shall 
come back to this point at a later stage in the thesis. ) This may be due to the need to effect 
quick, expedient results; the sheer cost of dragging one's feet; strategic drift as a result of a 
mismatch with environmental forces; or the need to quash internal resistance. The theory that 
change is radical and revolutionary is consistent with Greiner's model (1972). 
4. Evidence for common configurations and the viability of the approach of 
synthesis 
There are many examples of configurations in the existing literature e. g. Woodward (1965); 
Burns and Stalker (1961); Lawrence and Lorsch (1967); Hambrick (1983); Galbraith and 
Sehendel (1982); Porter (1980); Goold and Campbell (1987). 
The idea of configuration was initially represented by the derivation of organizational 
typologies (Mintzberg, 1979). As the product of intuition, typologies are subjective rather than 
objective concepts and are not replicable. Numerous typologies were derived, some of the 
more famous being those of Weber (1947); Etzioni (1961); Perrow (1967); Miles and Snow 
(1978) and Mintzberg (1979) - to name but a few. 
The idea of taxonomy (Sokal and Michener, 1958; Sneath and Sokal, 1973; Sneath, 1957), (a 
group or clustering which is derived from a formal data base by using replicable, quantitative 
techniques), is one step removed from that of typology. Taxonomy takes a step in the direction 
of scientific verifiability. However, this does not mean that taxonomies are necessarily more 
objective than typologies. They are influenced to a great extent by the selection and 
operationalisation of variables, the choice of sample and classificatory criteria and the selection 
of statistical procedures. e. g Miller and Friesen (1984) adopted Q rather than R approaches to 
taxonomic clustering (Miller, 1978) i. e. using similarities amongst cases (all variables) rather 
than between single variables. Thus subjectivity is still somewhat in-built into them. Miller 
suggests several possible sets of variables for analysing organizational configurations 
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(i) Variable sets dealing with uncertainty, differentiation and integration 
(ii) Variable sets dealing with technology, environment, type of personnel, structure, 
process and organizational output 
(iii) Environmental, structural and decision-making variables with organizational 
effectiveness 
(iv) Strategic variables and competitive environment 
(v) Inputs, outputs and transformation processes 
There is no definitive set of organizational variables. The taxonomies which are derived from 
any statistical testing will ultimately depend on the organizational variables selected, and this in 
turn depends on the scope of the research. Miller and Friesen assert that, "it would ... 
be 
counterproductive to suggest [that] any one set of variables be studied, since this would have to 
depend on the scope of the research. " (1984: 7) 
Empirical data collection 
The data sample collected by the author was segmented on the basis of sales turnover (£50 
million was taken as the upper bound, although most fines in the sample fell well below 
£20m), number of employees (800 maximum) and geographical location (contained 
predominantly within the East and West Midlands and South Yorkshire). A wide range of 
industry types were included in the analysis, since the hypothesis is founded on the belief that it 
is the organizational variables rather than any others that determine the configuration. This 
does not necessarily coincide with some of the literature in the area e. g. Some authors have 
suggested that strategy and culture are determined at the industry level rather than at the 
organizational level (Gordon, 1991). 
The research carried out by contingency theorists is usually done at a distance, 
possibly through mailshot questionnaires. Although the author used questionnaires as the 
primary means of data collection, these were interviewed by the author who had sole 
responsibility for the quantitative scoring of the responses obtained (see Appendices for 
questionnaires used during the industrial visits). Mail shots were not used as a source of 
empirical data collection (even though this would potentially have increased the sample size 
considerably) because of the need for uniformity of approach and standardisation of 
questioning and response. This was deemed necessary for the comparability of data sets. 
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Questionnaire design 
The questionnaires were lengthy and required careful thought and interpretation. The 
interviewer is able to assess the level of interviewee comprehension and make any necessary 
allowances, whereas the data in a mail shot response has to be accepted at face value, however 
inaccurate, biased or incomplete. 
Uniformity of response 
As rating scales of 1-7 were being used, the author needed to be sure that a "5" or a "6" 
represented the same response, i. e. was not open to subjective interpretation, irrespective of the 
nature of the firm being visited. As the author had conducted many interviews of this sort, this 
provided a much better reference point or benchmark against which to measure each additional 
firm. Interrater reliability was calculated by assessing the similarity between the scores 
allocated by the author and those awarded by a colleague in the organization theory field. In 
the 7 cases in which this exercise was performed, there was a very high correlation in the 
scores awarded. In no instance was a score awarded by one interviewer more that one point on 
the scale away from the score awarded by the other. 
Respondent bias 
As several interviews were conducted at each site, the author was able to compare functional 
responses and hence assess, if not eliminate, functional bias to some extent. In some cases, 
functional bias led to the identification of completely different configurations when analysis of 
the data scores was carried out. 
This method of data collection contrasts quite distinctly with that adopted by Miller and Friesen, 
(1984) who used published book histories and strings of articles. These were considered to 
serve as reliable longitudinal data bases, and enabled them to build up "a reasonably large and 
reliable sample rather quickly" (1984: 269). The author would dispute the accuracy and the 
verifiability of data collected in this manner. Case study material is notoriously unbalanced, 
giving undue weight to certain factors and not reporting others. Also there is always room for 
poetic licence, public relations exercises and wishful thinking in retrospective published 
accounts. As such, this source of material was ruled out for the purposes of establishing an 
empirical data base , although 
it was used in Chapter 3 to test the robustness of the transition 
states. 
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Criticisms of the Miller and Friesen data sample 
One of the main problems with the Miller and Friesen work is the rather unorthodox and 
somewhat biased data base which was used for statistical testing and cluster validation. Only 
81 case studies were used in all, 52 for deriving the clusters and 29 to test the robustness. 
Because case study material often did not report on factual data but more circumspect 
interpretations of events, many of the 31 variables are rather vague, with little if any factual 
content. This was due to the fact that in the case study material, precise data was not always 
available. 
The Research Philosophy 
The empirical study was conducted in the UK manufacturing industry, and was based upon 
information supplied by a total of 132 questionnaires collected from a total of 20 
manufacturing companies. 
A configurational rather than contingent approach 
The author accepts the concept of organizational configuration as the most productive way 
forward for research activity into strategic management and organization theory. The 
configurations approach overcomes the problems which have been identified with contingency 
theory and "one best way" philosophies in both the organizational theory and information 
systems schools (Kotter, 1978; Mealiea and Lee, 1979; Miller, 1981; Schoonhoven, 1981). 
During the visits to manufacturing firms, Danny Miller's archetypes (1984; 1986; 1987; 
1990; ) were used to identify the organization as one of ten possible configurations. This is, 
meant to be an approximation at this stage since a more specific classificatory mechanism, 
developed specifically for UK manufacturing companies, is anticipated to emerge from the 
rý statistical 
analyses performed on the data sample. This will be achieved by undertaking a 
V cluster analysis of the empirical data collected during the visits (using the SPSSX package). It 
is not however anticipated that there will be significant differences between those 
configurations identified by Miller and Friesen and those identified by Blenkinsop. The latter 
will be more specific in terms of industry, geographical location, turnover, size etc. whereas the 
former cover a broader perspective of diverse organizational types. However, the major causes 
for "success" and "failure" in terms of organizational viability are likely to remain constant. 
The visits will show whether all ten configurations are identifiable amongst UK manufacturing 
companies and will determine whether there are instances when Miller's archetypes are 
unsuitable as classification mechanisms. 
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Research objectives 
" To verify the use of organizational archetypes in benchmarking small/medium 
sized manufacturing organizations in the UK. 
To collect empirical data in order to derive similar taxonomies specifically for 
classification of UK manufacturing enterprises. 
Hypotheses 
" HI: That small and medium sized organizations can be approximated by one of 
the ten Miller archetypes using D2 (i. e. the squared distance from each of the 
archetypal modal scores for all 31 variables). 
" H2: That there are relatively few basic patterns of scores on the 31 variables for 
this data set (i. e. fewer than Miller's 10 archetypes). 
Having identified the firm as a particular configuration, a great deal can be learnt about the 
firm from the generic properties of each of the archetypes. It is these generic properties that the 
PhD thesis will go on to investigate, particularly the links between perceived environmental 
f uncertainty (PEU), the internal measurement and control systems, (particularly the accounting 
information system), and the characteristics of the strategy-making function. 
The Research Approach 
The study was divided into five phases: 
Phase 1: Selection of suitable firms 
The Kompass directory was used to identify suitable firms firstly in the East Midlands, and 
then later in the West Midlands and South Yorkshire. The firms were chosen on the basis that 
they were small/medium sized (less than 800 employees), were primarily concerned with 
manufacturing (of both consumer and industrial goods), and had a turnover which did not 
exceed £50 million. 
Phase 2: Contacting the firms 
In addition to the four collaborating firms which were used initially to develop the research 
methodology and design the questionnaires, a total of 50 additional firms were contacted 
l in 
the first round of visits and 103 in the second. 8 were visited as a result of the first nail shot, 
I The letters sent out to company executives are appended to this thesis. 
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11 agreed to the visit during the second round but 3 dropped out due to adverse financial 
circumstances. Hence a total of 20 companies were used in all. 
Phase 3: Visiting the firms 
Each firm was visited for one working day during which time structured interview sessions 
with senior managers were conducted. A site tour took place where necessary. The Miller 31 
variable questionnaire was used with the manufacturing and marketing executives. This 
enabled a cross-check for functional bias to be made. 
Phase 4: Analysing the data 
The data that is collected in the Miller 31 variable questionnaire is, strictly speaking, of an 
ordinal nature2. 
This is true of all variables which are rated using a 7-point Likert scale. The statistical 
analyses which have been undertaken by the author have followed the practice of researchers 
who believe that multivariate parametric statistical techniques can be used with ordinal-level 
measures (Labovitz, 1967,1970; Kim, 1975,1978). 
Arguably though, the 7-point Likert-type scales used in the data gathering phase are not ordinal 
but interval in nature, since although each variable is rated 1-7, the underlying scale represents 
a continuous variable in most cases. 
Phase 5: Writing the report 
Reports were submitted to each company as a result of the visit. The report covered various. 
aspects of the firm's information processing functions and organizational change. It set out to 
identify if the firm was a success or failure model and to pin-point its strengths and weaknesses 
in macro organizational terms. The firm was modelled using the Viable System Model and 
Miller's archetypes to ascertain whether the organization successfully matched its operating 
activities with environmental requirements and whether the organization was internally 
consistent with its prevailing strategy and environmental characteristics. 
The report went on to consider the high level changes that were taking place or needed 
to take place as the organization continued to (grow/develop)/(decline). It set out to identify 
whether the changes appeared to be concerted i. e. designed to reinforce each other, or 
uncoordinated and mutually inhibiting. 
2 Ordinal level: Data where one category is higher than another. e. g. "superior" is better than 
"good", and "good" is better than "average" etc. however not by a specified amount. e. g. 
"superior" is not 50% better than "good" etc. 
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Finally, the suitability of the existing control mechanisms and internal and external 
information systems were assessed in global terms. The author attempted to assess whether 
these were reinforcing the corporate strategy or not. 
These aspects will be covered in more depth at a later stage in this thesis. 
Formula used for identification of configuration 
j= any of the variables V 1, V2 etc. which are kin number 
i= any one of the firms, 1,2, ... 
N; and, 
xji = the score of firm i on variable j 
We may regard the x11 coordinates for Firm 1 in k-dimensional space. The more similar the 
measure of the two firms, the closer their points in the space. The dissimilarity of two firms 
can be taken as the square of the linear distance between their respective points: 
D212: I(xjI - x2)2 [for j= Ito k] 
In identifying a firm as a Miller taxonomy, the score for each variable for each firm is 
compared with the modal score for that variable in each of the ten archetypes. A value of D2 is 
calculated for each archetype and is based on the sum of the squared difference between the 
modal score for the archetype and the actual score for the particular manufacturing firm in 
question across all 31 variables. The firm is then classified as a particular Miller configuration 
on the basis of lowest value of D squared, since this identifies its closest neighbour in 31 
dimensional space. 
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Analysis of the data responses to the Miller Questionnaire 
General information about the data sample 
From Figure 1, "Summary of empirical data by configuration", it is clear that the sample of 
firms visited in no way showed the complete spectrum of organizational archetypes identified 
by Miller and Friesen (1984). 
Configuration Number of 
Responses 
Hybrids in 
Category 
% of 
Responses 
Number of 
Firms 
% of 
Sample 
S1A 17 5 52 12 60 
SIB 1 3 3 1 5 
S2 0 0 0 0 0 
S3 0 4 0 0 0 
S4 0 4 0 0 0 
S5 0 3 0 0 0 
F1 0 1 0 0 0 
F2 1 0 3 1 5 
F3 0 1 0 0 0 
F4 5 2 15 3 15 
HYBRID 9 27 3 15 
Total 33 100 20 100 
Figure 1: Summary of empirical data by configuration 
This is to be expected considering the fact that the author controlled for organizational size 
(number of employees and sales turnover), geographical location and industry type in selecting 
suitable firms to visit. The most frequent configuration encountered was that of the SIA 
archetype, "the Adaptive Firm under Moderate Challenge", which represented 12 out of the 20 
companies visited (60%), and 52% of the responses. 
N. B. In some instances where multiple respondents were used, there was discrepancy from two 
sources: 
(i) functional responses conflicted leading to different archetypes being identified for 
the same firm 
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This was the case in E&R, for example, which was identified as a hybrid. The source of this 
confusion and difference of view was primarily attributable to the difficulties (predominantly 
financial) being faced by the parent company, which was on the verge of bankruptcy, and the 
inordinate level of uncertainty within the organization. 
Bestobell, the other outlier, was identified by the respondents as being an S IA (again using the 
Miller analysis technique) but were not at all typical of this archetype. The author's own 
analysis of this company identified it as an F4 archetype, i. e. akin to Farr and Davy Morris. 
Looking at the cluster analysis, this interpretation of the organization would be more in keeping 
with the results reported later in the thesis. 
and/or 
(ii) a hybrid state bordering on more than one taxonomy was identified by one or 
more of the respondents. 
Of the total number of 33 respondents used, 9 were identified as pure hybrids, that is, they 
could not be mapped precisely by any of the configurations identified in the Miller work. There 
may be many reasons for this. 
Firstly, the configurations were not 100% representative of the sample. Miller and 
Friesen (1984) developed their work on the basis of medium/large sized organizations across 
all industry types in Canada and the U. S., not small/medium sized manufacturing organizations 
in the UK. 
Secondly, depending on level of intellect and seniority, some respondents may have found the 
questions more difficult to answer than others. This could account for some of the discrepancy 
across functions, especially in smaller firms with less professionalization. 
Thirdly, there is an inevitable level of perceptual bias built into the responses, any one of which 
could be unrepresentative because of functional prejudice, personal grievance or adverse 
corporate circumstances e. g. recent redundancies. Hence, in the majority of cases at least two 
responses from senior managers with different functional affiliations were solicited to try to 
counteract this bias and ascertain whether the configuration identified was representative of the 
firm as a whole. 
Figure 2 gives some idea of the frequency with which disagreement between functional 
respondents was likely to occur. Respondents from Bestobell, E&R, Farr and Pektron gave 
conflicting responses to the Miller and Friesen (1984) questionnaire. This is likely to lead to 
further discrepancy when clustering of the Miller responses is carried out on the basis of 
respondent. Less distortion was encountered at Druck, Firth Vickers and JCB, although one 
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respondent at each of these firms did identify the organization to be a hybrid of several 
organizational states, one of which corroborated with the other functional response within the 
firm. e. g. at Druck, the Sales and Marketing director identified the firm to be an SIA, whereas 
the Manufacturing director identified it as a hybrid of three states, S IA, S3 and S5. 
FUNCTION ACCORD S1A SIB F2 F4 HYBRID 
AVERY MYERS S/M YES  
MANFG. YES  
BARWORTH MANFG. YES  
BESTOBELL S/M NO  
MANFG. NO  
TEAM VIEW NO  
BRAKE LININGS S/M YES  
MANFG. YES  
CA-LAIR MIS I YES  
MIS 2 YES  
QUALITY YES  
CROSBY VALVE S/M YES  
DAVY MORRIS MANFG. YES  
DM HOIST MANFG. YES  
DESFORD TUBE S/M YES  
MANFG. YES  
DRUCK S/M YES/NO  
MANFG. YES/NO () SIA; S3; 
S5; 
ELEQUIP S/M YES  
FINANCE YES  
E&R S/M NO  
MANFG. NO  
FARR S/M NO () F3; F4; 
MANFG. NO ( () SIA; F4; 
FIRTH VICKERS S/M YES/NO () SIB; S3; 
S4; 
MANFG. YES/NO () SIB; S4; 
HARBORO S/M YES  
JCB S/M YES/NO () S IA-, S3; 
S4; 
MANFG. YES/NO  
KABY TEAM VIEW YES ) SIA; S5; 
METTLER MANFG. YES  
PARMEKO S/M YES () () SIA; SIB; 
S3; S4; 
PEKTRON S/M NO S5; FI; 
MANFG. NO  
Figure 2: Summary of archetypes identified in the sample of firms 
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This chart lends support to Hypotheses 1 and 2, i. e. Miller archetypes can be used as a good 
approximation for classification of manufacturing firms in the UK, and the full range of 
archetypes is not present in the data sample. These results confirm Miller and Friesen's 
assertion that: 
"... It is this type of consistency or order in organizational data that can allow 
us to predict and prescribe by using methods of numerical taxonomy as a first 
step in analysis. " (1984: 125) 
Organizational transition (change) states 
The Miller and Friesen (1984) taxonomies were also used to identify the organization's 
transition (or change) state (see Chapter 3 of this thesis for a fuller account). Although we 
shall come back to the idea of transition at a later date, it is important to pay some attention 
(however scant) to it at this stage. The table "Summary of empirical data by transition state" 
gives the general make-up of the data sample. 
Transition Number of 
Responses 
Hybrids in 
Category 
% of 
Responses 
Number of 
Firms 
% of 
Sample 
Ti 2 0 6 0 0 
T2 15 2 44 9 45 
T3 0 0 0 0 0 
T4 2 0 6 2 10 
T5 0 1 0 0 0 
T6 0 1 0 0 0 
T7 0 0 0 0 0 
T8 10 1 29 5 25 
T9 2 2 6 1 5 
HYBRID 3 2 9 3 15 
Total 34 100 20 100 
Figure 3: Summary of empirical data by transition state 
T2 and T8 were by far the most frequently occurring change states with 45% and 25% of the 
total sample respectively. Three of the states were not identified at all in the data sample, and 
9% of respondents failed to clearly identify one particular state as being the most representative 
for the organization as a whole. 
Chapter 1: The Configurations Approach 1- 13 
In the table "Summary of transition states identified in the sample of firms", we can see that 
once again there was some conflict reported across functional boundaries. Bestobell and Farr 
respondents conflicted, whereas E&R and Pektron involved hybrid states. 
FUNCTION ACCORD TI T2 T4 T8 T9 HYBRID 
AVERY MYERS S/M YES  
MANFG. YES  
BARWORTH MANFG. YES  
BESTOBELL S/M NO  
MANFG. NO  
TEAM VIEW NO ) () Ti; T2; 
BRAKE LININGS S/M YES  
MANFG. YES  
CALAIR MIS 1 YES  
MIS 2 YES  
QUALITY YES  
CROSBY VALVE S/M YES  
DAVY MORRIS MANFG. YES  
DM HOIST MANFG. YES  
DESFORD TUBE SIM YES  
MANFG. YES  
DRUCK S/M YES  
MANFG. YES  
ELEQUIP S/M YES  
FINANCE YES  
E&R S/M YES/NO  
MANFG. YES/NO () () T2; T6; T9; 
FARR S/M NO  
MANFG. NO  
FIRTH VICKERS S/M YES  
MANFG. YES  
HARBORO S/M YES  
JCB S/M YES  
MANFG. YES  
KABY TEAM VIEW YES () T5; T9; 
METTLER MANFG. YES  
PARMEKO S/M YES  
PEKTRON S/M YES/NO  
MANFG. YES/NO () () T2; T8; 
Figure 4: Summary of transition states identified in the sample of firms 
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Conclusions 
On the whole, the Miller and Friesen (1984) taxonomies represented a very good 
approximation for use in benchmarking the organizational attributes of manufacturing 
organizations at a macro level and identifying generic change states. 
Homogeneous subsets within the data sample 
The charts "Information about the SIA firms in the sample", "Information about the T2 firms 
in the sample" and "Information about the T8 firms in the sample" give a full account of the 
respondents which fell into each of these categories in terms of company, functional affiliation 
of respondent, whether or not the firm was identified as a hybrid, the value of D2 (the Squared 
Euclidean distance used to identify the configuration), whether or not a generic strategy, 
accounting information systems and finance questionnaire were also filled out for this 
particular respondent/company and, finally, the organizational transition state or configuration. 
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COMPANY FUNCTION HYBRID DZ 
GENERIC 
STRATEGY AIS FINANCE T(x) 
1 AVERY MYERS S/M NO 61 yes yes yes T2 
2 AVERY MYERS MANFG. NO 58 yes yes yes T2 
3 BARWORTH MANFG. NO 100 yes yes yes T9 
4* BESTOBELL* S/M NO 71 yes yes yes T9 
5* BESTOBELL* MANFG. NO 57 yes yes yes T8 
6 BRAKE LININGS S/M NO 59 yes yes yes T8 
7 BRAKE LININGS MANFG. NO 70 yes yes yes T8 
8 CALAIR MIS! NO 40 (yes) yes yes 12 
9 CALAIR MIS2 NO 56 (yes) (yes) yes 12 
10 CALAIR QUALITY NO 70 (yes) yes yes T2 
11 CROSBY VALVE S/M NO 97 yes yes yes T8 
12 DESFORD S/M NO 94 yes (yes) yes T8 
13 DESFORD MANFG. NO 69 yes yes yes T8 
14 DRUCK S/M NO 48 yes yes yes T2 
15 DRUCK MANFG. YES 56 yes yes yes 12 
16* E& R* S/M NO 91 yes yes yes T2 
17 FARR* MANFG. YES 110 yes yes yes T8 
18 JCB S/M YES 72 no no no T2 
19 JCB MANFG. NO 44 no no no T2 
20* KABY* TEAM YES 75 no no no T5 
21 METTLER S/M NO 70 yes yes yes 12 
22 METTLER MANFG. NO 84 yes yes yes T2 
23* PARMEKO* S/M YES 81 yes yes yes T2 
24* PEKTRON* MANFG. NO 48 yes yes yes T2/T8 
Mean D2 = 70.04; Standard deviation = 18.3; 
N. B. The asterisk (*) used to identify some firms denotes either a hybrid state or disagreement 
across functional boundaries. 
Figure 5: Information about the SIA firms in the sample 
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The S IA firms were extracted as a subsample for use in further analyses (i. e. when controlling 
for configurational bias in order to cluster respondents on the basis of information system 
processing characteristics alone. ) T2 and T8 were also extracted to see if the transition state 
would make any difference in this case. 
COMPANY FUNCTION HYBRID DZ 
GENERIC 
STRATEGY AIS FINANCE S(x)F(a) 
1 AVERY MYERS S/M NO 33 yes yes yes S1A 
2 AVERY MYERS MANFG. NO 25 yes yes yes S1A 
3 CALAIR MIST NO 35 (yes) yes yes S1A 
4 CALAIR MIS2 NO 22 (yes) (yes) yes S1A 
5 CALAIR QUALITY NO 62 (yes) yes yes SIA 
6 DRUCK S/M NO 36 yes yes yes SIA 
7 DRUCK MANFG. NO 29 yes yes yes S1A 
8* E& R* S/M NO 35 yes yes yes S1A 
9* E& R* MANFG. YES 56 yes yes yes F4 
10 FIRTH S/M NO 22 yes yes yes hybrid 
11 FIRTH MANFG. NO 24 yes yes yes hybrid 
12 HARBORO S/M NO 55 yes yes no SIB 
13 JCB S/M NO 42 no no no S1A 
14 JCB MANFG. NO 35 no no no S1A 
15 METTLER S/M NO 38 yes yes yes S1A 
16 METTLER MANFG. NO 48 yes yes yes S1A 
17 PARMEKO S/M NO 24 yes yes yes Si A 
18* PEKTRON MANFG. YES 70 yes yes yes $lA 
Mean D2 = 38.4; Standard deviation = 14.4; 
N. B. The asterisk (*) used to identify some firms denotes either a hybrid transition or 
disagreement across functional boundaries. 
Figure 6: Information about the T2 firms in the sample 
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COMPANY FUNCTION HYBRID DZ 
GENERIC 
STRATEGY ýS FINANCE S(x)F(x) 
1* BESTOBELL* MANFG. NO 37 yes yes yes SIA 
2 BRAKE LININGS S/M NO 55 yes yes yes S1A 
3 BRAKE LININGS MANFG. NO 55 yes yes yes S1A 
4 CROSBY VALVE S/M NO 33 yes yes yes S IA 
5 DESFORD S/M NO 25 yes (yes) yes S1A 
6 DESFORD MANFG. NO 26 yes yes yes S1A 
7 ELEQUIP S/M NO 35 yes yes yes F4 
8 ELEQUIP FINANCE NO 59 yes yes yes F4 
9* FARR* MANFG. NO 36 yes yes yes SIA 
10 PEKTRON S/M NO 77 yes yes yes hybrid 
11* PEKTRON* MANFG. YES 69 yes yes yes S]A 
Mean D2 = 46.09; Standard deviation = 16.9; 
N. B. The asterisk (*) used to identify some firms denotes either a hybrid transition or 
disagreement across functional boundaries. 
Figure 7: Information about the Tg firms in the sample 
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Cluster analysis of the original data sample using Miller's 31 variables 
The programmes MILL. PROGI*, MILL. PROG2*, MILL. PROG3* and MILL. PROG4* were 
run with the following results. Please see Figure 8 for the definition and contents of each of 
these progranunes. 
MILL. PROGI MILL. PROG2 MILL. PROG3 MILL. PROG4 
MISSING 4 INCLUDE LISTWISE INCLUDE LISTWISE 
METHOD 
Baverage     
Waverage     
Single     
Complete     
Centroid*   x 
Median*   x x 
Ward*   x x 
MEASURE 
Seuclid     
Euclid x x   
Cosine x x   
Chebychev x x   
Block x x   
Power (p, r) x x   
OUTPUT BY ýL 
Company MILL. OUT1A MILL. OUT2A MILL. OUT3A MILL. OUT4A 
Configuration MILL. OUT1B MILL. OUT2B MILL. OUT3B MILL. OUT4B 
Transition MILL. OUTIC MILL. OUT2C MILL. OUT3C MILL. OUT4C 
* indicates that Seuclid is the only suitable alternative 
Figure 8: Identification of taxonomies using cluster analysis and SPSS 
MILL. PROGI* and MILL. PROG3* and the output MILL. OUTI* AND MILL. OUT3* were 
rejected as the use of MISSING=INCLUDE made the data act rather unreliably, giving undue 
weight to the fact that certain respondents had failed to answer certain questions. As a result, 
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MILL. PROG2* and MILL. PROG4* results were used since these deleted the confusing 
missing value cases from the sample. 
From the use of different clustering methods, two quite distinct sets of results appear. The first 
set has a large subset of S1A firms (the 7th clustering level is taken as a default) and can be 
used to support the idea of looking more closely at an homogeneous subset of data for 
investigation into the characteristics of systems 3,4 and 5. 
The second set of results supports the notion that the S LA archetype is insufficient on its own 
to classify this data set and that there are, in fact, within the S1A archetype, three or possibly 
even four different subsets. 
Average Linkage within group (Waverage), Average Linkage between groups (Baverage, n=2), 
Complete Linkage and the Ward method supported the existence of subsets within the S IA 
archetype. Single Linkage, Median and Centroid methods supported the existence of one 
homogeneous subsample of S IA archetypes. 
The presence of more than one subsample containing substantial numbers of SIA may also 
suggest the presence of distinct clusters within the archetype. As this was by far the most 
common taxonomy in the sample of firms visited and yet there were distinct differences 
between firms, our new clusters may be more meaningful in describing the taxonomies to be 
found in small/medium sized manufacturing enterprises in the UK. These findings were found 
to closely resemble the results of Hrebiniak and Joyce (1985), who distinguished between four 
"types" of environmentally adaptive firms. As the sample contains a large proportion of the 
S IA archetype, i. e. the Adaptive Firm under Moderate Challenge, this result was very 
exciting. 
The SPSSX- Advanced Statistics Guide provides a critique of each of these methods 
(1988a: 180-181). Clustering methods fall into three groups: linkage methods, error sums of 
squares or variance methods, and centroid methods. All are based on either a matrix of 
distances or a matrix of similarities between pairs of cases. The methods differ in how they 
estimate differences between clusters at successive steps. Since the merging of clusters at each 
step depends on the distance measures, different distance measures can result in different 
cluster solutions for the same clustering method. 
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Measures Used 
Although many measures were initially used in the programs MILL. PROG1*-4*, two 
clustering measures were selected for use in the reporting of the cluster analyses. These were: 
1. Squared Euclidean distances 
Distance (X, Y) =I (X, -Y)2 
2. City-block or Manhattan distances 
Distance (X, Y) = X; -Y,. 
A description of the clustering methods used 
Single linkage, sometimes called "nearest neighbour", combines cases on the basis of smallest 
distance, or greatest similarity. 
Complete linkage, or "furthest neighbour" technique, calculates distance on the basis 
of the two furthest points. 
Average linkage (unweighted pair-group method using arithmetic averages, UPGMA, 
sometimes called Baverage) defines the distance between two clusters as the average of the 
distances between all pairs of cases in which one member of the pair is from each of the 
clusters. This differs from the linkage methods in that it uses information about all pairs of 
distances, not just the nearest or the furthest. For this reason, it is usually preferred to the 
single and complete linkage methods for cluster analysis. Baverage considers only distances 
between pairs of cases in different clusters. 
A variant of it, the Average Linkage Within Groups, combines clusters so that the 
average distance between all cases in the resulting cluster is as small as possible. 
Another frequently used method for cluster formation is Ward's method. For each 
cluster the means for all variables are calculated. Then for each case the squared Euclidean 
distance to the cluster mean is calculated. These distances are summed for all cases. At each 
step, the two clusters that merge are those that result in the smallest increase in the overall sum 
of the squared within-cluster distances. 
The centroid method calculates the distance between two clusters as the distance 
between their means for all of the variables. In the centroid method, the centroid of a merged 
cluster is a weighted combination of the centroids of the two individual clusters, where the 
weights are proportional to the sizes of the clusters. 
In the median method, the two clusters being combined are weighted equally in the 
computation of the centroid, regardless of the number of cases in each. This allows small 
groups to have equal effect on the characterization of larger clusters into which they are 
merged. Squared Euclidean distances should be used with both centroid and median methods. 
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Critique of the various clustering methods available 
UPGMA 
Developed with Waverage to avoid the extremes of the single and complete methods. 
Waverage 
see above 
Single 
Tends towards the extreme of chaining which is not very informative. 
Complete 
Tends towards the extreme of small tight compact clusters that leave out many of the less 
easily affiliated Operational Taxonomic Units (OTUs). 
Centroid 
One disadvantage of the centroid method is that the distance at which clusters are combined 
can actually decrease from one step to the next. Since clusters merged at later stages are more 
dissimilar that those merged at early stages, this is an undesirable property (SPSS User Guide, 
1988b). 
Median 
According to Everitt, this hierarchical technique gives rise to a property called chaining which 
refers to the tendency of the method to cluster together at a relatively low level objects linked 
by chains of intermediaries (Everitt, 1980). 
Ward 
Polythetic divisive measures of this kind may divide dense clusters in an unacceptable manner. 
"Information statistic methods are apt to give clusters containing aberrant OTUs that are not 
very close phenetically, and will give little weight to isolated OTUs (the opposite effect to 
weighted group methods). " (Sneath and Sokal, 1973) 
As a result of these discrepancies, the single, centroid and median results were discarded in 
favour of the other methods. 
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Results 
The charts "Clusters identified from analysis of the Miller questionnaire" (n=19 firms) reveals 
that the 3/4 clusters that emerge in each case can be categorised on the basis of both 
configuration and transition. i. e. we have a subset of SIA/T2s, S1A/T8s, F4/T8s and F4/T4s 
too in some cases. 
OUTPUTI OUTPUT2 OUTPUT3 OUTPUT4 S(x)F(x)/T(x) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE BA VERA GE COMPLETE WARD 
MISSING LISTWISE LISTWISE LISTWISE LISTWISE 
PEKTRON 1 1 2 2 S IA/T8 
BARWORTH 1 3 2 2 SIA/T9 
PARMEKO 3 1 3 H hybrid 
SI A/T2 
ELEQUIP 2 2 1 (F4) 1 (F4) F4/T8 
DRUCK 3 1 3 3 S IA/T2 
FARR 2 2 1 (F4) 1/4 (F4) F4/T8 hybrid, 
BRAKE 1 3 2 2 SIAM 
METTLER 3 1 3 1 SIA/T2 
CROSBY 1 3 2 2 S IA/T8 
BESTOBELL 3 1 3 1 SI A/hybrid 
T8 
AVERY 3 1 3 H S1 A/72 
DESFORD 1 3 2 2 S IA/T8 
E&R 3 3* 1 (hybrid F4) 1 (hybrid F4) hybrid 
SI A/T2 
FIRTH 3 1 3 3 hybrid/T2 
CALAIR 3 1 3 3 SI A/T2 
HARBORO 3 1 3 3 SI B/T2 
JCB 3 1 3 3 SI A/T2 
HOIST 4 4 1 (F2) 4 F4/T4 
DAVY 
MORRIS 
4 4 1 (F4) 4 F2/T4 
Figure 9: Clusters identified from analysis of the Miller questionnaire (measure=seuclid) 
Chapter 1: The Configurations Approach 1- 23 
OUTPUTS OUTPUT6 OUTPUT? S(x)F(x)/T(x) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WA VERAGE BA VERAGE COMPLETE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON 3 3/4 H SIAM 
BARWORTH 2 2 2 S IA/T9 
PARMEKO 3 3 3 hybrid S lA/T2 
ELEQUIP 2 2 1 F4/T8 
DRUCK 3 3 3 S1 A/T2 
FARR 1/2 (F4) 1/2 1/4 F4/T8 hybrid 
BRAKE 2 2 2 S1 A/T8 
METTLER 3 3 3 S1 A/T2 
CROSBY 2 2 2 S IA/T8 
BESTOBELL 2 2 2 SI A/hybrid T8 
AVERY 3 3 3 SI A/T2 
DESFORD 2 2 2 S1 A/T8 
E&R 3(*) 2 1 (F4) hybrid S 1A/T2 
FIRTH 3 3 3 hybrid/T2 
CALAIR 3 3 3 S1 A/T2 
HARBORO 3 3 3 S1 B/T2 
JCB 3 3 3 S1 A/T2 
HOIST 1 (F4) 1 4 F4/T4 
DAVY 
MORRIS 
1 (F2) 1 4 F2/T4 
Figure 10: Clusters identified from analysis of the Miller questionnaire (measure=block) 
This apparent clustering on the basis of configuration and transition rather than on the basis of 
configuration alone is important since it suggests that the dynamics of organizational variables 
i. e. the momentum within the system is more important than it was first believed. Hence a need 
to look more closely in systemic terms at the nature of these change states. Does this have 
important ramifications? 
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QUESTIONNAIRE STATISTICAL ANALYSIS RESULTS 
DATA SET 
QUEMONNAmBI - --- - -- ---- -- - --º CONFIGURATION STATE ---- ------ ---- ---- - 
31 VARIABLES 
COVERING 
TRATE S GY. 
STRUCNRB. 
ORGAN ATION A 
ENVIRONMENT 
CLUSTER ANALYSIS OR 
DATA 
RAW DATA SCORES 3/0 CLU97Flt9 --_--_- 
3LT 
TO DBRIVE TAXONOýOF4 
FOR UK MANUFACTURING 
ENTERPRISES (CHAPTER 1) 
TRANST73ON 
DATA 
SET 
QUE$TTONNABUE 1A 
24 VARIARIM 
COVERING AS IN 
QUESTIONNAIRE 1 
BUT NTIT1 
LONGITUDINAL 
--------- ------ º TRANSITION STATE ------- -------- ANALYSIJ 
Figure 11: Summary of findings 
Summary of Findings 
The diagram above summarises the results of this chapter in which Miller and Friesen's 31 
variable questionnaire was used: 
(i) to identify the configuration state at a macro organisational level 
(ii) as input into the Miller data set database in order that empirical taxonomies could 
be derived 
In this chapter of the thesis, two sets of data were extracted, a Miller data set and a 
Transition data set. The Miller data set, which was collected using the Miller and Friesen 31 
variable questionnaire containing variables which cover strategy, structure, organization and 
environment, was used to identify which of Miller and Friesen's 10 configuration states most 
closely matched the response data collected during each interview. The transition data set , 
which consists of a subset of 24 variables from the same questionnaire but scored differently in 
order to incorporate the idea of change over time, was used to identify which of Miller and 
Friesen's (1984) nine transition states most closely mapped the data collected from each 
respondent. 
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Cluster analysis performed on the raw data scores of the Miller and Friesen 31 variable 
questionnaire identified only 3/4 distinct clusters, compared with Miller and Friesen's ten. 
Comparison between these 3/4 clusters and those identified by the Miller and Friesen 
configuration and transition states suggests that, for SMEs in UK manufacturing industries, it 
is the combination of configuration and transition states which best describes the clusters 
identified from the statistical analysis i. e. the archetypes which emerged from the analysis of 
raw data scores are characterised by a combination of transition and configurational states 
rather than by configuration alone. 
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Information Processing Aspects of 
Organizational Taxonomies 
Introduction 
Having validated the use of organizational taxonomies in Chapter 1, Chapter 2 now outlines a 
way of modelling the Miller archetypes in order to learn more about their information 
processing characteristics. Stafford Beer's Viable System Model is used as the modelling tool 
for this exercise, enabling the ten Miller configurations to be conceptualised in terms of their 
five systemic functions: operating core (1), coordinating mechanism (2), internal control (3), 
external intelligence (4), and policy-making (5) functions. This process suggests the existence 
of configurations at the individual system level, an idea which is investigated in Chapter 4,5 
and 6 of this thesis which look more closely at Systems 3,4 and 5 respectively. 
Chapter 2 is reproduced as it appeared in a Journal of General Management article written 
exclusively by the author and published in December 1992. 
N. B. The configurations which are not modelled in the journal article can be found in the 
Appendices. 
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Does your Organization Get a 
Clean Bill of Health? 
by Shirley Blenkinsop and Neil Burns, Loughborough University 
of Technology 
The authors propose a systems approach to benchmarking organizations, building on and 
integrating earlier work on cybernetics and taxonomies [1,21. 
The Need for an Effective Tool for Diagnosing Organizational Malaise 
Ithasbeen said [3] that the hardest part of the research activity is helpingpeople 
to know better what they already know. Avoiding the alienation effect (often 
the result of using sophisticated modelling techniques) in favour of simple 
diagnostic tools which aid understanding and promote organizational learning 
is an important part of this process. 
The only relevant learning in a company is the learning done by those 
people who have the power to act ... the real purpose ... 
[is] to change the 
microcosm, the mental models that these decision makers carry in their heads' 
[4]. 
Changing Mind Models 
There is a genuine need within British industry to move away from a myopic, 
probably functional, and predominantly suboptimal view of our organizations 
and consider (perhaps for the first time) the importance of 'emergent wholes'. 
Whatever we may call this phenomenon in our everyday language - the co- 
ordination of functional activities, improved focus, organizational integration 
- it is a definitive move away from reductionist thought processes and 
deterministic methodologies in search of a new organizational paradigm. 
David Lane found that'goals which seemed reasonable when only part of the 
system was viewed are seen as inconsistent or impossible in the context of the 
whole system' [5]. 
The Lack of a Universal Language 
Business people choose their specialisms at such an early age that frequently 
they are experts in one thing and beginners in everything else. Thinking in this 
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myopic fashion is felt to be both justified and justifiable within the education 
process, but within an organizational context it can be positively lethal. As each 
and every subject has its own terminology, holding a meeting of specialists from 
different disciplines is rather like holding a meeting of the European Council 
without taking along any translators. Although the delegates are all there to talk 
about the same thing, they cannot talk about anything until what is being said 
is put into terminology that they can all understand. Putting this into the 
business context, we can see how a marketing managerwho talks segmentation, 
targeting, positioning, and a manufacturing manager who talks JlT, OPT, MRP, 
CIM, SPC, and a cost accountant who talks relevant costs, residual income, IRR, 
DCF, effectively fail to'communicate' with each other. Who is able to translate 
for them? 
What can be done to try to avoid the problem? For the management 
consultant, the problem as such cannot be tackled head-on. What is needed is 
a new language, one that all concerned have to learn, one that gives no-one a 
special advantage. Often the lack of integration is due to language barriers 
between specialisms and a solution is impossible until the problem can be 
effectively shared by the parties involved through some common medium. 
This paper sets out to find a commonlanguage, a universal means of expressing 
organizational realities at the macro level. The language has to be simple, but 
powerful. It was in our search for just such a language that we came across 
Stafford Beer's Viable System Model (VSM). 
The Viable System Model in Outline 
The Viable System Model [6,7,8] is a sophisticated organizational model of 
great generality which defines, at a systemic level, the nature of organizational 
viability or effectiveness. It offers a unique approach to the understanding of 
organizational problems, and tackles differentiation and integration [9], the 
organization's interface with its environment, internal control systems and 
decision support systems. The method allows individuals from any discipline 
to make sense of organizational problems, which by definition are often cross 
functional. 
The actual model itself is divided up into five systems, each of which has 
to be present in order for the whole to be 'viable' in Beer's sense. 
System I is the Operating Core. 
This is where the work gets done, the product is assembled and day- 
to-day decisions are made. The operating core consists of activities (e. g. 
component assembly, machining, sales order processing, etc. ) and the 
localized management of these activities. 
15 
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* 1: 3 
System 2 is the Co-ordinating Mechanism. 
This prevents the activities in system 1 from acting inconsistently with 
each other, e. g. vying for the same customers, stealing component 
parts, etc. 
System 3 is the Control Function. 
This is where all the internal data is gathered for use by system 5. 
System 4 is the Information Function. 
This is where external data is gathered for use by system 5. 
System 5 is the Policy-making Function. 
It co-ordinates the data received from the external (system 4) and the 
internal (system 3). 
The organization's environment is divided into general and task environments. 
The general environment encompasses legislation, economic factors, 
competitors' actions, etc., whereas the task environments relate to the operating 
core's activities e. g. suppliers, customers, distnbutors etc. 
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Figure 1 illustrateshow thepolicy-makingfunctionatsystem5isonlyasgood asthe 
information which it receives from systems 3 (internal) and 4 (external). As 
organizational objectives are only statements of intent, there is a large hiatus 
between the activi tyof policy-making and successful implementa tion programmes 
which are predominantly carried out at system 1 [10,11]. The information which is 
used by system 5 for strategy formulation purposes has been heavily filtered 
(attenuated in Beer's terminology) at lower levels in the organization Similarly, 
global policies made at system 5 have to be amplified at system 3 in order to 
incorporate the detail necessary to introduce specific changes within the operating 
core. The implementation process at system 1 cannot go ahead unless the resources 
have been allocated (system 3) and co-ordination of activity ensured (system 2). As 
we shall see later, the absence of one or more of these systems is a major source of 
organizational malaise. 
The following examples show how internal measurement at system 3 
influences decisions taken at system 5 which adversely affect behaviour at system 
1. Measuring the wrong thing can be highly detrimental to the performance of the 
organization as a whole. 
Examples 
1. A Performance Measurement System (system 3) which records and 
emphasizesmachineutilizationmaynotbereleti-antinanorganizationwhich 
runs a J1T system (system 1) in which this particular machine is not a 
bottleneck 
2. Recovery of overhead based upon standard hours (system 3) may not be a 
valid measure for firms whose direct labour is less than 10 per cent of its 
product cost [121. Lawrence Miles, who developed the concept of value 
analysis, puts this inertia concerning cost accounting down to a failure to 
change mind models, thought processes and organizational beliefs (system 
5). 
'On average, one fourth of manufacturing cost is unnecessary. The extra cost 
continuesbecauseof pattemsand habitsof thought, because ofpersonallimitations, 
because of difficulties in promptly disseminating ideas and because today's 
thinking is based on yesterday's knowledge' [13]. 
In Japanese companies, 'management accoumting systems reinforce a toto- 
bottomcommitmenttoprocessandproductirul ation... Japanesecompaniestend 
to usetheirmanagementoontrdsysbernstosupportardreinforcetheirmanufactu ing 
strategies. A more direct link therefore exists between management accounting 
practices [s<-stem 3] and corporate goals [system 5]' [14]. 
i 
What is the difference between our philosophy and that of the Japanese? We 
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believe it lies in the prevailing mind-set 
'Themarket-drivenphilosophy_. helps toexpIainwhystandardcostsystems 
arenotused as widely in Japan as theyarein theUS [and UK]. Standard costsreflect 
an engineering mind-set and technology driven management [our reductionist 
viewpoint once again! ]. The goal is to minimise variances between budgeted and 
actual costs... How efficiently a company shouldbe able to build a product is less 
important to the Japanese than how efficiently it must be able to build it... ' 
[14]. 
3. Cumulative sales value may not be a useful measure in determining 
production schedules. In this example, we can see that the preoccupation 
with short-term financial measures of performance (measured at system 
3 and passed on to system 5) can actively disrup t manufacturing schedules 
(system 1). In the example given, sales value at the end of each month (the 
famous'end of the month' syndrome) overrides the due date performance 
of any single order. Although failure to meet due date requirements 
could adversely affect the competitive position of the company involved 
and ultimately lose repeat orders, the influence of short-term financial 
measures set within arbitrary time periods is sufficient to jeopardize the 
efficiency of the business. 
Within the VSM, the inconsistencies inherent in taking on low volume 
orders would become apparent at lower levels of recursion. System 2 would 
identify the problem because the information that is flowing down the 
organization, e. g. strategic advantage through due date compliance, will be 
out of sync with the decision to manufacture low volume products (which 
threatens due date compliance)- 
If system 3 is primarily a cost control function, there may as yet be no 
means available for collating data on non-financial measures such as due 
date performance, quality etc. If system 5 decides that the company can gain 
a competitive advantage through 100 per cent due date compliance, then 
fails to measure this and instead continues to gather data on end of the 
month sales value (through system 3), conflicting messages are reaching the 
operating core. Although the directive (system 5) suggests a shift in policy, 
the measurement system (system 3) does not back it up. 
If policies (system 5) were looked at in terms of their viability, i. e. at 
each level of recursion in the organization, it is unlikely that inconsistencies 
of this sort would ever arise. The problem therefore seems tobe in translating 
the organizational objectives into actions at the operating core (system 1) 
and retaining goal congruence (system 2). This is easier said than done. 
When one is in an organization, it is often difficult to stand back from 
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one's functional role and take a more objective viewpoint. Macro level 
problems may be impossible to identify and currently there are few, if any, 
tools available to aid senior managers. Problems that arise in day-to-day 
operations are often treated as discrete and self-contained and are solved in 
one department only to reappear later in another. In reality many problems 
are merely symptoms of underlying organizational malaise. This malaise 
often pervades the whole organization. Problems may circulate throughout 
organizations in this manner ad infinitum until someone identifies the root 
cause and attempts to do something about it. Often the time needed to do 
this and the costs involved are prohibitive. The task itself may in some cases 
be insurmountable. How does an organization get into this state? Often in 
its growth phase it has failed to consolidate its organizational position, its 
structure maybe unsuitable, there maybe an imbalance between its external 
and internal focus, such as a very powerful marketing department or no 
marketing function carried out at all; alternatively, it may have set up 
inflexible information systems that are no longer suitable. 
In our work with the VSM, we have encountered several problems of 
an epistemological nature which have led us to search for a way of adapting 
the 'model in use' without detracting from the concept of viability as defined 
by Beer himself. 
What we required was a management tool that would be able to 
identify whether the organizational system as it stood was viable in cybernetic 
terms, that is, to answer the questions, 'Is this an effective organization? 
Does it achieve the objectives it sets for itself? ' If the answers are 'no' then 
presumably the system is non-viable in cybernetic terms and the VSM can 
be used for diagnosing organizational weaknesses and identifying the 
absent information-processing function(s). If the answer to the question is 
'yes', the VSM becomes a medium for learning about organizational 
effectiveness, a microworld. 
Some Examples of High-level Weaknesses 
1. There is lithe or no external information (system 4) entering the company 
because there is no longer a marketing function - it was cut back during 
the recession; as a result, the decision-making processes are based 
primarily on internal information about operating activities. 11-ds failure 
to monitor environmental trends sufficiently is likely to lead to strategic 
drift in the short/medium/long term depending on the relative stability/ 
dynamism of the prevailing task environment 
2. Very few policy decisions (system 5) get made here because most of the 
time the directors are getting involved in operational decision-making 
(system 1). In some firms, the preoccupation at board level with operating 
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activities is such that 95 per cent of directors' time is spent dealing with 
day-to-day issues and less that 5 per cent is devoted to strategic thinking 
or planning processes. The result is a disturbing lack of corporate'vision' 
and a sense that the organization is muddling through 
3. There is constantbickeringbetween divisions because DivisionA sells its 
product more cheaply to Company X than it does to Division B, which 
happens to be one of Company X's direct competitors. Evidently, an 
inefficient system 2 is co-ordinating the divisional operational activities 
(system 1) and transfer pricing system (system 3). 
4. Poor internal communication systems lead to insufficient information 
from system 1 reaching system 5 (via the system 3 auditing function) to 
the extent that policy decisions and corporate strategy gradually become 
out of sync with organizational realities. The leadership function is 
increasingly divorced frommainstieamactivities andoperatingpersonnel 
feel that senior management will not listen and do not care. 
5. Poor or unsophisticated information systems (system 3) may hamper the 
decision-making process at system 5 and lead to suboptimal or 
inappropriate decisions. System 5 is only as good as the information it 
receives from systems 3 and 4; if either of these is lacking, it willbe lacking 
too. Changes in information systems have led to significant shifts in 
organizational thinking. This has been particularly prevalent in the 
accounting sphere where new techniques such as activity-based costing 
and throughput accounting have given senior managers a completely 
different picture of which products are profitable and why. It has also 
outlinednewwaysinwhichfiinandalinformationcanbe used toencourage 
certain types of organizational behaviour. 
6. The co-ordination activities of system 2 may be undermined by 
inappropriate policy decisions made at system 5: forexample, apurchasing 
policy which promotes world sourcing and cost reduction; a 
manufacturing strategy which promotes J1T and set-up reduction; a 
cashflow policy which refrains from paying suppliers until the last 
possible moment ... and 
beyond ... to the extent that the organization faces 
dysfunctional crises such as lack of raw material or component parts, 
poor quality supplies, late deliveries etc Couple this with an unfocused 
performance measurement system (system 3) which measures each 
departmenton thebasisof mutuallyinhibitingcriteria suchaspurchasing 
on cost reduction (possibly to the detriment of lead-time, quality or due 
date performance), manufacturing on due date performance, and sales 
on sales volume, and we can soon see how co-ordinationvia system 2 will 
become an impossible function! 
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Problems with the Viable System Model 
Inorder tobe useful to the practitioner, the VSMhas tobe acceptedbymanagers 
as an organizational paradigm. In many instances we found that this was not 
infact the case and the modelwas'rejected'on thebasis thatitwasgeneric rather 
than organization-specific, astructural and too complex. The term 'viable' 
carried an emotive connotation that alienated some managers in the poorer 
performing organizations, as did the fact that it was a model of information 
processes rather than an organization chart or other recognizable representation 
of organizational reality. 
Similarly, its concept of what actually constitutes 'information' - formal 
and informal, written andverbal, factand rumour- didnot tally with expectations 
based on the types of information traditionally incorporated in the data flow 
diagrams (DFDs) and entity relationship models of systems analysts. 
The VSMhasbeenfurthercriticised for ignoring shared beliefs, corporate 
culture and the organization's social system [151, not to mention its failure to pay 
sufficient attention to the exercise of power and need for consensus. 
Cybernetics and Organization Theory: A Search for Synthesis 
One thing that was puzzling us at this stage was whether we were actively 
looking fora single best way, or whether we were trying to find alternative ways 
of achieving organizational effectiveness. The analysis thathasbeen undertaken 
above presumes that all organizations can be successfully split up into two 
categories, and that a classification of VSM or non-VSM is sufficient for our 
purposes. As we were not convinced that this was in fact the case, we decided 
to apply organizational taxonomies [1,2] to the VSM in order to see if the 
successful organizations identified actually obeyed the rules of the VSM, and 
if the poor performers did not 
Danny Miller believes that there is no 'one best way' approach to 
organization management. However, there are good and bad approaches. 
Organizations which fail to adapt to changes in their circumstances, or capi talize 
on opportunities in the external environment for whatever reason will fail to 
survive. To continue the life-cycle analysis, Miller believes that Darwinian 
forces are acting upon organizations and it is for this reason that only relatively 
few organizational forms survive in the same setting. Some do not have the 
wherewithal to adapt. From Miller's text [11, the management of information 
systems was identified as a key aspect of the organization's potential for 
survival. To [meet the challenges of the external environment], the firm must 
evolve a suitable structural and information-processing apparatus... The use of 
management controls and budgets (system 3), the practice of environmental 
scanning (system 4 and 1 to a lesser degree), and the intensityof communications 
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across subunits and levels (systems 1,2,3,4 and 5) were selected as relevant 
dimensions ... The behavioural repertoire manifestedby strategies and strategy- 
22A, making (system 5) are also important ... They may also constitute the amount 
of analysis and planning supporting key decisions (systems 3 and 4), or the 
attention given to developing an explicit and integrated strategy (system 5)' 
(Miller et al., [1] p. 89, our italics). 
We set out at this stage to determine whether Miller's organizational 
taxonomies (both the success and failure models) would conform to the VSM. 
This entailed modelling the ten organizational taxonomies identified by Danny 
Miller and Peter Friesen onto the VSM. The ten configurations comprised six 
success models S. and four failure models F. 
The archetypes and their descriptions are listed below: 
F1: The Impulsive Firm 
F2: The Stagnant Bureaucracy 
F3: The Headless Giant 
F4: The Aftermath 
SU: The Adaptive Firm under Moderate Challenge 
SIB: The Adaptive Firm in a Very Challenging Environment 
S2: The Dominant Firm 
S3: The Giant under Fire 
S4: The Entrepreneurial Conglomerate 
S5: The Innovator 
The Purpose 
There were six primary objectives in linking the Viable System Model with 
Miller's organizational configurations: 
1. to derive a methodology for benchmarking organizations against a 
predetermined ideal state (the Viable System Model); 
2. tobetter understand the organizational aspects of information processing 
systems; 
3. to understand the nature and role played by information within an 
organization; 
4. to identify the components of effective organization in order to derive a 
series of reference models for use in organizational design; 
5. to synthesize the existing literature into a coherent framework; 
6. to put organization theory into a generic framework in order to gain 
further knowledge about its systemic implications. 
The results of this exercise were very interesting. Three of the modelled 
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configurations will be outlined in detail below and one in somewhat less detail. 
The remainder are available from the authors on request 
Configurations Identified 
F,: The Impulsive Firm 
Although systems 1,3,4, and 5 were present in this configuration, 
system 2 was absent. This means that divisional or departmental efforts are 
not integrated in any way whatsoever. Much effort is therefore duplicated 
and inconsistencies go largely unnoticed. 
The information-processing functions required for effective policy-making 
have been seriously eroded. Information in this archetype is flowing primarily 
in a top-down direction, with little or no feedback. System 5 is becoming 
severely detached from the realities of the operating core (system 1). As a result, 
inappropriate decisions regarding the allocation of limited resources are being 
made. 
One can see straightaway why this configuration is a failure model The 
strategy-making function is virtually cut off from the rest of the organization, 
receiving only limited information from both its internal (system 3) and external 
(system 4) sources, and relying heavily on unsupported intuition rather than 
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thorough analysis. Lack of information results in a great deal of interference 
from system 5 at lower levels, particularly system 1. The failure to establish a 
dynamic feedback loop between the operating core and policy-making function 
is unlikely to result in successfully developed emergent strategies. Externally 
this organization may still present an aggressive front, whereas internally its 
strengths are being gradually dissipated. 
F2: The Stagnant Bureaucracy 
This organization is characterized by its desperate need to change. 
Although its markets are declining, it is hopelessly unaware of its position 
due to the inadequacies of its information systems (systems 3 and 4). In this 
configuration it is system 4 that is missing and possibly also system 2. As 
there is no external information on which to base policies and strategic 
decisions, the quality of the decisions made is very poor and extremely one- 
sided. Board meetings are totally preoccupied with operational decisions 
and short-term financial performance. Often the uncertainty created by this 
appalling lack of information results in decisions getting postponed or 
reversed. The senior management relies to a large extent on past strategies 
as a default or on readily available heuristics. This may be alright in 
industries which are highly stable and with homogeneous product-markets, 
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but where the environment is becoming more dynamic or hostile, this 
situation is potentially disastrous. 
The primary focus of this type of organization is internal. The information 
systems (system 3) concentrate primarily on production efficiency, more out of 
habit than for any other reason. Within the organization, many lower-level 
managers are convinced of the need to change, but are prevented from doing 
so by lack of resources and of senior management commitment. Information 
which filters into the organization from the task environment demonstrates the 
organization's inability to meet the needs of customers or maintain good 
relations with suppliers. Customer satisfaction levels tend to be low. Middle 
management is ignored by senior management. This is due in the main to 
extremely poor communica tion systems and the inabilityof senior managers to 
address the problems identified. Information simply does not flow in this 
organization. Many managers are alienated by the situation and there is a great 
deal of disillusionment. 
Once again, the principle weakness lies within the policy-making function. 
The absence of environmental scanning is particularly dangerous in product- 
markets which are becoming more diversified, as adherence to old strategies 
could lead to misalignment between environmental realities and the 
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organization's perception of customer needs. 
S3: The Giant Under Fire 
All systems are presenk Operating authority is delegated to the operating 
core, which is autonomous and decentralized. Co-ordination is achieved 
uniquely through system 3. The strength of this configuration lies in its 
information systems (system 3). This firm tends to be a follower rather than a 
market leader and its strategies tend tobe less intuitive and rather more rational 
and thorough 
S2: The Dominant Firm 
Of all the successful configurations, this comes closest to violating the 
VSM. Although all systems are present, system 5 tends to interfere in the 
handling of operating problems, and thus threatens the viability of the 
organization. The saving grace of this particular configuration seems to be its 
size and influence. It is the market leader, and by far the largest, strongest and 
most established firm in its industry. Its policy-making function stresses 
proactivity above all else. The firm is committed to a strategy of innovation, and 
is using its information systems and communication channels to reinforce this 
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ideology. This firm carries out aggressive marketing. It has a tendency to 
dominate its environment. Although it carries out extensi ve marketing activities, 
it tends to overlook its competitors and therefore has been known to receive 
nasty surprises. However, its research and development function is so strong 
that it can counteract any hostile innovation virtually instantaneously. It 
stresses continual product and technological improvements. Cost control is of 
less importance in this configuration, and cost overruns are frequent. There are 
many other controls in operation. 
Conclusions 
From the modelling exercise outlined briefly above, we can see that, as 
anticipated, Danny Miller's successful archetypes are viable systems and his 
unsuccessful archetypes are not Use of this technique enables the consultant to 
identify immediately whether an organization is performing satisfactorily at 
the macro level (i. e. all systems are present and the whole is viable in Beer's 
sense) or not (the firm approximates to one of the Miller failure archetypes), in 
which case the principle areas of concern are easily identifiable through the 
Viable System Model. 
Summary 
Organizational configuration is promoted by the authors as an important 
concept in screening for organizational health at a macro level. It has been used 
extensively by them in a series of recent industrial visits to manufacturing 
organizations in the Midlands. ' 
The 'health check' and benchmarking process is being used as stage one 
of a methodology for improving integration within manufacturing enterprises. 
Use of this tool enables diagnosis of the current state of corporate health (macro 
level) before further work is carried out at a more detailed micro level. This 
prevents suboptimization and avoids the problem that is so often encountered 
by researchers in this field of study, i. e. premature diagnosis of problems. Often 
all that is diagnosed are the symptoms; root causes can go unnoticed. People are 
too ready to make sweeping statements such as'Our people systems are weak', 
'Nothing ever gets done around here', or'Communication is poor in this firm', 
without trying to analyse the nature of the problem in any systemic or 
systematic way. This paper has outlined a way of avoiding this myopia and 
provides an important starting point for any organizational evaluation process. 
Although the VSM is useful both as a diagnostic tool and framework for 
learning, we found it somewhat limited when used alone for profiling 
organizations. Use of the VSMinconjunctionwithDanny Millers configurations 
increases the variety of reference models available while still incorporating the 
principles of viable systems. This combination has proved to be very effective 
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outinthe field. In non-viable systems (the Miller failure models) itaidsproblem 
diagnosis; in viable systems (the Miller success models) it is a useful framework 
for learning about and developing integrating processes. 
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The Dynamic Element of 
Configuration 
Recapitulation 
In Chapter 1 of this thesis, every firm in the empirical data sample was categorised using 
Miller and Friesen's ten organizational archetypes and nine transition states (1984a). This 
chapter validated the use of both configuration and transition states for manufacturing firms in 
the UK. However, clustering of the empirical data using SPSSX emphasized the importance of 
the dynamic nature of organizational variables, since the 3/4 clusters which emerged from the 
sample were most satisfactorily described by a combination of configuration and transition 
states. 
In Chapter 2, each configuration was modelled cybernetically using the Viable System Model 
in order to emphasize the strengths, weaknesses and/or absences in each of the five information 
processing systems, i. e. the operating core (system 1); co-ordination (2); control (3); 
intelligence (4); and policy-making (5) functions. 
In this chapter of the thesis, the concept of transition will be investigated further, since the 
author believes that it is important to incorporate a dynamic element into what would otherwise- 
be a static model. Configurational analysis, however holistic, only gives a snapshot in time; it 
does not show organizational evolution over time, since configurations are quantum states. 
Either a firm is an S2 or it is an S4 and so on. 
Definition of transition 
A transition is defined as a package of changes that occur between the onset 
of organizational imbalance and the time when some equilibrium or tranquil 
interval is reached. 
Introduction 
Much of the existing literature on organizational dynamics supports the idea that changes at the 
macro organizational level follow a predictable pattern, which is characterised by a series of 
developmental stages (Greiner, 1972; Kimberly, 1979; Scott, 1971. ) These authors identify 
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just one linear process of development which, it is believed, is pursued by all organizations. 
Clearly such a generalization across such a large heterogeneous data set runs contrary to the 
philosophy of configurations (Miller and Friesen, 1984b). Miller and Friesen (1983; 1984b) 
argue that not only do organizations differ in their current stages of development, they also 
follow rather different developmental sequences, depending on leadership, strategy and industry 
type. 
The debate over whether movement through life cycle "stages" is linear or recursive is taken up 
by Whetten (1987), who asserts that movement from one stage to the next is not necessarily 
conducive to progression to a more sophisticated, effective, higher level of organizational 
development. Whetten distinguishes between the positive organizational aspects of growth and 
maturation, and the dysfunctional consequences of decline (whether temporary or terminal), a 
subject which is rigourous pursued by Behn (1983). 
Failure to shift to changes in environmental conditions has been cited as the major cause of 
organizational decline (Kotter, 1978; Whetten, 1987; Gresov, 1989; Hannan and Freeman, 
1984; March, 1981; Pettigrew, 1987. ) A further reason is given by the "success breeds 
failure" syndrome in which very successful organizations often become over-confident in their 
ability to dominate a market (Whetten, 1987; Miller, 1990a; 1992. ) It is not just by sheer 
coincidence that the S2 configuration, the Dominant Firm, is the only successful archetype 
which threatens to seriously violate the rules of the Viable System Model (Beer, 1959; 1966; 
1972; 1979; 1981; Espejo and Hamden, 1989; Jackson, 1988; see also Chapter 2 of this 
thesis). 
Piecemeal approaches to macro level change 
A common mistake made by many organizations is that they respond to problems of 
effectiveness with operational, efficiency-oriented remedies, in spite of the fact that research 
reiterates that there is no simple cause-effect relationship between single improvement 
programmes and overall manufacturing performance (De Meyer and Ferdows, 1990). Schaffer 
and Thomson (1992) identify the use of management fads, introduced seemingly willy-nilly in 
the hope that they will improve operating results, as does Skinner (1988), who states that 
managers are approaching production difficulties as if they can be solved by a menu of 
textbook techniques - just-in-time (JIT), total quality control (TQC), CIM ... without thinking 
through what adaptation is really required for long term viability given a specific set of 
environmental circumstances. Skinner calls this a case of "fire, ready, aim" (Skinner, 
1988: 14). 
Kotter (1978) takes up this theme and asserts that one-best-way models are wrong when they 
state that effectiveness is a function of fit between one or two organizational elements, as 
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opposed to consistency between all the fundamental elements. To suggest that an organization 
can achieve effectiveness by simply achieving world's best practice on only one or two factors 
is a fallacy which can lead to poor performance in the medium term and extinction in the longer 
term. The theory is also flawed in asserting that long-run effectiveness is always dependent on 
the adaptability of just one or two structural elements to the exclusion of others which are 
equally vital to the future viability of the enterprise. 
Kotter's work (1978) is a milestone in the organizational dynamics literature, and provides a 
good foundation on which Miller and Friesen (1984a) were able to build their transitional 
taxonomies. 
TIME DESC. RATIONALE NATURE OF REASONING THREATS 
FRAME CHANGE 
SHORT cause-effect need to do things evolutionary and " on-going process where strategic intent 
TERM differently incremental " organizational may come unstuck 
learning takes 
time 
" cultural inertia 
MEDIUM coalignment efficiency and quantum " piecemeal leads in minimising change 
TERM effectiveness (concerted) to dysfunctional may reduce flexibility 
(avoid state and decrease potential 
dysfunction) " path of least for future adaptation 
resistance 
LONG adaptability curb threats and dramatic or " prohibitive cost failure to act soon 
TERM exploit revolutionary when C2<C1 enough could lead to 
opportunities in " transition is an terminal decline Z(x) 
the evolving efficient state 
environment 
Cl = Cost on Inertia in the face of mismatch with prevailing environmental circumstances 
C2 = Cost of Change Programme 
Figure 1: An overview of Kotter's theory of organizational dynamics 
Kotter identifies seven conceptual elements. These are listed below and are illustrated in 
Figure 2: - 
" Key organizational processes 
" The external environment 
" Employees and other tangible assets 
" Formal organizational arrangements 
" The internal social system 
" The organization's technology 
" The dominant coalition 
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" SOCIAL STRU=RE 
STRUCTURE 
" OPERATPIO 
KEY ORGANIZATIONAL PROCESSES sYý 
" INFORMATION OATI>&D+O 
" COMMUNICATION 
' DECISION MAMNO 
" MATTEWYNEROY TRANSPORTING 
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TECHNOLOGY 
"PERSONAL 
CHARACTERJS ICS 
' METHODS 'GOALS, 
TEýQUES s TEOIES EXTERNAL 
ENVIRONMENT 
" TASK ENV[RONM Nf KEY 
" ERENVIRONMENT -- Source ofpolential behaviour 
and constraints 
FROM KOTTER (197M 
No. Impacts upon 
Figure 2: The dynamics of organizational change 
Modifications to the original Kotter diagram 
The modifications (see Figure 3) which have been made by the author to the original diagram 
(Kotter, 1978) try to incorporate the following dynamic attributes: 
The external environment, which was given parity with the other six elements in the 
original figure, has been separated off in the revised version. There are two reasons for 
this segregation. Firstly, the environment is an exogeneous, not an endogenous, variable. 
Organizations have to act within a predetermined set of environmental circumstances over 
which very little control can be exercised. Secondly, the other six variables interact within 
an environmental framework with which they collectively interact. To say that an 
organizational element can interact alone with the environment has no meaning. Although 
the environment can affect organizational elements separately, the coalignment that exists 
amongst the variables necessitates a knock-on effect. 
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FORMAL 
TECHNOLOGY 
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COALITION 
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POTENTIAL 
SUBSTITUTE 
TECHNOLOGICAL 
PRODUCTS 
SYSTEM 4 CAUSE-EFFECT-CAUSE 
(ASSESSES NEED FOR ADAPTABILITY) COALIGNMEPT 
W TASK ENV/ROAWNT 
Figure 3: Modifications to the original Kotter diagram 
2. The external environment needs to be divided into two elements, a general environment 
which incorporates political, economic, sociological and technological factors (things that 
the organization cannot really influence to any great extent) and a task environment (Dill, 
1958) which comprises customers, competitors, suppliers, substitute products, and the 
threat of potential new entrants, (Porter, 1980). Those which directly interact with the 
organization, i. e. suppliers and customers, are designated by a double arrow in the 
diagram. The other elements impact upon but do not interact with the organization 
(except in exceptional circumstances e. g. joint development of a new product) and are 
designated by a single arrow. 
3. System dynamics in the short run 
The six elements are seen to interact with each other in the short term on the basis of 
cause-effect-cause (curved arrows). A change in any one element will create 
disequilibrium within the whole system; any single change will necessitate a realignment 
of the organizational elements until a new equilibrium state is reached. According to 
Kotter (1978: 28), 
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"The exact effect a structural element or a change in a structural element will 
have on an organization's key processes is a function not only of the prior 
states of the processes and that single element, but of the states of the other 
structural elements as well. " 
Kotter describes change in the short term as a linear process, a characteristic which is not 
identifiable in the medium or long term. A similar distinction is made by Hardy (1985; 
1990), who distinguishes between that which is strategic and that which is operational. 
To a certain extent the operational in Hardy (1985; 1990) can be associated with the 
short-term in Kotter, i. e. an evolutionary rather than revolutionary process. The strategic 
decision to "do different things" is a decision which, although deliberated upon, is actually 
made instantaneously, whereas the act of learning to "do things differently", i. e. the 
operational change, is an on-going and somewhat time-consuming evolutionary process. 
4. Moderate-run dynamics 
In the medium-term, the key to organizational dynamics lies in the relationships amongst 
the six structural elements and the concept of coalignment. Here we are less concerned 
about the nature of the effect of one variable upon another, but on the holistic nature of 
the organization as a complete entity. Coalignment of organizational variables has 
received many epithets in the organization theory literature; synchronisation; 
configuration, goal congruence, equilibrium, "fit" and internal consistency (Miles and 
Snow, 1984; Neely and Wilson, 1992; Shapiro, 1977; St. John, 1991) and is associated in 
the medium term with "efficient matter/energy processes, effective information processes, 
and stability. " (Kotter, 1978: 39) 
Exposed to a change in circumstances which leads to the misalignment of one variable, the 
organization is forced to redress the balance by making subsequent changes to its 
elemental forces. Failure to do so could result in a loss of effectiveness and efficiency and 
ultimately threaten viability. The nature of the process is such that the organization will 
seek to minimise the disruptive impact of the change. The organization will try to redress 
the balance by changing those elements which need the least resource of time, effort or 
money. This is termed the path of least resistance. Such changes are likely to be the most 
cost effective, but may not be optimal in terms of organizational viability. 
5. Long-run dynamics 
In the long term, the key to an organization's survival and prosperity lies in its ability to 
adapt to inevitable external and internal changes (Kotter, 1978; Hrebiniak and Joyce, 
1985). The System 4 function (Viable System Model) monitors changes in the external 
environment and reports back to strategic decision-makers. If the System 4 function is 
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absent, e. g. in some of the failure configurations such as the F2 Stagnant Bureaucracy, it 
is unlikely that the necessary information will be relayed back and hence the organization 
will fail to adapt (other than by chance, see Hrebiniak and Joyce, 1985) to prevailing 
environmental circumstances. The importance of this adaptation process will be seen later 
in the thesis. According to Kotter (1978: 62), this will lead to a situation in which "the 
structural elements tend to become more and more constraining and less and less alignable 
over time. " We can surmise that this process cannot go on for ever, that there is a point 
beyond which the firm is past redemption, and the elements impossible to realign. In such 
a case, the firm has entered a terminal state of decline (see Figure 4). 
S(x): SUCCESSFUL CONFIGURATION GIVEN CURRENT ENVIRONMENTAL 
CIRCUMSTANCES 
[POTENTIAL FOR FLEXCIBfLITY IN CASE ENVIRONMENTAL CHANGE 
REQUIRES ADAPTATION] 
B 
U 
F 
F 
E 
R 
Z 
0 
N 
E 
ENVIRONMENTAL IMPERATIVE »> TURBULENCE IN TASK OR 
WIDER ENVIRONMENT 
MISMATCH BETWEEN CURRENT STATE AND ENVIRONMENT 
IS NOTED BUT NOT ACTED UPON BECAUSE CI< C2 
[COST OF INERTIA IS LESS THAN THE COST OF CHANGE] 
i. e. MISMATCH IS RELATIVELY MANOR. 
FLUCTUATIONS MAY NOT BE PERMANENT. 
CULTURAL INERTIA ACTS AS BUFFER. 
MISMATCHES BECOME MORE SEVERE. 
Cl »> C2 DUE TO LOSS OF CUSTOMERS, GREATER 
THREAT FROM COMPETITORS etc. 
MISMATCHES VERY SEVERE. 
CI >= C2; S(x) »> F(x); CONFIGURATION APPROACHES F(x). 
OPTION] 
DRAMATIC REVOLUTIONARY CHANGE 
TRANSITION STATE T(x) 
S(x) 
ALIGNMENT WITH NEW 
ENVIRONMENTAL CIRCUMSTANCES 
OPTION 2 
INSUFFICIENT CHANGE 
F(x) ESTABLISHED 
CI > C2 BUT AS FINANCIAL 
PERFORMANCE DECLINES 
UNWILLING TO INCREASE COST 
BASE »> STILL NO CHANGE 
TERMINAL DECLINE Z(x) 
»> tends towards 
Figure 4: What characterises a state of terminal decline? 
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Some implications for organizational effectiveness 
An effective organization can be defined as one in which "the key processes are in an efficient 
and effective state, while the six structural elements are coaligned and are in highly adaptive 
states. " (Kotter, 1978: 66) Kotter's thesis conforms to Pettigrew's model (1987) of a robust 
change theory since it explains forces of stability and change including exogeneous and 
endogenous sources, it links phenomena at micro and macro levels of analysis and deals with 
issues about the rate, pace and direction of change. Pettigrew suggests that any successful 
change programme should address three essential issues. These are the environmental context 
(both inner and outer), the programme content (what is to be done) and the actual process (how 
change is to be brought about). In Figure 5, these essential factors have been incorporated into 
Kotter's diagram. 
OUTk 
\NGE 
)CESS 
Figure 5: Context, content and process 
INNER CONTEXT 
(STRUCTURAL ELEMENTS) 
Figure distinguishes between an outer and inner context in much the same way as Dill (1958) 
distinguishes between a general and task environment. The outer context presents the firm with 
opportunities and limitations but little chance of modification; the inner context, although still 
acting as a limiting factor, has the greater potential for change. 
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The content of any change is determined by finite analysis of the inner and outer 
contextual variables. In Figure 5, the "formulated strategy" (Andrews, 1987) which emerges 
from this analysis is tempered by the process of implementation and will ultimately become 
"emergent" (Mintzberg, 1978; 1990). 
The change process 
How does organizational change manifest itself? Is the process incremental and evolutionary 
or radical and revolutionary? Are single changes made at the macro level in one fell swoop, or 
do changes at the macro level consist of networks of interrelated low-level changes which can 
be mapped by effect-cause-effect? 
If we look to Danny Miller (1990b) once again for some guidance in this matter, we are told 
that: 
"configurations vary in their first-order changes, but ... all resist second-order 
changes, that is, changes in the direction of evolution. This makes them prone 
to long periods of momentum punctuated by brief periods of revolution. )) 
(1990b: 771) [my italics] 
"When change finally comes, it may have to be of a revolutionary nature. The 
substantial lag in adaptation has created a serious mismatch with the 
environment or strategy, one that may require dramatic corrective actions. " 
(Miller and Friesen, 1984a: 209) 
Miller, it would appear, comes down in favour of the radical and revolutionary change pattern, 
at least for macro level change, but acknowledges that the two states run parallel with each 
other, with only one having dominance at any one time. The concept of quantum change finds 
support elsewhere in the literature (De Meyer and Ferdows, 1990; Kotter, 1978; Kanter, 1991). 
How does revolutionary change come about? Can a single change produce a knock-on effect, 
leading to a complete reconfiguration? Can a change in state be "engineered" by management, 
or will it have to result from a general consensus? An important point made by Kotter and 
reaffirmed by Miller (1987) is that the six structural elements do not exert equal influence on 
the key processes at any one time. When one or more elements are dominant they become 
"driving forces" (Lewin, 1935; Plant, 1987), disrupting the equilibrium of the structural 
elements and necessitating a reconfiguration. 
Miller and Friesen (1984a) identify four imperatives (i. e. driving forces) for change. These are 
environmental, structural, leadership and strategic. This thesis, which looks at `tiller's 
configurations in the light of Beer's Viable System Model, focusing in particular on the nature 
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of information systems for strategic decision-making purposes, will concentrate on just two of 
these imperatives, the environmental (System 4) and the strategic (System 5). 
The Environmental Imperative 
Aldrich (1979) identifies the nature and distribution of resources in an organization's 
environment as the central force in change. He argues that strategy and structure must be 
compatible with the environment (or neutral to it) and not in conflict with it. Organizational 
alternatives are severely restricted as a result of environmental constraints. 
Miller puts forward the proposition that imitation exists between firms in the same industry, i. e. 
he acknowledges a set of norms at the industry level. Significant deviations from these norms 
will ultimately lead to organizational failure (Miller, 1977). The work by Hayes and 
Wheelwright (1984; 1979a; 1979b), which links manufacturing processes and product life 
cycles, supports this hypothesis, since there is believed to be little possible deviation from the 
diagonal of the product-process life cycle (the industry determined norm. ) 
Similarly, Gordon (1991) develops the argument that culture is largely predetermined by 
industrial context. In his article he identifies three classes of industry variables that have the 
potential for creating industry-driven cultural change: competitive environment, customer 
requirements, and societal expectations. 
"In order for a new company to survive, both the culture and the forms that it 
develops must be appropriate to the industry imperatives, ... 
" (1991: 399) 
Companies share cultural values for survival. 
"If a particular company's industry-driven assumptions and resultant values 
were not widely shared, many of its actions would conflict with the most basic 
requirements of the markets it serves, a situation that would seriously affect its 
ability to survive. " (1991: 402) 
The environmental imperative will be covered in more detail in Chapter 5 of this thesis. 
The Strategic Imperative 
Following Ansoff (1990), Porter (1980: 1985), Miles and Snow (1978) and Chandler (1962) is 
the notion that structure follows strategy. This issue will be dealt with in Chapter 6 of this 
thesis which looks at the System 5 strategy-making process in some detail. I shall reserve 
discussion of it until then in order to avoid duplication. 
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Virtuous and vicious cycles of organizational adaptation 
Having identified the configuration and transition states, the author is able to ascertain whether 
a virtuous or vicious cycle is in operation (see Figure 6). The latter leads inevitably to a 
terminal decline state, Z(x), and is then outside the remit of this thesis (see Figure 4). The 
former will lead (possibly iteratively) to a successful state, S(x). 
S(a) 
/F(x) 
T(x) 
T(a) 
F(a) 
TERMINAL 
AN 
DECLINE 
ua) 
VIRTUOUS CYCLE VICIOUS CYCLE 
Figure 6: Virtuous and vicious cycles of organizational adaptation 
This chapter explores the dynamics of change at the macro organizational level and models 
Miller and Friesen's change states onto Beer's Viable System Model. This identifies what 
change amounts to in information-processing terms and is a way of dynamically modelling 
change in order to better understand its organizational implications. 
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Research objectives 
" To model the transition archetypes (identified by Miller and Friesen, 1984a) using 
the Viable System Model (Beer, 1972; 1979) and hence identify the system 1-5 
changes that are occurring simultaneously within the change state. 
" To understand the organizational implications of any transition i. e. macro level 
change. If the firm is in some kind of transition state, to try to identify whether it 
is changing within a single configuration or moving between configurations. 
" To investigate the use of transitional archetypes. Can these be identified in real 
time or only retrospectively? 
Hypothesis 
0H1: Macro level, organizational change is a quantum rather than linear process. 
Modelling Miller and Friesen's transition states using the 
Viable System Model' 
The primary characteristics of each transition state have been identified by the author and listed 
as either system 1,2,3,4, or 5 changes. These are highlighted so that the transition can be 
described using cybernetic terminology and modelled onto the Viable System Model. An 
example is given now for the transition archetype, T2, Entrepreneurial Revitalization. 
1 Although nine transition states are identified in Miller and Friesen (1984), only six occur 
with any degree of regularity. I shall therefore concentrate attention on these six. 
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This transformation process is characterised by strong leadership (5)2 , an aggressive and 
unified product-market strategy (4), and an information-processing system that effectively 
controls and integrates the efforts of subunits and divisions (3). Thus we have a 3-4-5 change 
scenario in this transition model. 
At System 5, a new CEO centralises power. Strategies become more adaptive as the CEO 
him/herself studies the market. 
At System 4, the intelligence function is enhanced so that policy-making is more evenly 
balanced between the internal and external environments. As a result, the organization is more 
aware of environmental changes and is able to adapt to them. 
At System 3, the information systems become more formalised. Greater control is introduced 
and internal communication channels are improved. A better flow of information is achieved as 
a result. 
A secondary change occurs at System 2, where standing committees replace ad hoc ones as 
activities are co-ordinated more efficiently. 
These changes can then be modelled onto the Viable System Model, as shown in Figure 7. 
Similar models have been derived for transition states T3, T4, T5, T7 and T8, and are included 
here for reference purposes. 
List of modelled transition states 
Figure 7: T2 Entrepreneurial Revitalization 
Figure 8: T3 Consolidation 
Figure 9: T4 Toward Stagnation 
Figure 10: T5 Toward Centralization, Boldness and Abandon 
Figure 11: T7 Maturation 
Figure 12: T8 Troubleshooting 
2 The numbers in brackets refer to the relevant system in the Viable System Model and are for 
reference purposes only. 
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Figure 13 summarises the characteristics of archetypes T1, T6 and T9, the infrequently 
occurring change states. 
Ti: T6: T9: 
FRAGMENTATION INITIATION BY FORMALIZATION 
FIRE AND STABILITY 
SYSTEM 
++ 
+/ 
H 
O 
MORE POWER, BUT 
ATTEMPTS TO INCREASE SOME DELEGATION F INCREASED CONCERN 
DELEGATION MEET OPERATING AUTHORITY FOR OPERATING 
MATTERS WITH LITTLE SUCCESS 
SYSTEM 2 + 
LESS INTEGRATION NO CHANGE STANDARDS ARE SET UP 
TO MONITOR/CORRECT 
DEVIANCE IN 
MANAGERIAL 
BEHAVIOUR 
SYSTEM 3 '- +/- 
DECLINE IN FEW IMPROVEMENTS IN NO CHANGE 
COMMUNICATION INTERNAL CONTROL 
AND COMMUNICATION 
SYSTEMS 
" + SYSTEM 4 ' 
REDUCTION IN 
CHANGES IN 
NO CHANGE 
STRATEGY-MAKING ENVIRONMENT 
AND FUTURITY OF 
NECESSITATE GREATER 
DECISION-MAKING 
DEGREE OF SCANNING 
ACTIVITY 
SYSTEM 5 --- +/- (+) 
LESS LEADERSHIP AND ADAPTATION IS SOUGHT SENIOR MANAGERS 
DIRECTION BUT NOT REALLY HAVE BEEN IN PLACE 
(Possible departure of strong ACHIEVED 
FOR MANY YEARS 
management leaving vacuum 
at top) 
COMMENTS VIRTUALLY A "NO 
CHANGE" STATE 
Figure 13: Infrequently occurring transition state characteristics 
Identifying transition states from empirical data and published 
material 
Having successfully carried out the first research objective, the next task was to establish the 
robustness of the transitional archetypes using both empirical data and retrospective case study 
accounts. 
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Real time data 
The main problem in identifying organizational transition states in real time was the fact that 
static rather than dynamic measures were being used for identification purposes. Instead of 
having a definitive start and end date for the transition period in question, the author only had 
the interviews from a one day visit (i. e. a static snapshot of the emergent reality) with which to 
identify the transition state. It would have been impossible to set an arbitrary period for the 
transition since: 
(i) one characteristic of many of the firms visited was the existence of new management at 
senior level. The questionnaires would have been incomparable if different 
respondents had used a different time frame over which to make their observations. 
(ii) transitions do not happen over a set time period; some take 18 months to 2 years to 
manifest themselves, others 18 to 20 years. As a result, trying to use an average 
period of 5 years (say) would have been meaningless, even if the respondents had been 
in service with the company for that long. 
Instead of using a dynamic measure for the 24 variables in question (see Appendices for a copy 
of the variables), static variable measures were used as an approximation. This was justified 
on the basis that at any one moment in time, even a dynamic process can be perceived as static, 
i. e. in a particular state, even though the whole may be dynamic with time. 
Formula used for identifying the transition state 
j= any of the variables V 1, V2 etc. which are k in number 
i= any one of the firms, 1,2, ... 
N; and, 
x31= the score of firm i on variable j 
We may regard the xjj coordinates for Firm 1 in k-dimensional space. The more similar the 
measure of the firm with an archetype, the closer their points in the space. The dissimilarity 
between any firm and an archetype can be taken as the square of the linear distance between 
their respective points: 
k 
212: 1 (xj1 
- xj2)2 
j=) 
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In identifying a firm as a Miller transition state, the score for each variable for each firm is 
compared with the modal score for that variable in each of the nine transition archetypes. A 
value of D2 is calculated for each archetype and is based on the sum of the squared difference 
between the modal score for the archetype and the actual score for the particular manufacturing 
firm in question across the 24 variables used. The firm is then classified as a particular Miller 
transition state on the basis of lowest value of D squared, since this identifies its closest 
neighbour in 24 dimensional space. 
The calculated value of D2 was corroborated in the following way. By mapping the raw data 
scores onto a chart similar to those given (Figures 14 and 15), the author was able to identify 
for the transition archetype in question: 
(i) if any of the raw data scores lay outside the score range and 
(ii) the extent to which the actual scores mirrored the modal scores 
KEY - UPPER BOUND 
MODAL SCORE OF ARCHETYPE 
LOWER BOUND OF SCORE RANGE 
modal score 
7- 
6- 
5- 
4- 
3- 
2- 
1- 
123456789 10 Il 12 13 14 15 16 17 18 19 20 21 22 23 24 
variables 
Figure 14: Entrepreneurial Revitalization - Plotting of modal scores and range 
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KEY - UPPER BOUND 
MODAL SCORE OF ARCHETYPE 
LOWER BOUND OF SCORE RANGE 
modal score 
7-1 
6 
5 
4 
3 
2 
1 
Figure 15: Troubleshooting - Plotting of modal scores and range 
Findings 
The results in Chapter 1 of this thesis (see "Summary of empirical data by transition state" and 
"Summary of transition states identified in the sample of fines") show that, of the 34 responses 
which were used, only 3 represented unclassifiable hybrid states. 85% (17 out of a total of 20) 
of the firms visited could therefore be satisfactorily categorised as one of the nine transition 
states identified by Miller and Friesen (1984a). The transition states which were identified in 
this manner were found to be intuitively appealing, i. e. they corresponded to what the author 
considered to be the major areas of change within each firm. In order to validate using Miller 
and Friesen's transition states in this way, two colleagues, one from the operations management 
field and the other from the organization theory school, both of whom were familiar with the 
businesses involved, were asked to identify from Miller and Friesen's (1984a) descriptions 
which of the nine possible transition states matched the physical evidence i. e. most closely 
represented what had been seen during the visit. In no instance (excluding hybrids) was there 
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any disagreement between the state that was identified through the static analysis process and 
the subjective opinion of the three university members. These results lend some support to the 
use of transition states in real time analysis of manufacturing companies. 
Retrospective accounts 
As the original data sample on which Miller and Friesen had built the archetypes was based on 
case study material available in the public domain rather than empirical data collected from 
industrial visits, the author, who is rather sceptical of the content of some published accounts, 
felt obliged to test the robustness of the transition states with a further set of published case 
studies, (i. e. reverse the Miller and Friesen activity by testing rather than deriving the 
archetypes with case study data). Turnaround: How twenty well-known companies came back 
from the brink, a text by Rebecca Nelson and David Clutterbuck, was chosen as a suitable 
source for this activity. A second and equally valid reason for carrying out this exercise was to 
compare the results of the Miller and Friesen archetypal scoring method with use of the Viable 
System Model for identifying transition states. 
Methodology 1 
In this instance, the original methodology adopted by Miller and Friesen was used to measure 
the transition variables dynamically. In each case study the beginning of a transition period 
was identified and was labelled Vi 1. Scores for each of the 24 variables were then given which 
corresponded to their state at time Vi 1. Similarly, the end of the transition period was 
identified by Vi2 and scores for each of the variables were awarded once again. Finally a 
transition variable score was calculated using the formula (Vi2 - Vil)/2 + 4. This score was 
compared with the modal score for each archetype and a D2 value was calculated as above. 
The transition state for each case study was identified on the basis of lowest value of D2. 
Methodology 2 
A second methodology was adopted which consisted of reading the case study account and 
picking out any identifiable changes in the System 1-5 functions. These were then compared 
with the dynamic VSM models for each of the transition archetypes (Figures 8-13) in order to 
identify which transition state most closely mapped the changes which had been identified in 
the case study account. Some examples of this method are given below for reference purposes. 
The results from methodologies 1 and 2 were then compared. 
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Transition Case Studies 
Case Study One 
FIAT SpA 
Previous organizational configuration 
At this time, Fiat SpA was market leader in the European car market, i. e. it corresponded to the 
S2 archetype, the Dominant Firm. However, it had become a monolithic structure which was 
highly bureaucratic, although still managing to retain a high level of product innovation 
through its commitment to more organic Research and Development processes. 
Transitions made 
System 1 The firm concentrated attention at the operating level on productivity 
improvement. 
System 2 No change 
System 3A concentration on cost control, with strict monitoring of cash and other resources 
System 4 Some rationalisation of business activities was undertaken, i. e. it planned to stick 
to its knitting (Peters and Waterman, 1982) 
System 5 Operating authority was decentralized to lower levels of management. The firm 
decided to adopt a more conservative strategy. It defined itself as basically an 
automotive group which would remain so in the future. 
Post organizational characteristics 
As a result of these changes, Fiat SpA became a more efficient organization. It successfully 
delegated its decision-making processes. 
Conclusions 
The transition described above was by no means complete at the time the case study was 
written, but one can see that even at this early stage, System 3 is playing a more important role 
in the decision-making activities of the firm. Fiat remains committed to its traditional 
innovative strategy (5), but is seeking to rid itself of the excess bureaucracy surrounding the 
centralisation of such a huge firm. It is therefore divisionalising its activities. The changes 
made to date are consistent with the T7 Maturation transition state. This transition could ell 
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lead eventually in the direction of the S3 Giant under Fire archetype. "It represents the 
movement toward a more divisionalised, decentralised and well-integrated organization. " 
(Miller and Friesen, 1984a: 144) 
Case Study Two 
LUCAS 
Previous organizational configuration 
Although unexpected environmental factors had led to poor financial performance in 1980-2, 
the firm continued to emphasize the importance of innovation through Research and 
Development. 
Transitions made 
System 1 Concentration on operating methods e. g. introduction of Just-in-Time 
System 2 No change 
System 3 No change 
System 4 Rationalisation of businesses without acceptable Competitiveness Achievement 
Plans (CAP) 
System 5A series of acquisitions were undertaken. The firm's strong leadership appeared 
to be pursuing a well codified formulated strategy. 
Post organizational characteristics 
This is an account of an evolutionary program of change rather than an example of a 
revolutionary transformation process. From the information supplied, the author concludes 
that there has not been a fundamental change of state but incremental modification within the 
existing configuration. The firm is identified as an SIB Adaptive Firm in a very challenging 
environment, a firm which has to monitor and react to changes in its environment, especially 
technological changes. It invests continually in the necessary Research and Development to 
ensure continuous product innovation. 
Other relevant characteristics of this archetype are its use of task forces and elaborate 
cost accounting systems, long planning horizons, emphasis on strategic planning and the 
competitivity of its markets. 
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Case Study Three 
ICI 
Previous organizational configuration 
ICI is a huge conglomerate, a vastly diversified business. Its poor performance in the Oil 
Crisis and Recession of the early 80s was largely due to environmental factors outside of its 
control. The organization was characterised by rather conservative strategies [5] and decisions 
were more often than not made by task forces and committees rather than individuals. 
Responsibility was therefore somewhat diluted. The organization conformed to the S3 Giant 
under Fire configuration at this time. 
Transitions made 
System 1 No change 
System 2 No change 
System 3 More funds were allocated to research activity in order to improve the 
organization's level of product innovation 
System 4 The firm showed more aggression, imagination and innovation in dealing with its 
external environment 
System 5 The appointment of a new Chairman and Managing Director represented a 
catalyst for change. Greater power than ever before was accorded to these roles. 
An active acquisitions policy was introduced. 
The transition, which is triggered by the appointment of Sir John Harvey-Jones as 
Chairman/M. D., is characteristic of the T2 Entrepreneurial Revitalisation, where a new 
"champion" exerts strong leadership from an expanded power base. 
Post organizational characteristics 
The resulting firm was structurally more complex, with a greater level of diversification and 
decentralised decision-making authority. New strategies were introduced to tackle the 
uncertainties in the operating environment. The resulting configuration is an example of an S4, 
Entrepreneurial Conglomerate, a firm which has a strong, proactive and charismatic leader 
and seeks grow through acquisition. 
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Comparison of the two methodologies 
In many ways, Methodology 1 is a more thorough way of identifying the transition state 
involved. However, it is far more time consuming and requires the accumulation of a great 
deal of empirical data. This data may not be available or reliable if published case study 
material is used and will be highly subjective if respondents are used. It also seems to run 
contrary to the concept of configuration, since it breaks each transition into a series of 
component parts, evaluates these separately and then reassembles them to form a whole. 
Methodology 2, however, looks at the organizational changes more globally. It identifies which 
changes correspond to which aspects of the information processing system model and then 
identifies the transition state on the basis of direct comparison. This is clearly a much quicker 
technique and is a useful way of identifying organizational transition without collecting a lot of 
source data. 
Conclusions 
This chapter set out to investigate the concept of transition in order to add a dynamic element 
to the static frameworks of Chapters 1 and 2. Miller and Friesen's (1984a) nine transition 
states were successfully modelled using the Viable System Model (Beer, 1972; 1979) and this 
highlighted the information processing aspects of the organizational changes involved. The 
results reported here lend some support to the hypothesis that organizational change is a 
quantum rather than linear process, at least at the macro level. 
The chapter also highlighted some important points regarding the analysis of real time and 
retrospective data. In the next 2 chapters, we shall be taking a closer look at Systems 3 and 4 
using real time data in order to draw some conclusions about the nature of the strategy-making 
process (System 5), itself a function of the intelligence (4) and control (3) functions, within 
small/medium sized manufacturing firms (see Chapter 6). 
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Synopsis 
The purpose of this thesis is to learn more about the organizational aspects of information 
processing systems at a macro-organizational level and to determine whether organizational 
dynamics have any impact on the nature of those systems. This chapter begins with a resume 
of the work of the contingency theorists in the accounting information systems literature and 
seeks to identify why they failed to achieve any significant, reproducible results. Taken 
together, the accumulated findings suggest an agenda for future research: begin to combine 
separate models into a larger theory, and undertake new empirical studies that integrate several 
organizational variables and management control systems into a unified framework. The 
chapter recognises that new and innovative concepts of accounting information systems, those 
which collect data about environments and interdependencies, are desperately needed. The 
author shall go on to argue the benefits of a configurations based approach as a way forward in 
the field. 
The contingency theory of accounting information systems 
The initial research activity in the contingency field of management accounting and control 
system design (MACS) was undertaken at the individual or group level of analysis (e. g. San 
Miguel, 1977) rather than the organizational level. Most of this work was carried out in the 
United States where the focus was more on psychological than sociological aspects at that time. 
Kepis (1979); for instance, looked at the effect of budgetary goal characteristics on managerial 
attitudes and performance. This trend was reversed in 1978 when Hopwood in the new journal 
Accounting, Organizations and Society began to promote the links between Management 
Accounting and Control System design and organizational variables. This journal has been a 
primary vehicle for this field of research ever since. 
Contingency formulations of organizational phenomena have appeared in both the management 
accounting systems literature and the organization theory field. The management accounting 
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systems oriented researchers have been primarily concerned with an organization's internal 
information system (the system 3 function), given environmental and organizational conditions. 
Whilst organization theorists have long recognised the need for organizations to adapt to their 
environments if the former are to remain viable, MACS researchers have only just begun to see 
internal information system design questions in a wider organizational and environmental 
framework. Early investigations in the field dealt with information and control systems from a 
closed, internal organizational perspective without paying sufficient attention to the external 
environment. Early exponents of a more open system include Kweku Ewusi-Mensah (1981), 
who identified a need for better understanding of the organizational environment and its effect 
on information systems. There is now a general recognition of the need for research which 
links information and control systems with environmental uncertainty. 
The aim of the contingency theorist is to link one or more aspects of organization design and 
information systems and establish causality. The following nomenclature gives a sample of the 
types of study which have been carried out in this particular field to date. 
Abernethy & Stoelwinder (1991) Structures and control systems to match 
contextual variables 
Amigoni (1978) Management Control System with environmental 
complexity and discontinuity 
Ansari (1977) Structural and behavioural aspects considered 
Banbury & Nahapiet (1979) Size, technology and environment (illiberality 
and turbulence) 
Birnberg, Turopolec & Young (1983) Support given to the contingency theory of 
Accounting Information Systems 
Bruns & Waterhouse (1975) Begins the contingency movement. Relates 
budgets and structure - frequency of use and 
importance of control systems with 
decentralization, managerial autonomy and task 
structure 
Cammann (1976) Highlights the importance of context 
Chenhall & Morris (1986) Structural decentralisation, perceived 
environmental uncertainty and organizational 
interdependence on MAS design 
Cooper (1983) see Tiessen & Waterhouse (1983) and Haves 
(1983) 
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Cowen & Middaugh (1990) Internal and external environmental factors 
including management style, culture, dynamism, 
heterogeneity, hostility and technology 
employed. 
Dermer (1977) Planning and control system design with 
organizational objectives, structure, technology 
and managerial style. 
Dirsmith & Covaleski (1983) Environmental context and sources of external 
information 
Dunk (1992) Automation, budgetary control, production 
subunit performance and degree of certainty in 
sub-environment 
Ewusi-Mensah (1981) Environmental characteristics and internal 
information systems for decision making 
purposes. 
Flamholtz (1983) Control system design, culture and 
organizational structure and environment 
Ginzberg (1980) Accounting Information System type dependent 
on various organizational variables including 
environmental stability, technology, structure, 
decentralisation, differentiation, integration and 
power, predominantly as set of bivariate 
analyses at the sub-unit level of analysis. 
Goold & Quinn (1990) Strategic control systems & organizational 
context - i. e. environmental turbulence linked 
with ability to specify and measure strategic 
objectives 
Gordon, Larcker & Tuggle (1978) Accounting Information System design 
parameters linked to different phases of the 
strategic decision making process 
Gordon & Miller (1976) Accounting Information System design based on 
the environment, organizational attributes and 
managerial decision-making styles 
Gordon & Narayanan (1984) Perceived Environmental Uncertainty, organic 
forms of structure and the use of external, non- 
financial and ex-ante information for control 
purposes. Environment proved to be the 
independent variable. 
Govindarajan (1984) Environmental uncertainty (perceived) and 
performance evaluation style 
Gul (1991) Perceived Environmental Uncertainty, 
Performance and Management Accounting 
Systems 
Handy (1985) Cultural context of control 
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Hayes (1977) Performance Measurement System 
(departmental level) with environmental fit. 3 
contingent factors used for departmental 
effectiveness: internal, external and 
interdependence 
Hedberg & Jonsson (1978) Matching cognitive mappings (IS) to the nature 
of the environment 
Hofstede (1968) Economic, technological and sociological 
aspects with budgeting systems 
Horngren (1972) The design of a system and the design of an 
organizational structure are really inseparable 
and interdependent. 
Hrebiniak & Joyce (1985) Distinguish between firms that can adapt by 
design from those which cannot or which adapt 
by chance. 
Khandwalla (1972) Effect of different types of competition (price, 
product and marketing) on the use of 
management controls 
Khandwalla (1973) Uncertainty reduction, differentiation and 
integration 
Khandwalla (1974) Mass-output orientation of manufacturing 
technology, vertical integration, decentralization 
and sophisticated control 
Khandwalla (1977) & Pfeffer (1981) Control system design and environmental 
unpredictability especially suppliers, competitors 
and customers etc. 
Longden (1992) Links the generic strategic of Porter (1980) with 
the strategic control styles proposed by Goold 
and Campbell (1987) using the process model 
suggested by Simons (1990) 
Macintosh (1985) Management Accounting System within 
environmental context, power, strategy and 
organizational structure 
Macintosh & Daft (1987) Departmental interdependence: pooled, 
sequential and reciprocal (Thompson, 1967) is 
related to the emphasis placed on each 
management control system: either standard 
operating procedures, budgets and statistical 
reports 
Merchant (1981) Frequency of use of budgeting systems with 
organizational size, decentralization and 
diversification 
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Merchant (1984) Results show that budgeting is related to 
departmental size, functional differentiation and 
degree of automation of production processes, 
but not the product's stage in its life cycle or the 
company's strength of market position 
Nixon & Lonie (1992) Different strategies lead to differences in 
planning and control systems - also culture (top 
management team), Chief Executive personality 
type and characteristics of top management 
teams have important effects 
Otley (1978) Operating unit size and budget behaviour. Also 
environment, technology and markets. 
Otley (1980) Contingency theories of Management 
Accounting Systems have failed to address 
design implications. The same contingent 
variables that are relevant to organizational 
design are likely to be important to management 
accounting. 
Otley & Berry (1980) Identifies need to match accounting information 
and control procedures to the type of 
organizations in which they operate. 
Rockness & Shields (1984) Criticism of contingency theorists on basis of 
selection of variables, measurement scales used 
and sampling selection. Also inconsistencies 
across studies. 
Sathe (1978) Identifies need to bridge the gap between the 
"macro" and "micro" studies carried out to date 
Simons (1987; 1990) Identifies systemic differences in management 
control systems among firms that compete in 
different ways, i. e. on basis of strategy 
Waterhouse & Tiessen (1978) Concerned with the way in which structure, 
decentralization, environmental uncertainty and 
technology may affect Management Accounting 
Systems processes such as planning, resource 
allocation and Performance Measurement. 
Watsen & Baumler (1975) Differentiation and integration with Management 
Accounting Systems 
Williams, Macintosh & Moore (1990) Notion of fit between budgeting behaviour and 
departmental performance in the context of task 
interdependency 
Table 1: Contingency Theorists in the Management Accounting Systems Literature 
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As can be seen from the table above, researchers have investigated the existence of a variety of 
relationships relating diverse aspects of accounting information systems with a wide range of 
organizational variables and environmental characteristics. e. g. Management Accounting 
Control System (MACS) design and technology (Daft and Macintosh, 1978), environment 
(Gordon and Miller, 1976), managerial style (Dermer, 1977), and structure (Bruns and 
Waterhouse, 1975), to highlight just a few. However, this research activity can be criticised on 
two grounds: 
It takes a static perspective to what are in reality dynamic entities. Spicer and 
Ballew (1980) amongst others acknowledge the need for a dynamic element in the 
research field, stating that the "essentially static method of empiricism", i. e. cross 
sectional analysis of organizations used in contingency studies, offers little insight 
into the underlying dynamic processes occurring within organizations. 
2. It is more of a patchwork quilt than a coherent body of knowledge and has little, if 
any, practical relevance for information and control system designers. 
What this chapter sets out to do is to search for a hidden thread which can link the 
Management Accounting and Control Systems (MACS) literature together into a more coherent 
framework. The configurations approach advocated by Miller and Friesen (1984) amongst 
others seems to have potential as a way forward in this task. 
The thesis addresses in a more systematic manner than previously the links between 
management accounting control systems (MACS), environmental variables, macro level 
organizational characteristics (both dynamic and static entities), strategy-making processes and 
external information systems. It searches for a synthesis between the schools of cybernetics, 
management accounting control systems (MACS) and organization theory, combining them 
into an integrated framework, an activity for which it finds support in the works of Otley and 
Berry (1980) and Vijay Sathe (1978). Otley and Berry (1980) criticise the lack of two way 
communication between the organization theory and management accounting control system 
(MACS) schools, 
"The neglect of control by organizational theorists has been paralleled by the 
neglect of organization by control theorists. What is at issue is whether there 
is an holistic approach to organizational control, and if so, whether accounting 
models provide an appropriate framework for their development. " (Otley and 
Berry, 1980: 234) 
Vijay Sathe (1978) acknowledges the validity of information processing as an appropriate 
mechanism for achieving the proposed synthesis, 
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"Information processing is an important link between the fields of organization 
theory and accounting. " (Sathe, 1978: 89) 
Much of the management accounting control systems (MACS) literature lends support to an 
integrated framework such as the one proposed above. e. g. Several authors have acknowledged 
the need for the identification of a wider contextual setting, (Birnberg et al., 1983; Connolly et 
al. (1980); Flamholtz, 1983; ) 
"The control problem must be studied from a total organizational perspective 
and the links between the accounting information system and the wider 
organizational context must be ascertained and studied. " (Birnberg et al., 
1983: 120) 
"The authors would argue that comparing organizations' effectiveness 
irrespective of contextual factors is a nonsensical activity akin to comparing 
giraffes with elephants. " (Connolly et al., 1980: 216) 
"The design of an effective control system must explicitly consider the 
relationship between culture, structure and the core control system. " 
(Flamholtz, 1983: 163) 
"Accounting must be viewed more as a component of a socio-technical system 
rather than merely as a technological control mechanism that operates in 
isolation of an organization's particular values, beliefs and norms. " (Flamholtz, 
1983: 165) 
Otley (1980) suggests that the classification of organizational context is an appropriate place to 
start in setting up this framework. 
An initial research strategy would be able to attempt to identify those 
combinations of controls that appear to be particularly suited to certain 
circumstances. " (Otley, 1980: 423) 
an opinion also held by Macintosh (1985), who acknowledges the need to begin with an 
assessment of the organization as a configuration of variables, 
"Controls are an important dimension of a wider "gestalt" of organizational 
factors. They must be integrated, along with other organizational design 
factors, into a functional whole with properties not derivable from the 
summation of the parts. It would appear that the high-profit firms are more 
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sensitive to this and select controls appropriate to their wider gestalt. 
Realising the correct configuration is by no means straightforward; but it 
seems to be crucial. " (Macintosh, 1985: 145) 
Waterhouse and Tiessen (1978) recognise the use of taxonomy as a useful mechanism for 
drawing generic conclusions about heterogeneous data sets, 
"The contingency approach to organizational research on management 
accounting system variables offers great potential for management accounting 
system and organizational researchers alike. One of the most notable products 
has been a realisation of the importance of taxonomic schemes for theory 
development. " (Waterhouse and Tiessen, 1978: 75) 
Yet it is the failure to identify a suitable mechanism for this classificatory technique that has 
proven to be a stumbling block. 
"The major impediment in the past decade to progress in organizational theory 
based management accounting and control research has been the inability to 
articulate an appropriate matching of specific configurations of accounting 
systems with configurations of organizational contextual properties and 
performance attributes. " (Williams, Macintosh and Moore, 1990: 241) 
Otley (1980) identifies the configurational nature of control systems design and its links to 
organizational taxonomy. 
"The organization adapts to the contingencies it faces by arranging the factors 
it can control into an appropriate configuration that it hopes will lead to 
effective performance... " (Otley, 1980: 442). 
and Nixon and Lonie (1992) have recently found empirical evidence for a link between 
organization strategy and control system design, 
"The argument that different strategies should logically lead to differences in 
planning and control systems has recently been supported by some empirical 
evidence. " (Nixon and Lorne, 1992: 10) 
Hrebiniak and Joyce (1985) distinguish between contexts in which firms can adapt by design 
from those in which they adapt by chance or within constraints or may not be able to adapt at 
all. "It seems reasonable to assume that management control systems would be designed 
differently to correspond to each of these contexts, " asserts Gray (1990: 146). 
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The case for configuration 
The configurations approach is characterised by a move away from a search for a "one best 
way" in pursuit of contextual situations in which certain combinations of factors work 
optimally (Khandwalla, 1973). Taking the contingency theory one stage further, we encounter 
typologies, taxonomies, configurations and archetypes which collate, from empirical data or 
theoretical prediction, systems of variables which occur with relative frequency. Several of 
these have been developed in the Management Accounting and Control Systems literature (see 
table below). 
Ansari (1977) Develops a general systems paradigm - i. e. a 
search for circumstances under which certain 
combinations of variables work best 
Birnberg et aL (1983: 120) "The control problem must be studied from a 
total organizational perspective" 
Connolly et al. (1980: 216) "Comparing organizations' effectiveness 
irrespective of contextual factors is 
nonsensical. " 
Ein-Dor & Segev (1978) Need for situational fit in strategic planning for 
management information systems. 
Flamholtz (1983: 156) 4 core control system elements: planning, 
operations, measurement and evaluation-reward 
can be configured in different ways. "Although 
the four basic elements have to be present for 
the core control system to function fully, it is 
possible to find different configurations of one 
or more of the system's elements. " 
Ginzberg (1980) Develops a typology of AIS types based on 
various organizational characteristics including 
environment, technology, structure, 
decentralisation, integration and power, mostly 
at the sub-unit level of analysis. 
Gordon & Miller (1976) 3 Accounting Information System archetypes 
are discussed: the adaptive, running blind and 
stagnant bureaucracy. Typologies rather than 
taxonomies are used. 
Otley (1980: 442) "The organization adapts to the contingencies it 
faces by arranging the factors it can control into 
an appropriate configuration that it hopes will 
lead to effective performance. " 
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Gordon and Narayanan (1984) The amount of variance explained by Perceived 
Environmental Uncertainty (PEU) alone was so 
low in their results (16-33%), this suggests the 
presence of several other contextual variables 
that influence the characteristics of information 
systems. 
Hofstede (1978) The fundamental problem of extrapolating 
results is that researchers often fail to ask the 
basic 
Khandwalla (1973: 494) Introduces the idea of configuration by saying 
that the "notion that there may be several rather 
than one effective [AIS] design and that whether 
a particular design is appropriate or not depends 
on the context in which the organization 
operates. " 
Khandwalla (1973: 493) "The gestalt or configuration of an organization 
is likely to be a more potent determinant of its 
effectiveness than any of the individual 
components of this configuration. " 
Simons (1987) identifies 5 different types of control systems: 
1. Program management systems 
2. Profit planning systems 
3. Brand revenue systems 
4. Intelligence systems 
5. Human development systems 
only one is used diagnostically, except in times 
of crisis. 
Macintosh (1985: 145) Controls are an important dimension of a wider 
"gestalt" of organizational factors. They must be 
integrated, along with other organizational 
design factors, into a functional whole with 
properties not derivable from the summation of 
the parts. 
Merchant (1981) Results suggest that it might be useful to 
explain budgeting tendencies in terms of more 
aggregate variables, multidimensional clusters 
of variables which can be called archetypes or 
gestalts. 
Otley (1980) The organization adapts to the contingencies it 
faces by arranging the factors it can control into 
an appropriate configuration that it hopes will 
lead to effective performance 
Simons (1990) Strategic archetypes offer little insight into ho\% 
management control systems might be dcs vncd 
in different strategic situations 
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Sutherland (1974) Four structural archetypes are defined to which 
there corresponds four ideal control systems: 
1. the primitive system; 
2. the strict bureaucracy; 
3. competitive, commercial; 
4. professional, creative. 
Waterhouse & Tiessen (1978) The contingency approach to organizational 
research on MACS variables offers great 
potential for MACS and organizational 
researchers alike. One of the most notable 
products has been a realisation of the 
importance of taxonomic schemes for theory 
development. 
Williams, Macintosh & Moore (1990) The major impediment in the past decade to 
progress in organizational theory based 
management accounting and control research 
has been the inability to articulate an 
appropriate matching of specific configurations 
of accounting systems with configurations of 
organizational contextual properties and 
performance attributes. 
Table 2: Support for a configurational perspective in the management control systems 
literature 
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Management Accounting Control Systems and 
Organizational Adaptation 
There is also some evidence to support the hypothesis that internal information systems, in 
particular the Accounting Information System (AIS), can be used to support and reinforce 
macro level organizational change, i. e. the literature promotes the idea of a link between 
organizational transition and management accounting control system (MACS) design. 
Gordon and Miller (1976) outline how AIS design can be used as a change agent to 
improve organizational performance. 
Simons (1990) believes that management control systems can alter patterns in 
organizational activity and hence bring about change. 
The opposite view is held by Gray (1990) who states that management control systems 
can create inertia within organizations. This argument is similar in many ways to that 
developed by Miller (1990,1992) in The Icarus Paradox, who suggests that the circumstances 
which lead to organizational prosperity could well be the same set as those which then lead on 
to organizational decline. The success of previous strategies engenders belief in the continued 
success of the same formula, often irrespective of changes in context. Information systems can 
therefore create resistance to change in their own right. 
Janis (1989) also notes the presence of inertia within senior management teams at the 
System 5 level. 
"Policies once set in motion tend to go on and on, without much regard, at 
times, for changes in the circumstances that first occasioned them. In part, 
this is related to the need for agreement; the best way to maintain a consensus 
is not to disturb it ... 
[leave] well enough alone until some drastic change 
occurs in their environment which sharply challenges the wisdom and 
feasibility of the previous course of action. " (Janis, 1989: 146) 
Hedberg and Jonsson (1978) have developed a theoretical model which specifically aims to take 
the security out of information systems in order to ensure adaptation to prevailing 
environmental circumstances. When viewed as closed entities, information systems filter out 
conflict, ambiguity and uncertainty. Organizations require the balance of a System 3 (internal 
information function) and a System 4 (external information function) in order to remain viable. 
The Hedberg et al. (1978) paper develops a framework for matching information systems with 
suitable contexts and introducing planned confusion. 
Kaplan (1988) gives an example of what can happen if the management accounting 
control systems fails to adapt to environmental changes, becoming anachronistic and irrelevant 
as a result. 
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"If we examine closely the examples that are given in cost accounting 
textbooks and used frequently in business we will find that they are simply the 
wrong measures. They move the company in the wrong direction, reward 
managers for damaging the business and provide no incentive for 
improvement. The best we can do is to switch them off, just stop doing them. " 
(Kaplan, 1988: 61) 
Ansari (1979) Open systems theory and budgetary control 
Birnberg et at (1983) The accounting information systems is not 
neutral; also behavioural implications 
Kaplan (1988) Inertia in traditional accounting techniques 
Janis (1989) Inertia in policy-making 
Gordon & Miller (1976) Accounting information systems can act as an 
agent of change to facilitate organizational 
performance 
Gordon & Narayanan (1984) Use accounting information systems as an 
impetus for changes in organizational structure 
Hedberg & Jonsson (1978) Theoretical paper suggesting the need to take the 
security out of information systems to enable 
them to adapt to prevailing environmental 
conditions. As organizations travel in changing 
environments, fit is indeed a dynamic concept. 
Simons (1990) Management accounting control systems are the 
formalised procedures and systems that use 
information to maintain or alter patterns in 
organizational activity (i. e. bring about change) 
Waterhouse & Tiessen (1978) Inertia created by formal procedures and 
standards reduces ability to adapt to 
environmental circumstances 
Table 3: Transition references in the management control systems literature 
Research focus and theoretical foundations 
The research activity presented here is founded on the work carried out by Danny Miller in 
conjunction with Peter Friesen (1984) and L. A. Gordon (1976). Gordon and Miller (1976) 
outlined a proposed relationship between management accounting control system (MACS) 
variables and environmental factors and were pioneers in this field. Their paper suggests the 
possibility that "the designer of an A. I. S. may have only to focus on a few select variables from 
which a host of peripheral factors generally follow" (1976: 65) thereby identifying the potential 
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for configurations or archetypes amongst organizational control systems and a possible link 
between the organisational context and MACS design. This chapter seeks to investigate this 
relationship by identifying MACS configurations from empirical data collected during the 
research visits and to test the similarities between the clusters identified in Chapter One and 
those derived here. 
In Otley (1980), it is suggested that an initial research strategy might be to attempt to identify 
those combinations of controls that appear to be particularly suited to certain circumstances. 
Otley states that "it is evident that the same contingent variables that are relevant to 
organizational design are likely to be important in management accounting. " (1980: 423) 
Govindarajan and Gupta (1985) believe that the near absence of empirical studies on the role 
played by control systems in implementing business unit level strategies presents a significant 
research opportunity. They use Miles and Snow's typologies to differentiate between 
management accounting and control systems in two instances; the first involves firms pursuing 
a "harvest" strategy, the second, those in pursuit of a "build" strategy (Miles and Snow, 1978). 
A similar distinction is made in Gupta and Govindarajan (1984a; 1984b). 
In Simons (1990), case study material is used to link control systems with strategy and 
environmental uncertainty. Also adopting the Miles and Snow (1978) classification system, he 
found that Prospectors generally use a lot of forecast data, set tight budget goals, monitor 
inputs carefully and emphasize frequent reporting with uniform control systems. Defenders, by 
contrast, use planning and budgeting less intensively. Although empirically-derived 
organizational taxonomies are used in this chapter in preference to Miles and Snow's strategic 
typologies, the purpose of the research activity is not unsimilar to that of Simons (1987). The 
emphasis is, however, quite different since the author concentrates on empirically deriving 
control system taxonomies for particular organizational archetypes rather than providing 
descriptive analysis via limited case study material. The literature in the field provides support 
for this objective. 
The importance of taxonomic schemes for theory development has been acknowledged by 
Waterhouse and Tiessen (1978) as offering great potential for MACS and organizational 
researchers alike. 
Merchant (1981) acknowledges the usefulness of explaining MACS characteristics in 
terms of aggregate variables, i. e. multidimensional clusters of variables, archetypes or gestalts. 
Williams et al. (1990) state that the major impediment in the past decade to progress in 
organizational theory based management accounting and control research has been the inability 
to articulate an appropriate matching of specific configurations of organizational contextual 
properties and performance attnbutes. 
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The thesis attempts to bridge this gap by studying the links between organizational taxonomies 
and individual elements of the Viable System Model. 
Chapter Four looks at the links between organisational configuration at the macro 
level and information processing at System 3. This has been defined in terms of management 
accounting control systems or accounting information systems, since the aggregate data that is 
collected and filtered here for use at System 5 is predominantly financial in nature (although 
some non-financial indicators are used e. g. yield, quality measures). 
Chapter Five will go on to consider the links between organisational taxonomies and 
the System 4 function, i. e. the environmental/organisational interface. 
Finally, Chapter Six will research the links between the organisational archetype and 
the strategy-making function at System 5. 
The research attempts to determine whether information processing systems are a 
product of their organizational context (defined in terms of empirical taxonomies). 
Research Design 
This chapter is designed to determine the nature and extent of differences in the information 
and control systems of firms which correspond to different organizational configurations 
(empirically derived taxonomies). Thus the relationship between two classes of variables - 
control system attributes (the System 3 function) and organizational configuration - forms the 
principle focus. 
Management accounting control system attributes (MACS) 
In this study, management accounting control systems (MACS) refer to formalised procedures, 
and systems that use information to maintain or alter patterns in organizational activity. 
Within the domain of interest implied by this definition are financial planning systems, 
reporting systems and monitoring procedures which are based on internal information; excluded 
from the analysis are informal control mechanisms such as social and cultural control (Jaeger, 
1983; Ouchi and Maguire, 1975; Ouchi, 1979) 
Organizational configuration 
see Chapter One of this thesis for more information on the use of a configurational approach to 
organization theory. 
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Research objectives and hypotheses 
This study is designed to investigate which specific attributes of control system design might 
differ with a firm's configuration at the macro organizational level. Since theory in this area is 
not well developed, it is premature to specify a priori how accounting control systems are 
expected to differ according to the configuration. We shall begin by stating our hypothesis in 
the null form. 
Ho: (Null form) Control system attributes do not differ between different organizational 
archetypes. 
Research objectives 
" To validate the relationship between the management accounting information 
systems and the organisation as a separate entity conceptualised in the Viable 
System Model. 
" To empirically derive taxonomic classifications for System 3 clusters. 
" To compare the management accounting and control systems clusters with those 
identified at the organisational level of analysis. 
" To ascertain if there is a link between the information processing functions taken 
individually and the organisation as a whole. If this link does exist, to determine 
whether it is direct or indirect. 
" To ascertain if synergy is present at the macro organisational level of analysis, i. e. 
is the organisational configuration greater than the sum of the individual 
information processing states? 
Method 
Variables used 
The contingency theorists tended to adopt measures that were cross-sectional in nature, i. e. 
taken at a particular snapshot in time. As a consequence, their variables tend to be rather 
abstract, i. e. removed from organizational realities, and the measurement of them is very 
general in nature. In response to these criticisms, the author developed three types of measures 
for assessing the accounting information systems (AIS) function; the first is objective in nature 
(assessing the organization on the basis of attribute variables (whether the item was or was not 
present, variables which were then collected as binary data sets); secondly, perceptual-object 
variables (i. e. verifiable elements such as the budgeting process in use), and finally, perceptual- 
attribute variables which are measured using a 7-point Likert-type scale. Examples of these 
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include the perceived level of commitment to budgets and the use of cost control data. 
Although more subjective in nature, they give a better idea of the perceived nature of the 
control systems in use within the firm. 
Data collection 
This chapter tests part of the empirical data that was collected in the semi-structured interview 
sessions which took place during a series of industrial visits to manufacturing firms. The data 
they refer to is contained in the responses to questionnaires 3 and 4, the Accounting 
Information Systems and Finance Questionnaires. There is an important distinction to be made 
here between the questionnaires used in the semi-structured interview sessions and the data sets 
used for analysis and statistical testing. This distinction arises from an inability to statistically 
test open-ended questions. One section of Questionnaire 3 (AIS) focuses on the respondents' 
perceptions of the management accounting control systems (MACS) and constitutes the 
material for the AIS data set (see Appendices for proformas), whereas Questionnaire 4 
(Finance) was only used with Finance directors or financial controllers. Based on more factual 
data, it forms the basis for the ADDS data set. 
Perceptual bias 
The author acknowledges the presence of perceptual bias in the thesis. Ackoff (1971) showed 
that although concrete systems and their environments are objective things, they are also 
subjective insofar as the particular configuration of elements that form both is dictated by the 
interests of the researcher who selects the variables to be measured and assigns scores on the 
basis of a set of subjective defaults. Different observers of the same phenomenon will almost 
inevitably conceptualise them into different systems and environments. 
Perceptual bias is an inevitable result of the use of semi-structured interviews with 
respondents from different functional areas. Sathe (1978) identifies differences in perspective 
between manufacturing and marketing responses (also found in St. John, 1991). Firsthand 
evidence of this can be spotted in the data analysis section of this chapter. Perceptual bias 
must therefore be accepted here, not as an inherent weakness of the thesis, but as an inevitable 
consequence of research studies of this nature. 
The Questionnaires 
Copies of the relevant questionnaires for this chapter, i. e. the Accounting Information System 
(AIS) and Finance questionnaires are available in the Appendices. The data sets, AIS and 
ADDS, are also available as proformas. 
The AIS questionnaire attempts to identify the nature of the management accounting and 
control mechanisms in operation and the importance of both financial and non-financial 
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information within the business. It sets out to identify the types of financial information 
considered important in the organization and the level of behavioural control (either implicit or 
explicit) that is contained therein. The questionnaire was undertaken in semi-structured 
interview sessions with senior management from Finance, Sales/Marketing and Manufacturing. 
Finance respondents were also required to complete the Finance questionnaire, which 
constitutes the basis for the ADDS binary data set. 
The AIS data set 
Not all of the variables measured in the AIS questionnaire were used in this chapter of the 
thesis. The following is a definition of those variables which were used. (These will be 
referred to hereafter as the AIS data set. ) The variables are based on the factors identified by 
Simons (1987). 
tightness of budget control 
extent to which meeting tight budget targets is emphasized 
commitment to budgets 
level of apparent obligation to achieving budget targets 
external scanning 
the extent to which data on external events are included in control information 
monitoring of results 
extent to which managers monitor interperiod budget and performance results 
the use of cost control data 
extent to which cost analysis techniques and controls are used (also used in Govindarajan and 
Gupta, 1985, and Gupta and Govindarajan, 1984a; 1984b) 
the use of forecast data 
the extent to which forecast data is included in control reports 
the extent to which goals relate to output measures 
knowledge and importance of factors related to product output 
the use of formula based remuneration 
extent to which bonus remuneration is established by formula based on achieving budget 
targets rather than discretionary - associated with lack of extraneous data in control reports 
(also used in Govindarajan and Gupta, 1985) 
tailoring of control systems 
the extent to which control systems are tailored to departmental circumstances and needs - 
associated with high level of detail in control reports. 
the degree of changeability within the control systems 
frequency of change in control systems and importance of employing informal 
communication to transmit control information 
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The ADDS data set (Finance questionnaire) 
The ADDS data set identified the existence or absence of the following: 
Cost centres; Profit centres; Investment centres; Transfer Pricing; Statistical Quality 
Control; Variance Analysis; Formal personnel appraisal; Cost control; Flexible 
budgeting; IRR; NPV; payback period; accounting rate of return; strategic plans; 
Activity Based Costing; Throughput Accounting; Standard Costing; Discounted Cash 
Flow; Net Present Value. 
This questionnaire contains a more objective set of variables which identifies the presence or 
absence of particular control system attributes e. g. does the firm use Activity-Based Costing, 
Throughput Accounting or Internal Rate of Return? The questionnaire seeks to assess the 
sophistication of the financial measurement and evaluation techniques in use at the firm. 
Data sample 
Since the size of a firm has been shown to affect the way in which control systems are utilised 
(Merchant, 1981; Bruns & Waterhouse, 1975), the study controlled for size (both in terms of 
number of personnel and sales value - see Chapter One for further details). The findings 
reported here are not generic and will not be valid for firms outside of the parameters stated. 
BELOW 
(1-3) 
AVERAGE 
(4) 
ABOVE 
(5-7) 
SYSTEM 3 MEASURES 
tightness of budget control 3 6 32 
commitment to budgets 2 5 35 
monitoring of results 2 5 37 
use of cost control data 10 7 27 
use of forecast data 16 8 20 
goals related to output 5 11 27 
use of bonus payments 12 5 26 
tailoring of M. C. S. 12 6 25 
changeability of M. CS. 12 14 16 
Figure 1: Description of the data sample - Results from the Accounting Information 
Systems Questionnaire 
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The tables "Description of the data sample: Results from Accounting Information Systems 
Questionnaire" and "Description of the data sample: Results from the Finance Questionnaire" 
give some general information about the range of scores obtained across the data sample. 
Because of the presence of a large number of S1A firms in the data sample, a skewed rather 
than normally distributed population was anticipated. 
YES NO 
COST CENTRES 16 0 
PROFIT CENTRES 12 4 
INVESTMENT CENTRES 5 11 
TRANSFER PRICING 8 8 
SQC/SPC 9 5 
VARIANCE ANALYSIS 14 2 
FORMAL APPRAISAL SYSTEM 9 7 
COST CONTROL 14 2 
FLEXIBLE BUDGETING 7 9 
CAPITAL BUDGETING 
IRR 11 5 
NPV 10 6 
PAYBACK PERIOD 14 2 
ARR 3 12 
STRATEGIC PLANNING 11 3 
ABC 4 12 
THROUGHPUT ACCOUNTING 2 13 
STANDARD COSTING 10 6 
DISCOUNTED CASH FLOW 9 7 
Figure 2: Description of the data sample - Results from the Finance Questionnaire 
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Data Analysis 
In forming taxonomies of management accounting and control systems, we are interested in 
categorizing the combinations and interactions of MACS subcomponents and variables. While 
there are a number of multivariate techniques which can be used to form such groups (e. g. 
factor analysis, multi-dimensional scaling etc. ), cluster analysis, a technique which was 
designed specifically for the purpose, was chosen. 
Cluster analysis consists of a family of algorithms all designed to identify similar objects, and 
classify them into various groups or clusters. Essentially, a cluster consists of variables or 
objects that correlate highly with one another and have comparatively low correlations with 
variables or objects in other clusters. Clustering techniques can be used to separate variables 
into one or more natural clusters, such that, within any one cluster, the points are relatively 
close together, with few points lying between clusters. Cluster analysis therefore provides an 
algorithm which imposes a classification system or structure on data when detection by other 
techniques, e. g. eyeballing graphical data would be highly subjective, if not totally impossible. 
Owing to the diverse nature of clustering techniques available, no common set of assumptions 
has been established to govern the whole family of cluster algorithms. The underlying 
assumptions rest on the clustering method employed and the choice of proximity measure that 
is used to determine the similarity between the various entities. 
Because of this, clustering algorithms are extremely sensitive to the type and quality of data 
used. It is often the case (as in the results for the ADDS data set) that two different algorithms 
will yield different solutions or groupings when applied to the same data, particularly when 
there exists substantial "noise" in the data. 
Research Methodology for the AIS data set 
A series of cluster analyses (numerous methods and measures) were carried out on the raw data 
scores from the responses to the AIS questionnaire (n=45). This enabled the author to identify 
a set of configurations defined by their management accounting and control system properties 
alone. Once obtained from statistical analyses these could then be compared with the clusters 
obtained from analysis of the Miller 31 variable questionnaire (Chapter 1) and hence the links 
(if any) between configuration at the macro organizational level and the System 3 (internal 
information system level) could be ascertained by comparison. 
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Research Methodology for the ADDS data set (Finance questionnaire) 
The PROXIMITIES command was used to obtain correlation matrices for use in CLUSTER 
analyses in the SPSSX statistics package. PROXIMITIES was used since it is particularly 
applicable to binary data, and this was predominantly the type of data collected in the Finance 
questionnaire. As different binary measures emphasized different aspects of the relation 
between sets of binary values, a selection of measures was calculated. These measures are 
briefly described below. Each has two optional integer-valued parameters, p (present) and np 
(not present). PROXIMITIES calculates all binary measures from the values a, b, c, d. These 
values are tallies across variables when the items are cases. Matches are joint presences (value 
a in the contingency tables) or joint absences (value d). Nonmatches are equal in value to b 
plus value c. Matching coefficients, conditional probabilities and predictability measures were 
computed for the data set ADDS. The matrices which were created using this command were 
saved as out files and used in CLUSTER analyses. The resulting clusters were compared with 
those already obtained from the MILLER data set and the AIS questionnaire in order to see if 
the same clusters appeared with any degree of regularity, suggesting much greater connections 
between organizational variables and internal information systems (particularly those 
concerned with measurement and control) than was previously thought. 
A whole series of proximity measures were used in order to see what difference different 
assumptions about the underlying data set would make to the output. The author did not want 
to limit the scope and potential of the research by making any assumptions at this stage about 
the relationship between the clusters derived here and those identified elsewhere, hence a wide 
range of proximity measures were adopted. The resulting data was fed into a set of cluster 
analysis programs which were run using several clustering methods (Waverage, Baverage, 
Complete, and Ward) with two different clustering measures (Seuclid and Block). 
The following is a list of the measures used and their formulae: 
sM(x, y)= 
(a+d) 
(a+b+c+d) 
SM (p, np) is the Simple matching similarity measure. This is the ratio of the number of 
matches to total number of items. It has a monotonic relation to SS1 and RT coefficients, and 
has a range from 0 to 1. 
SS1(x, y)= 
2(a+d) 
2(a+d)+b+c 
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SS 1 (p, np) is the Sokal and Sheath similarity measure 1. It has a range from 0 to 1. 
SS3(x, y)= 
a+ d 
b+c 
SS3 (p, np) is the Sokal and Sheath similarity measure 3. It has a range from 0 to no upper 
limit and is a similarity measure. 
Conditional probabilities 
Hamann(x, y)- 
(a+d)-(b+c) 
a+b+c+d 
The Hamann similarity measure. This measures the probability that a characteristic has the 
same state in both items (present in both or absent from both) minus the probability that a 
characteristic has different states in the two items (present in one and absent from the other). It 
has a range of -I to +1. 
Predictability measures 
_ 
ad- be Y x'ýý Vad + be 
Yule's Y coefficient of colligation (similarity). This is a function of the cross ratio for a 2x2 
table. It has a range of -1 to +1. 
Q(x, y) = 
ad-be 
ad+bc 
Yule's Q similarity. This is the 2x2 version of the Goodman and Kruskal's ordinal measure 
gamma. Like Yule's Y, Q is a function of the cross ration for a 2x2 table and has a range of -1 
to +1. 
Other binary measures 
SS 5(x, y) = 
ad 
(a+b)(a+c)(b+d)(c+d) 
Sokal and Sneath similarity measure 5, with range 0 to 1. 
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PHI x ad - 
be 
(a+b)(a+c)(b+d)(c+d) 
The fourfold point correlation (similarity). This is the binary form of the Pearson product- 
moment correlation coefficient. Phi ranges from 0 to 1. 
DISPER(x' y) 
ad-bc 
(a+b+c+d)2 
The dispersion similarity measure ranges from -1 to +1. 
VARIANCE (x' _b+c y) 4(a+b+c+d) 
The variance dissimilarity measure. This measure has a minimum value of 0 and no upper 
limit. 
Results 
The clusters obtained from the statistical testing are contained in the following tables. Only a 
few examples of the ADDS clusters have been included. The missing cluster tables are 
included in the Appendices for reference purposes. 
Chapter 4: Internal Control Systems - The System 3 Function in Configuration 4-24 
OUTPUT I OUTPUT 2 OUTPUT 3 OUTPUT 4 S(a)F(x)/T(x) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE BA VERA GE COMPLETE WARD 
MISSING INCLUDE INCLUDE INCLUDE INCLUDE 
PEKTRON 1 1 1 1 S IATT8 
BARWORTH 2 5 5 4 S1A/T9 
PARMEKO 3 4 4 2 hybrid 
S1 AlT2 
ELEQUIP 2 2 3 3 F4/T8 
DRUCK 3 5 4 H S1A/T2 
FARR 2 5 5 4 F4/T8 hybrid 
BRAKE 2 5 4 4 S IA/T8 
METTLER 3 3 2 1 S 1A/T2 
CROSBY 3 4 4 2 SIAM 
BESTOBELL 2 5 5 4 S IA/hybrid 
T8 
AVERY 3 5 4 2 S 1A/T2 
DESFORD 3 5 4 H S1AIT8 
E& R 3 5 4 H hybrid 
SIA/T2 
FIRTH 3 5 5 4 hybridlT2 
CALAIR 3 5 5 4 S1 A/T2 
CALAIR 3 5 5 4 S1 AIT2 
Figure 3: Clusters identified from analysis of the MACS questionnaire (missing=include; 
measure=seuclid; method=various) 
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OUTPUT 5 OUTPUT 6 OUTPUT 7 F(x)S(i)/T(i) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WA VERAGE BA VERAGE COMPLETE 
MISSING 12VCL UDE INCLUDE INCLUDE 
PEKTRON 1 1 1 S IA/T8 
BARWORTH 3 4 4 S1AiT9 
PARMEKO 2 4 4 hybrid S1A/T2 
ELEQUIP 3* 2 3 F4/T8 
DRUCK 2 4 4 SIAM 
FARR 3 4 4 F41T8 hybrid 
BRAKE 3 4 4 SIAM 
METTLER 3 3 2 S1 A/T2 
CROSBY 2 4 4 S 1A/T8 
BESTOBELL 3* 4 4 S IA/hybrid T8 
AVERY 2 4 4 S1 A/T2 
DESFORD H 4 4 S1 A/T8 
E& R 2 4 4 hybrid S 1A/T2 
FIRTH 3 4 4 hybrid/T2 
CALAIR 3 4 4 SI AMT2 
CALAIR 3 4 4 S1 A/T2 
Figure 4: Clusters identified from analysis of the MACS questionnaire (missing=include; 
measure=block; method=various) 
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OUTPUT 1 OUTPUT 2 OUTPUT 3 OUTPUT 4 S(x)F(x)/T(x) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE BA VERA GE COMPLETE WARD 
MISSING LISTWISE LISTWISE LISTWISE LISTWISE 
PEKTRON N/A N/A N/A N/A SIA/T8 
BARWORTH 3 3 3 H S1A/T9 
PARMEKO 2 2 1 2 hybrid 
S1 AIT2 
ELEQUIP N/A N/A N/A N/A F4/T8 
DRUCK 2 2 1 H SI AJT2 
FARR 3 3 3 1 F4/T8 hybrid 
BRAKE 3(*) 3* 1 1 S1A/T8 
METTLER 3* 1 2 1 SIAIT2 
CROSBY 2 2 1 2 S1A/T8 
BESTOBELL 3* 3* 3 1 SI A/hybrid 
T8 
AVERY 1 2 1 3 S1 A/T2 
DESFORD 1 2 1 3 S1A/T8 
E& R 1 2 1 H hybrid 
Si A/T2 
FIRTH 1 3 3 3 hybrid/T2 
CALAIR 1 2 3 3 S1 A/T2 
CALAIR 1 2 3 3 S1 A/T2 
Figure 5: Clusters identified from analysis of the MACS questionnaire (missing=listwise; 
measure=seuclid; method=various) 
Chapter 4: Internal Control Systems - The System 3 Function in Configuration 4-27 
OUTPUT 5 OUTPUT 6 OUTPUT 7 F(x)S(x)/T(x) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WA VERA GE BADERAGE COMPLETE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON N/A N/A N/A S1 A/T8 
BARWORTH 3 3 3 SIAJT9 
PARMEKO 2 2 2 hybrid S1A/T2 
ELEQUIP N/A N/A N/A F4/T8 
DRUCK 2 2 2 S1 A/T2 
FARR 3 3 3 F4/T8 hybrid 
BRAKE 3 3 3 S1 A/T8 
METTLER 3(*) 1 1 SIA/T2 
CROSBY H 2 2 S 1A/T8 
BESTOBELL 3* 3 3 SIA/hybrid T8 
AVERY 1 2 2 S IA/T2 
DESFORD H 2 H S IAJT8 
E& R H 2 2 hybrid S 1A/T2 
FIRTH 3 3 3 hybrid/T2 
CALAIR 3 3 3 S1 A/T2 
CALAIR 3 3 3 S1 A/T2 
Figure 6: Clusters identified from analysis of the MACS questionnaire (missing=listwise; 
measure=block; method=various) 
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OUTPUT I OUTPUT 2 OUTPUT 3 OUTPUT 4 S(x)F(x)/T(x) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE BA VERA GE COMPLETE WARD 
PROXIMITY 
MEASURES 
SM; 
HAMANN; 
SSI; 
VARIANCE; 
SM; 
HAMANN, - 
SS]; 
VARIANCE; 
SM; 
HAMANN, " 
SS]; 
VARIANCE; 
SM,; 
HAMANN, " 
SS]; 
VARIANCE; 
PEKTRON 1 1 1 3 S1 A/T8 
BARWORTH 1 1 1 3 S IA/T9 
PARMEKO 2 2 2 3* hybrid 
S1 A/T2 
ELEQUIP 2 2 2 3* F4/T8 
DRUCK 3 3 2 1 S 1A/T2 
FARR 3 3 3 1 F4/T8 hybrid 
BRAKE 3 3 3 1 SIA/T8 
METTLER 3 3 3 1 SIA/T2 
CROSBY 3 3 3 1 S1 A/T8 
BESTOBELL 3* 3* 3* 2 SIAlhybrid 
T8 
AVERY 3* 3* 3* 2 S1A/T2 
DESFORD 3* 3* 3* 2 S1ATT8 
E&R 3* 3* 3* 2 hybrid 
S1 A/T2 
FIRTH 3* 3* 3* 2 hybrid/T2 
CALAIR 3* 3* 3* 2 S1 A/T2 
CALAIR 3* 3* 3* 2 S1A/T2 
Figure 7: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measures=SM, Hamann, SS1 and Variance; measure=seuclid; method=various) 
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OUTPUT 5 OUTPUT 6 OUTPUT 7 F(x)S(x)/T(x) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WAVERAGE BAVERAGE COMPLETE 
PROXIMITY 
MEASURES 
SM,; 
HAvMANN; 
SSI; 
VARIANCE; 
SM,; 
HAMANN; 
SSl; 
VARIANCE; 
SM; 
HAMANN; 
SS]; 
VARIANCE; 
PEKTRON 1 1 1 S1 AJT8 
BARWORTH 1 1 1 S IA/T9 
PARMEKO 2 2 2 hybrid SIA/T2 
ELEQUIP 2 2 2 F4/T8 
DRUCK 3 3 2 S 1A/T2 
FARR 3 3 3 F4/T8 hybrid 
BRAKE 3 3 3 S 1A/T8 
METTLER 3 3 3 S1 A/T2 
CROSBY 3 3 3 S1 A/T8 
BESTOBELL 3* 3* 3* SIA/hybrid T8 
AVERY 3* 3* 3* S1A/T2 
DESFORD 3* 3* 3* S IA/T8 
E&R 3* 3* 3* hybrid SIA/T2 
FIRTH 3* 3* 3* hybrid/T2 
CALAIR 3* 3* 3* SI A/T2 
CALAIR 3* 3* 3* S1A/T2 
Figure 8: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measures=SM, Hamann, SSI and Variance; measure=block; method=various) 
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Interpretation of the cluster analyses 
The cluster analysis in each case has been taken to the 4th hierarchical level of analysis. In any 
one column, a1 refers to the first distinct cluster to appear in that particular test, a2 to the 
next distinct cluster and so on. 3* refers to the 4th cluster that emerges from the analysis at the 
4th level of hierarchical clustering. It is a subset of Cluster 3 in most instances. 
N. B. A "1" in any column is not directly comparable with a "1" in any other column except as 
a means of identifying which cluster was the most distinct for any particular test configuration. 
Taxonomies of management accounting and control systems 
The following charts are a graphical representation of the properties of each of the four clusters 
derived from the AIS data set (measure=seuclid; method=waverage; missing=include and 
missing=listwise deletion of cases). N. B. Waverage, Seuclid and Listwise was the 
configuration adopted in Chapter One as the default. 
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MISSING=LISTWISE AIS 1 AIS 2 AIS 3 AIS 4 
Tightness of budget control U 7 7 7 7 
L 4 2 4 5 
M 6 6 6 6 
Commitment to budgets U 7 7 7 6 
L 3 4 3 4 
M 6 7 6 6 
External Scanning U 7 6 6 7 
L 2 3 2 2 
M 4 6 3 5 
Monitoring of results U 7 7 7 7 
L 5 5 3 4 
M 7 7 6 5 
Cost control U 7 7 6 7 
L 3 2 3 3 
M 6 4 5 5 
Use of forecast data U 7 5 6 4 
L 2 3 3 2 
M 5 4 4 2 
Goals related to output measures U 7 6 7 7 
L 3 2 2 3 
M 5 4 4 6 
Reporting frequency U 3 3 3 3 
L 2 2 2 3 
M 3 3 3 3 
Use of formula based pay scales U 7 2 7 7 
L 2 1 5 5 
M 5 1 5 6 
Tailoring of MCS U 7 7 4 7 
L 4 3 2 2 
M 5 6 2 5 
Changeability of MCS U 7 7 2 4 
L 4 3 2 2 
M 6 6 2 4 
U and L are upper region boundaries; 
M is the modal score pattern 
Figure 9: Score Ranges of Management Accounting and Control System Archetypes 
(listwise deletion of missing cases) 
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MISSING=INCLUDE AIS 1 AIS 2 AIS 3 AIS 4 
Tightness of budget control U 7 3 7 7 
L 4 1 4 4 
M 6 2 6 6 
Commitment to budgets U 7 5 6 7 
L 3 4 3 5 
M 7 5 6 7 
External Scanning U 7 6 7 6 
L 2 4 2 2 
M 6 6 4 4 
Monitoring of results U 7 7 7 7 
L 4 5 4 3 
M 7 5 6 6 
Cost control U 7 3 7 6 
L 2 2 3 3 
M 6 3 5 5 
Use of forecast data U 7 5 4 6 
L 2 3 2 4 
M 5 3 2 5 
Goals related to output measures U 7 7 7 7 
L 2 4 2 4 
M 4 4 6 7 
Reporting frequency U 3 3 3 3 
L 2 3 3 2 
M 3 3 3 3 
Use of formula based pay scales U 7 3 7 7 
L 1 2 5 2 
M 5 2 6 5 
Tailoring of MCS U 7 6 7 4 
L 3 2 2 2 
M 7 6 5 2 
Changeability of MCS U 7 5 4 2 
L 4 3 2 2 
M 6 4 4 2 
U and L are upper region boundaries; 
M is the modal score pattern 
Figure 11: Score Ranges of Management Accounting and Control System Archetypes 
(missing cases included) 
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Analysis 
The results of three comparisons will be presented. 
1. Miller clusters and AIS clusters 
2. Miller clusters and ADDS clusters 
3. AIS and ADDS data set clusters 
1. Comparison between the AIS clusters and the Miller clusters 
There was some correlation between the two sets of clusters, but this was far less extensive 
than originally thought. Interestingly, the large subset represented by Cluster 4 in Output 6 and 
Output 7 (Baverage/Block and Complete/Block) in the AIS data set is reminiscent of the huge 
subset of S IA archetypes identified in the original analysis of the Miller data (Centroid, Single 
and Median methods). Can we assume from this that information systems tend to be less 
differentiated than organizational systems? This may be due to a discrepancy which results 
from the fact that the two data sets seek to measure attributes of systems which are at different 
levels in the systems hierarchy. Whereas information systems are at level 3, social 
organizations are at level 8. It is therefore impossible to model the latter by using the former as 
the level of complexity can only be imperfectly captured (Boulding, 1956). 
If we look at Output 6 and 7 on the Management Control System Chart, we can see that 13 of 
the 16 responses cluster into the same group with three outliers, Pektron, Elequip and Mettler. 
If we examine the context in which these firms exist, there are clear reasons for this. 
Pektron Family owned and managed. No formal control mechanisms or 
measurement systems, e. g. no costing, budgeting etc. in place. Certainly one 
of a kind within the sample of firms. 
Elequip Externally ownedd, stock market quoted. Rigid reporting structure and set of 
financial targets/ratios however unsuitable (often more related to the parent 
company's retail interests e. g. sales per square foot than to a manufacturing 
company). Internal measurement and control was dictated by the Financial 
Control (Goold and Campbell, 1987) used by the holding company to 
maintain overall control. 
Mettler Two accounting systems were in place due to the merger of two companies. 
A third was currently being developed in-house, a design capability few of 
the other firms really had access to. The firm had recently switched from US 
Chapter 4: Internal Control Systems - The System 3 Function in Configuration 4-36 
to Swiss ownership with a change in emphasis away from Financial Control 
towards Strategic Planning. This was causing a great deal of confusion. 
2. Comparison between the ADDS clusters and the MILLER clusters 
The clusters obtained from four of the programs had very similar results (see output on SM, 
SS 1, Hamann and Variance). These identified 3/4 clusters within the data, but the clusters did 
not correspond with those identified in the Miller data set. As there were many different 
measures to compare with many different methods, like for like were used in the comparisons. 
Overall, there was very little correlation between the results of this set of cluster analyses and 
those derived from the Miller data. Only one cluster showed any real sign of similarity across 
the two data sets and that was the cluster from Bestobell through Calair which was populated 
primarily by S IA/T2s. 
Comparisons with the other similarity measures did not prove to be any more fruitful. There is 
little reason on the basis of these results to believe that the ADDS data clusters on the basis of 
organizational configuration or transition state. There are several possible reasons for this lack 
of similarity. 
Information systems, particularly in smaller firms, are likely to be bought "off the 
shelf' rather than designed in-house. They may not therefore reflect the 
characteristics of an "ideal" accounting information system. Interestingly this fact 
was corroborated by the fact that many of the firms visited were in the process of 
revamping their computer systems because they felt that existing information 
systems failed to meet their particular needs. If the information system 
characteristics had reflected the organizational attributes of the business, one can 
only hypothesize that they might have been more relevant, useful etc. 
2. Control systems may not be determined in-house at the Strategic Business Unit 
(SBU) level but may be determined at corporate level. In which case, the data 
obtained will not necessarily reflect the configuration of the SBU, but may 
actually reflect the organizational attributes of the holding company. 
3. In non-independent firms, the type of control used by the parent company (either 
Strategic Planning, Strategic Control or Financial Control, see Goold and 
Campbell, (1987)) may affect the nature of the control systems in operation. This 
aspect was not controlled for in the empirical data collection phase. 
Chapter 4: Internal Control Systems - The System 3 Function in Configuration 4-37 
Discussion of findings 
The results do not suggest any substantial similarities between the clusters identified in the 
ADDS and Miller data sets. There appear to be additional factors which are not covered by 
Miller's 3 categories i. e. strategy, structure and environment, e. g. ownership and control 
(external versus internal) which determine financial information system clusters. These have 
not been included in the analysis and yet the author believes that they may play an important 
role in determining the nature of the control and performance measurement systems in use. 
3. Comparison between the ADDS clusters and the AIS clusters 
Comparisons between the results of the AIS questionnaire and the ADDS data showed more 
similarity in the clusters which were derived. Average Linkage (Within Group; measure = 
seuclid) with an ADDS correlation matrix based on the proximity measures SM, SSI, SS3, 
Hamann, and Variance, and Ward's method (measure=seuclid) with an ADDS correlation 
matrix based on DISPER, SM, SS 1, Variance and Hamann gave satisfactory results in terms 
of similarity between the two sets of clusters. There were clear indications of similarity 
between some of the resulting clusters, but by no means were they the same for all methods and 
measures. The most intuitively promising clusters are described below: 
Cluster 1, which was inhabited by Barworth and Pektron, remained significant until 
the 8th level of hierarchical clustering. 
Cluster 2, inhabited by Parmeko and Elequip (also by Druck when method=complete) 
clustered until level 5. 
Cluster 3, inhabited by Farr, Brake, Mettler, Crosby (and Druck? ) had fairly mixed 
results. Crosby was also contained within the AIS cluster although it should not 
theoretically have been there according to the ADDS cluster. (N. B. In the SS5 
analysis, Crosby did not fall into this cluster, and this was more satisfactory. ) 
Cluster 4, inhabited by Bestobell, Avery, Desford, E&R, Firth and Calair, showed a 
fairly high degree of correlation across the two sets of clusters, although Bestobell and 
some of the E&R respondents remained outside the AIS cluster identified. 
Once again, the results were somewhat mixed. In some cases, the problem was due to multiple 
respondents within a firm, especially when each functional response fell into different 
identifiable clusters. In some cases, the respondent used from sales and marketing gave a 
completely different set of responses to those from the manufacturing or finance functions' 
1A problem encountered earlier in the Miller data set of responses. 
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The perceptual bias due to functional affiliation has been identified elsewhere by St John 
(1991), Hrebiniak and Joyce (1984), Skinner (1986) and Shapiro (1977) and has not been 
overlooked in the analysis here. 
The difference in perspective between the ADDS questionnaire, which clusters the accounting 
information system on the basis of relatively objective attributes, and the AIS questionnaire, 
which clusters on the basis of more subjective perceptual-attribute variables (and is therefore 
more akin to the Miller questionnaire, which is itself subjective), can therefore be used as a 
measure of perceptual bias. The fact that the clusters are not more similar suggests a 
reasonably high level of perceptual bias which could be due to psychological and sociological 
aspects of the information systems in use, i. e. the perceptual questionnaire identifies what 
employees see as the behavioural requirements of the accounting information systems data (i. e. 
budgets are tight and you must remain within them; there is a great deal of importance attached 
to cost control - neglect costs at your peril etc. ) rather than the actual physical attributes of that 
system (e. g. ABC used instead of standard costing; profit centres in use, but not investment 
centres etc. ) 
Factor Analysis 
Finally, factor analysis was performed on the AIS data set to try to identify a finite set of 
management accounting and control system factors which might provide the information 
system designer with a preliminary set of design criteria. After an examination of factor 
solutions with eigenvalues > 0.9, four factors were retained which accounted for 70.3% of the 
variance. To improve interpretability, the factor solution was rotated using the varimax 
orthogonal method (Green, 1978: 377); the resulting factor loadings and percentage of variance 
explained by each of the factors is shown in Figure 13. 
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Loading Percentage of variance 
explained 
FACTOR I 
Adaptability 29.0 
Tailoring of MCS 0.89138 
Changeability of MCS 0.84180 
External Scanning 0.61968 
Bonus remuneration (0.46791) 
FACTOR 2 
Standardisation 22.4 
Use of cost control 0.76982 
Tightness of budget control 0.73198 
Monitoring of results 0.68916 
FACTOR 3 
Introversion 9.7 
External Scanning (0.46636) 
Bonus remuneration 0.45770 
Goals related to output targets 0.86275 
FACTOR 4 
Degree of certainty 9.3 
Use of forecast data 0.84798 
Commitment to budgets 0.62425 
TOTAL EXPLAINED 70.3 
see Appendices for research questionnaires used 
Figure 13: Factor loadings for control attributes 
Based on the scales contained in the questionnaire, the four factors may be described as 
follows: 
Factor 1 corresponds to the adaptability of the management accounting and control sý stems in 
use within the firm. This factor correlates positively with tailoring, changeability and the level 
of external scanning, but is negatively correlated with remuneration. To a certain e\tcnt this 
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suggests that formula based remuneration focuses the efforts of employees on internal 
operating efficiencies rather than flexibility. 
Factor 2 corresponds to the degree of standardisation and formality of control. It is positively 
correlated with cost control data, tight budgeting processes, and the constant monitoring of 
financial performance. 
Factor 3 measures the introverted nature of the control systems. It is positively correlated with 
goals being related to output measures, formula based remuneration and negatively correlated 
with the level of external scanning which is irrelevant for the purposes of internal efficiency. 
Factor 4 gives a measure of predictability, or degree of certainty. It correlates highly with the 
ability to forecast, the use of forecast data, and the commitment to forecast data in the form of 
budgetary procedures. 
The above analysis has identified four possible design criteria for management control systems 
design. Although extension of this analysis is outside the remit of this thesis, further research 
needs to be undertaken into these four factors in order to ascertain which are designable in 
particular contexts and the nature of their interaction with other factors, such as contextual 
attributes, strategy-making processes and environmental dynamism. 
Summary of Findings 
The top left hand section of the summary diagram found overleaf is reproduced from the 
summary diagram in Chapter 1 (1: 25) and an explanation of it can be found there. Cluster 
Analysis of the perceptual-attribute variables which were collected in Chapter 1 identified 3/4 
distinct clusters or archetypes. These empirically derived taxonomies were found to be best 
described by a combination of transition and configuration states (Miller and Friesen, 1984) 
rather than configuration state alone. 
This chapter of the thesis uses data collected form two other sources, the Finance 
questionnaire and the A. I. S. questionnaire. The codifiable data which was extracted from 
responses to the Finance questionnaire constitutes the ADDS data set. This was used to 
develop a series of clusters, the ADDS data set clusters, which can be described in terms of 
attribute variables of accounting information systems. This chapter compares the clusters 
identified here with those identified previously in Chapter 1. 
Similarly for the A. I. S. questionnaire, a subset of data (the A. I. S. data set) was clustered to 
generate AIS clusters. These were based uniquely on a set of perceptual-attribute variables 
relating to management accounting and control systems whereas the ADDS data set had 
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included perceptual-object variables. As a result of this consistency in the nature of the 
variables used, the AIS data set was considered to be more directly comparable with the Miller 
data set clusters. The AIS clusters were compared with the clusters identified in Chapter 1 and 
also with those derived from the ADDS data set. The results of these comparisons are 
contained in the Analysis section on pages 4: 36 - 4: 39. 
Conclusions 
The results of the statistical analyses undertaken in this chapter do not provide sufficient 
evidence to reject the null hypothesis. We must therefore conclude that, amongst firms of this 
size, management accounting and control system attributes do not differ between different 
organisational archetypes, at least those derived by use of the Miller 31 variable data set. The 
results, however, do suggest distinct clusters amongst existing management accounting and 
control systems, and this is a very important outcome of the research. 
Thinking of the results in the context of the Viable System Model, we have clearly failed to 
prove an association between the System 3 configuration and the taxonomy of the organisation 
as a whole. What meaning can be attached to this result in systemic terms? One explanation is 
that there is no direct relationship between the System 3 function and the whole model, of 
which the management accounting and control system only forms a part, because the 
comparison that is being made is actually of dissimilar objects at different levels of the Systems 
Hierarchy. 
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An alternative conclusion, one which is preferred by the author, relates to the concept of 
synergy. System 3 is a functioning part of the whole model and as such it is questionable 
whether one can successfully remove it from that model in order to look more closely at the 
interrelationship. The interaction between systems is clearly more than the sum of the 
component parts since coalignment, integration and goal congruence all play an important role 
in the performance of organisational entities. Looking at the System 3 function out of the 
context of this synergistic setting might therefore be erroneous and too deterministic. We 
would be suggesting a cause-effect link that cannot be maintained within a model which 
attenuates and amplifies informational channels. It is suggested here as an area for future 
research that hard factors are less important in this filtering process than softer issues such as 
culture, chief executive personality, shared values, ownership and control. 
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CHAPTER 
5 
Introduction 
Environmental or Outer 
Contextual Variables 
This chapter analyses the relationships between Systems 3,4 and 5 of the Viable System 
Model, and their interaction with the environment within which they operate and to which they 
must adapt if they are to remain viable. The chapter investigates the System 4 intelligence 
function, the means by which an organization gathers information about the external world. 
The relationships between System 4 and Systems 3 and 5 as depicted in the figure below will 
be established using empirical data collected during the industrial visits which were undertaken 
in connection with this research activity. 
ENVIRONMEN 
NISATIONAL 
UNDARY 
TO OPERATING CORE 
Figure 1: The strategy-making process 
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A systemic view 
There is now a body of literature which supports the view that organizations should be 
conceived of as systemic entities. I shall begin this chapter by establishing the validity of this 
perspective before looking more closely at the nature of the interaction between organizations 
and their environments in information processing terms. 
Many authors have adopted a systemic perspective in their organizational studies (Barnard, 
1938; Dill, 1958; Beer, 1959,1972,1979; Bourgeois, 1980). Ackoff (1971) distinguishes 
between dynamic, homeostatic and purposeful systems and identifies organizations as examples 
of the latter, i. e. systems that select ends as well as means and display will. Implicit in the 
systemic perspective is the concept of nested hierarchies: 
"Every system can be conceptualised as part of another and larger system. " 
(Ackoff, 1971: 29) 
This concept has been extensively developed in cybernetic models such as Stafford Beer's 
Viable System Model (Beer, 1972,1979) which views organizations as information processing 
systems, an idea developed also by Tushman and Nadler (1978). For Beer, a system is viable 
if it is capable of responding to environmental changes i. e. it has built-in adaptability (Jackson, 
1988; Kotter, 1978). Hofstede (1978) argues that using anything less than the concept of 
homeostasis for organizational analysis is like trying to use a level 4 model in order to 
understand the workings of a level 8 system (see Boulding (1956) for an overview of general 
systems theory). 
Systems thinking has also been used in strategy formulation processes (Gilmore, 1971), to, 
identify organizational failure and success (Miller and Friesen, 1983a; Miller, Friesen and 
Mintzberg, 1984), and as a useful paradigm for control system design (Hofstede, 1978; Otley 
and Berry, 1980; Gordon and Miller, 1976). Otley and Berry (1980), for instance, synthesize 
an integrated theory of organizational control from cybernetics, general systems and 
organization theory. 
Theories of organizations as highly bounded systems for combining and transforming resources 
into productive services assume they can be isolated from their environments, that internal 
relationships are stable and decomposable and that managers are able to manipulate inputs 
without affecting the nature of the interrelationships within the system (Whitley, 1989). This 
viewpoint is rarely adopted in modern organization theory or strategic management (Ackoff, 
1971), but in the past authors have dealt with organizations as though they were closed entities. 
e. g. Duncan (1973) outlines aspects of decision making structures in closed systems. 
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It is more common in modem contingency theory to view organizations as open systems 
(identified by Hambrick (1981) as incorporating three fundamental stages - input, throughput 
and output). For example, Van de Ven and Drazin (1985) have recently developed a systems 
approach to fit. 
In the systems approach, fit results in a pattern of structure and process that 
matches the contextual setting and is internally consistent. " (Drazin and Van 
de Ven, 1985: 521) 
The open systems model of organization/environment interaction has been adopted in this 
thesis. 
Contingent variables 
In spite of the popularity of systems theory, researchers still tend to see organizations as made 
up of relationships between independent-dependent variables (Thomas and Tymon, 1982). 
This thesis seeks to identify a definitive, finite set of variables with which to characterise both 
the environment and the organization. However, a look at the existing research in the area and 
the general lack of consensus which prevails shows that this is an insurmountable task. All 
that can be feasibly achieved is a synthesis of the existing literature and some development of 
the prevailing philosophies. 
Hambrick (1981) acknowledges the difficulty of developing valid and reliable measures of 
environmental scanning activities, since scanning tends to be fragmented, informal and ad hoc 
(Aguilar, 1967; Mintzberg, 1973). He comes up with the following list (Hambrick, 1983b): 
1. Industry concentration 
2. Infrequency of customer's purchase 
3. Dollar importance of product to customers 
4. Product dynamism 
5. Cost pressure 
6. Product sophistication 
7. Industry vulnerability 
8. Exports 
9. Demand instability 
10. Market share instability 
Hambrick's choice, however, was acknowledged to be suboptimal since he was indirectly 
limited by the variables used in the PIMS database, his only source of empirical data. 
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Other authors have chosen different variables with which to measure environmental properties. 
Dess and Beard (1984) chose munificence (capacity), complexity (homogeneity-heterogeneity, 
concentration-dispersion), and dynamism (stability-instability, turbulence). Child (1972) used 
illiberality, variability and complexity. Bourgeois (1978) and Tosi et al. (1973) adopted sales 
and technological volatility as their criteria, whereas Miles and Snow (1978) used product life 
cycle and new product innovation as their constructs. Duncan (1972) and Thompson (1967) 
developed a two-dimensional grid with simple/complex and static/dynamic axes. Similarly, 
Lawrence (1981) and Lawrence and Dyer (1981) established a two dimensional framework 
based on strategic uncertainty and resource tension. Uncertainty is defined in this instance as 
a function of 
" number of competitive variations; 
" array and variability of customer preferences; 
" amount of information being generated in the task environment; 
" ignorance about cause-effect relationships; 
" numbers of relevant environmental variables; 
" the interdependence of variables. 
Hambrick labels each of these variables as either a defining characteristic or an accompanying 
tendency (Hambrick, 1983b: 218). 
Cowen and Middaugh (1990) distinguish between internal environmental variables such as 
management style, corporate culture, mission and goals, and a set of external variables 
including dynamism, heterogeneity, hostility and technology employed. This amounts to an 
amalgamation of characteristics of the environment and the System 5 function. 
Tosi et al. (1973) have questioned the validity of research in this field, since results are highly 
dependent on the sensitivity of the contingent variables used. In many cases, these are few in 
number and the relationships that are established verge on cause-effect, which is unrealistic 
given the complexities involved. This thesis sets out to improve the existing research 
methodologies by adopting a configurational approach to organization theory in which 
multivariate, rather than bi-variate data, will be collected and analysed. 
Defining the environment 
In defining environmental variables, it has become customary to distinguish between a task 
environment (customers, suppliers etc. ) and a general environment (political, economic, social 
and technological factors) as illustrated in Dill (1958) and Bourgeois (1980). Normann (1971) 
initially distinguishes between the "domain", which is that part of the environment with which 
the organization is in more or less constant interaction, and "the distant environment". A result 
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of constant interaction is the ability to quickly perceive and interpret events in the domain. For 
the distant environment, there are "no appropriate rules for attention and decoding" (1969: 217). 
A similar distinction can also be made between the organization's internal and external 
environments (Duncan, 1972). 
Existing environmental typologies and taxonomies 
Hambrick (1983b), using cluster analysis on data concerning mature industrial-product 
environments, identifies eight common types which he labels: 
1. Roller-Coaster commodities 
2. Disciplined capital goods makers 
3. Aggressive makers of complex capital goods 
4. Closeted localised combatants 
5. Unruly mob 
6. Passive crowd of provisioners 
7. Aggressive makers of stable feedstocks and supplies 
8. Orderly producers of mundane supplies 
Goodman (1973) has four typologies which he labels Naive; Idealistic; Professional-Technical 
and Professional Sophisticated. Other environmental typologies have been identified by Blau 
and Scott (1962) and Etzioni (1961). 
The Emery and Trist (1965) taxonomies, outlined also in Terreberry (1968), show four ideal 
types each of which have important implications for the types of information used. 
Type I- Placid, Randomized 
Type II - Placid, Clustered 
Type III - Disturbed, Reactive 
Type IV - Turbulent Field 
In addition, strategic typologies have been developed by Miles and Snow (1978), who 
distinguish between defenders, prospectors, analyzers, and reactors; Miller (1977,1987,1989); 
Miller and Friesen (1983b); Miller, Friesen and Mintzberg (1984) and Porter (1980,1985), 
whose generic types (cost leaders, differentiators and nichemen) have been adopted in this 
thesis as a reference model. 
The above examples show how an organization's interaction with its environment has led to two 
different types of classification, environmental and strategic, although these are rarely 
distinguished in practice. The environmental typology is concerned with differentiating the task 
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environment and identifying a set of distinct options. A firm will then choose one of these and 
align its internal operations and processes to meet the requirements of the identified domain. 
This could be seen as an example of an environmental imperative. 
A strategic typology begins by evaluating organizational strengths, weaknesses and 
distinctive competences before specifying a set of possible stances which it can adopt within the 
prevailing environmental context (a strategic imperative). The former is an outside-in 
methodology, the latter an inside-out. 
The author criticises the fact that existing studies have failed to make a clear 
distinction between prevailing environmental conditions and strategic response, a point which is 
specifically addressed in this thesis by differentiating between the strategy-making function 
(System 5) and the way in which information is gathered about the external environment 
(System 4). 
Although it can be seen that the use of typologies and taxonomies with environmental variables 
is not a new idea, what is new in this particular thesis is the fact that environmental clusters are 
linked to empirically derived organizational taxonomies (Chapter 1) and information processing 
systems (Chapter 2), and that strategic responses (System 5) and environmental clusters 
(System 4) are conceptually and empirically distinguished. 
Interaction with(in) the organization 
In order to better understand the nature of the interaction between environment and 
organization, we need to look more closely at the role played by the System 4 function. What 
is the nature of this interaction, and what impact does it have on the other information 
processing systems? 
Emery and Trist (1965) specify four possible types of interaction, which they label 
L11,12,21,22, where the suffix 1 relates to the organization, and suffix 2 relates to the 
environment. L 11 refers to processes within the organization - the area of internal 
interdependencies; L12 and L21 to exchanges between the organization and its environment - 
the area of transactional interdependencies, (from either direction); and L22 to processes 
through which parts of the environment become related to each other - i. e. its causal texture - 
the area of interdependencies that belong within the environment itself (Terreberry, 1968). 
Child (1972: 4) believes the environment is not necessarily predetermined and that decision 
makers can be selective to a certain extent - see also Levine and White's (1961) work on 
organizational domain and Hambrick (1981). Although they are "embedded" in it, 
organizations have some leeway for navigating through. Dirsmith and Covaleski (1983) 
maintain that organizational strategic norms are negotiated with the environment in an 
interactive fashion. 
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Simon (1969) defines 3 modes open to an organization for coping with its environment. These 
are passive insulation, reactive negative feedback and predictive adaptation (see also 
Chakravarthy, 1982). Adaptation to environmental circumstances is widely covered in the 
literature (Chakravarthy, 1982; Bourgeois, 1981; Duncan, 1972; Duncan, 1973; Parsons, 
1956; Katz and Kahn, 1966). The general consensus is that organizations must adapt if they 
are to remain viable. One of the central issues in this process is coping with the level of 
environmental uncertainty. 
Perceived Environmental Uncertainty 
For an organization observing its environment, there is no objective reality, only a series of 
perceptions, much of which is open to subjective appraisal. Duncan (1972) identifies 3 
components of Perceived Environmental Uncertainty (PEU). These are: - 
" lack of information regarding the environmental factors associated with a given 
decision-making situation 
" not knowing the outcome of a specific decision in terms of how much the 
organization would lose if the decision were incorrect 
" inability to assign probabilities with any degree of confidence with regard to how 
environmental factors are going to affect the success or failure of the decision unit 
in performing its function 
Lawrence (1981) and Lawrence and Dyer (1981) established a framework with two 
dimensions, strategic uncertainty and resource tension, where uncertainty is a function of job 
clarity, ease of accomplishment, and span of feedback. This internal view of the nature of 
uncertainty is in line with Emery and Trist's L 11 model, whereas Tosi et al. (1973) define 
uncertainty in terms of external measures (L22) derived from market data concerning sales 
volatility and technological volatility. Galbraith's definition of uncertainty as "the difference 
between the amount of information required to perform the task and the amount already 
possessed by the organization" (1973) is a useful concept for the strategy formulation process. 
Power, according to Hambrick, is obtained by coping with the level of uncertainty, either 
through function (the broad type of coping examined) or through environmental scanning 
(Aguilar, 1967), the narrower form of coping - "coping by information", (Hambrick, 1981; 
1983a, b). 
Ultimately, it is managerial perception of uncertainty rather than any objective measure of 
uncertainty that determines the organization's reaction to environmental forces (Downey, 
Chapter 5: Environmental or Outer Contextual Variables 5-7 
Hellriegel and Slocum, 1977; Bourgeois, 1980; Anderson and Paine, 1975). Downey and 
Slocum (1975) show that sources of variability in the perceptions of uncertainty are considered 
to be attributes of the environment, of individuals' cognitive processes and a result of an 
individual's experience and social expectations. Perrow (1970) argued that environments are 
neither certain nor uncertain but are simply perceived differently by different organizations 
(Downey and Slocum, 1975: 569). Bourgeois (1980) argues that perceived environmental 
uncertainty is more relevant, conceptually and perhaps empirically, to the study of strategy 
making than to the study of an organization's external environment. Anderson and Paine 
(1975) believe that strategies are strongly influenced by two sets of forces or perceptions: 
firstly, the perception of environmental uncertainty and, secondly, the perception of the need for 
change in strategic properties of the organization (such as mission, objectives, strategies, and 
structure) in order to meet environmental demands (Anderson and Paine, 1975: 812). 
Since it is ultimately the strategy-making function (System 5) that I am investigating in this 
thesis, the variables used here attempt to identify a way of measuring perceived environmental 
uncertainty rather than some objective measure of the external environment. It is managers' 
perceptions of the environment rather than some pseudo-objective characteristics that are 
considered to be more relevant to an organization's behaviour. 
Subjectivity and objectivity 
It is generally accepted that the perceptions of environmental and internal characteristics 
(rather than the "objective" characteristics of the environment) are the important properties to 
consider in the strategy formulation process (Weick, 1969). Under such circumstances, it is 
easy to understand why objective measurement of the environment with the intention of 
predicting strategic properties of the firm has yielded few, if any, concrete results. In other 
words, all managers operating in highly certain (or uncertain) environments do not necessarily 
perceive the same level of uncertainty. This perceptual difference in turn affects the 
formulation of policy decisions (Downey, 1974: 813). 
A large body of evidence exists which supports this position. Child (1972) found that 
managerial perceptions and actions strongly influence responses by the organization to its 
particular environment. Snow and Miles (1974) report that actions taken by an organization in 
responding to its environment are consistent with managerial perception rather than with the 
objective characteristics of the environment. Downey (1974) suggests that the managerial 
perceptual process is independent of the environment but that the environment does provide 
inputs into the manager's strategy making process. Duncan (1972) emphasizes that 
organizational response is strongly influenced by the perceptual process, which, in turn, is 
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affected by managerial characteristics such as tolerance for ambiguity (see also Bourgeois, 
1980). 
Dearborn and Simon (1963) give evidence supporting the contention that executives perceive 
problems from the perspective of their own functional area (departmental bias). Richards 
(1973) supports this proposition in a study of strategic failure, uncovering instances where 
information contrary to existing strategies was suppressed. According to Harrison, there are 
three sources of perceptual bias (Harrison, 1975): selectivity, closure, and interpretation. 
Even the researcher is not immune from perceptual bias. Ackoff (1971) showed that although 
concrete systems and their environments are objective things, they are also subjective insofar 
as the particular configuration of elements that form both is dictated by the interests of the 
researcher. Different observers of the same phenomenon may conceptualise them into different 
systems and environments. 
Three perspectives of environmental research have been identified. These are Objects 
(Dill, 1958), Attributes, and Perceptions (Bourgeois, 1980). Objects concern variables such as 
customers, suppliers, competitors and government regulations, and are all entities or objects 
which are external to the firm. The Accounting Information Systems questionnaire and 
Finance Questionnaire contain variables of this sort. The second category, attributes, include 
variables such as complexity, heterogeneity, dynamism etc. and are the preferred mechanism of 
Miller and Friesen (1984) amongst others. These are used in Miller's 31 variable 
questionnaire. 
As data was collected during the industrial visits using semi-structured face-to-face 
interview sessions supported by questionnaires, all responses must be categorised as 
perceptual. As two different questionnaires were used here, one collecting information about 
object variables, the other attributes, we shall create a distinction between perceptual-object 
variables (as found in the AIS and Finance questionnaires) and perceptual-attribute variables 
(as found in the Miller and Friesen work). 
The process of empirical data collection carried out by the author attempts to distinguish 
between perceptual-object and perceptual-attribute variables and builds a measure of Perceived 
Environmental Uncertainty (PEU) based on a combination of the two data sets. An attempt 
will be made to link PEU (System 4) with organizational strategy (System 5). 
Organizational change 
Terreberry (1968) states that change is increasingly externally induced i. e. that L1221 22 are 
the important states to consider (Emery and Trist, 1965). However, for Miller and Friesen 
(1984), it is not just the environmental forces which are capable of creating the impetus for 
change. Leadership, structure and strategy are also potential "imperatives". Chakravarthy 
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(1982) states that firms cope with change through an appropriate choice of strategy, and 
identifies three states of adaptation: unstable, stable and neutral. The first is when the 
organization buffers itself from the environment (usually the case with defenders (one of Miles 
and Snow's strategic typologies, 1978). This would correspond to Emery and Trist's L 11 
archetype. ). In the case of stability, the firm is more open to environmental dynamism (most 
often analyzers) and carries out extensive market surveillance i. e. has a sophisticated scanning 
activity (Aguilar, 1967). In the neutral state, the firm anticipates changes (usually prospectors) 
and seeks to create change in the environment. 
Miller and Friesen (1984) believe that transition states are always present, whether the changes 
are of an incremental or revolutionary nature, or change is taking place between configurations 
or within them. Organizations are open systems which have to interact with their 
environments, and as the latter become increasingly dynamic, heterogeneous and hostile, there 
is a greater imperative for change from environmental forces. Miles, Snow and Pfeffer (1974) 
and Jurkovich (1974) identify the rate and unpredictability of change (Dess and Beard, 1984) 
as important environmental considerations. One way in which organizations try to buffer 
themselves from these uncertainties is through the existence of organizational slack. This gives 
them the ability to adapt to change at their own pace, and is therefore a strategic phenomenon 
(Bourgeois, 1981). Thompson (1967), Pondy (1967), and Galbraith (1973) see organizational 
slack as a solution to workflow problems, although Cyert and March (1963) can identify no 
evidence of its conscious rationalisation. Slack has been linked by several authors to an 
organization's information processing requirements (Bourgeois, 1981; Galbraith, 1973). 
Information processing 
Chakravarthy (1982) asserts that information helps organizations to cope with environmental 
complexity. Hambrick (1981) identifies the use of information for scanning purposes (see also 
Aguilar, 1967), and links environmental scanning with strategy (1982). Feldman and March 
(1981) see information as signal and symbol, the mechanism through which decision makers 
and organizations establish their legitimacy. Katz and Kahn (1966) characterise information as 
both internal and external, passive and active. 
Dirsmith and Covaleski (1983) recognise the contextual importance of information i. e. 
qualitative differences for complex, dynamic as opposed to simple, stable environments as do 
Hedberg, Nystrom and Starbuck (1976) who link environmental stability with routineness of 
communications. 
In stable, simple contexts, performance may well be gauged in a routine fashion, using 
predetermined techniques. But in complex, dynamic environments, the concept of performance 
or, more appropriately, future viability, becomes expansive and is more environmentally 
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oriented. Terreberry (1968) states that unless an organization can sense changes in its external 
environment by gathering and processing the required information, it cannot remain viable. We 
shall look at this issue more closely later in the thesis. 
Performance assessment is undoubtedly problematic, particularly in complex, dynamic 
environments. Evaluation criteria are unstable over time. Organizational performance cannot 
be universally defined and measured. Dirsmith et al. (1983) maintain that the method required 
for gauging performance is determined by the social context of the organization under 
consideration. Hence a contingent approach to performance measurement and information 
system design is required. Dirsmith et al. put forward the following hypotheses: 
H1 Environmental elements concerned with assessing organizations in dynamic 
environments have an orientation toward using task environmental information to a 
greater extent than do environmental elements concerned with assessing organizations 
in stable environments 
H2 Environmental elements concerned with assessing organizations in dynamic 
environments have an orientation toward using interpretive information to a greater 
extent than do environmental elements concerned with assessing organizations in stable 
environments. 
Strategy and the environment 
These hypotheses lead us to wonder about the nature and variability of environmental scanning 
within organizations. For example, does environmental scanning precede strategic decision- 
making or vice versa? According to Downey and Slocum (1975), "The perception of 
uncertainty is relevant only after a domain decision has been made. " Child (1972) states that 
strategic choice is a function of the environmental perceptions of top decision makers. 
Bourgeois (1980: 25) asserts that "Strategic decision making is at the heart of the organization- 
environment co-alignment process. " Similarly, Dirsmith and Covaleski (1983) state that 
organizational strategic norms are negotiated with the environment in an interactive fashion. 
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Hambrick (1983b: 213) has two views of business level strategies. The first, the situational 
view, sees strategy as an artful alignment of environmental opportunities and threats, internal 
strengths and weaknesses and managerial values. 
The second view, however, identifies the existence of universal laws of strategy which 
hold to some extent for all settings i. e. environment is irrelevant in strategy making. He quotes 
the "laws" of market share, cumulative experience curves etc. in support of this hypothesis, 
which is more akin to a "one best way" approach and somewhat alien to contingency theory, 
which is based on the belief that "it all depends". 
Hambrick (1983b) suggests that strategy is primarily industry determined, whereas Miles and 
Snow (1978) stress that generic strategies apply equally well to all industries, provided that the 
strategy is well implemented. The latter stance is inconsistent with the more typical view that 
an environment favours certain types of strategies. 
Hambrick (1981) identifies strategy and environment as two sources of critical contingencies 
for organizations. He relates these to power within top management teams (see the work 
carried out on locus of control and CEO personality type (Miller, Kets de Vries and Toulouse, 
1982; Miller and Toulouse, 1986; Kets de Vries and Miller, 1986). Executives were found to 
have high power if, by virtue of their functional area or scanning behaviour, they coped with 
the dominant requirement imposed by their industry's environment and the contingencies posed 
by their organizations' particular strategies. 
Do executives really direct their scanning activity toward those environmental sectors of key 
importance to the organization's strategy? [N. B. The concept of scanning, as used here, 
includes both formal and informal search, and both directed and undirected viewing (Aguilar, 
1967). ] 
Hambrick (1982) believes that executives scan to reinforce their organization's particular basis 
for competing. However, he admits that only limited research has been done on how 
environmental events and trends become known to decision makers, that is, how executives 
"scan" their organizations' environments (Aguilar, 1967; Collings, 1968; Kefalas and 
Schoderbek, 1973; Hambrick, 1979). Almost nothing is known about how the environmental 
scanning practices of executives relate to their strategies. 
Interestingly, Aguilar (1967) and Kefalas and Schoderbek (1973) examined the relationship 
between scanning and environmental dynamism but found no significant patterns. 
Executives scan according to their perception of the necessity for information. The 
Prospector's (Miles and Snow, 1978) primary need is for information from the entrepreneurial 
sector (new product breakthroughs, competitors' market initiatives etc. ), as it seeks to stimulate 
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and meet new market opportunities. The Defender's main need is for external information from 
the engineering environment (new plant layout concepts, new inventory control methods etc. ) as 
it seeks to serve its unchanging domain more efficiently and reliably. Hambrick puts forward 
the following hypothesis. "While the relative focus of scanning is expected to differ according 
to strategy, there is no reason to believe that the total amount of scanning differs across 
strategic types. " (Hambrick, 1982: 162) If an organization's response to the environment leads 
to "adequate" performance, then Cyert and March's concept of limited search comes into play 
(1963). The organization will narrow its future scanning to the tested areas that it thinks it 
knows how to act upon. 
The theory then is that executives scan to reinforce their organizations' competitive strategies. 
This perpetuates the strategies and limits responsiveness to environmental signals (Hambrick, 
1983a, b). Hambrick's argument here ties in with Miller's Icarus Paradox, (1990), in which the 
things that have given rise to success, ultimately cause decline, as "success leads to 
specialization and exaggeration, to confidence and compacency, to dogma and ritual. " (Miller, 
1992) Strategy can therefore constrain the organization in its responses to the environment 
(Miles and Snow, 1978). 
In spite of the apparent logic behind Hambrick's hypothesis, his results were poor and they 
failed to substantiate the hypotheses he presented. The following reasons are suggested: 
"A "common body of knowledge" appears to exist within an industry - ie CEOs use 
the same informal network. Spender (1981) drew similar conclusions. 
" Strategic differences between Prospectors and Defenders occur primarily through, 
internal analysis and political processes, and not through unequal possession of 
information. 
This interpretation further suggests that scanning, itself, is not used as a basis for achieving a 
distinctive competence. Distinctive competences appear to arise primarily through the 
propensity and ability to act on certain environmental information. Executives do not attempt 
to reinforce their organizations' strategies through their scanning behaviours. 
The need for synthesis in studying organizational environments 
The piecemeal nature of existing research in this area has led many academics to call for a 
synthesis of the available material in order that the field may progress further. This thesis has 
been developed as a direct result of this deficiency. Duncan (1973) for example identifies a 
need to determine if different configurations or organizational profiles exist that are effective 
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for dealing with the different levels of perceived environmental uncertainty experienced in 
decision making. He calls for specific hypotheses regarding the fit of the different decision 
making profiles to different organizational environments, a view which is supported by 
Hambrick in his strategic studies. 
"A cogent, concise typology of environments or industries seems an important 
vehicle for the continuing progress toward a contingency view of strategy" 
(Hambrick, 1983b: 228). 
Elsewhere, academics (Hambrick, 1981; Tosi et al., 1973) call for a refinement of measures of 
environmental differences, acknowledging the risks of overspecifying environments along 
artificial dimensions. Although Hambrick (1981) focused his research on the effects of 
environment and strategy on power, he also recognised the need to focus on other internal 
features as well. 
This thesis sets out to address this need for focus by beginning research into how environmental 
variables and performance measurement and management control systems interact with each 
other, and secondly how they collectively affect strategy. This is an important attempt to bring 
together disparate concepts from strategic management, cybernetics and organization theory. 
Understanding of how organizations adapt to their environments and operate internally will be, 
significantly advanced by this avenue of research. 
The thesis attempts to integrate existing theory into a more unified whole and by systematically 
exploring the interactive effects of environment (System 4) and strategy (System 5) on internal 
aspects of the organization (particularly the management control systems at System 3), it 
provides support for the contention that environment and strategy can be conceptually and 
empirically distinguished and that they can both affect internal processes. The results of this 
section of the thesis provide evidence and support for interaction between Systems 3 and 4, 
which from the cybernetic definition of strategy developed by the author i. e. that 
f1 Systems (3,4) + f2 (S) = System 5 
(where delta incorporates many of the variables e. g. ownership, CEO personality etc. which 
have not yet been incorporated into the organizational model), by necessity implicates an 
association with strategy-making processes. 
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Research Objectives 
We shall take a moment to pause here in order to restate the objectives of this chapter of the 
thesis before moving on to the empirical testing and results. 
The chapter seeks to identify a definitive, finite set of variables with which to characterise both 
the environment and the organization and test their interaction in information processing terms. 
The empirical data collected here attempts to distinguish between perceptual-object and 
perceptual-attribute variables and builds a measure of Perceived Environmental Uncertainty 
(PEU) based on a combination of the two data sets. An attempt will be made to link PEU 
(System 4) with organizational strategy (System 5). Danny Miller's 31 variable questionnaire 
(1984) is adopted as a starting point for environmental perceptual-attribute variables but two 
further questionnaires have been developed in order to add environmental perceptual-object 
variables (see AIS questionnaire) and System 3 variables. This enables the links between 
Systems 3,4 and 5 to be further investigated and developed. 
The chapter is presented as a significant improvement on existing research methodologies since 
it adopts a configurational approach to organization theory in which multivariate, rather than 
bi-variate data is collected and analysed. The thesis attempts to integrate existing theory into a 
more unified whole and by systematically exploring the interactive effects of environment 
(System 4) and strategy (System 5) on internal aspects of the organization (particularly the 
management control systems at System 3), provides support for the contention that 
environment and strategy can be conceptually and empirically distinguished and that they can 
both affect internal processes. The results of this section of the thesis provide evidence and 
support for the cybernetic association 
f Systems (3,4) = System 5 
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Hypotheses 
Hypothesis 1 
The System 4 function represents the primary source of organizational intelligence gathering 
about the external environment. 
Hypothesis 2 
There is no direct link between System 3 and the external environmental variables. Any 
information about the external environment that reaches System 3 does so via the System 4 
intelligence function. 
Hypothesis 3 
The System 5 function does not directly interact with the environment, but receives the 
information it requires from the System 4 intelligence function which attenuates/amplifies 
accordingly. 
Hypothesis 4 
The System 4 function interacts dynamically with certain aspects of the System 3 function 
which are thus able to adapt to prevailing environmental circumstances. 
Hypothesis 5 
The analytical side of the System 5 function is a function of both System 3 and System 4. 
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Method 
Sample 
The data-collection strategy for this thesis had three objectives. 
Firstly, industries were chosen to reflect a broad range of environmental uncertainty. It was 
believed that the power of the theoretical framework would be increased substantially if the 
predicted relationships were observed in widely divergent industries. A broad range of 
manufacturing firms faced with varying degrees of environmental uncertainty were contacted. 
Secondly, companies were selected within the industries so that small and medium sized (100- 
800 employees) were included, and large firms 800+ were excluded. 800 was therefore used as 
the cut-off point. This was considered suitable because it would have been difficult to obtain 
sufficient information about a large and potentially complex firm in one day (which constituted 
the duration of visit in most cases). More clarity of results was anticipated as a result of 
controlling for size, location, turnover etc. 
Finally, the data on each organisation were supplied by top managers. As most managers and 
directors (including the MD) had a functional affiliation, the information received from each 
source was cross-checked to identify any discrepancies due to functional bias (St John, 1991). 
Firms which were used for developing the Accounting Information Systems and Finance 
questionnaires were not used in the final statistical analyses. 
Industries 
It was assumed, based on earlier research (Dill, 1958; Thompson, 1967; ) that industries have 
measurable characteristics which reflect or generate differences in environmental uncertainty 
(degree of competition, rate of technological change etc. ) Although objective information on 
industry characteristics might have been gathered, there is no commonly accepted set of 
industry statistics that serves as a means of differentiating industries. Because of the nature of 
the research activity, Perceived Environmental Uncertainty, PEU, (i. e. a subjective measure of 
the environment) was required because it was PEU that determined strategic direction and 
hence internal control and communication systems. 
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Two ways of accessing environmental information were adopted: - 
The importance and frequency with which each firm had to deal with aspects of 
its task environment, namely competitors, suppliers, customers, technological 
developments, product life cycles, government regulations etc. were assessed 
(Snow and Hrebiniak, 1980). This was an attempt to objectify the nature of 
environmental uncertainty by looking more closely at the possible causes. 
2. Miller's variables: past and current heterogeneity, hostility and dynamism were 
also scaled from information received in an attempt to quantify the more 
subjective thoughts and feelings i. e. individuals' inherent beliefs about their 
environment. These would not necessarily be based on rational evaluation of 
distinct entities (as in 1. above) or on analytical activity. 
Questionnaire 
Senior executives from manufacturing, sales and marketing and finance (referred to hereafter 
as the respondents) were interviewed by the author who rated the oral responses on a7 point 
Likert-type scale, unseen by the respondent. The rating was based on the response given by the 
respondent rather than on any other extraneous factors. In some cases, the response was 
believed to be biased or exaggerated, but no allowance was made for this by the author who 
was trying to ascertain how the respondent perceived the environment rather than trying to gain 
a measure of objectivity. 
Variables 
Two different measurement systems for the environment were used. The first identified 
perceptual-attribute variables and is taken from the Miller and Friesen questionnaire (1984). 
Seven variables were used in the first series of statistical tests. Those variables relating to 
perceptions of past conditions were then eliminated in the second set of statistical tests in order 
to see if there was any major discrepancy between the environmental clusters that were 
identified in both cases. Definitions of the seven variables are given below: 
dynamism - in the environment this is manifested by the amount and unpredictability of change 
in customer tastes, production or service technologies, and the modes of competition in the 
firm's principal industries. 
past dynamism - refers to dynamism that existed five years ago (omitted in the second set of 
statistical tests) 
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heterogeneity in the environment concerns the differences in competitive tactics, customer 
tastes, product lines, channels of distribution, and so on, across the firm's respective markets. 
These differences are only significant to the extent that they require very different marketing, 
production and administrative practices. 
past heterogeneity - five years ago (omitted in the second set of statistical tests) 
hostility - in the environment this is characterised by price, product, technological and 
distribution competition, severe regulatory restrictions, shortages of labour or raw materials, 
and unfavourable demographic trends (such as the drying up of markets). 
past hostility - five years ago (omitted in the second set of statistical tests) 
scanning - involves the search for problems and opportunities in the external environment of 
the firm. Firms are to be scored in terms of the amount of tracking performed of consumer 
tastes/preferences, competition, technological and administrative developments, and the like. 
Scanning may be done by staff departments, executives, the sales force or others. The greater 
the number of factors tracked and the more widespread the participation in scanning activity, 
the higher the rating (score). 
To summarise, dynamism is related to environmental uncertainty, hostility to the degree of 
external threat, and heterogeneity to the level of environmental complexity (see Miller and 
Friesen, 1983b). 
The third set of statistical results was obtained from analysis of the perceptual-object variables 
measured in the Accounting Information Systems Questionnaire. Instead of assessing how 
people felt generally about the environment, these variables pin-point specific aspects of the 
environment in order to develop a picture of the type of environmental uncertainty that is being 
experienced by the organization and to locate the source of that uncertainty. Listed below are 
the attributes which were rated during the interview sessions. 
" new product innovations (plus the frequency with which they are likely to occur, 
found also in the work of Hambrick, 1983a) 
" advances in process technologies 
" changes in government regulations 
" intensity of competition 
" product life cycles (a contingent variable which was included in the strategy 
formulation process variables of Anderson and Zeithaml, 1984; Hofer, 1975; 
Hambrick, 1983a, and Govindarajan and Gupta, 1985) 
" diversity in product lines 
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" relations with customers 
" relations with suppliers 
(based on Snow and Hrebiniak, 1980) 
The use of two sets of measures, one for perceptual-attribute variables and the other for 
perceptual-object variables, is in line with the suggestions made by Dess and Beard (1984) who 
called for: 
"More sophisticated studies [which] could extend the present research and 
methodology to combine perceptual and objective measures of the 
environment" (Dess and Beard, 1984: 67) 
Interrater reliability was established by blind testing as described earlier in the thesis. 
Findings 
This section starts off by describing the clusters which have been identified in the data sample. 
Comparisons will then be made with the clusters derived in earlier chapters of the thesis. The 
first comparison is made between clusters obtained from the environmental variables with those 
which were empirically derived using the Miller and Friesen 31 variable questionnaire. Further 
comparisons are made between the environmental clusters and the Accounting Information 
Systems clusters (perceptual-attribute measures of System 3) and Finance clusters (perceptual- 
object measures of System 3) respectively, both of which were derived in Chapter 4. 
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7 Miller variables 
4 clusters were identified in the analysis. Cluster identification on the basis of configuration 
alone revealed that one of the clusters was populated exclusively by organizations which had 
been identified as failure configurations (Fx). Identification on the basis of transition state 
revealed a cluster of failure transition states, a cluster of T2s and surprisingly two distinct 
clusters of Tbs. 
MILLER (n=7) 
CLUSTER(S) 
MILLER (n=7) 
CONFIGURATION 
MILLER (n=7) 
TRANSITION 
MEASURE SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE WA VERA GE WA VERA GE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON 3,4 S IA, hybrid hybrid, T8 
BARWORTH 3 S IA T9 
PARMEKO 1,4 SIA, hybrid T2 (x2) 
ELEQUIP 3 (x2) F4 (x2) T8 (x2) 
DRUCK 4 (x2) S 1A (x2) T2 (x2) 
FARR 2,3 hybrid F4 (x2) Ti, T8 
BRAKE 1 (x2) S 1A (x2) T8 (x2) 
METTLER 1 S IA T2 
CROSBY 3 S IA T8 
BESTOBELL 1,2,3 S1A, F4, SIA T8, Tl, T9 
AVERY 4 (x2) S IA (x2) T2 (x2) 
DESFORD 3,4 S 1A (x2) T8 (x2) 
E&R 4 (x2) F4, S IA hybrid, T2 
FIRTH 4 (x2) hybrid S IA (x2) T2 (x2) 
CALAIR 4 (x4) S IA (x4) T2 (x4) 
HARBORO 4 SIB T2 
JCB 4 S IA T3 
HOIST 2 F4 T4 
DAVY MORRIS 2 F2 T4 
Figure 3: Clusters identified from analysis of Miller's environmental variables (n=7; 
method=waverage) 
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MILLER (n=7) 
CLUSTER(S) 
MILLER (n=7) 
CONFIGURATION 
MILLER (n=7) 
TRANSITION 
MEASURE SEUCLID SEUCLID SEUCLID 
METHOD BA VERA GE BA VERA GE BA VERA GE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON 2 (x2) hybrid, S1A hybrid, T8 
BARWORTH 3 S IA T9 
PARMEKO 3,4 Si A, hybrid T2 (x2) 
ELEQUIP 1,3 F4 (x2) T8 (x2) 
DRUCK 4 (x2) S IA (x2) T2 (x2) 
FARR 2,3 hybrid F4 (x2) Ti, T8 
BRAKE 3 (x2) S1A (x2) T8 (x2) 
METTLER 3 S IA T2 
CROSBY 3 SIA T8 
BESTOBELL 3 (x3) SIA, F4, S1A T8, Ti, T9 
AVERY 4 (x2) S IA (x2) T2 (x2) 
DESFORD 3,4 S 1A (x2) T8 (x2) 
E&R 4 (x2) F4, SIA hybrid, T2 
FIRTH 4 (x2) hybrid S1A (x2) T2 (x2) 
CALAIR 4 (x4) S 1A (x T2 (x4) 
HARBORO 4 SIB T2 
JCB 4 SIA T3 
HOIST 3 F4 T4 
DAVY MORRIS 3 F2 T4 
Figure 4: Clusters identified from analysis of Miller's environmental variables (n=7; 
method=baverage) 
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4 Miller variables 
Similar cluster were identified in this set of statistical tests. This result shows a consistency of 
clusters over the previous five year period. 
MILLER (n=4) 
CLUSTER(S) 
MILLER (n=4) 
CONFIGURATION 
MILLER (n=4) 
TRANSITION 
MEASURE SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE WA VERA GE WA VERA GE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON 1,4 S1A, hybrid hybrid, T8 
BARWORTH 1 S IA T9 
PARMEKO 3,4 S 1A, hybrid T2 (x2) 
ELEQUIP 1 (x2) F4 (x2) T8 (x2) 
DRUCK 4 (x2) S1A (x2) T2 (x2) 
FARR 1,4 hybrid F4 (x2) Ti, T8 
BRAKE 3 (x2) S IA (x2) T8 (x2) 
METTLER 3 S IA T2 
CROSBY 3 SIA T8 
BESTOBELL 1,2,3 SIA, F4, S1A T8, Ti, T9 
AVERY 4 (x2) S IA (x2) T2 (x2) 
DESFORD 1,4 SIA (x2) T8 (x2) 
E&R 4 (x2) F4, SIA hybrid, T2 
FIRTH 4 (x2) hybrid S 1A (x2) T2 (x2) 
CALAIR 4 (x5) S IA (x5) T2 (x5) 
HARBORO 4 SIB T2 
JCB 4 (x3) S1A (x3) T3 
HOIST 2 F4 T4 
DAVY MORRIS 2 F2 T4 
Figure 5: Clusters identified from analysis of Miller's environmental variables (n=4; 
method=waverage) 
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MILLER (n=4) 
CLUSTER(S) 
MILLER (n=4) 
CONFIGURATION 
MILLER (n=4) 
TRANSITION 
MEASURE SEUCLID SEUCLID SEUCLID 
METHOD BA VERA GE BA VERA GE BA VERA GE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON 2,3 S IA, hybrid hybrid, T8 
BARWORTH 2 S1A T9 
PARMEKO 2,4 S IA, hybrid T2 (x2) 
ELEQUIP 1,2 F4 (x2) T8 (x2) 
DRUCK 4 (x2) S1A (x2) T2 (x2) 
FARR 2,3 hybrid F4 (x2) Ti, T8 
BRAKE 2 (x2) SlA (x2) T8 (x2) 
METTLER 2 S IA T2 
CROSBY 2 S1A T8 
BESTOBELL 2 (x2), 3 S IA, F4, S IA T8, Ti, T9 
AVERY 4 (x2) S IA (x2) T2 (x2) 
DESFORD 2,4 S1A (x2) T8 (x2) 
E&R 4 (x2) F4, SlA hybrid, T2 
FIRTH 4 (x2) hybrid S IA (x2) T2 (x2) 
CALAIR 3,4 (x4) S1A (x5) T2 (x5) 
HARBORO 4 SIB T2 
JCB 2,4 (x2) S1A (x3) T3 
HOIST 3 F4 T4 
DAVY MORRIS 3 F2 T4 
Figure 6: Clusters identified from analysis of Miller's environmental variables (n=4; 
method=baverage) 
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AIS environmental attributes 
The clusters which were identified on the basis of environmental objects were less distinct than 
those identified by the Miller variables (attributes). There was little clarity when identifying 
clusters on the basis of configuration, although some clustering did still seem to take place 
around transition states. This result confirms the importance of dynamic modelling of 
organizational variables (see Chapter 3). 
AIS (n=9) 
CLUSTER(S) 
AIS (n=9) 
CONFIGURATION 
AIS (n=9) 
TRANSITION 
MEASURE SEUCLID SEUCLID SEUCLID 
METHOD WA VERAGE WA VERA GE WA VERA GE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON 3 (x3) S IA, hybrid hybrid, T8 
BARWORTH 4 S IA T9 
PARMEKO 2 S 1A, hybrid T2 (x2) 
ELEQUIP N/A F4 (x2) T8 (x2) 
DRUCK 2 (x3) S1A (x2) T2 (x2) 
FARR 3,4 (x2) hybrid F4 (x2) Ti, T8 
BRAKE 3 (x2) S 1A (x2) T8 (x2) 
METTLER 4 (x2) S IA T2 
CROSBY 1 S IA T8 
BESTOBELL 2,3,4 SIA, F4, SIA T8, Ti, T9 
AVERY 3 (x2) SIA (x2) T2 (x2) 
DESFORD N/A S 1A (x2) T8 (x2) 
E&R 2,3 F4, S1A hybrid, T2 
FIRTH 2,3 (x2) hybrid S IA (x2) T2 (x2) 
CALAIR 1 (x2), 2,4 (x2) S1A (x5) T2 (x5) 
HARBORO 2 SIB T2 
JCB N/A S IA (x3) T3 
HOIST N/A F4 T4 
DAVY MORRIS N/A F2 T4 
Figure 7: Clusters identified from analysis of the AIS environmental variables (n=9; 
method=waverage) 
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AIS (n=9) 
CLUSTER(S) 
AIS (n=9) 
CONFIGURATION 
AIS (n=9) 
TRANSITION 
MEASURE SEUCLID SEUCLID SEUCLID 
METHOD BA VERA GE BA VERA GE BA VERA GE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON 4 (x3) S1A, hybrid hybrid, T8 
BARWORTH 2 S IA T9 
PARMEKO 3 S1A, hybrid T2 (x2) 
ELEQUIP N/A F4 (x2) T8 (x2) 
DRUCK 3 (x3) S1A (x2) T2 (x2) 
FARR 2,4 (x2) hybrid F4 (x2) Ti, T8 
BRAKE 3,4 SIA (x2) T8 (x2) 
METTLER 2,4 S IA T2 
CROSBY 2 S IA T8 
BESTOBELL 1,3,4 S1A, F4, S1A T8, Ti, T9 
AVERY 4 (x2) S IA (x2) T2 (x2) 
DESFORD N/A S IA (x2) T8 (x2) 
E&R 3,4 F4, SIA hybrid, T2 
FIRTH 3,4 (x2) hybrid S IA (x2) T2 (x2) 
CALAIR 2 (x2), 3,4 (x2) S IA (x5) T2 (x5) 
HARBORO 3 SIB T2 
JCB N/A SIA (x3) T3 
HOIST N/A F4 T4 
DAVY MORRIS N/A F2 T4 
Figure 8: Clusters identified from analysis of the AIS environmental variables (n=9; 
method=baverage) 
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Comparisons 
The environmental clusters identified from the empirical Miller and Friesen data set were very 
similar to those which were derived from use of all 31 variables. The perceptual-object data 
set also resembled the organizational clusters to some degree. This result reaffirms the 
importance of the environmental imperative in organizational design. 
There was also high correlation between the environmental clusters (Miller variables) and the 
Accounting Information System clusters (see Chapter 4), although this was less marked in the 
object data set. This suggests a link between System 3 and 4 which could be exploited at 
System 5. As System 5 (by definition) is a function itself of Systems 3 and 4 (see the Viable 
System Model), strategic taxonomy may well be a function of the taxonomies of Systems 3 and 
4, i. e. the internal information and management control systems and the external intelligence 
system, rather than an independent entity. This link represents an important finding in the 
research and may well prove a fruitful avenue for further research into strategic management. 
The Miller environmental variable clusters did not correlate very highly with the ADDS 
clusters from the Finance data set. Although there was some similarity, the distinct subset 
containing Parmeko and Elequip was not present in the environmental clusters, and there was 
generally less definition around the boundaries of the clusters. There was very little similarity 
between the environmental object clusters and the ADDS clusters. It is probable that the 
financial measures and accounting systems used within organizations are limited by factors 
other than those identified by the organizational and environmental variables used. Ownership 
and control, standard accounting practice and lack of sophistication in smaller firms are just a 
few of the possible reasons for this lack of correlation. 
The results described above were primarily concerned with establishing the robustness of 
clusters across different variable sets and were not by themselves sufficient to prove the links 
between the information processing systems at System 3 (management control) and System 4 
(external scanning and intelligence function). Hence a further set of statistical tests were 
carried out to try to prove that this link existed. Pearson product moment correlation 
coefficients were calculated for each variable to see which variables were interrelated and to try 
to establish the reason(s) for correlation. 
From the Miller questionnaire, the following variables (Past Dynamism, Current Dynamism, 
Past Heterogeneity, Current Heterogeneity, Past Hostility, Current Hostility, Scanning and 
Controls) were tested for correlation. 
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Hypothesis 1 
The System 4 function, which is represented in the analysis by the collective variable 
"scanning", represents the primary source of organizational intelligence gathering about the 
external environment. 
Hypothesis 2 
There is no direct link between System 3 and the external environmental variables. Any 
information about the external environment that reaches System 3 does so via the System 4 
intelligence function. 
Definitions of collective variables 
The collective variable "scanning" measures the search for problems and opportunities in the 
external environment of the firm. i. e. amount of tracking of customer tastes, competition, 
technological and administrative developments. It can be carried out by staff departments, 
executives, the sales force or whoever. (This variable will be adopted here as a universal 
measure of System 4 activity. ) 
The collective variable "controls" measures the emphasis placed upon internal trends and 
incidents relevant to organizational performance, Management Information Systems, employee 
performance appraisals, quality controls, cost and profit centres, budgeting and cost accounting 
etc. and is adopted here as a universal measure of System 3 activity. 
Results 
From Figure 9, we can see that the scanning variable is very highly correlated with each of the 
environmental variables at and beyond the 5% level of significance. This result does not 
support the research conducted by Aguilar (1967) and Kefalas and Schoderbek (1973) who 
also examined the relationship between scanning and the dynamism of the organization's 
environment without finding any significant patterns. A similar analysis, carried out using the 
controls variable, fails to correlate highly with any of the perceived environmental variables. It 
is concluded that there is no obvious direct correlation between the System 3 function and the 
general environment. 
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Scanning Control 
Past Dynamism 0.3695** 0.3840 
Current Dynamism 0.3712** -0.319 
Past Heterogeneity 0.3441** 0.0048 
Current Heterogeneity 0.4772** 0.1256 
Past Hostility 0.4229** 0.1717 
Current Hostility 0.4088** 0.2272 
* p< 0.1 
Figure 9: Correlation matrix - Miller's environmental variables with the System 3 and 4 
functions 
These results provide support for Hypotheses 1 and 2 and reinforce the validity of the Viable 
System Model in which: 
(i) the prime source of environmental interaction is located at System 4 
(ii) System 3 has no direct link to the external environment except via System 4, and to a 
lesser extent, System 1. 
Hypothesis 3 
The System 5 function, which is represented in the analysis by a series of decision-making 
processes, does not directly interact with the environment, but receives the information it 
requires from the System 4 intelligence function which attenuates/amplifies accordingly. 
Product- 
Market 
Innovation 
Adaptiveness 
of decisions 
Integration Analysis of 
decisions 
Mutiplexity Futurity Proactiveness 
Past Dynamism 0.41166** 0.2049 0.4450** 0.2144 0.3123* 0.2732 0.4094** 
CurrentDynemism 0.3375** 0.2455 0.3494** 0.1271 0.3581** 0.2532 0.3066* 
Past Heterogeneity 0.4097** 0.2728 0.3135* 0.2837* 0.4216** 0.2844* 0.0920 
Current Heterogeneity 0.4284** 0.4186** 0.2097 0.2262 0.4608** 0.2937* 0.2684 
Past Hostility 0.2553 0.3446 0.3061* 0.1020 0.4882** 0.3539** 02701 
Current Hostility 0.3434** 0.3818** 0.4154** 0.3947** 0.5868** 0.3596** 0.2064 
""p<0.05 
*p<0.1 
Figure 10: Correlation matrix - Miller's environmental variables with the System 5 
function 
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Figure 10 reports a similar analysis carried out with Miller's strategic variables. Within the 
Viable System Model, there is no direct interaction between strategy-making and the external 
environment, although the strategy-making function is, by definition, a function of Systems 3 
and 4. The table shows that not all the strategy-making variables correlated with all the 
environmental variables. Different issues require information about different aspects of the 
environment or arise as a result of only one or two environmental factors. For example, we can 
see that although product-market innovation is highly correlated with all but past hostility 
(which may no longer be relevant to the current situation), adaptiveness of decisions is only 
correlated with current heterogeneity and hostility, and is apparently unaffected by dynamism. 
This suggests that the types of firms visited in the study were followers rather than market 
leaders which is what one would expect of marketing strategies for firms of this size. The 
tendency is not to adapt directly to environmental changes but to react to the activities of 
competitors instead, i. e. environmental adaptation is via a third party. 
Integration within the sample of firms correlates highly with dynamism and hostility, but not 
with heterogeneity. This might be explained by the need for more coordination when the 
environment becomes increasingly turbulent to ensure that individuals are not working at cross 
purposes. Stability allows people to carry on as they have always done, but environmental 
dynamism reduces the buffer between the external environment and the internal workings of the 
organization. This increase in coordination of operating activities would also be necessitated 
by increased aggression from competitors. 
Analysis of major decisions only correlates highly at or above the 5% level of significance with 
current hostility. This suggests that the competitive tactics are the primary source of concern 
for the companies involved and this is in line with Miles and Snow's reactor archetype (1978), 
(see also Hart (1992) for taxonomies). 
Multiplexity correlated highly with all environmental factors, whereas futurity correlated 
primarily with hostility and, to a lesser extent, heterogeneity. Proactiveness correlates highly 
with dynamism. Once again, this is what one would expect since proactive firms tend to take 
the initiative and are more likely to be the purveyors of change whereas reactors follow the 
trends set by others in the industry. 
Hypothesis 3 is only partially supported by the results. There is clear evidence of attenuation 
but it is not clear at this stage if this is a result of selective retention at System 5 or filtration at 
System 4. 
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Tightness Commitment Cost Control Forecast Output Remuneration Tailoring Changeability 
Tightness 1.000 0.3780** 0.5537** 0.0692 0.3072** 0.1496 0.0301 -0.0380 
Commitment 1.000 0.4768** 0.3313** 0.3413** -0.0965 0.0978 0.0897 
Cost Control 1.000 0.2512 0.1087 0.1077 0.2346 0.1555 
Forecast 1.000 0.0028 -0.1231 0.1825 0.2094 
Output 1.000 0.3557** -0.0287 -0.1295 
Remuneration 1.000 -0.3001* -0.4232* 
Tailoring 1.000 0.6358** 
Changeability 1.000 
:. p< 0. u) 
" p< 0.1 
Figure 11: Correlation matrix - Accounting Information Systems Questionnaire (System 3 
variables) 
Figure 11 is included to show how the System 3 perceptual-attribute variables correlate with 
each other. We can see a clear correlation between the tightness of budget control, 
commitment to budgets, the use of cost control data, and the extent to which goals relate to 
output measures. Commitment to budgets is also highly correlated with the use of forecast 
data, which suggests that there is a link between the extent to which forecasts are incorporated 
into the budgeting process and the amount of commitment that is shown to those budgets as a 
result. Not surprisingly, the extent to which goals relate to output measures is highly 
correlated at or above the 5% level with the use of formula based remuneration. The latter 
variable is highly negatively correlated with the extent to which control systems are tailored 
and the degree of changeability of control systems. This is a predictable result since the use of 
heuristics and deterministic payment systems is somewhat contrary to the idea of contextual fit. 
Hypothesis 4 
The System 4 function, which is represented in the Accounting Information System 
questionnaire by the collective variable "external scanning", interacts dynamically with 
certain aspects of the System 3 function which are thus able to adapt to prevailing 
environmental circumstances. 
N. B. In certain failure configurations this is not the case, either because there is no System 4 in 
operation or because the links between System 3 and 4 do not exist, but this is not a problem in 
our sample which is dominated by successful archetypes. 
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Hypothesis 5 
The analytical side of the System 5 function, which is represented by the collective variable 
"monitoring of results ", is a junction of both System 3 and System 4. 
External Scanning 
(System 4) 
Monitoring of results 
(System 5) 
Tightness of budget control -0.2017 0.2696 
Commitment to budget 0.1893 0.2131 
External Scanning 1.000 0.4767** 
Monitoring 0.4767** 1.000 
Cost Control 0.1883 0.2970* 
Forecast 0.1209 0.2028 
Goals relate to Output Measures -0.2297 -0.0397 
Remuneration -0.3657** -0.1283 
Tailoring of control systems 0.5372** 0.2794 
Changeability of control systems 0.3702** 0.2582* 
*" p<0.05 
*p<0.1 
Figure 12: Correlation matrix - Collective System 4 and 5 variables and their relation to 
System 3 
From Figure 12, we can see that external scanning, (the collective System 4 variable), 
correlates highly with the tailoring and changeability of control systems. i. e. the adaptive 
nature of the System 3 function is a direct result of the intelligence function at System 4. 
Similar results are shown for monitoring which is also correlated at the 10% level with 
tightness of budget control and cost control. One would expect the latter relationship from 
firms which are run on the basis of financial control or strategic control rather than strategic 
planning (Goold and Campbell, 1987) and this was the case in the majority of firms visited in 
the sample and may well also depend on whether the firm tends towards a dynamic, iterative or 
normative, static form of strategic management (Blenkinsop and Bums, 1991). However, 
correlation with external scanning is significant at the 5% level and reinforces the importance 
of adaptation to environmental circumstances. This result is totally consistent with a sample 
which is populated by such a large proportion of S IA archetypes i. e. Adaptive Firms under 
Moderate Challenge. 
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The results described above lend support to Hypotheses 4 and 5 and suggest a link between the 
nature of the management control systems in use (System 3) and the System 4 and 5 functions. 
In Figure 13, which correlates the System 4 attribute variables with each other, we can see that 
very few of the variables are significant at or above the 10% level. These results reinforce the 
uniqueness of each of the variables. This does not invalidate the possibility of configurational 
analysis, since although there is little interrelationship between the variables, the combination 
of variables forms a whole which is in fact greater than the sum of the parts, i. e. synergy 
applies. Hence the similarity in Euclidean space between any one configuration and any other 
can still be meaningfully compared by means of cluster analysis. 
Innovation Technology Government Competitors PLC Diversity Customers Suppliers 
Innovation 1.000 0.0624 0.2768* 0.0805 0.0227 0.1648 0.0571 -0.0942 
Technology 1.000 -0.1162 0.2278 0.0193 0.2094 0.1542 0.2216 
Government 1.000 0.2690 0.2173 -0.0605 -0.0751 -0.1439 
Competitors 1.000 0.1148 -0.2105 0.0369 0.3730** 
PLC 1.000 0.3184* -0.0998 -0.2323 
Diversity 1.000 -0.0241 -0.4477** 
Customers 1.000 -0.0224 
Suppliers 1.000 
s"p<0.05 
* p<0.1 
Figure 13: Correlation matrix - Accounting Information Systems Questionnaire (System 4 
variables) 
Of those variables which did show some degree of correlation, new product innovations was 
found to correlate at the 10% level with changes in government regulations. Do the latter 
necessitate the former in some cases, e. g. legislation regarding pollution, certain chemicals, 
environmental concerns, etc.? 
Relationships with suppliers correlates with both intensity of competition and diversity of 
product lines. The former can be explained by the scarcity of some raw material supplies, the 
preferred status of some suppliers, and the monopolies and oligopolies that exist in some 
component part businesses. The latter suggests that an increased diversity of product line 
enables companies to be less dependent on particular sources and increases the firm's power 
base. 
Finally, the use of product life cycles correlated with diversity of product lines. This was to 
be expected since diversity to a certain extent requires use of the concept of product life cycles. 
Mature products need different advertising, promotion, and pricing to products at other stages 
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in their life cycle i. e. introduction, growth, maturity or decline, and different marketing and 
manufacturing strategies are adopted to cope with these differing requirements. 
Innovation Technology Government Competitors PLC Diversity Customers Suppliers 
Tightness 0.0347 -0.2523 0.1373 -0.2045 0.4198** 0.2260 -0.0262 -0.4869** 
Commitment 0.0900 -0.1448 -0.0195 -0.2184 0.1442 0.0551 0.2518 -0.3012* 
External 
Scanning 
0.2477 0.1805 -0.3403** -0.1246 -0.0569 -0.0335 0.0131 0.0054 
Monitoring 0.1695 -0.0478 -0.0647 -0.1754 -0.1570 -0.0533 -0.0610 -0.0664 
Cost Control 0.3593** 0.0107 0.1009 -0.2133 0.1798 0.2571 0.0992 -0.4467** 
Forecast 0.2393 0.1678 0.0093 0.0824 -0.1644 -0.1897 0.1897 0.1729 
Output 0.0090 -0.4036** 0.3887** -0.1947 0.1858 -0.0885 -0.0861 -0.3305** 
Repfreq. -0.0778 -0.0636 -0.2162 -0.4725** -0.0162 0.0624 0.2508 -0.0403 
Remuneration -0.0741 -0.1566 0.2503 -0.1124 0.1761 0.2003 -0.0704 -0.2061 
Tailoring 0.1710 0.5203** -0.1486 -0.0023 -0.0237 0.0807 0.1013 0.0731 
Changeability 0.1898 0.3512** -0.0986 0.1008 0.0895 0.0680 -0.1145 0.2787* 
: "p<0.05 
*p<0.1 
Figure 14: Correlation matrix - Accounting Information Systems Questionnaire (System 3 
and 4 variables) 
From Figure 14, which looks at the correlations between the AIS System 3 variables and the 
environmental object variables, we can see that tailoring and changeability of control systems 
correlate with advances in process technologies. Often these go hand in hand e. g. new 
manufacturing systems come with management control systems packages e. g. Throughput 
Accounting with OPT scheduling. 
Information systems are now constructed with built-in flexibility e. g. databases add 
flexibility (and have become the basis for many new manufacturing systems). 
Changeability of control systems also correlates highly with relations with suppliers. 
This is put down to the fact that modem manufacturing plants require management systems 
which capture and report information more quickly and reliably than previously. This has 
enabled greater interaction with suppliers in some instances e. g. the use of Electronic Data 
Interchange has improved relations. 
The extent to which goals relate to output measures is negatively correlated with advances in 
process technology. This can probably be explained by the fact that new process technology is 
often adopted to improve operating efficiency and effectiveness, not to necessarily increase 
capacity. More and more firms are faced with new measures of performance, often dictated by 
their customers' requirements i. e. lead time reduction, due date delivery performance etc , many 
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of which are non-financial in nature. Goals are therefore more complex to reflect this change 
and tend to be less concerned with output (productivity) alone. 
External scanning is negatively correlated with changes in government regulations. This is 
explained by the fact that the more scanning that is done by the firm, the less unexpected or 
exceptional are changes in government regulations or legislation. Firms that are aware well in 
advance compensate earlier and therefore feel less threatened. Scanning preempts changes in 
this area, hence the negative correlation. Any changes will have less effect on the organization 
if more scanning is carried out. 
Cost control correlated highly with new product innovation. This is inevitable given the size 
of the firms visited relative to competitors. Smaller organizations are financially limited in 
their new product innovations and new ventures represent high risk. For any innovation that is 
carried out, it is important to keep a lid on costs or such firms will find themselves insolvent. 
Tightness of budget control positively correlates with product life cycle. Obviously, as 
products go through different stages of their life cycles, they will be either cash generators or 
cash consumers, (see Boston Consulting Group matrix with "dogs", "cash cows", etc. ). 
Careful control of the portfolio is necessary to ensure that funds flow as required throughout 
the business. Hence the relationship here. 
Relations with suppliers correlated negatively with tightness of budget control, commitment to 
budgets, cost control and the extent to which goals relate to output measures. As firms try to 
improve their financial status in times of recession and low profit margins, they tend to put the 
squeeze on their suppliers, whom they pay as late as possible. On the visits to companies, 
many were frequently being put on "stop" for failure to pay their bills and this practice leads 
inevitably to a deterioration in relationships with suppliers. 
From the results in Figure 14, we can see that object variables are more useful at the tactical, 
rather than the strategic, level of analysis and would be used more for environmental analysis 
at System 1 than at System 4 where perceptual-attribute variables are more meaningful, since 
uncertainties are less distinct. The relative scarcity of significant correlations between the 
System 3 and 4 variables does not detract from the results, it merely reinforces the synergistic 
effect of configurational analysis. Looked at in detail, there is little correlation between 
individual variables, but looked at collectively, there is a significant correlation between 
Systems 3 and 4 at the macro level of organizational analysis (see Figure 12). 
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Summary of Findings 
The top half of the summary diagram overleaf is reproduced from Chapters 1 (1: 25) and 4 
(4: 42) and full discussion of it can be found there. This chapter of the thesis uses subsets of 
data collected from the Miller questionnaire and the AIS questionnaire in order to focus 
attention on environmental variables. The environmental variables from the Miller and Friesen 
(1984) questionnaire were separated into those relating to current conditions and those relating 
to past conditions. Analysis was carried out on the former to produce Cluster Set 1 and on a 
combination of past and present variables to form Cluster Set 2. These environmental clusters 
were compared with those derived in Chapter 1. 
A third set of environmental variables (this time based on perceptual-object variables rather 
than perceptual-attribute variables) was extracted from the AIS questionnaire. These were 
clustered to produce Cluster Set 3. Cluster 3 was compared with the clusters identified in 
Chapter 1 as well as those derived from the perceptual-attribute variable data sets. 
The results of these comparisons are contained in the section beginning on page 5: 28. 
Conclusions 
The results of this chapter lend support to the theoretical configuration of Systems 3,4 and 5 
(Viable System Model) and the nature of an organization's interaction with its external 
environment (as shown in Figure 1). So far in this thesis, we have looked in detail at the 
System 3 and 4 functions in order to try to identify configurations at each level and interactions 
between the systems. In the next chapter we look more closely at the interaction with strategy- 
making i. e. the System 5 function 
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CHAPTER 
6 Strategy Making Processes 
Introduction 
Strategy-making will be looked at in terms of its Viable System Model properties, i. e. as the 
interaction of environmental variables, external information processing (termed scanning 
throughout this thesis), and management accounting and control systems. 
ENVIRONMEN 
NISATIONAL 
UNDARY 
TO OPERATING CORE 
....... 
Figure 1: The strategy-making process 
Whereas Chapter 5 investigated the information processing properties of the Viable System 
Model and lends support to the hypothesis that System 5 is a combined function of S. stems 3 
and 4, this chapter will look in more detail at the System 5 function. By analysing the stratcgic 
variables from the Miller and Friesen (1984) questionnaire and clustering these as separate 
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configurations, we are able to ascertain whether there is a link between the clusters derived here 
and those identified in previous chapters and to interpret the results in the light of existing 
research. The chapter sets out to prove that the VSM does not provide us with the whole story 
and puts forward a refined hypothesis that Systems 3 and 4 do not encompass all the apparent 
activity at System 5. We therefore introduce the concept of delta, an added dimension which 
incorporates softer issues such as personality traits, locus of control and culture, all of which 
have been found to be of significant importance in small/medium sized enterprises. 
"A strategy may be considered a pattern in a stream of decisions (past or 
intended) that (a) guides the organization's ongoing alignment with its 
environment and (b) shapes internal policies and procedures. " (Hambrick, 
1983a: 5) 
Because of its multidimensional nature and its industry-specific peculiarities, the strategy 
construct has eluded precise and common operationalization. Research into how the 
environment and strategy interact to affect structure or control systems has been sadly lacking 
(Hambrick, 1981), particularly research into the business strategies of small and medium sized 
manufacturing firms in the UK. This thesis is the first significant attempt to fill that gap. Here 
we shall be looking at organizations as "information processing systems whose viability 
depends upon their ability to master the challenges posed by their environments. " (Miller and 
Friesen, 1983: 230) 
Strategy as organizational adaptation to prevailing environmental 
conditions 
Traditionally, strategy has been subdivided into two categories, primary and secondary. The 
former is concerned predominantly with domain selection and relates to the general 
environment (Dill, 1958); the latter is concerned with competitive approach and concentrates 
its activities within the task environment (Bourgeois, 1980). According to Hambrick 
(1983 a: 7), such a distinction is of key importance when conducting empirical strategy research. 
Whereas domain selection relates predominantly to corporate activity, secondary strategy 
(competitive tactics) includes activities such as environmental scanning (the System 4 function 
which we have argued in Chapter 5 measures Perceived Environmental Uncertainty), power 
distribution, resource allocation, organizational monitoring and control (all System 3 functions) 
and is concerned with activities at the strategic business unit level. Bourgeois (1980) intimates 
that the interaction of the information systems that correspond to Beer's Systems 3 and 4 is a 
measure of the organization's secondary strategy which is developed to deal with aspects of the 
task environment. As such we are putting forth two hypotheses. The first is that, vvithin the 
Chapter 6: Strategy Making Processes 6-2 
competitive approach, the cybernetic equation System 5=f (Systems 3,4) holds. However, 
within the primary strategy of domain selection, there are additional elements to be included. 
Our equation thus becomes System 5=f1 (Systems 3,4) + f2 (S) in this instance. 
Strategy as formulated or emergent process 
A formulated strategy assumes that a rational, unitary, goal-seeking approach can be adopted 
in mapping organizational capabilities onto environmental realities. However, the existence of 
subjectivity and perceptual bias inevitably results in suboptimal strategy formulation which 
may, over time, prove to be misaligned with prevailing environmental circumstances. The 
failure of deterministic, a priori, strategic decision making processes gives rise to emergent 
strategies, that is, strategy-making as a rather haphazard, interactive process of simultaneous 
implementation and formulation (Mintzberg, 1978; Burgelman, 1983). 
The process of strategy-making is itself a recognition of the need for fit between internal 
organizational properties and external environmental forces such as complexity, dynamism, 
hostility and heterogeneity. Modelled as a static process, this gives rise to a formulated 
strategy; modelled as a dynamic, interactive process, strategy becomes emergent. 
It is widely believed that organizations seek out those domains in which they are able to 
exercise their preferred strategy-making style (primary strategy) and adapt to these. Hrebiniak 
and Joyce (1985) do not accept that strategic choice and environmental determinism are 
mutually exclusive explanations of organizational adaptation. They argue that choice and 
determinism are independent variables and develop a typology of four different types of 
organizational adaptation. 
I Natural selection: minimum choice and high environmental determinism 
II Adaptation within constraints: high choice and high environmental determinism 
III Adaptation by design: high choice, low environmental determinism 
IV Adaptation by chance: low determinism and strategic choice 
This typology results from the belief that "classifying change as either organizationally or 
environmentally determined is misleading and diverts research inquiry away from the critical 
interactive nature of organization-environment relationships in the adaptation process" 
(Hrebiniak and Joyce, 1985: 336). 
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Quadrant I is populated by firms in perfectly competitive environments - firms which can 
exercise little, if any, discretion because market forces determine the possible returns that an 
organization can achieve. It therefore tends to be the domain of small organizations selling 
commodity-like products. 
Quadrant II is often populated by larger firms in highly regulated industries. Such 
organizations are likely to pursue differentiation or focus strategies. 
Quadrant III are populated by proactive firms in pursuit of innovation. 
Quadrant IV is populated by organizations which do not appear to follow any coherent strategy 
at all, i. e. are virtually oblivious to environmental conditions. These firms are likely therefore 
to be "reactors" (Miles and Snow, 1978), with few innovations and little proactive behaviour. 
This stance leads to poor organizational performance and ultimately to decline. One can 
assume that such firms are on the verge of becoming or already are failure models, FX (Miller 
and Friesen, 1984). 
Morgan (1983) recognises that strategy is determined not just by organizations themselves but 
also by forces that appear to stem from outside the organization. Organizations are seen as 
operating in environments which are in various degrees both chosen and made. 
Typologies and taxonomies of strategic archetypes 
There is no absence of pattern-making in the existing literature, where empirical and theoretical 
models abound. e. g. Burgelman (1983) identifies two generic categories of strategy-making 
behaviour, induced and autonomous. The former is a product of the firm's prevailing strategic. 
perspective (see also Johnson, 1992; Miller, 1990; 1992), whereas the latter relates to activities 
which fall outside the scope of the firm's current strategic field of vision. 
Galbraith and Schendel (1983) derived two sets of clusters, one for consumer, the other for 
industrial products. They argue that measurement of strategic variables needs to be at the 
secondary or business level of activity where well defined products (or services) are offered to 
well defined markets. "Aggregated primary or corporate level data are not appropriate. " 
(1983: 157) 
Chaffee (1985) differentiates between linear, adaptive and interpretive strategies. 
Chakravarthy (1982) develops this adaptive model further and comes up with unstable, stable 
and neutral adaptation. These models of organizational adaptation can be associated with 
Boulding's Hierarchy of Systems (1956). They contain a hierarchical nesting effect, %%here for 
example, the linear is subsumed by the adaptive, which in turn is subsumed by the interpretive 
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(see Chaffee, 1985). The author puts forward the argument that the confusion existing in 
strategic studies may be a product of the failure to distinguish between different levels within 
the strategic hierarchy. 
Goold and Campbell (1987) divide large firms into Strategic Planners, Strategic Controllers, 
and Financial Controllers, whilst Miles and Snow (1978) have four generic types of 
organizational strategy-makers: analyzers, prospectors, reactors and defenders. The Miles and 
Snow (1978) classification system was used as a generic framework by numerous researchers 
in the field but was rejected by the author as a suitable generic model in this thesis on the 
grounds that the original typologies were based on a sample of publishing firms. Subsequent 
studies, developed using the Miles and Snow framework, have been erroneous in accepting the 
validity and robustness of the archetypes across diverse industries. Research methodologies 
and biases appear to have given the appearance of a more rigorous typology than actually 
exists. As a result of these reservations concerning the Miles and Snow (1978) archetypes, 
Porter's (1980; 1985) generic strategies were adopted as a benchmark in this thesis. However, 
even here there are problems, since Porter's generic types were designed to maximise 
profitability performance rather than sustain organizational viability. Similarly, the author is 
aware that work carried out in the US may not be directly transferable to the UK (Hofstede, 
1980; Drucker, 1971) and has therefore sought to derive organizational gestalts from first 
principles using raw data scores. 
Michael Porter, whose work has been a major influence in the strategic management field 
(1980; 1985) distinguishes between differentiators, cost leaders and nichemen. A cost leader 
vigorously pursues cost reduction activities, e. g. through experience curves, tight cost and 
overhead control, minimal R&D spend, limited marketing etc. 
Differentiation can take many forms. Miller (1987) distinguishes between innovative 
and marketing differentiators. The former is based on new advances, technological superiority, 
R&D etc., the latter on brand image and premium pricing, etc. 
Focus strategies concentrate on a particular buyer group, segment of the product line 
or geographic market. 
To a large extent, the size of the firms in my sample predetermines their strategy. Since small 
and medium sized enterprises do not have the resources to compete effectively on a global 
scale, they are far more likely to successfully pursue a focus strategy of some description. The 
empirical results confirm that this is in fact the case. Miller and Friesen (1986a) distinguish 
between several types of focus strategy: cost, differentiated and undifferentiated focus, and add 
a final generic type which they term "no distinctive competence". This clearly denotes a lack of 
strategy or directed thinking at the system 5 level and is likely to occur in failure archctvpes 
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(Miller and Friesen, 1984). According to Hambrick (1983a), this will inevitably lead to poor 
performance. 
"Organizations that attempt ad hoc, opportunistic deviations from their 
strategies, or that never develop a strategy with all its accompanying 
consistencies, will experience low performance and qualify as members of 
Miles and Snow's only low performing type - reactors. " (1983a: 7) 
From our Viable System Modelling we can infer that these organizations can be characterised 
by lack of information in strategic decision-making processes, either because of failures at the 
System 3 or 4 level, or because the information that does reach System 5 is not actively used. 
Porter has found a great deal of favour in the strategic management field and his generic types 
have been tested and adopted by many other authors. Hall (1980), for instance, used empirical 
data from 64 companies in eight major industries and found examples of Porter's generic types 
throughout. White (1986) had similar findings with his sample of 69 businesses. Phillips, 
Chang and Buzzell (1983) found a significant and positive relationship between differentiation 
and market share. The research conducted by Dess and Davis (1984) is generally consistent 
with Porter's generic types, as is that by Hambrick (1983b), who had previously used the Miles 
and Snow (1978) typologies in his research activity (1982). Other authors have failed to 
identify Porter's "pure" types (Miller and Friesen, 1986b; Hill, 1988). In Miller and Friesen 
(1986b), although the analysis pointed to several common, stable strategies which were robust, 
none of the clusters reflected Porter's (1980) pure types. The differentiators in this sample of 
consumer durable producers also employed a cost leadership strategy, the cost leaders 
employed significant elements of differentiation and the focusers were also cost leaders. (The 
characteristics of each of the ten clusters which were derived are given in the table overleaf. ) 
These findings differed from those of Hambrick (1983b) who concentrated on capital goods 
producers and Dess and Davis (1984), who looked at the US paint industry. The discrepancy 
has been attributed to the industry chosen, an important factor in the strategic management 
literature yet one which has received insufficient attention to date, although it has been noted in 
the literature on organizational culture (Gordon, 1991). Hill (1988) shows that the assumption 
that the generic business-level strategies of differentiation and overall cost leadership are 
generally inconsistent is not always valid. He argues that the combination of low cost and 
differentiation often results in a sustainable competitive advantage and proposes two types of 
industrial environments in which this combination of generic types might be advantageous. 
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(1) The first environment is within emerging industries that are characterised by high 
growth, have significant learning and scale economies, and the potential to 
differentiate their product. 
(2) The second environment is within mature industries that are experiencing 
significant technological change. The implied change in process gives rise to new 
learning economies. More generally, the simultaneous pursuit of differentiation 
and low-cost strategies is most likely to be consistent with superior performance 
in mature industries where all experience curve economies have been exhausted 
and several firms have achieved a minimum-cost position. (1988: 411) 
Porter does not overlook this possibility himself, acknowledging that the generic types can be 
used "singly or in combination" (1980: 34). 
Longden (1992) has taken Porter's generic types and tried to synthesize them with the strategic 
control styles proposed by Goold and Campbell (1987) using the process model suggested by 
Simons (1990). He successfully relates differentiation with strategic planning, cost leadership 
with financial control, and focus with strategic control. Other typologies have been developed 
by Ahmed and Rafiq, (1991), Galbraith and Schendel (1983) and Miller (1986). Ahmed and 
Rafiq (1991) develop extemaUdynamic and internal/stable orientated generic strategies; 
Galbraith and Schendel (1983) identify six strategy types for consumer products and four for 
industrial products, the latter being low commitment, growth, maintenance and niche. Cluster 
analysis has been used extensively for the derivation of strategic clusters and can be found in 
the work of Dess and Davis (1984), Galbraith and Schendel (1983), Hambrick (1983b) and 
Miller and Friesen (1986a, 1986b) amongst others. 
The problem faced by the researcher who looks at strategy-making processes is the sheer 
volume of material in this field and the incompleteness and overlapping of the typologies which 
have been derived to date. Although there has been a proliferation of strategy-making models, 
this has resulted in very little cumulative knowledge. Fortunately, Hart (1992) has provided a 
framework for strategy-making processes that integrates the fragmented literature on the topic. 
Hart describes how the literature has moved from rational models (Andrews, 1971; Porter, 
1980) through models of bounded rationality (Lindblom, 1959) to behavioural models which 
suggest that strategy "emerges" as a result of organized anarchy, intimating that organizational 
members play the most significant role in the strategy-making process (Mintzberg, 1978). 
This latter style is captured by Blenkinsop and Duberley (1992) who ask whether strategy can't 
just as easily be the product of operational decisions as it can of formulated and emergent 
processes. They outline what they term a "grass roots" approach to strategy, driven from the 
bottom up, within a manufacturing context. The paper questions whether successful 
companies aren't sometimes the result of fortuitous, accidental matches between (what appear 
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to be) one-off operational decisions and evolving market needs, rather than the product of 
intuitive entrepreneurial foresight or careful matching of the external environment with internal 
operating capabilities (Blenkinsop and Duberley, 1992). Burgelman (1983) identifies induced 
and autonomous behaviour, where induced relates to formulated strategy, (the deliberate use of 
structure and control), and autonomous refers to the acceptance of initiative at the operational 
level. The role of the middle manager then becomes that of negotiator, trying to gain top 
management support for various initiatives. 
Levers Command Symbolic Rational Transactive Generative 
Mission ýk ýk 
Vision 
Goals 
Strategy 
Structure 
Systems 
Processes 
People 
* primary focus 
** secondary focus 
based on Hart (1992) 
Figure 3: Strategy-making modes and the organizational "levers" of top management 
Hart (1992) outlines five strategy-making process typologies. These are command, symbolic, 
rational, transactive and generative. This thesis is particularly concerned with command, 
rational and generative. The first is driven from the top down by a strong leader. Management 
provide the direction, and operating personnel obey the orders. Rational processes are driven 
by formal structure and planning systems, they focus primarily on key organizational processes 
and systems. Managers evaluate and control the process whilst operating personnel follow the 
rules of the system. The generative type is more organic, with strategy driven by the initiative 
of organizational employees at the operating level. Top management ratify and support the 
changes proposed and operating personnel initiate change. A case study example of this latter 
type is given in Blenkinsop and Duberley (1992). The command type makes use of mission, 
vision, goals, strategy, structure, systems, processes and people, whereas the rational strategy- 
making process focuses primarily on key organizational processes and goal-setting . pith 
Chapter 6: Strategy Making Processes 6-9 
strategy, structure and systems playing a secondary role. Generative archetypes are primarily 
oriented around systems, with processes and people playing a secondary role. This is 
important from the Viable System Model point of view which is primarily concerned with 
information processing systems and defines strategy-making in terms of two information 
systems, that of System 3, the internal control system, and System 4, the intelligence function. 
From Hart's table 3 (1992), we can see that systems and processes have important implications 
for all except the symbolic strategy-making mode. 
Strategic management: a systems perspective 
Ultimately, this thesis is trying to establish the systemic nature of organizational entities. 
Many authors have taken a systemic perspective in their studies of organizational strategy 
(Ahmed and Rafiq, 1991; Miller and Friesen, 1986a, 1986b; Miller, 1986,1987,1989; White, 
1986). Even Porter has acknowledged that: 
"each generic strategy implies different skills and requirements for success 
which commonly translate into organizational structure and culture. " (See 
Ahmed and Rafiq, 1991) 
Ahmed and Rafiq (1991) identify four interconnective elements which they label human, 
technological, informational and financial resources. Miller (1987) takes up the theme by 
suggesting that a change in the strategic dimension of the firm is associated with changes in the 
structural and environmental variables. He repostulates the existence of both a static and 
dynamic alignment of organizational variables (1987: 56), and acknowledges an overlap 
between structural and strategic typologies and taxonomies (1986a). Miller and Friesen 
identify what they term "systemic" failures and successes (1986b). The former relate to the 
vicious circle that was identified in Chapter One of this thesis and the latter to the concepts of 
synergy and configuration, also found there. 
Miller (1989) has also linked the complexity of organizational strategy with intensity of 
information processing and the managerial interaction used in its development and 
implementation. This corresponds with the Viable System Model which defines strategy as a 
function of information processing systems i. e. internal audit and external scanning. 
In White's paper, "Generic business strategies, organizational context and performance: an 
empirical investigation", a fit between business unit strategy and the internal organization of 
multi-business companies is shown to have an effect on business unit performance (White, 
1986). White identifies the major shortcoming of contingency theorists as their failure to 
include a strategy concept in their research activities. Although many authors have dc%cloped 
generic strategies, none have tested the organization link. Porter (1980: 40) proposes common 
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organizational attributes for cost leadership and differentiation strategies, but these have not 
been empirically tested. 
As the literature suggests that pure generic types are in fact very rare, with hybrids being more 
common in many industries (Hill, 1988; Miller, 1987; 1988), these attributes are not very useful 
in the industrial setting. 
STRATEGY ENVIRONMENT STRUCTURE PERFORMANCE 
CRITERIA 
uncertain; delegated authority; quality; 
INNOVATIVE unstructured technocrats; efficiency; 
DIFFERENTIATION marketing liaison devices; design innovations; 
(Prospectors, Miles and problems; "organic" style; 
Snow, 1978; S 1B difficult to forecast; collaboration of customer loyalty; 
Adaptive or S5 specialists and price inelasticity; 
Innovative, Miller and functional managers; 
Friesen, 1984; ) integration through 
task forces, 
committees; 
stable; little delegation of price (goal to be 
COST LEADERSHIP predictable; authority; lowest cost producer); 
(Defenders, Miles and easy to forecast; controls (especially innovation is a costly 
Snow, 1978) costs); luxury; 
formalisation; efficiency; 
division of work; innovation in 
unskilled personnel; production processes; 
formal controls and formal profit and 
hierarchies used as budget controls; 
coordination 
mechanism 
technocrats in unique image; 
MARKETING marketing only; prestige pricing; 
DIFFERENTIATION marketing is advertising; 
(S IA Adaptive or S3 dominant function; market segmentation; 
Mature Giant, Miller and few, if any, liaison importance of market 
Friesen, 1984) devices; research; 
authority to 
marketing; 
specialised segment of identification of 
FOCUS STRATEGY the market; segments needs 
(lower costs and seeks homogeneity; 
differentiation) enhances 
predictability; 
Figure 4: Porter's generic strategies with Miller's configurations 
Chapter 6: Strategy Making Processes 6- 11 
Research Design 
This chapter is designed to determine the nature and extent of differences in the strategic 
decision-making function (System 5) of firms which correspond to different organizational 
configurations (empirically derived taxonomies). Thus the relationship between two classes of 
variables, strategic decision-making and organizational configuration, forms the principle 
focus. 
Research objectives 
Part One: Testing Porter 
" To use an empirical taxonomy of business level strategies to determine if Porter's 
(1980) generic strategy types emerge in the sample of firms. 
" To test whether Porter's cost leadership and differentiation strategies are mutually 
exclusive within the sample data. 
" To ascertain whether similar generic strategies are likely to be pursued by firms 
which exhibit the same configurational characteristics. 
Part Two: Strategic Taxonomies and the Viable System Model 
" To investigate how strategic decision-making processes differ between different 
organizational archetypes 
" To empirically derive taxonomic classifications for System 5 clusters and 
attribute meaning to them in the light of existing research activity 
" Having identified archetypes, to compare them with those identified at the 
organizational level of analysis 
" To understand the distinction between primary and secondary strategy (i. e. 
corporate strategy and competitive tactics) and to algebraicly "prove" the 
difference in cybernetic terms 
" To recognise the importance of soft variables in the derivation of corporate level 
strategy 
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Part One 
Variables and questionnaires used 
The second questionnaire, the Generic Strategy Questionnaire, which was used in the empirical 
study attempted to quickly identify the strategy being pursued within each firm in terms of 
Porter's "pure" types (1980). Five questions were asked which attempted to map the location 
of the firm's generic strategy in 3-dimensional space (i. e. in terms of its degree of cost 
leadership, differentiation and focus). Respondents were asked to rate the statements on a scale 
of 1-7 according to whether they believed the statement to be very accurate (score 7), quite 
accurate (score 4) or not at all accurate (score 1). 
Statement 1: We command a higher price than other firms by making a distinctive, high 
quality product was an attempt to quickly identify the level of differentiation within the firm 
(PRODIF). This strategy aims at creating a product or service that is in some sense unique, 
and for which customers will pay a price premium. It can be achieved through brand image, 
technological advantage, customer service etc. The aim is to create brand loyalty, and hence 
price inelasticity. However, it is usually backed up by expensive activities such as a 
considerable amount of market research or product development. 
Statement 2: Our costs are amongst the lowest in the industry was intended as a measure of 
cost leadership (PROCOST). The aim of this strategy is to become the lowest cost producer in 
the industry, and this is achieved through the construction of efficient-scale facilities, rigorous 
pursuit of cost reduction from experience and learning curves, tight overhead and cost control, 
minimal R&D, advertising and marketing expenditure, and the avoidance of marginal customer 
accounts. 
Statement 3: We are often first to introduce innovative products was used as a measure of 
innovative differentiation within the firm (INNOV) (Miller, 1986; 1987). 
Statement 4: We spend more heavily on Research and Development than our competitors do 
was intended to qualify the previous statement, since pilot testing had suggested that firms 
often failed to distinguish between innovative and marketing differentiation. This statement 
aimed to measure the level of innovative differentiation. If it scored low whilst statement 3 
scored high, then it was assumed that the differentiation was marketing rather than innovation 
driven (INNOV2). 
Statement 5: We focus on a narrow, specific customer group or on several target groups was 
a measure of the degree of focus (BREADTH), where firms choose to cater for the specific 
needs of a target sector of the defined market. This is a strategy which is successfully pursued 
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by smaller firms who could not compete effectively on a global scale but are able to meet the 
needs of a target segment efficiently and profitably. 
Data collection 
Data was collected from Sales and Marketing and Manufacturing respondents and analysed 
using the SPSSX computer package. Gathering data from top managers was considered crucial 
to this thesis for three reasons. 
Firstly, much previous policy, institutional, or macro research has been based on case studies 
or, at best, very small samples of organizations and managers. Furthermore, much of this 
research has not been empirical. There is clearly a need in policy studies for larger, more 
systematic, empirical studies of organizations and top managers (Snow and Hrebiniak, 1980). 
The author has set out to fill this gap in the research field to date. 
Secondly, top managers have the best vantage point for viewing the entire organizational 
system. Data on strategy and distinctive competence gathered from middle and lower managers 
would have questionable validity because these managers typically do not have access to 
information about how the total system operates. The novelty of this research lies in the 
holistic, systemic approach which has been adopted. 
Finally, top managers are responsible for monitoring the environment and formulating 
appropriate organizational responses; therefore, it is their perceptions of the organization's 
strategic orientation and its current distinctive competencies which are most critical to 
organizational performance. 
In the interview sessions, top managers assessed the strategies of their own organizations 
against 7-point scales based on Porter's generic types (1980; 1985). It was considered to be 
important to have a subjective view of strategy in order to identify whether there was goal 
congruence between functions, a mismatch in environmental perceptions, and agreement on 
order winning and order qualifying criteria (Hill, 1985) and to assess the level of consciousness 
of product-market strategies. 
Findings 
Looking at the raw data scores from the Generic Strategy Questionnaire (see Figure 5), the 
majority of firms in the sample appeared to be in pursuit of a differentiated focus strategy 
which was either based on marketing differentiation (external adaptation) or innovative product 
(internal development). The broad brush strategies identified by Porter (1980) were not 
actively pursued among this sample and this is in keeping with what one would expect to find 
amongst companies of this size. 
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BELOW 
(1-3) 
AVERAGE 
(4) 
ABOVE 
(5-7) 
Product Differentiation 5 6 18 
Cost Leadership 23 3 3 
Marketing Differentiation 8 4 16 
Innovative Differentiation 11 6 11 
Focus 4 3 22 
Figure 5: Summary of results for the Generic Strategy Questionnaire 
Variable Cases Mean Standard 
Deviation. 
PRODIF 29 4.6552 1.5417 
PROCOST 29 2.0000 1.5353 
INNOV2 28 3.6786 1.8879 
BREADTH 29 5.2759 1.8879 
Figure 6: Means and standard deviations for the Generic Strategy Questionnaire 
From the matrix of Pearson product moment correlation coefficients (Figure 7), we can see that 
differentiation and cost leadership are negatively correlated at or below the 5% level of 
significance suggesting that within the sample Porter's pure types are mutually exclusive. As 
the sample comprised a number of different industries, from rubber to steel, valve to mattress 
manufacture, this result is not limited to any one particular industry, as other studies have been. 
Cost leadership was also negatively related to the level of innovation at the 5% level of 
significance and this ties in with Porter's description of the generic properties of a cost leader 
(1980: 40). The two innovation measures are positively correlated at or above the 1% level of 
significance which reinforces the reliability of the innovation measure. Breadth is not 
correlated with any of the other variables. Once again, this is what one would expect since cost 
leadership and differentiation are primarily global strategies whereas breadth is a measure of 
focus. 
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PRODIF PROCOST INNOV INNOV2 BREADTH 
PRODIF 1.000 -0.4225* 0.1080 0.1980 -0.2729 
PROCOST 1.000 -0.4190* -0.2115 0.2095 
INNOV 1.000 0.5427** -0.1277 
INNOV2 1.000 0.0958 
BREADTH 1.000 
* P<0.05 
**P<0.01 
Figure 7: Correlation Matrix for Generic Strategy Questionnaire 
Conclusions to Part One: Testing Porter 
Porter's generic strategies do emerge from the data analysis carried out above. The fact that 
many of the firms actually pursue the same generic strategy does not detract from this result. 
Within a sample like this, which has been controlled for factors including size, number of 
employees and turnover, geographical location, and industry type (to a certain extent), we 
could predict that this would be so. 
The existence of an homogeneous group of firms which appear to be in pursuit of the 
same or similar strategies merely lends more weight to the cluster analyses performed in the 
second section of this chapter. Since Porter's analysis controls for the internal factors (inherent 
capabilities) which lead to a particular choice of generic strategy, the differences in our clusters 
must be due to other extraneous factors which have not yet been accounted for. 
Part Two 
Miller's strategic variables 
The second set of strategy-making variables came from the questionnaire developed by Miller 
and Friesen (1984). The following variables were used. 
Centralization of strategy-making power - involves the distribution of power for making 
strategic decisions regarding acquisitions, diversification, major new product introductions, 
long-term goals etc. Centralization is high if the top executives alone make most of the 
decisions with a minimum of consultation; low if middle managers determine strategies bey the 
default or intent of top executives (general manager and up). 
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Product-market innovation - does the firm seem particularly innovative in terms of the number 
and novelty of new products and services that are introduced and the new markets that are 
entered? 
Adaptiveness of decisions - concerns the responsiveness and appropriateness of decisions to 
external environmental conditions. For example, an adaptive pricing decision would take into 
account competitive strategies, customer buying habits, government regulations and so on. 
Unadaptive decisions (score low) would consistently neglect an important set of external 
factors. 
Integration of decisions - are actions in one area of the firm complementary or supportive of 
those in other areas (divisions, functions), or are they conflicting and mutually inhibiting? 
High integration would result in (or from) a concerted and well-coordinated strategy, whereas 
low integration might be manifested by fragmented or clashing tactics (for instance, acquiring 
new companies when there is inadequate ability to finance or run them; selling products that 
compete against each other. ) 
Analysis of major decisions - do decision makers devote much reflective thought and 
deliberation to a problem and the array of proposed responses? The time spent on interrelating 
symptoms to get at the root cause of problems, and the effort spent to generate solutions (good 
or bad), are examples of the analytical process. A low score would be given when there is a 
very rapid intuitive response to an issue (this response could be ideal or the worst possible). 
Evidence of analysis comprises time delays, frequent meetings and discussions, the use of staff 
specialists, the writing of lengthy reports and the like. 
Multiplexity of decisions - do top managers address a broad range of factors in making 
strategic decisions, or merely a narrow set of factors (low score)? For example, in deciding 
whether to acquire a company, a multiplex strategist would consider marketing, financial, 
production, demographic, administrative and other complementarities and problems, whereas 
low multiplexity would be evidenced by a focus on, say, marketing factors alone. 
Futurity of decisions - concerns how far ahead the firm looks into the future in planning its 
strategies and operations. A relatively long time horizon (five years) warrants a high score. A 
focus on crisis decision making and staving off disasters warrants a low score. 
Proactiveness of decisions - does the firm react to trends in the environment, or does it shape 
the environment by introducing new products, technologies, or administrative techniques? A 
reactive firm (low proactiveness) follows the leader; a proactive firm is the first to act. 
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Industry expertise of top managers - are top managers very familiar with their products and 
markets? That is, are they in a position to make the most routine decisions because of their 
excellent knowledge of internal operations and the outside environment, or are managers 
removed from the field of action and cognizant only of the very gross aspects of the big picture 
(score low)? 
Risk taking - is there evidence that top managers are risk-averse (score low), or 
does the firm 
frequently make large and risky resource commitments - those that have a reasonable chance of 
costly failure? 
Findings 
Using the strategy-making process variables from the Miller data set and clustering using 
Average Linkage Within Group (or Waverage) with the Seuclid and Block measures gave the 
following three clusters: 
(1) A set of identifiable "failure" models, i. e. identified using the designated Miller 
taxonomies. These firms were, at best, in pursuit of an undifferentiated focus; at 
worst, they had no distinctive competence at all, i. e. there was no clear evidence 
of any future-oriented strategy-making process. This cluster corresponds to 
Hrebiniak and Joyce's Quadrant IV (1985) and is populated by F4 and F2s. 
(2) Firms whose strategies were externally driven either through strategic control or 
strategic planning (e. g. Brake Linings and T&N; Desford with Tube Investments; 
Crosby with its American parent; ) or because of huge, powerful customers 
representing a large proportion of total sales output e. g. Pektron and the 
automotive industry. This cluster corresponds to Hrebiniak and Joyce's Quadrant 
II and is populated by S 1A/T8 s. 
(3) The rest of the sample were in pursuit of a differentiated focus strategy based on 
innovation. This cluster corresponds to Hrebiniak and Joyce's Quadrant III and is 
populated by S IA/T2s. 
There were no cost leaders or defenders in the data sample, thus eliminating Quadrant I 
(Hrebiniak and Joyce, 1985) from the results. 
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STRATEGIC 
VARIABLE 
CLUSTER(S) 
STRATEGIC 
VARIABLE 
CONFIGURATION 
STRATEGIC 
VARIABLE 
TRANSITION 
MEASURE SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE WA VERA GE WA VERA GE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON 2,3 S IA, hybrid hybrid, T8 
BARWORTH 2 S IA T9 
PARMEKO 3 (x2) S IA, hybrid T2 (x2) 
ELEQUIP 3 F4 (x2) T8 (x2) 
DRUCK 3 (x2) S1A (x2) T2 (x2) 
FARR 1,3 hybrid F4 (x2) Ti, T8 
BRAKE 2 (x2) S1A (x2) T8 (x2) 
METTLER 3 S IA T2 
CROSBY 2 S IA T8 
BESTOBELL 3 (x3) S IA, F4, S IA T8, Ti, T9 
AVERY 3 (x2) S 1A (x2) T2 (x2) 
DESFORD 2,3 SIA (x2) T8 (x2) 
E&R 3 (x2) F4, S IA hybrid, T2 
FIRTH 3 (x2) hybrid S 1A (x2) T2 (x2) 
CALAIR 3 (x5) S IA (x4) T2 (x4) 
HARBORO 3 SIB T2 
JCB 3 (x4) S1A T3 
HOIST 1 F4 T4 
DAVY MORRIS 1 F2 T4 
Figure 8: Clusters identified from analysis of Miller's strategic variables 
(measure=seuclid) 
Chapter 6: Strategy Making Processes 6- 19 
STRATEGIC 
VARIABLE 
CLUSTER(S) 
STRATEGIC 
VARIABLE 
CONFIGURATION 
STRATEGIC 
VARIABLE 
TRANSITION 
MEASURE BLOCK BLOCK BLOCK 
METHOD WA VERA GE WA VERA GE WA VERA GE 
MISSING LISTWISE LISTWISE LISTWISE 
PEKTRON 2,3 S IA, hybrid hybrid, T8 
BARWORTH 3 S IA T9 
PARMEKO 3 (x2) S 1A, hybrid T2 (x2) 
ELEQUIP 3 F4 (x2) T8 (x2) 
DRUCK 3 (x2) S1A (x2) T2 (x2) 
FARR 1,3 hybrid F4 (x2) Ti, T8 
BRAKE 2 (x2) SiA (x2) T8 (x2) 
METTLER 3 S IA T2 
CROSBY 2 S IA T8 
BESTOBELL 1,3 (x2) S1A, F4, SIA T8, Ti, T9 
AVERY 3 (x2) S 1A (x2) T2 (x2) 
DESFORD 2,3 S1A (x2) T8 (x2) 
E&R 3 (x2) F4, SIA hybrid, T2 
FIRTH 3 (x2) hybrid S IA (x2) T2 (x2) 
CALAIR 3 (x5) S IA (x4) T2 (x4) 
HARBORO 3 SIB T2 
JCB 3 (x4) SIA T3 
HOIST 1 F4 T4 
DAVY MORRIS 1 F2 T4 
Figure 9: Clusters identified from analysis of Miller's strategic variables (measure=block) 
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Strategic clusters in the light of Hart's strategy-making modes 
The three clusters identified above can be interpreted in terms of the Hart strategy-making 
modes. Cluster 1 can be likened to the generative model in that the strategy-making identified 
there was dependent on the behaviour of operational personnel rather than formulated at senior 
management level (see also Blenkinsop and Duberley, 1992). It is employee initiative therefore 
which shapes the firm's strategic direction in this particular archetype. In the firms that were 
visited during the study, this strategy-making process appeared to correlate quite highly with 
cases of, at best, average financial performance. Hart (1992) suggests that this might in fact 
be the case since "organizational skills and capabilities go underutilized" (1992: 340) leading to 
his proposition that "symbolic, rational and transactive modes of strategy making will be more 
predictive of high performance than will the command and generative modes. " (1992: 340) The 
empirical data collected from the industrial visits largely supports this hypothesis. 
The second cluster corresponded to Hart's command mode of strategy-making, where a strong 
individual leader or a few top managers exercise total control over the firm. Hart suggests that 
firms which use this mode of strategy-making are more likely to be small with a simple 
environment. Here strategy-making is a conscious and controlled process and centralization of 
strategy-making power scores high for this particular archetype. There were, however, some 
important differences in the model described by Hart (1992) and the majority of cluster 2 
members identified from the visits. The most startling is the fact that, although strategy is 
made in top-down fashion, the instigators of that strategy are not necessarily contained within 
the confines of the organization under scrutiny. In many cases, e. g. where a parent company 
was concerned (e. g. Crosby, TI Desford, Brake Linings), strategic direction was dictated by the 
corporate body rather than autonomously directed by senior management at the firm involved. 
The Viable System Model, being hierarchical and recursive, is still capable of modelling such 
complexities. This cluster has been identified elsewhere (Blenkinsop and Burns, 1991) as an 
example of a normative-static form of strategic management. 
Interestingly, the only member of the cluster which precisely fits Hart's command mode 
is Barworth Flockton, which was family owned and managed and which did not have to answer 
to any outside parties. Pektron, although similarly family owned and managed, had its 
operational practices and strategy dictated by the demands of its customers. In the automotive 
sector, for example, the operational activities and manufacturing strategy were geared around 
the requirements of the customers served. Hence, even if there is not an active strategy-making 
function within the firm, (and one must assume that there was not, given the lack of 
information of both a qualitative and quantitative nature that was internally generated \%ithin 
the firm), there is a default strategy due to the stringent demands of large powerful customers 
such as Rover and Black and Decker. A case study of Pektron is given in the Appendices 
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The third cluster identified from the empirical results closely resembles Hart's rational mode. 
In this model, there is a high level of information processing, i. e. gathering of information about 
the internal and external environments. This model most closely reflects the "ideal" model 
implicit in the Viable System Model, since it incorporates both System 3 and 4, and 
corresponds to the dynamic, iterative form of strategy-making behaviour identified in 
Blenkinsop and Burns (1991). Formal analysis such as environmental scanning and evaluation 
of competitive activity is used in this mode of strategy-making. As far as the Miller archetypes 
are concerned, firms which undertake the rational mode of strategy-making are successful 
archetypes, and there is therefore some bias in the thesis towards this mode of strategy-making. 
The findings of this section of the thesis has helped to empirically validate three of the five 
strategy-making modes suggested by Hart (1992). However, further research is needed in 
linking strategy-making modes, organization configurations and performance. Hart states that 
"each of the five strategy-making modes represents pure process types that can be blended into 
different combinations in organizations" i. e. the five pure types are not mutually exclusive. 
Clearly further research needs to look into the result of these strategy-making hybrids. How do 
these relate to organizational configuration? 
Conclusions to Parts One and Two 
The first section of this chapter is concerned with identifying, at the business unit level, the 
nature of a firm's secondary strategy (competitive tactics). Porter's generic strategies were 
used as a vehicle for this exercise since they are well respected, robust typologies. As Porter's 
work is based on the matching of an organization's inherent capabilities (data which is recorded 
by the System 3 function) with perceptions of the external environment (stimuli which are 
collated and filtered by the System 4 function), it supports the hypothesis that the strategy- 
making function (System 5) is a product of these two entities, namely System 3 and System 4 
information sources. Hence we can form the cybernetic equation: 
f Systems (3,4 )= System 5 
The results of the second part of the chapter concerning Miller's 10 corporate level strategic 
variables (i. e. domain selection or primary strategy) suggest that the equation is insufficient at 
the corporate level of analysis to capture all the relevant inputs to the strategic decision making 
process. The fact that the clusters which appear in the data analyses can be described best in 
terms of external forces, such as ownership or control mechanisms, i. e. activities which are 
outside the sphere of organizational information processing systems, suggests that the equation 
f Systems (3,4) = System 5 
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is insufficient at this level of analysis, leading to the inequality: 
f Systems (3,4 )< System 5 
Hence we need to incorporate a new factor, delta, such that: 
fI Systems (3,4 )+ f2 (S) = System 5 
We shall now go on to look briefly at some of the possible elements incorporated in the delta 
function. 
Part Three 
The System 5 function and locus of control 
The Viable System Model, in conjuction with Miller's archetypes and other literature in the 
strategic management field, goes a long way in explaining the vagaries in the sample data. 
However, having visited nineteen small and medium sized companies over a relatively short 
period of time, it became apparent that the four questionnaires used for the study were 
somehow insufficient to model the exact nature of the strategy-making function at the corporate 
level of analysis. Although Systems 3,4 and 5 were amply covered in terms of both perceptual 
and attribute variables, something at the System 5 level was missing. The interviews which 
were conducted with senior managers revealed that the personality of the Managing Director 
was a vital element in both the operational and strategic management of the companies 
involved. Having collected the data for all nineteen companies, I decided to take a closer look 
at the links between MD personality and organizational configuration in order to research the 
belief that particular organizational configurations might reflect the personalities of their chief 
executives. Miller and Toulouse (1986) suggest that this is most likely to be the case in small 
firms with dynamic, unpredictable and changing environments, and highly centralised strategy- 
making power. (N. B. This assumption was modified by Kets de Vries and Miller (1986) who 
found that, through culture, it could also happen in decentralised organizations. ) All of these 
conditions hold for the sample of firms visited by the author. 
The importance of MD personality was recognised as early as 1966, when Rotter developed the 
locus of control measure of personality orientation. He distinguished between two types, an 
internally oriented person who thinks that the outcome of his behaviour is the result of his own 
efforts, and an externally oriented individual who sees the events of his life as beyond his 
control, attributing them to fate, luck or destiny. Miller, Kets de Vries and Toulouse (1982) 
found that the locus of control of top executives bore a direct and significant relationship to the 
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nature of corporate strategy. However, whereas locus of control was linked directly to strategy 
(System 5), it was only indirectly linked to structure and environment (System 4). 
Miller and Toulouse (1986) concluded that executives who felt that they had control over the 
destinies of their firms and the external environment took an active role in bringing about 
change, often innovative in nature. Incumbents with a high need for achievement seemed to 
favour quick, tangible results, whereas internally oriented candidates were more willing to 
delay gratification and to adapt their behaviour to the situation facing the firm. 
The dichotomy between internal and external locus of control is paralleled by Duncan (1973) 
whose high perceived influence over environmental variables can be likened to Rotter's internal 
orientation, whilst low perceived influence is equivalent to Rotter's external orientation. Other 
variables which have been used in research of this nature are need for achievement n(ACH), 
need for affiliation n(AFF), need for power n(POW) (McClelland, 1961; Hall and Nougaim, 
1967) and flexibility (Miller and Toulouse, 1986). 
Miller and Toulouse (1986) found that because of their informal structures, firms run by 
flexible Managing Directors would be less able to adopt cost leadership strategies (Porter, 
1980) that require sophisticated cost, budget and profit controls and the formal, bureaucratic 
procedures these often entail. The orientations of firms run by Managing Directors with a high 
need for achievement are in many ways opposite to those of the firms run by managers who 
score high on the flexibility dimension. 
"The former emphasize proactive strategic aggressiveness and breadth, an analytical mode of 
decision making, and a sophisticated and formal organization structure. Flexibility, on the 
other hand, is associated with reactive responsiveness, a niche strategy, an intuitive mode of 
decision making, and a simple and informal organizational structure. " (1986: 1402) 
Miller and Toulouse (1986) concluded that MD flexibility was associated with focus strategies 
(Porter, 1980) and intuitive, risk-embracing decision-making. Need for achievement was 
related to broadly focused, marketing-led strategies and proactive, analytical decision-making 
and internal locus of control was linked to product innovation, futurity and tailored decision 
making. They concluded that "there is no doubt that MD flexibility has integral relationships 
with numerous aspects of strategy" (1986: 1395). 
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FLEXIBLE HIGH NEED FOR INTERNAL 
PERSONALITY ACHIEVEMENT LOCUS OF 
CONTRL 
STRATEGY Niche-focused Broad 
Aggressive marketing Innovative 
DECISION Intuitive Analytical Informal 
MAKING Short time horizon Long-term planning Long-term 
Reactive Proactive Proactive 
Risk taking Risk aversion Risk neutral 
STRUCTURE Informal Formal Informal 
Unspecialised Specialised Mixed 
Much delegation of Little delegation of Much delegation 
authority authority 
Few controls Many controls Mixed 
Few liaison devices Many liaison devices Mixed 
PERFORMANCE Successful in small Successful in large firms Successful in any size 
firms and dynamic and stable environments firm, but especially so 
environments in dynamic 
environments 
Figure 10: Table of profiles for each of the three dominant CEO characteristics 
Methodology 
The results of the Miller, Kets de Vries and Toulouse (1982) paper have been applied to the 
existing Miller configurations (1984) in order to determine which locus of control style is most 
suited to which configuration. A similar exercise was then completed with the additional 
variables highlighted in Miller and Toulouse (1986), i. e. flexibility and need for achievement. 
Findings 
Three sets of variables were used as a measure for locus of control, these were strategic, 
environmental and structural variables (Miller, Kets de Vries and Toulouse, 1982). The 
strategic variables used were innovation, risk taking, proactiveness and futurity (see Miller 
definitions of variables in the Appendices). Dynamism and heterogeneity were used as the 
measures of environment, whilst scanning, technocratization and differentiation were adopted 
as structural determinants. Summing the scores gave a range of possible values between 9 and 
63 inclusive. The average score for each variable was 4, and an average, non-significant band 
of values was therefore calculated using (4x9) plus and minus (9x0.5) which was then rounded 
up to the nearest whole integer, giving a range of 32-41. Either side of this band values , Nere 
significant. 9-31 represented a low score and related to an external locus of control. 42-6 \\ as 
a high score and related to internal locus of control. 
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LOCUS OF 
CONTROL \-------------------------- 
STRATEGY STRUCTURE 
Score ENVIRONMENT 
Innovation Score Score 
Risk taking Dynamism 
Scanning 
Proactiveneu Heterogeneity Technocratization 
Futurity Differentiation 
TOTAL SCORE FOR FIRM 
EXTERNAL 
9-31 LOW 
NOT SIGNIFICANT 
32-41 AVERAGE 
INTERNAL 
42-63 HIGH 
---------- DASHED LINE INDICATES THAT THE RELATIONSHIP MAY BE CAUSED BY INTERVENING VARIABLE 
Figure 11: Locus of control 
The modal values for each of Miller's archetypes were then plotted on a graph to find out which 
configurations corresponded to internal and external locus of control. 
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orientation range score configurations 
EXTERNAL 9-31 22 F(2): Stagnant Bureaucracy 
31 F(3): Headless Giant 
AVERAGE 32-41 35 F(4): Aftermath 
41 S(2): Dominant Firm 
INTERNAL 42-63 44 S(1A): Adaptive (Mod. ) 
45 F(l): Impulsive 
49 S(3): Giant 
49 S(4): Entrepreneurial 
50 S(5): Innovative 
52 S(IB): Adaptive (Very) 
Figure 12: Scores and ranges for locus of control orientations 
LOCUS OF 
DASHED LINE INDICATES THAT RELATIONSHIP 
MAY BE CAUSED B BY INTERVENING VENING VARIABLE 
CONTROL ---- -'~ý --______- -- 
STRATEGY STRUCTURE 
Score ENVIRONMENT 
Innovation Score Score 
Risk taking Dynamism 
Scanning 
ProaaMveness Heterogeneity 
Technocrat adon 
Futurity Differentiation 
I 
CONF1GURATTONS 
HIGH 
INCREASINGLY 
EXTERNAL 
LOW 32 
ORVEMATION 
LOW 42 
INCREASINGLY 
INTERNAL 
HIGH 63 
rn1: STAGNAWTBUREAUCPACY 
S(1): DOA- 'UN' FLRM 
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(1): MI? ULSIYR 
V): OL T dS(I): RN RBPRBNBURUL 
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Figure 13: Configurations plotted according to orientation 
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From the diagram, we can see that F2 and F3 correspond to an external orientation, whereas 
S IA, Fl, S3, S4, S5 and SIB correspond to an increasingly internal locus of control. F4 and 
S2 fall into the statistically insignificant band. This was a very interesting result. Having 
obtained it, I then decided to plot the raw data values of three very different configurations onto 
the diagram to see if the firms involved corresponded with the orientation type expected from 
their configuration. Caledonian Airmotive was the first to be mapped. It had been identified 
previously as an S IA in the process of transition to an S3. Totalling the raw data values 
obtained from administering the Miller questionnaire, the locus of control score was 47. This 
put CalAir into the internally oriented band, somewhere between the S IA model which scored 
44 from the modal archetype and the S3 model which scored 49. 
_---------- DASHED L QE MDICATEST M tHERF1A11ONSKEP 
MAY BE C*Y BY RII4RVENMO VARIABLE 
LOCUS OF 
------------------------------------- CONMOL 
STRATEGY STRUCTURE 
uo . ENVIRONMENT 
M tM . VON . snn score 
21. Risk t*{dng s3 Dyumism a 
7. Sc10zu°i e 
u. PraMlvmess e .. 
f -etendly s t,. TechnocntWtlun s 
tt 16. Dlif&mdatlou 
U. Fuduily 
21 
32 
TOTAL SCORE FOR CALAIR 
X= 47 
47 
®ae 
NORWQ4GLY 
LOW 
ORIENTATION 
LOW 
wcBZmmotY 
mIERMAL 
mob 
Figure 14: Calair plotted according to its locus of control 
Davy Morris was the next firm to be mapped onto the chart. Scoring a cumulative 22, it fell 
well into the external locus of control sector and corresponded precisely with its identified 
configuration, the F2 model. 
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----------- DAS! ® UNE B4DICAM THAT THE REUUONSFHE WAY BE CAU4D BY 
BnHEv unuo VARIABLE 
LOCUS OF 
CONTROL 
STRATEGY STRUCTURE 
so. ENVIRONMENT 
too- 
, s. Innovation scow soon 
scannift 
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'. 
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1 a6. DlffRft ltlad011 
N. Fuhnih' 1 
7 
22 
3J 
TOTAL SCORE FOR DAVY MORRIS 
x=22 42 
03 
QicflAsrtO .Y 
EOTtRRAL 
tow 
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Low 
wcnw¢NctY 
UIGH 
Figure 15: Davy Morris plotted according to its locus of control 
Davy Hoist was next with a cumulative score of 29, another external locus of control, falling 
somewhere between the 22 of the F2 archetype and the 35 of the F4 Aftermath configuration, 
the archetype it most closely resembled. Finally JCBT scored 48, placing it right next to the S3 
and S4 configurations. JCBT had been identified in the Miller questionnaire as an S4 
undergoing the transition to an S3. This was consistent with the results given here in terms of 
CEO locus of control. 
Chapter 6: Strategy Making Processes 6- 29 
----- DASM L EINDICAIFST1AITHE RE IONMZP MAY BE CAUSEL BY 
uT VFNWO VARIABLE 
LOCUS OF 
CONTROL 
STRATEGY STRUCTURE 
- loo, oý ENVIRONMENT 
ia. Innuvallon 7 srnn soon 
19. Rük laldn( _. Dynamtui a 
'. Scanning 7 
n. Proactlveness e ý. 
Nelervgeneüy 17. Technocntlzaton 
xý Fuhuity 
2 16. Diff rc tlstlon s 
20 
rTOTAL SCORE FOR JCBT 
x=48 
sP) a Mý1 
"-4D 
®GH 
MCH[ASINGLY 
LOW 
ORIENTATION 
LOW 
QICHLMI, IGLY 
BlIERNAL 
HIGH 
Figure 16: JCBT plotted according to its locus of control 
Having successfully plotted the locus of control attributes of these 4 firms, the other two 
personality variables, flexibility and need for achievement were looked at more closely in terms 
of their organizational properties. 
Flexibility and need for achievement 
A similar activity to that carried out above for locus of control was then undertaken for 
flexibility and need for achievement. The results of these two exercises are reported in the 
Appendices. 
Conclusions 
This chapter has looked in some detail at the System 5 function. By analysing the strategic 
variables from the Miller and Friesen (1984) questionnaire and clustering these as separate 
configurations, it has identified three distinct strategic clusters and interpreted them in the fight 
of existing research. The chapter distinguishes between strategic decision making at the 
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corporate and business unit levels. In the latter, Systems 3 and 4 appear to encompass all the 
apparent activity at System 5. In the former, it does not. In this instance, a new variable, 
delta, has been added to incorporate the concept of softer issues such as personality traits 
which appear to be of significant importance in small/medium sized enterprises. 
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Summary Diagrams 
Figures 1 and 2 graphically portray the relationships investigated in this thesis. Figure 1 shows 
the taxonomies in terms of their relevant information processing functions, whereas Figure 2 
identifies the chapter in which the relevant material is to be found, i. e. each section is identified 
in terms of its relevance to the Viable System Model (Figure 1) and its location within the 
thesis (Figure 2). 
The thesis begins by outlining the concept of organizational configuration (Chapter 1) and 
establishing the validity of thinking about organizational entities in cybernetic terms (Chapter 
2). From its taxonomic base, Chapter 2 validates the synthesis of organization theory and 
cybernetics and proves that successful organizations, S(x), obey the rules of the Viable System 
Model, whereas unsuccessful ones, F(x), do not. 
Chapter 3 demonstrates the importance of incorporating a dynamic element i. e. change over 
time into what would otherwise be a static snapshot without any sense of direction or purpose. 
A subset of the Miller and Friesen 31 variable questionnaire is used as the basis for identifying 
the transition state whilst a different method of calculation is used to emphasize amount of 
change in a variable rather than its current level. 
The thesis goes on to investigate the existence of Information System Configurations (Chapter 
4) through use of the Finance questionnaire (ADDS data set) and a subset of the AIS 
questionnaire (AIS data set). In Chapter 5, environmental taxonomies are derived in order to 
look at the nature of the System 4 function. This is also done using a subset of variables from 
the Miller and Friesen 31 variable questionnaire and System 4 variables from the AIS 
questionnaire. Finally, the strategic decision making function (System 5) is scrutinised. Is it, 
as the Viable System Model suggests, a function of Systems 3 and 4 alone, or does the Viable 
System Model fail to capture the true essence of this function? Strategic variables from the 
Miller and Friesen (1984) and Porter questionnaires were used as the means of collecting 
empirical data for this chapter, Chapter 6. 
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Throughout this thesis, two sets of variables have been collected, perceptual-attribute variables 
and perceptual-object variables. Figures 1 and 2 categorise each of the data sets on the basis 
of the types of variables used. A full description of the differences between these variable 
types is given in Chapter 5, pages 19-21 and Chapter 4, pages 16 and 17. 
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General Remarks and Recommendations for Future Work 
This thesis advocates the use of organizational taxonomy and configurational analysis as the 
most productive way forward in multidisciplinary studies, since it is through synthesis that we 
can learn more about complex organizational realities. The exercise undertaken in Chapter 1 
was successful in establishing the validity of the configurational approach but was also careful 
to point out the pitfalls of the methodology used. There are several problem areas which need 
to be addressed by academics who pursue empirical taxonomies of this nature. 
1. Data collection is a real problem. Inevitably, the researcher is hindered by limited access 
to companies, a problem which is particularly pronounced within the UK. Those 
companies visited by the author effectively selected themselves for the exercise and as 
such the extent to which the sample studied is representative of the total population 
remains questionable. 
2. Exposure time is limited. The author had a finite time period in which to gather data and 
was conscious of the fact that the resulting analysis might give a "superficial" view of the 
organization. Researchers need to be well prepared for industrial visits. Questionnaires 
or structured interviewing processes are vital in ensuring that the process of data 
collection is as methodical and rigorous as possible. This may at first appear to be 
contrived, particularly when the variables under study are qualitative rather than 
quantitative, soft rather than hard. However, for analysis purposes, the importance of 
creating a routine way in which to collect information ensures that comparability of firms 
will not present problems at a later stage in the research activity. 
3. Firms can be unreliable. Having acknowledged their interest in the study, some firms 
pulled out at a late stage often at very short notice. Researchers in this field have to court 
respondents and search out interested parties in determined fashion. The difficulties of 
managing the interface between researchers and industrialists cannot be overstated. As 
this thesis clearly points out, many industrialists are unwilling to entertain the idea of 
collaboration unless they can see some tangible short term benefits. The need to deliver 
something tangible at the end of an industrial visit can be a very time consuming activity 
which, if not carefully managed, may detract from the research itself. 
4. There are few "ideal" respondents and researchers often find that it is an uphill struggle to 
extract the relevant information at certain times. Physical evidence should be identified 
whenever possible as this helps to validate the beliefs and assertions of all interviewees; 
there is nothing more infuriating than coming away from a firm with conflicting and 
unreliable data with which it is impossible to test hypotheses. 
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Faced with such pitfalls, it is not surprising that multidisciplinary studies of this nature are few 
and far between. This does not justify their absence, or condone the perpetuation of 
organizational studies based on third party accounts. Multidisciplinary studies are desperately 
needed to fuse together apparently diverse fields of academic study and generate paradigms and 
models which have real meaning in the industrial world. Not that this is an easy task. 
Introducing more than one model and set of variables increases the complexity of the concepts 
involved and the difficulty of the statistical processes required to test hypotheses and generate 
any results, let alone meaningful ones. The researcher can be faced with the daunting task of 
having to use multivariate statistical processes and interpret complex numerical output. 
Collecting the data is only the first hurdle to climb. Interpreting it can be twice as challenging 
a task, particularly for the non-statistician. 
Simplicity and complexity 
One of the virtues of developing taxonomies lies in an ability to reduce variety. This is 
achieved by defining a finite set of quantum states. In this thesis, the ten Miller and Friesen 
configurations (1984) are used as the basis for studying diverse companies. Using this 
academic platform has enabled a more detailed and in-depth study of the cybernetic properties 
of organizations to be carried out. Building on what already exists is a necessity if any 
progress is to be made in management related disciplines. Reinventing the wheel is very time 
consuming and often prevents the researcher from making any significant progress. Although 
rigour is vital in research, progress is equally vital. Having established and identified a 
platform on which to build (in this instance cybernetics and organizational taxonomies), the 
researcher must quickly validate the existing material, establishing its robustness and 
comprehensiveness, and then move on to further knowledge. The purpose of this thesis was not 
to reconduct the exercise carried out by Miller and Friesen using a different set of variables. 
Instead, Miller and Friesen's work was used as a stepping stone to enable the author to gain a 
deeper understanding of the potential created by fusing cybernetics and organization theory and 
hence use the former to explore aspects of the latter. However, Miller and Friesen's research 
work was carried out a decade or more ago and there is reason to believe that the industrial 
world has moved on significantly in the interim period. In which case, there is room for further 
study in the classification of organizations generally. If empirical analysis is undertaken using 
raw data from real organizations, a new and perhaps more meaningful (less abstract) set of 
variables may be identified. The benefits of such an exercise would lie in enabling variables to 
be more objectively measured and quantified. 
Having established an approach to organizational analysis and modelling, the researcher must 
not allow him/herself to become blinkered by a static view. Chapter 3 of this thesis places the 
whole study in an environmental context in which change may be frequent and is often both 
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uncontrollable and unpredictable. Researchers in management related disciplines should not 
worry too much about overcomplicating their models to incorporate generic environmental 
issues, yet they should be aware of them and treat the organization as an entity which interacts 
within an environment rather than a bounded entity which is self-determining. Chapter 3 of this 
thesis goes some way in overcoming the problems of modelling organizations as static entities, 
but further research still needs to be undertaken to ensure that the dynamic nature of the 
environmental/organizational interface is adequately addressed. Studies to date have been too 
abstract in measuring environmental properties and, as a result, very few have fed directly into 
management literature and thinking. This is a shame, for it is managers themselves who most 
need to be aware of the implications of environmental change and be able to identify and react 
to it. Future research should set out to measure those aspects of the environment which have 
most impact upon organizations and management. What makes one firm proactive and 
entrepreneurial, quick to adapt to environmental changes, whereas another may be reactive and 
bureaucratic and dogged by stagnation? Success in answering this question could prevent the 
decline and extinction of many large companies who have failed to develop their core 
competencies and strategic intent in line with environmental developments. 
Chapter 4 deals with internal control systems, focusing predominantly on accounting 
information systems, because they constitute the bulk of aggregate data passed up to senior 
management for decision-making purposes. The chapter calls for new and innovative concepts 
in the field of accounting; systems which collect information about environmental aspects and 
organizational interdependencies are of particular relevance here. In fact, there is now a 
general recognition of the need for research which links information and control systems with 
environmental uncertainty. Existing studies have looked at diverse aspects of accounting 
information systems with a wide range of organizational and environmental characteristics and 
can be criticised on two grounds. Firstly, they take a static perspective of what are in reality 
dynamic entities. Cross-sectional analyses of organizations used in contingency studies offer 
little if any insight into the underlying dynamic processes occurring within organizations. 
Secondly, this whole field of research currently resembles a patchwork quilt of hypothesised 
contingencies rather than a coherent body of knowledge and as such has little practical 
relevance for information and control system designers, let alone organizational researchers. 
This thesis has attempted to address in a more systematic manner than previously the links 
between management accounting control systems, environmental variables, macro level 
organizational characteristics, strategy-making processes and external information systems. It 
has searched for a synthesis between the schools of cybernetics, management accounting 
control systems and organization theory, attempting to combine them into an integrated 
framework. Gordon and Miller (1976) identified the potential for configurations or archetypes 
amongst organizational control systems, establishing a conceptual link between organizational 
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context and management accounting and control system design. Chapter 4 set out to 
investigate this relationship but was only partially successful. Although the author was able to 
identify configurations amongst the management accounting and control systems (MACS) that 
were studied, there was insufficient evidence to establish a link between MACS attributes and 
organizational archetypes. One variable which was not highlighted in the Miller and Friesen 
questionnaire but which appeared to be of particular relevance in the selection and design of 
MACS, particularly in SMEs, was that of ownership. The author visited a wide range of 
firms: family owned and managed, UK and non-UK owned, firms which were subsidiaries of 
stock market quoted companies and financially distressed parent companies; all seemed to 
demonstrate styles of management accounting and control which were peculiar to their 
circumstances. As the study undertaken in this thesis was not set up to look explicitly at 
ownership, any hypothesis remains interesting but untested. This is clearly an area for future 
work for other researchers who are interested in issues of control, management accounting and 
organization theory. An initial research strategy might be to attempt to identify which controls 
appear to be suited to which sets of organizational circumstances and why. 
The objectives of Chapter 4 were ambitious given the enormity of the task at hand. Unlike the 
configurational analysis undertaken in Chapter 1, there was no blueprint for the identification 
of MACS taxonomies. As a result the author had to establish a data gathering methodology 
based on an amalgamation of existing hypotheses, both tested and untested, in the field. The 
results were therefore limited by the extent of the data gathered and variables used and the time 
constraints of a researcher who also needed to collect data on environmental, organizational 
and strategic issues. As such the time devoted to the MACS questionnaire was inadequate for 
the challenging task set by the author. However, the taxonomies that have been derived in the 
chapter constitute a starting point for future research. Coupled with the factor analysis which 
was undertaken on the raw data scores, future work should focus on refining the MACS 
taxonomies, questionnaires and data collection procedures and perhaps extending the scope of 
the control systems to include non-financial systems. This will enable more robust MACS 
taxonomies to be developed and will refine the somewhat rough cut data collection process. 
Two benefits will emerge. Firstly, within the field of information systems design, 
configurational analysis will help to develop a more holistic macro level view of organization 
systems rather than the traditionally micro level view encapsulated in data flow diagrams. 
Secondly, the comparisons which have been made here and which should continue to be made 
are vital to developing a thorough understanding of the relationship between the properties of 
information processing systems and organizations. The ability to develop and refine this 
relationship will be crucial to information systems designers who are concerned about the 
suitability and relevance of the systems they are developing in the light of dynamic 
environments and ever changing business needs. Relating System 3 taxonomies with 
organization transition states is also likely to be a fruitful area of study. How can the I. T. 
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professional ensure that system developments are made in line with organizational 
transformation particularly when revolutionary rather than evolutionary change may be 
involved? The question is all the more poignant given the fact that information systems people 
may be involved with micro level changes in processes, as well as being crucial to the 
successful implementation of macro level changes. 
Chapter 5 investigated the links between external environment and organization through the 
System 4 function. Tentative conclusions about the links between Perceived Environmental 
Uncertainty (PEU) and organizational strategy were drawn. The results of this chapter were 
severely constrained by the absence of a definite set of variables with which to characterise the 
environment. The identification of such a variable set is essential if research into the 
organization/environment interface is to progress. This thesis has done little more than begin 
research activity into how environmental variables and management control systems interact 
with each other, and secondly, how they collectively affect strategy. Understanding of how 
organizations adapt to their environments and operate internally will be significantly advanced 
by the continuation of research in this field. 
The thesis has attempted to integrate existing theory into a more unified whole and by 
systematically exploring the interactive effects of environment (System 4) and strategy (System 
5) on internal aspects of the organization, it provides support for the contention that 
environment and strategy can be conceptually and empirically distinguished and that they can 
both affect internal processes. The results of Chapter 5 confirmed the importance of the 
environmental imperative in organizational design. The link which was identified between 
System 3 and 4 functions i. e. management accounting and control systems and external 
information systems, since it suggests that strategic taxonomy may well be a function of the 
taxonomies of Systems 3 and 4 rather than an independent entity, particularly at the strategic 
business unit (as opposed to corporate) level. This finding may well open up the research field 
of strategic management. 
In Chapter 6, the author set out once again to promote the need for empirical research into 
strategic decision making processes. To date, much policy, institutional or macro research has 
been based on case studies or, at best, very small samples of organizations and managers. 
There is a clear need for larger, more systematic and, above all, empirical studies to be 
undertaken. Large samples of senior managers in homogeneous groups of organizations should 
be identified and studied in order that the characteristics of strategic taxonomies can be fleshed 
out at source. Not only will this further the research begun in this thesis, it will also clarify the 
true nature of strategic decision making. The argument about whether strategy making is a 
formulated or emergent process has raged on at a theoretical level for many years. The reality, 
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which will only be identified through empirical research, may well prove to be a combination of 
both depending on contextual circumstances. 
Chapter 6 was able to empirically validate 3 of Hart's (1992) five strategy-making modes. 
Further research is needed to refine the links between strategy-making modes, organizational 
configurations and performance. Hart himself believes that each of the five strategy-making 
modes are pure types which are in reality blended into different combinations within 
organizations. Hybrids, both of strategy-making modes and organizational configurations and 
transitions need to be investigated further. What are the significance and implications of a 
hybrid type? This question remains unanswered. 
Chapter 6 distinguished between strategic decision making at the corporate and business unit 
level. In the latter, Systems 3 and 4 appeared to encompass all the apparent activity at System 
5. In the former, however, there were clearly other forces at play. A new variable, the delta 
function, was introduced at this stage to incorporate some of the softer, less tangible, issues 
which were actively influencing decision making in this instance. The delta function appeared 
to be particularly significant in small/medium sized enterprises since it is likely to be in such 
companies that activity is entrepreneurial rather than bureaucratic, ad hoc rather than routine, 
personality rather than procedure driven. Strategy lies in the hands of a very small number of 
individuals who have more intimate contact with employees and operating procedures. There 
has been insufficient treatment given to the nature and importance of the delta function, 
particularly in business school teaching where strategy is rarely defined as anything other than 
a rational process. This is more likely to be the case in larger organizations where more data is 
required to keep control of the operating units, but unlikely to be so in less complex 
organization structures. Further research needs to take a closer look at the delta function in 
small, medium and large organization. 
This thesis provokes many questions and is only able to provide very few answers. It outlines 
an approach, a way of looking at organizational issues, which has important implications for 
research work in many fields, including Business Policy, Information Systems, Strategic 
Management, and Organization Theory. Two points are worth reiterating here. Firstly, the 
benefits of configurational analysis. The thesis has consistently outlined the pitfalls of a "one 
best way" approach or contingent view and has convincingly argued the case for configuration 
in studies of this nature. The author set out to improve existing research methodologies by 
collecting and analysing multivariate rather than bivariate data. Secondly, the importance of 
empirical validation in management-related fields. Taxonomies are more robust than 
typologies by virtue of scientific verifiability. The author urges future researchers to base their 
studies on contemporary, empirical data. It is hoped that this work will stimulate discussion 
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and interest in many academic fields and will lead to further publications of a multidisciplinary 
nature. 
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Appendix 1.1 
(i) Letter of invitation to take part 
«name and address)) 
«date» 
Dear sir, 
At Loughborough University, we are undertaking research into manufacturing organization and 
would like to offer you the opportunity to take part. The objective of the study, which is being 
carried out in 20 different manufacturing enterprises, is to determine your organisation's 
current state. 
Having completed our one day investigation at your firm, we would present you with a 
confidential report entitled 
Does your organisation get a clean bill of health? 
This document will contain an assessment of your organisation (with an identification of its 
inherent strengths and weaknesses); it will look at the compatibility of your existing 
manufacturing and accounting systems and will determine the current level of integration. NO 
CHARGE will be levied for this analysis. 
The study will entail a one day visit from 2/3 members of the university's research staff each of 
whom will be looking at the organisation from a different viewpoint. Interviews of 
approximately one hour will need to be undertaken with at least one senior manager and several 
functional managers. 
The results of the study will be totally confidential. The information gathered from all 20 visits 
will be used to make general inferences about manufacturing organisations and no specific 
reference to any single firm will be used in published material without prior permission. 
Yours faithfully, 
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If you are interested in taking part in this research activity, please contact: 
Shirley Blenkinsop 
Research Coordinator 
Department of Manufacturing Engineering 
Loughborough University of Technology 
Tel: 0509 263171 x4233 
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(ii) Acknowledgement of interest 
«na. me and address» 
«date» 
Dear sir, 
Does your organisation get a clean bill of health? 
Thank you for your telephone call and interest in our study. 
Our team is currently in the process of timetabling visits to all those firms who have expressed 
an interest in our work. It is proposed that visits to companies in your area will take place 
from late August onwards. 
I shall be contacting you within the next few weeks in order to arrange a mutually convenient 
date. 
In the meantime we would be very grateful if you would send us a copy of an organisation 
chart and some product literature so that we can familiarise ourselves with your operational 
activities. 
Yours faithfully, 
Shirley Blenkinsop 
Research Coordinator 
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(iii) Proposed schedule for visit 
«name and address)) 
«date» 
Dear sir, 
re Does your organisation get a clean bill of health? 
We have now completed an outline schedule and would like to visit your company on «date». 
Obviously, if this is not convenient we will be happy to arrange a more suitable date. 
During the visit, we would ideally like to see senior/middle management from the following 
functions: 
Manufacturing (SAB and PW)1 
Accounting (SAB) 
Marketing (SAB and PW)1 
Personnel (JPD) 
and representatives from the following departments: 
Accounting (PW) 
Sales/marketing (JPD) 
Production (JPD) 
Product development (JPD) 
SAB = Shirley Blenkinsop (Manufacturing Engineering) 
JPD = Joanne Duberley (Manufacturing Engineering) 
PW = Paul Walley (Business School) 
I would be grateful if you would contact me in the next few days to confirm this date. 
Yours faithfully, 
1 To be conducted as two separate interviews. 
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Appendix 1.2 
List of participating companies, sample 1 
This is a list of all the companies who replied favourably to the letter sent out on 24 December 
1992. These firms were visited between 28/02/92 and 30/04/92. 
1. Druck Limited 
Fir Tree Lane 
Groby 
Leicester 
LE6 OFH 
Contact name: Ms. Karen Wildman 
Manufacturing Director 
2. The Harboro' Rubber Co. Ltd. 
St Marys Road 
Market Harborough 
LE 16 7EE 
Contact name: Mr Geoff Ruffell 
Manufacturing Director 
3. TI Desford Tubes Ltd. 
Kirby Muxloe 
Leicester 
LE9 9BJ 
Contact name: Mr. Cope 
Manufacturing Director 
4. Kaby Engineers Ltd. 
14-16 Upper Charnwood St. 
Leicester 
LE2 OAU 
Contact name: Sheila Reynolds 
Company Secretary 
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5. Elequip Ltd. 
Gloucester Crescent 
Wigston 
Leicester 
LE8 2YN 
Contact name: Mr FW Hull 
Managing Director 
6. Bridgeport Machines 
PO Box 22 
Forest Road 
Leicester 
LE5 OFJ 
Contact name: Mr Brown 
Group Quality Manager 
7. Mettler Toledo 
64 Boston Road 
Beaumont Leys 
Leicester 
LE4 lAW 
Contact name: Mr Jim Smith 
Operations Manager 
8. Parmeko plc 
Percy Road 
Leicester 
LE2 8FT 
Contact name: C. G. Dummer 
Chairman 
9. Crosby Valve and Engineering Company Ltd. 
Crosby Road 
Market Harborough 
Leicestershire 
LE 16 9EE 
Contact name: WJ Friel 
Managing Director 
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Appendix 1.3 
List of participating companies, sample 2 
This is a list of all the companies who replied favourably to the letter sent out in June 1992. 
The following companies were visited between 01/09/92 and 31/10/92. 
1. Pektron Ltd. 
Alfreton Road 
Derby 
DE2 4AP 
Contact name: Mr. G. Morgan 
Chairman 
2. Farr Europe 
272 Kings Road 
Tyseley 
Birmingham 
B112AB 
Contact name: Mr D. A. Parker 
Managing Director 
3. Bryan Donkin Co. Ltd. 
Derby Road 
Chesterfield 
S40 2EB 
Contact name: Mr. J. Keighley 
Managing Director 
4. Barworth Flockton Ltd. 
Johnson Lane 
Ecclesfield 
Sheffield 
S30 3XH 
Contact name: Mr Edwards 
Managing Director 
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5. Oleo Pneumatics Ltd. 
Groveland Industrial Estate 
Longford Road 
Exhall 
Coventry 
CV7 9FY 
Contact name: Mr RJ Elden 
Managing Director 
6. Butler Foundries Ltd. 
Coppiceside Industrial Estate 
Brownhills 
Walsall 
WS8 7HD 
Contact name: Mr Jeremy Butler 
Director 
7. Goliath International (Tools) Ltd. 
Newtown Row 
Aston 
Birmingham 
B6 4NQ 
Contact name: Mr Moore 
Chairman 
8. Avery Myers Ltd. 
Vicarage Street 
Oldbury 
Birmingham 
B68 8HF 
Contact name: Mr J. Waizeneker 
Manufacturing Director 
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9. Firth Vickers Centrispinning Ltd. 
P. O. Box 160 
Garter Street 
Sheffield 
S4 7QY 
Contact name: Mr K. Mathieson 
Managing Director 
10. Brake Linings Ltd. 
Ashbourne Road 
Buxton 
SK17 9SR 
Contact name: Mr G. R. Booth 
General Manager 
11. Bestobell Valves 
Greasborough Road 
Rotherham 
South Yorkshire 
S60 IRE 
Contact name: Mr P. Herron 
Managing Director 
12. Elson and Robbins Ltd. 
Bennett Street 
Long Eaton 
Nottingham 
NG 10 4HL 
Contact name: Mr Ian Whitworth 
Manufacturing Director 
Appendices A-9 
Appendix 1.4 
Questionnaire 1: Identification of configuration (based on Miller and 
Friesen's 31 variables, 1984) 
CONTINGENT VARIABLE LOW AVERAGE 
1 PAST DYNAMISM 1 2 3 4 5 
2 CURRENT DYNAMISM 1 2 3 4 5 
3 PAST HETEROGENEITY 1 2 3 4 5 
4 CURRENT HETEROGENEITY 1 2 3 4 5 
5 PAST HOSTILITY 1 2 3 4 5 
6 CURRENT HOSTILITY 1 2 3 4 5 
CONTINGENT VARIABLE 
7 SCANNING 
8 DELEGATION OF OPERATING AUTHORITY 
9 CENTRALIZATION OF STRATEGY-MAKING 
POWER 
10 RESOURCE AVAILABILITY 
11 MANAGEMENT TENURE 
12 CONFLICT 
13 CONTROLS 
14 TEAM SPIRIT 
15 INTERNAL COMMUNICATION SYSTEM 
16 ORGANISATIONAL DIFFERENTIATION 
17 TECHNOCRATIZATION 
18 INITIAL SUCCESS OF COMPANY STRATEGIES 
CONTINGENT VARIABLE 
19 PRODUCT-MARKET INNOVATION 
20 ADAPTIVENESS OF DECISIONS 
21 INTEGRATION OF DECISIONS 
22 ANALYSIS OF MAJOR DECISIONS 
23 MULTIPLEXITY OF DECISIONS 
24 FUTURITY OF DECISIONS 
25 PROACTIVENESS OF DECISIONS 
26 INDUSTRY EXPERTISE OF TOP MANAGERS 
27 RISK TAKING 
28 CONSCIOUSNESS OF STRATEGIES 
29 TRADITIONS 
CONTINGENT VARIABLE 
30 PAST SUCCESS 
31 CURRENT SUCCESS 
LOW AVERAGE 
12 3 4 5 
12 3 4 5 
12 3 4 5 
12 3 4 5 
12 
ENVIRONMENT 
HIGH 
6 7 
6 7 
6 7 
6 7 
6 7 
6 7 
ORGANISA TION 
HIGH 
67 
67 
67 
67 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
POLICY/STR9 TEGY MAKING 
LOW AVERAGE HIGH 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
12 3 4567 
FINANCIAL PERFORMANCE 
LOW AVERAGE HIGH 
12 3 4567 
12 3 4567 
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Appendix 1.5 
Definition of the variables for Questionnaire 1 
(i) Environment 
dynamism - in the environment this is manifested by the amount and unpredictability of change 
in customer tastes, production or service technologies, and the modes of competition in the 
firm's principal industries. 
past dynamism - refers to dynamism that existed five years ago 
heterogeneity in the environment concerns the differences in competitive tactics, customer 
tastes, product lines, channels of distribution, and so on, across the firm's respective markets. 
These differences are only significant to the extent that they require very different marketing, 
production and administrative practices. 
past heterogeneity - five years ago 
hostility - in the environment this is characterised by price, product, technological and 
distribution competition, severe regulatory restrictions, shortages of labour or raw materials, 
and unfavourable demographic trends (such as the drying up of markets). 
past hostility - five years ago 
(ii) Organisation 
scanning - involves the search for problems and opportunities in the external environment of 
the firm. Firms are to be scored in terms of the amount of tracking performed of consumer 
tastes/preferences, competition, technological and administrative developments, and the like. 
Scanning may be done by staff departments, executives, the sales force or others. The greater 
the number of factors tracked and the more widespread the participation in scanning activity, 
the higher the rating (score). 
delegation of operating authority - concerns the amount of authority transferred to lower and 
middle levels of management for administration of the day-to-day operation of the business. 
Operating decisions involve equipment replacement, production planning, adjustment of prices 
of goods, inventory purchases, hiring of lower-level personnel, and so on. 
centralization of strategy-making power - involves the distribution of power for making 
strategic decisions regarding acquisitions, diversification, major new product introductions, 
long-term goals and so forth. Centralization is high if the top executives alone make most of 
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the decisions with a minimum of consultation; low if middle managers determine strategies by 
the default or intent of top executives (general manager and up). 
resource availability - concerns the state of the firm's material and human resources. 
Evidence of resource shortages are labour scarcity, poor raw material supply, inadequate 
sources of capital, poor production facilities, and so on. If resources are abundant, score this 
scale high. 
management tenure - measures the length of time the most important (top) strategist or 
executive of the firm has been at the helm. If it is more than five years, score 2; if less, score 1. 
conflict - gauges the amount of dissent, overt or covert dissatisfaction, and hostility among 
members of the firm at and above middle management level. Conflict may concern 
organisational goals and means. It may be indicated if it takes very long to arrive at a 
consensus on courses of action, if management turnover is high, if there is much politicking and 
so forth. 
controls - monitor the internal trends and incidents relevant to organisational performance, 
MIS, employee performance appraisals, quality controls, cost and profit centres, budgeting and 
cost accounting are types of control devices. Score high if there is much emphasis on such 
controls. 
team spirit - involves the desire on the part of managers to work unusually diligently to 
achieve organisational objectives and to do so in concert with others, so that team goals take 
precedence over individual needs. 
internal communication system - concerns the openness and fidelity of information channels 
in the organisation. A high score is given when information reaches decision makers quickly, 
when it is relevant and undistorted, and when communication flows readily in top-down, 
bottom-up and lateral directions. 
organisational differentiation - measures the degree of difference among organisational 
divisions in terms of their overall goals, marketing and production methods, and decision- 
making styles. The more disparate the divisions, the higher the score. Even functionally 
organised firms with only one division may have high levels of differentiation if there exist 
many different styles of behaviour, management and the like across respective departments 
owing to the nature of products and markets. 
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technocratization - do there appear to be a great many staff specialists and professionally 
qualified people (accountants, engineers, scientists, doctors) as a percentage of the number of 
employees? If yes, score high. 
initial success of company strategies - the initial strategy is either that formulated by the 
founder of the firm, or the basic product-market orientation that existed at least five years ago. 
Was this strategy quite intelligent and sound (score high), or did it seem destined to failure 
from the start? 
(ii) Strategy-making 
product-market innovation - does the firm seem particularly innovative in terms of the 
number and novelty of new products and services that are introduced and the new markets that 
are entered? 
adaptiveness of decisions - concerns the responsiveness and appropriateness of decisions to 
external environmental conditions. For example, an adaptive pricing decision would take into 
account competitive strategies, customer buying habits, government regulations and so on. 
Unadaptive decisions (score low) would consistently neglect an important set of external 
factors. 
integration of decisions - are actions in one area of the firm complementary or supportive of 
those in other areas (divisions, functions), or are they conflicting and mutually inhibiting? 
High integration would result in (or from) a concerted and well-coordinated strategy, whereas 
low integration might be manifested by fragmented or clashing tactics (for instance, acquiring 
new companies when there is inadequate ability to finance or run them; selling products that 
compete against each other). 
analysis of major decisions - do decision makers devote much reflective thought and 
deliberation to a problem and the array of proposed responses? The time spent on interrelating 
symptoms to get at the root cause of problems, and the effort spent to generate solutions (good 
or bad), are examples of the analytical process. A low score would be given when there is a 
very rapid intuitive response to an issue (this response could be ideal or the worst possible). 
Evidence of analysis comprises time delays, frequent meetings and discussions, the use of staff 
specialists, the writing of lengthy reports and the like. 
multiplexity of decisions - do top managers address a broad range of factors in making 
strategic decisions, or merely a narrow set of factors (low score)? For example, in deciding 
whether to acquire a company, a multiplex strategist would consider marketing, financial. 
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production, demographic, administrative and other complementarities and problems, whereas 
low multiplexity would be evidenced by a focus on, say, marketing factors alone. 
futurity of decisions - concerns how far ahead the firm looks into the future in planning its 
strategies and operations. A relatively long time horizon (five years) warrants a high score. A 
focus on crisis decision making and staving off disasters warrants a low score. 
proactiveness of decisions - does the firm react to trends in the environment, or does it shape 
the environment by introducing new products, technologies, or administrative techniques? A 
reactive firm (low proactiveness) follows the leader; a proactive firm is the first to act. 
industry expertise of top managers - are top managers very familiar with their products and 
markets? That is, are they in a position to make the most routine decisions because of their 
excellent knowledge of internal operations and the outside environment, or are managers 
removed from the field of action and cognizant only of the very gross aspects of the big picture 
(score low)? 
risk taking - is there evidence that top managers are risk-averse (score low), or does the firm 
frequently make large and risky resource commitments - those that have a reasonable chance of 
costly failure? 
consciousness of strategies - concerns the degree of top managers' conscious commitment to 
an explicit corporate strategy (that is, a set of objectives coupled with a number of stated 
favoured means for attaining these. ) A low score is evidenced by unclear goals and the firm's 
muddling through. 
traditions - does the firm often rethink its strategies (objectives and means for their 
attainment), or are these tied largely to precedent (high score)? 
(iii) Success 
success - is measured in terms of growth in profits and sales, stability of profits, and returns on 
equity relative to other firms in the same industry. 
past success - five years ago 
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Appendix 2.1 
Remaining configurations modelled using the Viable System Model 
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Appendix 3.1 
Identification of transition (based on Miller and Friesen's 24 variables, 
1984) 
CONTINGENT VARIABLE LOW AVERAGE HIGH 
1 DYNAMISM 1 2 3 4 5 6 7 
2 HOSTILITY 1 2 3 4 5 6 7 
3 HETEROGENEITY 1 2 3 4 5 6 7 
4 SCANNING 1 2 3 4 5 6 7 
5 CONTROLS 1 2 3 4 5 6 7 
6 INTERNAL COMMUNICATION SYSTEM 1 2 3 4 5 6 7 
7 CENTRALIZATION OF STRATEGY-MAKING 1 2 3 4 5 6 7 
POWER 
8 DELEGATION OF OPERATING AUTHORITY 1 2 3 4 5 6 7 
9 TECHNOCRATIZATION 1 2 3 4 5 6 7 
10 RESOURCE AVAILABILITY 1 2 3 4 5 6 7 
11 PROACTIVENESS OF DECISIONS 1 2 3 4 5 6 7 
12 RISK TAKING 1 2 3 4 5 6 7 
13 PRODUCT-MARKET INNOVATION 1 2 3 4 5 6 7 
14 ANALYSIS OF MAJOR DECISIONS 1 2 3 4 5 6 7 
15 MULTIPLEXITY OF DECISIONS 1 2 3 4 5 6 7 
16 INTEGRATION OF DECISIONS 1 2 3 4 5 6 7 
17 FUTURITY OF DECISIONS 1 2 3 4 5 6 7 
18 CONSCIOUSNESS OF STRATEGIES 1 2 3 4 5 6 7 
19 MANAGEMENT TENURE 1 2 3 4 5 6 7 
20 ORGANISATIONAL DIFFERENTIATION 1 2 3 4 5 6 7 
21 ADAPTIVENESS OF DECISIONS 1 2 3 4 5 6 7 
22 INDUSTRY EXPERTISE OF TOP MANAGERS 1 2 3 4 5 6 7 
23 SUCCESS 1 2 3 4 5 6 7 
24 TRADITIONS 1 2 3 4 5 6 7 
Definitions of the variables 
1. dynamism - in the environment this is manifested by the amount and unpredictability of 
change in customer tastes, production or service technologies, and the modes of competition in 
the firm's principal industries. 
2. hostility - in the environment this is characterised by price, product, technological and 
distribution competition, severe regulatory restrictions, shortages of labour or raw materials, 
and unfavourable demographic trends (such as the drying up of markets). 
3. heterogeneity - in the environment concerns the differences in competitive tactics, customer 
tastes, product lines, channels of distribution, and so on, across the firm's respective markets. 
These differences are only significant to the extent that they require very different marketing, 
production and administrative practices. 
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4. scanning - involves the search for problems and opportunities in the external environment of 
the firm. Firms are to be scored in terms of the amount of tracking performed of consumer 
tastes/preferences, competition, technological and administrative developments, and the like. 
Scanning may be done by staff departments, executives, the sales force or others. The greater 
the number of factors tracked and the more widespread the participation in scanning activity, 
the higher the rating (score). 
5. controls - monitor the internal trends and incidents relevant to organisational performance, 
MIS, employee performance appraisals, quality controls, cost and profit centres, budgeting and 
cost accounting are types of control devices. Score high if there is much emphasis on such 
controls. 
6. internal communication system - concerns the openness and fidelity of information 
channels in the organisation. A high score is given when information reaches decision makers 
quickly, when it is relevant and undistorted, and when communication flows readily in top- 
down, bottom-up and lateral directions. 
7. centralization of strategy-making power - involves the distribution of power for making 
strategic decisions regarding acquisitions, diversification, major new product introductions, 
long-term goals and so forth. Centralization is high if the top executives alone make most of 
the decisions with a minimum of consultation; low if middle managers determine strategies by 
the default or intent of top executives (general manager and up). 
8. delegation of operating authority - concerns the amount of authority transferred to lower 
and middle levels of management for administration of the day-to-day operation of the 
business. Operating decisions involve equipment replacement, production planning, adjustment 
of prices of goods, inventory purchases, hiring of lower-level personnel, and so on. 
9. technocratization - do there appear to be a great many staff specialists and professionally 
qualified people (accountants, engineers, scientists, doctors) as a percentage of the number of 
employees? If yes, score high. 
10. resource availability - concerns the state of the firm's material and human resources. 
Evidence of resource shortages are labour scarcity, poor raw material supply, inadequate 
sources of capital, poor production facilities, and so on. If resources are abundant, score this 
scale high. 
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11. proactiveness of decisions - does the firm react to trends in the environment, or does it 
shape the environment by introducing new products, technologies, or administrative 
techniques? A reactive firm (low proactiveness) follows the leader; a proactive firm is the first 
to act. 
12. risk taking - is there evidence that top managers are risk-averse (score low), or does the 
firm frequently make large and risky resource commitments - those that have a reasonable 
chance of costly failure? 
13. product-market innovation - does the firm seem particularly innovative in terms of the 
number and novelty of new products and services that are introduced and the new markets that 
are entered? 
14. analysis of major decisions - do decision makers devote much reflective thought and 
deliberation to a problem and the array of proposed responses? The time spent on interrelating 
symptoms to get at the root cause of problems, and the effort spent to generate solutions (good 
or bad), are examples of the analytical process. A low score would be given when there is a 
very rapid intuitive response to an issue (this response could be ideal or the worst possible). 
Evidence of analysis comprises time delays, frequent meetings and discussions, the use of staff 
specialists, the writing of lengthy reports and the like. 
15. multiplexity of decisions - do top managers address a broad range of factors in making 
strategic decisions, or merely a narrow set of factors (low score)? For example, in deciding 
whether to acquire a company, a multiplex strategist would consider marketing, financial, 
production, demographic, administrative and other complementarities and problems, whereas 
low multiplexity would be evidenced by a focus on, say, marketing factors alone. 
16. integration of decisions - are actions in one area of the firm complementary or supportive 
of those in other areas (divisions, functions), or are they conflicting and mutually inhibiting? 
High integration would result in (or from) a concerted and well-coordinated strategy, whereas 
low integration might be manifested by fragmented or clashing tactics (for instance, acquiring 
new companies when there is inadequate ability to finance or run them; selling products that 
compete against each other). 
17. futurity of decisions - concerns how far ahead the firm looks into the future in planning its 
strategies and operations. A relatively long time horizon (five years) warrants a high score. A 
focus on crisis decision making and staving off disasters warrants a low score. 
Appendices A- 24 
18. consciousness of strategies - concerns the degree of top managers' conscious commitment 
to an explicit corporate strategy (that is, a set of objectives coupled with a number of stated 
favoured means for attaining these. ) A low score is evidenced by unclear goals and the firm's 
muddling through. 
19. management tenure - measures the length of time the most important (top) strategist or 
executive of the firm has been at the helm. If it is more than five years, score 2; if less, score 1. 
20. organisational differentiation - measures the degree of difference among organisational 
divisions in terms of their overall goals, marketing and production methods, and decision- 
making styles. The more disparate the divisions, the higher the score. Even functionally 
organised firms with only one division may have high levels of differentiation if there exist 
many different styles of behaviour, management and the like across respective departments 
owing to the nature of products and markets. 
21. adaptiveness of decisions - concerns the responsiveness and appropriateness of decisions 
to external environmental conditions. For example, an adaptive pricing decision would take 
into account competitive strategies, customer buying habits, government regulations and so on. 
Unadaptive decisions (score low) would consistently neglect an important set of external 
factors. 
22. industry expertise of top managers - are top managers very familiar with their products 
and markets? That is, are they in a position to make the most routine decisions because of their 
excellent knowledge of internal operations and the outside environment, or are managers 
removed from the field of action and cognizant only of the very gross aspects of the big picture 
(score low)? 
23. success - is measured in terms of growth in profits and sales, stability of profits, and 
returns on equity relative to other firms in the same industry. 
24. traditions - does the firm often rethink its strategies (objectives and means for their 
attainment), or are these tied largely to precedent (high score)? 
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Appendix 4.1 
Questionnaire 3: incorporating the Accounting Information Systems 
questionnaire and Perceived Environmental 
Uncertainty measures 
On a scale of 1-7 (1 = very low; 4= average; 7= very high), how would you rate the 
following? 
CONTINGENT VARIABLE LOW AVERAGE HIGH 
TIGHTNESS OF BUDGET CONTROL 1 2 3 4 5 6 7 
COMMITMENT TO BUDGETS 1 2 3 4 5 6 7 
EXTENT OF EXTERNAL SCANNING 1 2 3 4 5 6 7 
MONITORING OF RESULTS 1 2 3 4 5 6 7 
USE OF COST CONTROL DATA 1 2 3 4 5 6 7 
USE OF FORECAST DATA 1 2 3 4 5 6 7 
EXTENT TO WHICH GOALS RELATE TO OUTPUT 1 2 3 4 5 6 7 
MEASURES 
REPORTING FREQUENCY 1 2 3 4 5 6 7 
USE OF FORMULA-BASED REMUNERATION e. g. 1 2 3 4 5 6 7 
ACHIEVING BUDGET TARGETS 
EXTENT TO WHICH CONTROL SYSTEMS ARE 1 2 3 4 5 6 7 
TAILORED 
DEGREE OF CHANGEABILITY OF CONTROL 1 2 3 4 5 6 7 
SYSTEMS 
Are any non-financial or qualitative measures of performance regularly communicated to 
senior management? 
If so, what are they and how frequently are they communicated? 
(l) 
(ii) 
(iii) 
(1V) 
weekly/monthly/quarterly 
weekly/monthly/quarterly 
weekly/monthly/quarterly 
weekly/monthly/quarterly 
Program reviews 
Program: a project of some description which aims to make improvements in the 
existing organisation and/or its financial performance. 
Do programs cut across organisational boundaries and affect all layers of the compam or are 
they limited to certain departments or job grades? 
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For what purpose are these programs set up? e. g. review of new product technologies, changes 
in existing product features, improvement programs, cost cutting exercise etc. 
How are programs managed and changes implemented? 
Use of project champion 
Task force 
External consultants 
Bottom-up 
Top-down 
Other 
YES / NO 
YES / NO 
YES / NO 
YES / NO 
YES / NO 
YES / NO 
If "other", please give details: 
How are the ideas for programs generated? 
What programs that you are aware of are currently in operation? 
Strategic Uncertainties 
Do you act upon all the information that you receive? 
What information do you consider to be particularly important? 
What percentage of information received do you consider to be reliable? 
10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
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What environmental uncertainties do you need to be constantly aware of? Please rate the 
following in terms of their importance to the firm: (1 = of no importance whatsoever; 4= quite 
important; 7= imperative) 
CONTINGENT VARIABLE LOW AVERAGE HIGH 
NEW PRODUCT INNOVATIONS 1 2 3 4 5 6 7 
(FREQUENCY WITH WHICH THEY ARE LIKELY 1 2 3 4 5 6 7 
TO OCCUR) 
ADVANCES IN PROCESS TECHNOLOGIES 1 2 3 4 5 6 7 
(FREQUENCY) 1 2 3 4 5 6 7 
CHANGES IN GOVERNMENT REGULATIONS 1 2 3 4 5 6 7 
(FREQUENCY) 1 2 3 4 5 6 7 
INTENSITY OF COMPETITION 1 2 3 4 5 6 7 
(FREQUENCY) 1 2 3 4 5 6 7 
PRODUCT LIFE CYCLES 1 2 3 4 5 6 7 
(FREQUENCY) 1 2 3 4 5 6 7 
DIVERSITY IN PRODUCT LINES 1 2 3 4 5 6 
(FREQUENCY) 1 2 3 4 5 6 7 
RELATIONS WITH CUSTOMERS 1 2 3 4 5 6 7 
(FREQUENCY) 1 2 3 4 5 6 7 
RELATIONS WITH SUPPLIERS 1 2 3 4 5 6 7 
(FREQUENCY) 1 2 3 4 5 6 7 
Are there any other external uncertainties that you can think of? How important are they to- 
this firm? 
CONTINGENT VARIABLE LOW AVERAGE HIGH 
(i) 1 2 3 4 5 6 7 
(FREQUENCY) 1 2 3 4 5 6 7 
(H) 1 2 3 4 5 6 7 
(FREQUENCY) 1 2 3 4 5 6 7 
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Appendix 4.2 
Questionnaire 4: incorporating the ADDS data set 
Are there formalized procedures for: - 
planning YES / NO 
budgeting YES / NO 
environmental scanning YES/NO 
competitor analyses YES / NO 
performance reporting and evaluation YES / NO 
resource allocation YES/NO 
employee rewards YES/ NO 
What are these procedures? 
Planning: 
Budgeting: 
Environmental scanning: 
Competitor analyses: 
Performance reporting and evaluation: 
Resource allocation: 
Employee rewards: 
Which of the following do you make use of? 
Cost centres YES / NO 
Profit centres YES / NO 
Investment centres YES/NO 
Transfer Pricing YES / NO 
Statistical Quality Control practices YES / NO 
Variance Analysis YES / NO 
Formal personnel appraisal YES / NO 
Cost control YES / NO 
Flexible budgeting YES / NO 
Appendices A- 29 
Capital budgeting techniques 
(i) IRR YES / NO 
(ii) NPV YES / NO 
(iii) payback period YES / NO 
(iv) accounting rate of return YES / NO 
1. Strategic planning review 
Does the company have a strategic plan? 
What is the planning period involved (12 months; 3,5 or 10 years)? 
How is the plan prepared? 
Is there a planning group, or is planning done by operating managers? 
Is the strategic plan actively used in running the business? 
Is the plan reviewed on an infrequent basis? 
Does the plan motivate a lot of discussion in the company? 
Is the strategic planning review an intensive annual process in which business managers 
prepare strategic plans for debate by senior management? 
How frequently are plans updated? 
2. Financial goals 
Are these set by senior management and communicated down through the organisation 
OR 
Are they established by each business unit and finalised after a series of review and challenge 
meetings? 
Are budgets ever changed? 
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3. Budget preparation and review 
Are budgets prepared to meet financial goals (i. e. coordinated by the Finance Department and 
passed up to senior management) 
OR 
Does each market segment prepare budgets with a focus on strategy and tactics? (Possibly 
characterised by intensive debate at presentations to senior management) 
What financial information is communicated to senior management on a regular basis (i. e. 
weekly, monthly, quarterly) 
sales turnover 
gross margins 
total operating expense 
What other financial information is regularly communicated? 
(i) 
(ii) 
(iii) 
(i V) 
weekly/monthly/quarterly 
weekly/monthly/quarterly 
weekly/monthly/quarterly 
weekly/monthly/quarterly 
weekly/monthly/quarterly 
weekly/monthly/quarterly 
weekly/monthly/quarterly 
Are any non-financial or qualitative measures of performance regularly communicated to 
senior management? 
If so, what are they and how frequently are they communicated? 
(i) weekly/monthly/quarterly 
(n) weekly/monthly/quarterly 
(iii) weekly/monthly/quarterly 
(iv) weekly/monthly/quarterly 
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4. Budget revisions and updates 
Are budgets revised during the year or not? If so, how many updates are carried out each year? 
What action is taken to deal with the changes? 
Is the budget used purely as a financial document? 
5. Evaluation and reward 
Is there a bonus or incentive scheme in operation? If so, on what is the bonus based? Is it 
subjective or objective? (Examples include MBO, profit in excess of plan, output etc. ) 
Who is eligible for bonus payments? 
What percentage of salary does this represent? 
6. Cost accounting and manufacturing techniques 
Are any of the following accounting techniques in operation? 
Activity Based Costing (ABC) YES/NO 
Throughput Accounting YES / NO 
Standard Costing YES / NO 
Discounted Cash Flow (DCF) YES / NO 
and Net Present Value (NPV) 
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Appendix 4.3 
The AIS data set 
CONTINGENT VARIABLE LOW AVERAGE HIGH 
TIGHTNESS OF BUDGET CONTROL 1 2 3 4 5 6 7 
COMMITMENT TO BUDGETS 1 2 3 4 5 6 7 
EXTENT OF EXTERNAL SCANNING 1 2 3 4 5 6 7 
MONITORING OF RESULTS 1 2 3 4 5 6 7 
USE OF COST CONTROL DATA 1 2 3 4 5 6 7 USE OF FORECAST DATA 1 2 3 4 5 6 7 
EXTENT TO WHICH GOALS RELATE TO OUTPUT 1 2 3 4 5 6 7 
MEASURES 
1 2 3 4 
REPORTING FREQUENCY daily week ly monthly quarterly 
USE OF FORMULA-BASED REMUNERATION e. g. 1 2 3 4 5 6 7 
ACHIEVING BUDGET TARGETS 
EXTENT TO WHICH CONTROL SYSTEMS ARE 1 2 3 4 5 6 7 
TAILORED 
DEGREE OF CHANGEABILITY OF CONTROL 1 2 3 4 5 6 7 
SYSTEMS 
Are any non-financial or qualitative measures of performance regularly communicated to 
senior management? 
Yes 1 
No 2 
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Appendix 4.4 
The ADDS data set 
Which of the following do you make use of? 
Cost centres YES 1 NO 2 
Profit centres YES 1 NO 2 
Investment centres YES 1 NO 2 
Transfer Pricing YES 1 NO 2 
Statistical Quality Control YES I NO 2 
Variance Analysis YES 1 NO 2 
Formal personnel appraisal YES 1 NO 2 
Cost control YES 1 NO 2 
Flexible budgeting YES 1 NO 2 
Capital budgeting techniques 
(i) IRR YES 1 NO 2 
(ii) NPV YES 1 NO 2 
(iii) payback period YES 1 NO 2 
(iv) accounting rate of return YES 1 NO 2 
Strategic planning review 
Does the company have a strategic plan? 
YES 1 NO 2 
What is the planning period involved 
12 MONTHS 1 
3 YEARS 2 
5 YEARS 3 
10 YEARS 4 
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Cost accounting and manufacturing techniques 
Are any of the following accounting techniques in operation? 
Activity Based Costing (ABC) YES I NO 2 
Throughput Accounting YES 1 NO 2 
Standard Costing YES 1 NO 2 
Discounted Cash Flow (DCF) YES 1 NO 2 
and Net Present Value (NPV) 
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Appendix 4.5 
ADDS clusters for various proximity measures 
OUTPUT 1 OUTPUT 2 OUTPUT 3 OUTPUT 4 S(x)F(x)/T(x) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WAVERAGE BAVER4GE COMPLETE WARD 
PROXIMITY 
MEASURE 
SS3 SS3 SS3 SS3 
PEKTRON 1 1 1 1 S lA/T8 
BARWORTH 1 1 1 1 S IA/T9 
PARMEKO 3* 2 2 1 hybrid 
SIAM 
ELEQUIP 2 2 2 1 F4/T8 
DRUCK 3 3 2 3* SIA/T2 
FARR 3 3 3 3 F4/T8 hybrid 
BRAKE 3 3 3 3* S1A/T8 
METTLER 3 3 3 3* S lA/T2 
CROSBY 3 3 3 3 S1A/T8 
BESTOBELL 2 3 3* 3 SlA/hybrid 
T8 
AVERY 3 3 3* 3 S 1A/T2 
DESFORD 2 3* 3* 3 S1A/T8 
E&R 2 3* 3* 1 hybrid 
SIAM 
FIRTH 2 3* 3* 1 hybrid/T2 
CALAIR 2 3* 3* 2 SIAM 
CALAIR 2 3* 3* 2 S1 A/T2 
Figure 1: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=SS3; measure=seuclid; method=various) 
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OUTPUT 5 OUTPUT 6 OUTPUT 7 F(x)S(x)/T(x) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WAVERAGE BAVERAGE COMPLETE 
PROXIMITY 
MEASURE 
SS3 SS3 SS3 
PEKTRON I I I S IA/T8 
BARWORTH 1 1 1 S1A/T9 
PARMEKO 3* 2 2 hybrid S1A/T2 
ELEQUIP 2 2 2 F4/T8 
DRUCK 3 3 2 S 1A/T2 
FARR 3 3 3 F4/T8 hybrid 
BRAKE 3 3 3 S lA/T8 
METTLER 3 3 3 S IA/T2 
CROSBY 3 3 3 S 1A/T8 
BESTOBELL 2 3 3* S IA/hybrid T8 
AVERY 3 3 3* S lA/T2 
DESFORD 2 3* 3* S 1A/T8 
E&R 2 3* 3* hybrid SIA/T2 
FIRTH 2 3* 3* hybrid/T2 
CALAIR 2 3* 3* SIAM 
CALAIR 2 3* 3* S 1A/T2 
Figure 2: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=SS3; measure=block; method=various) 
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OUTPUT I OUTPUT 2 OUTPUT 3 OUTPUT 4 S(x)F(x)/T(x) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE BA VERA GE COMPLETE WARD 
PROXIMITY 
MEASURE 
Y Y Y Y 
PEKTRON 1 1 1 3 S 1A/T8 
BARWORTH 1 1 3* 3* S1A/T9 
PARMEKO 3* 2 3 3* hybrid 
S1A/T2 
ELEQUIP 3 3* 3 1 F4/T8 
DRUCK 1 1 3* 3* S1A/T2 
FARR 1 1 1 3 F4/T8 hybrid 
BRAKE 2 3 2 2 S lA/T8 
METTLER 1 1 1 3 SIAM 
CROSBY 2 3 2 2 S1A/T8 
BESTOBELL 3 3* 3 1 SlA/hybrid 
T8 
AVERY 3 3* 3 1 S IAJT2 
DESFORD 2 3 1 3 S IA/T8 
E& R 2 3 2 2 hybrid 
S 1A/T2 
FIRTH 3 3* 3 1 hybrid/T2 
CALAIR 2 3 2 2 S 1A/T2 
CALAIR 2 3 2 2 S1 A/T2 
Figure 3: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=Y; measure=seuclid; method=various) 
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OUTPUT 5 OUTPUT 6 OUTPUT 7 F(x)S(x)/T(x) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WA VERA GE BA VERA GE COMPLETE 
PROXIMITY 
MEASURE 
Y y y 
PEKTRON 1 1 1 S 1A/T8 
BARWORTH 1 1 3* S IA/T9 
PARMEKO 3* 2 3 hybrid S lA/T2 
ELEQUIP 3 3* 3 F4/T8 
DRUCK 1 1 3* S IA/T2 
FARR 1 1 1 F4/T8 hybrid 
BRAKE 2 3 2 S lA/T8 
METTLER 1 1 1 S IA/T2 
CROSBY 2 3 2 S 1A/T8 
BESTOBELL 3 3* 3 S IA/hybrid T8 
AVERY 3 3* 3 S lA/T2 
DESFORD 2 3 1 S lA/T8 
E&R 2 3 2 hybrid SIA/T2 
FIRTH 3 3* 3 hybrid/T2 
CALAIR 2 3 2 S lA/T2 
CALAIR 2 3 2 S IA/T2 
Figure 4: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=Y; measure=block; method=various) 
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OUTPUT I OUTPUT 2 OUTPUT 3 OUTPUT 4 S(x)F(x)/T(x) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE BAVERAGE COMPLETE WARD 
PROXIMITY 
MEASURE 
Q Q Q Q 
PEKTRON 3 1 1 3 SIA/T8 
BARWORTH 3* 1 3* 3* SIA/T9 
PARMEKO 1 2 3 1 hybrid 
S1A/T2 
ELEQUIP 1 3* 3 1 F4/T8 
DRUCK 3 1 3* 3* SIA/T2 
FARR 3 1 1 3 F4/T8 hybrid 
BRAKE 2 3 2 2 S 1A/T8 
METTLER 3 1 1 3 S IA/T2 
CROSBY 2 3 2 2 S 1A/T8 
BESTOBELL 1 3* 3 1 S lA/hybrid 
T8 
AVERY 1 3* 3 1 S1A/T2 
DESFORD 2 3 1 2 S 1A/T8 
E& R 2 3 2 2 hybrid 
S lA/T2 
FIRTH 1 3* 3 1 hybrid/T2 
CALAIR 2 3 2 2 S 1A/T2 
CA-LAIR 2 3 2 2 S 1A/T2 
Figure 5: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=Q; measure=seuclid; method=various) 
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OUTPUT 5 OUTPUT 6 OUTPUT 7 F(x)S(x)/T(x) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WA VERA GE BAVERAGE COMPLETE 
PROXIMITY 
MEASURE 
Q Q Q 
PEKTRON 3 1 1 S1 A/T8 
BARWORTH 3* 1 3* S1A/T9 
PARMEKO 1 2 3 hybrid S 1A/T2 
ELEQUIP 1 3* 3 F4/T8 
DRUCK 3 1 3* SIAM 
FARR 3 1 1 F4/T8 hybrid 
BRAKE 2 3 2 S 1A/T8 
METTLER 3 1 1 SIAM 
CROSBY 2 3 2 S 1A/T8 
BESTOBELL 1 3* 3 SlA/hybrid T8 
AVERY 1 3* 3 S 1A/T2 
DESFORD 2 3 1 S 1A/T8 
E& R 2 3 2 hybrid S 1A/T2 
FIRTH 1 3* 3 hybrid/T2 
CALAIR 2 3 2 SIAM 
CALAIR 2 3 2 S 1A/T2 
Figure 6: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=Q; measure=block; method=various) 
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OUTPUT I OUTPUT 2 OUTPUT 3 OUTPUT 4 S(x)F(x)/T(x) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE BAVERAGE COMPLETE WARD 
PROXIMITY 
MEASURE 
SS5 SS5 SS5 SS5 
PEKTRON 1 1 3* 3* SIA/T8 
BARWORTH 1 1 3* 3* SlA/T9 
PARMEKO 3* 3* 3 1 hybrid 
S IA/T2 
ELEQUIP 3* 3* 3 1 F4/T8 
DRUCK 2 2 3 3 S1A/T2 
FARR 2 3 2 2 F4/T8 hybrid 
BRAKE 2 2 2 3 S1A/T8 
METTLER 2 2 2 3 S1A/T2 
CROSBY 3 3 2 2 S1A/T8 
BESTOBELL 3 3* 1 1 S IA/hybrid 
T8 
AVERY 3 3* 1 1 S lA/T2 
DESFORD 3 3 2 2 S1A/T8 
E& R 3 3 2 2 hybrid 
S 1A/T2 
FIRTH 3 3 2 2 hybrid/T2 
CALAIR 3 3 2 2 S1 A/72 
CALAIR 3 3 2 2 S1 A/T2 
Figure 7: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=SS5; measure=seuclid; method=various) 
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OUTPUT 5 OUTPUT 6 OUTPUT 7 F(x)S(x)/T(x) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WA VERA GE BA VERA GE COMPLETE 
PROXIMITY 
MEASURE 
SS5 SS5 SS5 
PEKTRON 1 1 3* S lA/T8 
BARWORTH 1 1 3* S IA/T9 
PARMEKO 3* 3* 3 hybrid SIA/T2 
ELEQUIP 3* 3* 3 F4/T8 
DRUCK 2 2 3 S 1A/T2 
FARR 2 3 2 F4/T8 hybrid 
BRAKE 2 2 2 S 1A/T8 
METTLER 2 2 2 S lA/T2 
CROSBY 3 3 2 SIAM 
BESTOBELL 3 3* 1 S 1A/hybrid T8 
AVERY 3 3* 1 S 1A/T2 
DESFORD 3 3 2 SIAM 
E& R 3 3 2 hybrid S 1A/T2 
FIRTH 3 3 2 hybrid/T2 
CALAIR 3 3 2 S lA/T2 
CALAIR 3 3 2 S lA/T2 
Figure 8: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=SS5; measure=block; method=various) 
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OUTPUT 1 OUTPUT 2 OUTPUT 3 OUTPUT 4 S(x)F(x)/T(x) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE BA VERA GE COMPLETE WARD 
PROXIMITY 
MEASURE 
PHI PHI PHI PHI 
PEKTRON 1 1 1 1 S IA/T8 
BARWORTH 1 1 1 1 S IA/T9 
PARMEKO 2 2 2 2 hybrid 
S1A/T2 
ELEQUIP 3* 3* 3* 3* F4/T8 
DRUCK 2 2 2 2 S IA/T2 
FARR 3 3 3 3 F4/T8 hybrid 
BRAKE 2 2 2 2 S IA/T8 
METTLER 2 2 2 2 S lA/T2 
CROSBY 3 3 3 3 S lA/T8 
BESTOBELL 3* 3* 3* 3* S lA/hybrid 
T8 
AVERY 3* 3* 3* 3* S1A/T2 
DESFORD 3 3 3 3 S 1A/T8 
E&R 3 3 3* 3* hybrid 
S1 A/T2 
FIRTH 3 3 3* 3 hybrid/T2 
CA-LAIR 3 3 3 3 SIAM 
CALAIR 3 3 3 3 S lA/T2 
Figure 9: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=PHI; measure=seuclid; method=various) 
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OUTPUT 5 OUTPUT 6 OUTPUT 7 F(x)S(x)/T(x) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WAVERAGE BAVERAGE COMPLETE 
PROXIMITY 
MEASURE 
PHI PHI PHI 
PEKTRON 1 1 1 SIAM 
BARWORTH 1 1 1 S IA/T9 
PARMEKO 2 2 2 hybrid S1A/T2 
ELEQUIP 3* 3* 3* F4/T8 
DRUCK 2 2 2 SIA/T2 
FARR 3 3 3 F4/T8 hybrid 
BRAKE 2 2 2 S 1A/T8 
METTLER 2 2 2 S 1A/T2 
CROSBY 3 3 3 S 1A/T8 
BESTOBELL 3* 3* 3* S1A/hybrid T8 
AVERY 3* 3* 3* S lA/T2 
DESFORD 3 3 3 S lA/T8 
E&R 3 3 3* hybrid SIA/T2 
FIRTH 3 3 3* hybrid/T2 
CALAIR 3 3 3 S IA/T2 
CALAIR 3 3 3 S1 A/T2 
Figure 10: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=PHI; measure=block; method=various) 
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OUTPUT I OUTPUT 2 OUTPUT 3 OUTPUT 4 S(x)F(x)/T(z) 
MEASURE SEUCLID SEUCLID SEUCLID SEUCLID 
METHOD WA VERA GE BAVERAGE COMPLETE WARD 
PROXIMITY 
MEASURE 
DISPER DISPER DISPER DISPER 
PEKTRON 1 1 1 3* Sl A/T8 
BARWORTH 1 1 1 3* S IA/T9 
PARMEKO 3* 2 2 2 hybrid 
S1 A/T2 
ELEQUIP 3* 2 2 2 F4/T8 
DRUCK 3 2 2 3 S1A/T2 
FARR 2 3* 3 3 F4/T8 hybrid 
BRAKE 3 2 2 3 S 1A/T8 
METTLER 3 2 2 3 S IA/T2 
CROSBY 2 3 3 1 S 1A/T8 
BESTOBELL 2 3 3* 2 SIA/hybrid 
T8 
AVERY 2 3 3* 2 S1A/T2 
DESFORD 2 3 3 1 S 1A/T8 
E& R 2 3 3 1 hybrid 
S1 A/T2 
FIRTH 2 3 3 1 hybrid/T2 
CALAIR 2 3 3 1 S1 A/T2 
CALAIR 2 3 3 1 SIAM 
Figure 11: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=DISPER; measure=seuclid; method=various) 
Appendices A- 46 
OUTPUT 5 OUTPUT 6 OUTPUT 7 F(x)S(x)/T(x) 
MEASURE BLOCK BLOCK BLOCK 
METHOD WAVERAGE BAVERAGE COMPLETE 
PROXIMITY 
MEASURE 
DISPER DISPER DISPER 
PEKTRON 1 1 1 SIAM 
BARWORTH 1 1 1 S1A/T9 
PARMEKO 3* 2 2 hybrid S IA/T2 
ELEQUIP 3* 2 2 F4/T8 
DRUCK 3 2 2 S IA/T2 
FARR 2 3* 3 F4/T8 hybrid 
BRAKE 3 2 2 S 1A/T8 
METTLER 3 2 2 S IA/T2 
CROSBY 2 3 3 S lA/T8 
BESTOBELL 2 3 3* SIA/hybrid T8 
AVERY 2 3 3* S1 A/T2 
DESFORD 2 3 3 SIAM 
E& R 2 3 3 hybrid S lA/T2 
FIRTH 2 3 3 hybrid/T2 
CALA R 2 3 3 SIAM 
CALAIR 2 3 3 S 1A/T2 
Figure 12: Clusters identified from analysis of the FINANCE questionnaire (proximity 
measure=DISPER; measure=block; method=various) 
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Appendix 5.1 
Measures of Perceived Environmental Uncertainty 
7 Miller Variables 
CONTINGENT VARIABLE LOW AVERAGE HIGH 
1 PAST DYNAMISM 1 2 3 4 5 6 7 
2 CURRENT DYNAMISM 1 2 3 4 5 6 7 
3 PAST HETEROGENEITY 1 2 3 4 5 6 7 
4 CURRENT HETEROGENEITY 1 2 3 4 5 6 7 
5 PAST HOSTILITY 1 2 3 4 5 6 7 
6 CURRENT HOSTILITY 1 2 3 4 5 6 7 
7 SCANNING 1 2 3 4 5 6 7 
4Iler Variables 
CONTINGENT VARIABLE LOW AVERAGE HIGH 
I DYNAMISM 1 2 3 4 5 6 7 
2 HETEROGENEITY 1 2 3 4 5 6 7 
3 HOSTILITY 1 2 3 4 5 6 7 
4 SCANNING 1 2 3 4 5 6 7 
AIS Environmental Variables (n=9) 
CONTINGENT VARIABLE LOW AVERAGE HIGH 
1 NEW PRODUCT INNOVATIONS 1 2 3 4 5 6 7 
2 (FREQUENCY WITH WHICH 1. IS LIKELY TO 1 2 3 4 5 6 7 
OCCUR) 
3 ADVANCES IN PROCESS TECHNOLOGIES 1 2 3 4 5 6 7 
4 CHANGES IN GOVERNMENT REGULATIONS 1 2 3 4 5 6 7 
5 INTENSITY OF COMPETITION 1 2 3 4 5 6 7 
6 PRODUCT LIFE CYCLES 1 2 3 4 5 6 7 
7 DIVERSITY IN PRODUCT LINES 1 2 3 4 5 6 7 
8 RELATIONS WITH CUSTOMERS 1 2 3 4 5 6 7 
9 RELATIONS WITH SUPPLIERS 1 2 3 4 5 6 7 
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Appendix 6.1 
This appendix has been included in the thesis to show an extreme form of the phenomenon 
identified in Cluster 2, that is, strategic decision-making processes dictated by a body external 
to the organization in question. 
The following description relates to Pektron Ltd. which has been identified as a successful firm 
most closely resembling the S5 organizational model (described below). 
S5: The Innovator 
Summary 
The Innovator is typically a small company whose strategy is to find and occupy a niche(s). 
Firms enter sectors of the market where their size and inexperience are not disadvantageous. 
They typically remain simple and undiversified, ensuring that they continue to dominate their 
niches through the frequent generation of product and/or process innovations. 
Instead of closely tracking and adapting to what their competitors are doing or meeting 
competitors head-on with price cutting and small product or service modifications, S5 firms 
have decided to sidestep the competition. Because they are generally smaller and weaker than 
their competitors, and because they have not established any solid reputation in the markets 
dominated by competitors, a decision is taken to avoid any direct confrontation with the 
competition by sticking to a carefully defined peripheral segment of the market. 
Firms appear to succeed not only because they have avoided segments of the market where they, 
would have been at a disadvantage, but also because they have elected to cultivate segments 
where they have strengths that can be sustained over time. These usually take the form of a 
superior ability to design products and innovate for the specific needs of a small niche(s) of the 
market(s). This talent and its focused application to a narrow set of customers make it 
undesirable for larger and more diversified competitors to compete directly with S5 firms. The 
competition thus concentrates on a broader market that is less troublesome to serve. 
The S5 firm is dominated by the managing director, often the founder of the firm and the 
originator of the niche strategy. The chief executive is the custodian of the niche strategy and 
he guards that role very zealously. Others must innovate within the bounds dictated by strategy 
and strategist. 
The information-processing functions of the S5 firms are very different from those of the other 
successful archetypes. First, they are informal and relatively unsophisticated. In fact, if 
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anything they are deemphasized. Since these firms have avoided the competition, there seems 
to be no need to monitor competitive behaviour very carefully. Thus, scanning (System 4) is 
not an important activity except as performed by the technical department to identify promising 
scientific or technological developments. Second, there is not much need for sophisticated 
formal controls (System 3) - costs do not have to be carefully monitored since profit margins 
are usually high. Also there are no diverse or differentiated operations whose performance 
must be measured, since a functional basis for organization prevails. Finally internal 
communications take place informally. There are task forces and spontaneous cross-functional 
and interlevel consultations but not many regularly scheduled committees. The innovations of 
the S5 firms require flexible and quick consultation and collaboration, not an elaborate 
coordinative apparatus. 
More than for any other archetype, strategy and decision making are performed intuitively 
rather than analytically. When the leader likes an idea, it tends to get implemented, without 
much thought being given to master plans, cost-benefit analyses, or the generation of 
alternatives. 
In some cases, it seems clear that innovation occurs simply for its own sake and because it falls 
within the image or ideology that the leader has for the firm. Because of this image, the design 
and R&D departments are the strongest functional areas, and this helps place the balance of 
power firmly behind innovation, whether of product or process. Any cautionary gestures from 
the more cost-conscious production and marketing departments can thus be easily ignored. 
Strategy is determined here mainly by ideology and the uneven distribution of power. This 
allows firms to be extremely innovative, risk-embracing, and proactive, facilitating continued 
dominance of the niche. But it also allows for too little planning and too narrow a point of 
view in making key decisions. 
To summarize, the S5 firms are innovative and pursue a niche strategy. They have simple 
structures and a primitive information-processing system while being highly centralized. 
Decisions are made on the basis of the intuition and ideology of innovation-oriented leaders. 
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PEKTRON Ltd. 
Environmental characteristics 
The firm has identified its key customers and the product-markets in which it intends to 
compete. It spends its time virtually exclusively meeting the identified needs of its existing 
clientele. These needs are clearly identified (in the case of the automotive industry, which has 
played an important role in the strategic and operational decision making within the firm). 
Strategy making function 
There was no clear evidence of any formulated strategy-making process within the firm. Any 
strategic decisions that are made clearly rest with the directors and do not actively involve 
management below director level. There was a five year business plan in existence, although 
few people actually have a copy and it is therefore unlikely to be a working document or used 
for day-to-day operational decision making. 
In comparison to other successful firms visited by the research team, the strategic decision- 
making processes were perceived to be distinctly limited at Pektron. However, this is perfectly 
in keeping with the S5 archetype described above and does not prevent the firm from being 
highly successful in the niche markets in which it chooses to operate. In the automotive sector, 
for example, the operational activities and manufacturing strategy are largely dictated by the 
needs and requirements of the customers served. Hence, even if there is not an active strategy- 
making function within the firm, (and we must assume that there is not, given the lack of 
information of both a qualitative and quantitative nature that is internally generated), there is a 
default strategy due to the stringent demands of large, powerful customers such as Rover and 
Black and Decker. This heuristic is reminiscent of the normative, static approach outlined in 
Blenkinsop and Burns, (1991). 
External information systems 
There is not a great deal of time spent in scanning the environment, since the needs of Original 
Equipment Manufacturers and the close liaison that exists between sophisticated organizational 
buyers and Pektron sales personnel preempts unexpected changes in customer tastes, 
competitive activity etc. 
Organizational change 
Pektron should be careful that it does not degenerate from its successful position. The threat 
with this particular type of organization is that it can become too impulsive in its decision 
making style and alienate its management team. There is always a threat that the S5 archetype 
can degenerate over the years into the F1 Impulsive Firm, which is a failure model. 
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Appropriateness of control and information systems 
The control and information systems are very limited indeed, although once again this is in 
keeping with the archetype described above. This is clearly a directors' policy decision. 
However, the potential it creates for conflict and resentment should not be overlooked by them, 
since it is very hard for managers to make good operational decisions with such limited 
information. Also, there is a perceived lack of trust and inadequate delegation of operating 
authority between the directors and their managers and this could lead to some dysfunctionality 
within the firm if the situation is not managed carefully. 
Conclusions 
Pektron Ltd. is a successful organizational archetype. The firm is clearly onto a winning 
formula, although perhaps a little reticent in some areas e. g. there is probably not enough 
emphasis put on pursuing new markets and/or new customers, and on developing the company 
profile amongst large and powerful organizational buyers. The firm is also a little too hasty in 
making some decisions, e. g. regarding the acquisition of equipment or product-market 
diversification, and shows some characteristics of the impulsive failure model in this respect. 
The negative impact of these decisions is of course limited by the financial management 
policies pursued by the directors. i. e. limited borrowing, positive cashflow, ploughing back 
retained earnings, diversifying risk, etc. 
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Appendix 6.2 
Flexibility 
The factors relating to Chief Executive flexibility are: - 
Environment 
2. Current dynamism 
Structure 
8. Delegation 
9. Internal Controls 
10. Differentiation 
Strategy 
20. Adaptiveness 
21. Analysis 
22. Futurity 
23. Proactivity 
24. Risk taking 
The organizational factors which relate to Chief Executive flexibility can be divided into two 
sections. Firstly, those which scored low on the 1-7 point scale, and secondly, those which 
scored high. 
Low scoring variables 
13. Controls 
14. Differentiation (this CEO characteristic is normally associated with smaller firms 
employing niche strategies) 
15. Analysis 
16. Futurity 
17. Proactivity 
Possible range of scores 5-35 
High flexibility 5-17 
Average score (not significant) 18-23 
Low flexibility 24-35 
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High scoring variables 
Dynamism 
Delegation 
Adaptiveness 
Risk taking 
Possible range of scores 4-28 
Low flexibility 4-13 
Average score (not significant) 14-18 
High flexibility 19-28 
Failure Configurations 
F1 F2 F3 F4 
Controls 1 2 2 2 
Differentiation 6 2 5 3 
Analysis 2 2 4 3 
Futurity 4 3 3 3 
Proactivity 6 1 2 5 
Total score 19 10 16 16 
VH/H/AV/L/VL AV VH H H 
Table 1: Low scoring variables 
F1 F2 F3 F4 
Dynamism 6 5 5 5 
Delegation 4 3 6 4 
Adaptiveness 2 1 2 3 
Risk taking 7 2 2 5 
Total score 19 11 15 17 
VH/H/AV/L/VL H L AV AV 
Table 2: High scoring variables 
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Summary of findings for failure configurations 
The results of this exercise were rather intriguing, since the results from Table 1 contradict 
those of Table 2. All but F2, the Stagnant Bureaucracy, have a mixture of High on one table 
and Average on the other table. F2 scores Very High on Table 1 and Low on Table 2. This 
leads one to wonder whether this is the result of inconsistent policy and misaligned information 
processing systems. 
Success Configurations 
S1A SIB S2 S3 S4 S5 
Controls 6 7 5 6 6 3 
Diffn. 5 5 4 6 6 4 
Analysis 5 6 4 6 6 3 
Futurity 5 6 4 5 5 6 
Proactivity 6 7 5 4 6 7 
Total score 27 31 22 27 29 23 
VH/H/AV/L/VL L VL AV L L AV 
Table 3: Low scoring variables 
S1A SiB S2 S3 S4 S5 
Dynamism 5 6 3 6 5 6 
Delegation 6 6 4 7 6 5 
Adaptiveness 6 6 6 5 5 4 
Risk taking 6 5 4 5 6 6 
Total score 23 23 17 23 22 21 
VH/H/AV/L/VL VH VH AV VH H H 
Table 4: High scoring variables 
Summary of failure configuration findings 
Once again there is a strange mixture of results with only S2 scoring a consistent Average and 
S5 showing greater tendencies towards High Flexibility. Is this the result of organizational size 
perhaps? Like the author, Miller and Toulouse (1986) were also dealing with smaller firms, 
those which would more consistently adopt a niche strategy. 
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Need for achievement 
The factors relating to Chief Executive need for achievement n(ACH) are: - 
Organization Structure 
9. Centralisation of strategy-making power 
10. Internal controls 
11. Organizational differentiation 
12. Technocratization 
Strategy-making 
22. Analysis of decisions 
23. Proactiveness of decisions 
These are all high scoring variables for this particular characteristic. 
Possible range of scores 6-42 
Low n(ACH) scores 6-20 
Very Low -13 
Average (not significant) n(ACH) scores 21-27 
High n(ACH) scores 28-42 
Very High 35+ 
F1 F2 F3 F4 
Centralisation 7 5 1 6 
Controls 1 2 2 2 
Differentiation 3 3 4 3 
Analysis 6 1 2 5 
Total score AV L L AV 
Table 5: Failure Configurations 
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S1A SIB S2 S3 S4 S5 
Centralisation 6 5 6 4 7 7 
Controls 6 7 5 6 6 3 
Differentiation 5 5 4 6 6 4 
Technocratization 3 6 7 6 4 6 
Analysis 5 6 4 6 6 3 
Proactiveness 6 7 5 4 6 7 
Total score 31 36 31 32 35 30 
VH/H/AV/L/VL H VH H H VH H 
Table 6: Success configurations 
Summary of findings 
The results of this exercise were far more revealing than those for flexibility. Here there is a 
clear distinction to be made between the high scoring success models and the low scoring 
failure configurations. We can conclude from this that in small-sized failure configurations, 
the MD is likely to have a low need for achievement, whereas successful archetypes have MDs 
with a high need for achievement. 
Conclusions 
The results of this diversion into Chief Executive personality traits are interesting but 
inconclusive in their present state. Since further digression into this area of research is outside 
the remit of this particular thesis, I can only suggest that it should form the basis for future 
work. Clearly, Miller and Friesen's strategy, structure and environment variable categories are 
insufficient on their own to map the corporate level strategic planning processes undertaken by 
small organizations. Future studies should place more emphasis on leadership and Chief 
Executive personality attributes, as well as the three variable sets listed above. 
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