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Introduction
Diophantine approximation deals with the approximation of real numbers by rationals. A classic example is the set J(α) of all α-well approximable numbers, J(α) = { x ∈ R : |x − p/q| < q −α for infinitely many (p, q) ∈ Z × N }.
Dirichlet showed that J(α) = R for α = 2 and Jarník [J] and Besicovitch [B] showed that the Hausdorff dimension of K(α) is 2/α for all α ≥ 2. The sets J(α) belong to a family of sets with an interesting large intersection property, first introduced by Falconer in [F1, F2] . Falconer defined classes G s of G δ subsets of R n with the property that any set in G s has Hausdorff dimension at least s, and any countable intersection of bi-Lipschitz images of sets from G s , also belongs to G s . There are several equivalent ways to characterise the sets in G s (see [F2] ).
Falconer showed that the set J(α) is in the class G 2/α [F1] . This implies that any countable intersection of J(α) with sets from G 2/α has Hausdorff dimension 2/α.
Real numbers are typically represented by some imperfect truncation of their expansion to some given integer base. This motivates the classification of numbers according to the accuracy of their finite expansions by considering sets of the form, B(α) = { x ∈ R : |x − p/2 n | < 2 −αn for infinitely many (p, n) ∈ Z × N }.
For each α the set B(α) is of Hausdorff dimension 1/α. Moreover, each B(α) belongs to the class G 1/α . We note that B(α) = D(α) + Z where,
for infinitely many ω ∈ {0, 1} n , n ∈ N .
For each n ∈ N we let D n denote the set of all n-th level dyadic sums
The fact that B(α) belongs to the class G 1/α is essentially a consequence of the fact that each D n is evenly distributed in [0, 1] . This motivates the heuristic principle that if {D n } n∈N were replaced by some other family of suitably well distributed sets then we should still obtain a set with large intersection properties. Now take some λ ∈ 1 2 , 1 . Just as every number between zero and one may be written as a binary expansions, any number x ∈ [0, λ(1 − λ) −1 ] may be written in the form,
for some (ω i ) ∞ i=1 ∈ {0, 1} N . Following Pollicott and Simon [PS] we refer to (ω i ) ∞ i=1 as the λ-expansion of x. In this paper we shall study the approximation of real numbers by the finite truncations of their λ-expansions. Hence, we study sets of the form
Since W λ (α) is a subset of [0, λ/(1 − λ)] it cannot belong to any class G s . Instead we will consider the corresponding versions of the classes G s for subsets of an interval I, denoted by G s (I). It is natural to conjeture that for almost every λ, W λ (α) belongs to the set G 1/α (I). This conjecture is motivated by our heuristic principle combined with results concerning the distribution of the n-th level λ-sums,
This topic has attracted a great deal of interest since the time of Erdős [E] . Erdős studied a class of measures known as infinite Bernoulli convolutions formed by taking the distributions of the random variable
for some λ ∈ 1 2 , 1 , where in each term + and − are chosen independently and with equal probability. Erdős proved the existence of an interval (a, 1) for which the infinite Bernoulli convolution is absolutely continuous for almost every λ ∈ (a, 1) [E] . Erdős also proved the existence of a countable family of λ for which the corresponding infinite Bernoulli convolution is not absolutely continuous. Nonetheless it was conjectured that for almost every λ ∈ 1 2 , 1 the corresponding infinite Bernoulli convolution is absolutely continuous. In a breakthrough work of Solomyak this conjecture was answered in the affirmative [S] . This implies that for typical λ the sums D λ (n) are fairly evenly distributed in the sense of Lebesgue.
We shall show that for almost all λ ∈ ( 1 2 , 2 3 ), the set W λ (α) belongs to the class G 1 α (I). However there is a dense set of λ such that the dimension of W λ (α) drops below 1/α. We also show that for any λ ∈ ( 1 2 , 1), the set W λ (α) belongs to G s (I), at least for s = − 1 α log λ log 2 . We also show that this estimate is sharp in the sense that there exists a countable set of λ for which dim H W λ (α) = − 1 α log λ log 2 , and hence W λ (α) is not in the class G s (I) for any s larger than − 1 α log λ log 2 .
Notation and Statement of Results
We begin by defining the classes G s (I) referred to in the introduction. One characterisation of Falconer's class G s is as follows [F2] . G s is the set of all G δ sets A which have the property that for any countable collection {f j } j∈N of similarity transformations f j : R → R we have,
The class G s (I) may be defined in terms of G s .
Definition 2.1. Given an interval I, the class G s (I) is the class of subsets of I given by G s (I) := {A ⊆ I :
We let I λ denote the closed interval [0, λ/(1 − λ)] which consists of all points x ∈ R which may be written in the form x = ∞ i=1 ω i λ i for some ω ∈ {0, 1} N . We shall consider the sets W λ (α) of points which are α-wellapproximated by λ-expansions,
In addition to Theorem 1 (2) we also have the following upper bound on the dimension of the set of exceptions.
Theorem 2. Given α > 1 and s ≤ 1 α we have,
The remainder of the paper is structured as follows. In Section 3 we prove Theorem 2, which implies Theorem 1 (2). In Section 4 we establish the uniform lower bound given in Theorem 1 (4). In Section 5 we prove the upper bounds in Theorem 1 parts (1), (3) and (5).
Proof of Theorem 2
In this section we prove Theorem 2. The proof of this theorem is influenced by Rams' work on the dimension of the exceptional set for families of self-similar measures with overlaps [R] .
For each λ ∈ 1 2 , 2 3 and k ∈ N ∪ {0}, r ∈ N we define a pair of proximity numbers
Lemma 3.1. For all n ∈ N and k ∈ N ∪ {0}, r ∈ N we have,
Proof. For notational convenience we let,
We begin by writing,
The cardinality of the first summand is clearly equal to 2 n . Given a pair (ω, κ) ∈ P n (λ) with ω i = κ i for i ≤ n − l and ω n−l+1 = κ n−l+1 , for some l ∈ {1, · · · , k} there exists some η ∈ {0, 1} n−l and ζ, ξ ∈ {0, 1} l with η 1 = ζ 1 such that ω = ηζ and κ = ηξ. It follows from the fact that (ω, κ) ∈ P n (λ, k, r) that,
It follows that the number of elements of {(ω, κ) ∈ P n (λ, k, r) : ω i = κ i for i ≤ n − l and ω n−l+1 = κ n−l+1 } is equal to P l (λ, k, r) multiplied by the number of possible initial strings of length n − l. Thus,
Substituting into equation (1) completes the proof of the Lemma.
To prove that W λ (α) is in G s (I λ ) we will need good estimates on the numbers P n (λ, k, r). We will get such estimates for almost all λ ∈ ( 1 2 , 2 3 ), and the first step to get this is using the following lemma.
Lemma 3.2 (Shmerkin, Solomyak [ShS] ). For any ε > 0, there exists some δ > 0 such that for all polynomials of the form g(λ) = 1 + n i=1 a i λ i with a i ∈ {−1, 0, 1} and for all λ ∈ (
Given n ∈ N, a pair (ω, κ) ∈ ({0, 1} n ) 2 and γ > 0 we let
Lemma 3.3. Let δ be as in Lemma 3.2. Then for all γ ∈ (0, δ/2) and all
Proof. Since ω 1 = κ 1 we may assume without loss of generality that ω 1 = 1 and κ 1 = 0. Choose γ ∈ (0, δ/2) and all pairs (ω, κ) ∈ ({0, 1}) n with
, which is of the required form for Lemma 3.2. We note that λ ∈ I n (ω, κ, γ) implies |g(λ)| < γ/λ < δ. By Lemma 3.2 g ′ (λ) < −δ whenever g(λ) < δ. Suppose I n (ω, κ, γ) = ∅ and choose λ 0 := inf I n (ω, κ, γ). It follows from Rolle's theorem that for all λ ≥ λ 0 , g(λ) ≤ γ < δ and hence,
Using the following result by Rams [R] we will prove our desired estimates for the numbers P n (λ, k, r).
Lemma 3.4 (Rams [R] ). Suppose we have a family of sets {E i } i with E i of diameter d i . Let ρ > 0 be some positive real number and b ∈ N. Then, the set of points which belong to at least b of the sets E i may be covered by some family of intervals {Ẽ j } j so thatẼ j has diameterd j with sup jdj ≤ 4 sup i d i and
For each s we shall let
Proof. Choose ρ > s and take some r ∈ N. Take n ∈ N with λ n < δ/2.
2 . Now by Lemma 3.3 each I n (ω, κ, r · λ n+k ) has diameter not exceeding 4δ −1 rλ n+k . Thus, by Lemma 3.4 we may cover
with a family of sets A n i (s, k) of diameter no greater than 16rδ −1 λ n+k and satisfying,
Consequently, we may cover
with sets A n i (s, k) of diameter no greater than 16rδ −1 λ n and satisfying,
It follows that for each m ∈ N,
may be covered by a family of sets n≥m k i A n i (s, k) of diameter not exceeding 16rδ −1 λ m with
For every m ∈ N we have,
A(s) is a countable union of such sets and so dim H A(s) ≤ ρ. Since ρ > s was arbitrary the Lemma holds.
Let D = {0, 1}. For a natural number n we denote by D n the set of words (ω 1 , ω 2 , . . . , ω n ) of length n such that each ω k is in D. Similarly we denote the set of all such infinite sequences by Σ. If ω is an element of Σ or D l with l ≥ n, then we let ω|n denote the element in D n such that ω and ω|n are equal on the first n places. Given an ω ∈ D n we define a function
Lemma 3.6. Given a similarity map f : R → R defined by f : x → rx + t for some fixed r, t ∈ R, together with any closed interval A with non-empty interior and diam(A) < r diam (I λ ) there exists an integer n(A, f ) ∈ Z and a finite string ω = ω(A, f ) ∈ D θ , with length θ depending only on the magnitude of the derivative |f ′ | and the diameter diam(A) of A, such that the interval f (g ω (I λ ) + n(A, f ) · diam(I λ )) is contained within A and has diameter at least λ/4 · diam(A).
Hence, the closed interval f −1 (A) intersects at most two of the intervals
As such, we may choose n(A, f ) ∈ Z so that,
Let x denote the midpoint of Z. Since x ∈ I λ we may write
In particular, θ depends only upon the magnitude of the derivative |f ′ | and the diameter diam(A) of A. Since f is a similarity and I λ is of diameter
Since x is the midpoint of Z and g ω|θ (I λ ) contains x we have
Given a positive number r > 0 and a finite set Ω and two functions ϕ 1 , ϕ 2 : Ω → R we shall let
Lemma 3.7. Given r > 0, any finite set Ω, any function ϕ : Ω → R and any t ∈ R, we have
Proof of Lemma 3.7. Since the inequality |ϕ 1 (x) − ϕ 2 (y)| ≤ r holds if and only if |ϕ 1 (x)/r − ϕ 2 (y)/r| ≤ 1, it is sufficient to prove the lemma in the case r = 1. For each n ∈ Z we let a n := # Ω ∩ ϕ −1 [n, n + 1) . Given any pair (a, b) ∈ Ω 2 with ϕ(a), ϕ(b) ∈ [n, n + 1) for some n ∈ Z we have |ϕ(a) − ϕ(b)| ≤ 1. For each n ∈ Z there are at least a 2 n such pairs, so N 1 (ϕ, ϕ) ≥ n∈Z a 2 n . Now suppose a, b ∈ Ω, ϕ(a) ∈ [n, n + 1), |ϕ(a) − (ϕ(b) + t)| ≤ 1. Since n ≤ ϕ(a) < n + 1, so n − 1 ≤ ϕ(b) + t < n + 2, and so
Hence, ϕ(b) is in [n−p, n−p+1) for some integer p with ⌊t⌋−1 ≤ p ≤ ⌈t⌉+1. Thus, for each a ∈ Ω with ϕ(a) ∈ [n, n + 1) we have
Thus, for each n ∈ N,
a n · a n−p .
Hence, N 1 (ϕ, ϕ + t) ≤ n∈Z ⌊t⌋−1≤p≤⌈t⌉+1 a n a n−p . Thus, by CauchySchwarz we have,
Remark 3.1. It is natural to ask whether or not 4 is the optimal constant possible in Lemma 3.7. Matthew Aldridge has provided an inductive demonstration that N r (ϕ, ϕ + t) < 2 · N r (ϕ, ϕ), whilst Oliver Roche-Newton has produced a family of counterexamples showing that such a bound is optimal.
Lemma 3.8. Suppose λ / ∈ A(s) and r ∈ N. Then there exists a constant C(r) > 0, such that for all n ∈ N and all k ∈ N ∪ {0},
Proof. Suppose λ / ∈ A(s) and r ∈ N. Then there exists some N 0 ∈ N such that for all n ≥ N 0 and all k ∈ N ∪ {0}, P n (λ, k, r) ≤ 4 n λ s(n+k) . Thus, if we take C := 1 + N 0 l=1 2 −l P l (λ, 0, r) then by Lemma 3.1 then we have,
where we used the fact that λ ≥ 1 2 , so 4λ s ≥ 2.
Proof. To prove the proposition we begin by fixing λ / ∈ A(s), α > 1 and a sequence of similarity maps {f j } j∈N . We shall show that
To do so we shall construct a subset Λ ⊂ j∈N f j (W λ (α) + diam(I λ ) · Z) supporting a measure ν with correlation dimension s. Without loss of generality we may assume that f 1 : x → 2x. We begin by choosing a sequence of natural numbers (j(q)) q∈N∪{0} so that j(0) = 1 and for each k ∈ N,
Let Σ * = {∅} ∪ n D n . We shall recursively construct sequences of integers (γ q ) q∈N , (γ q ) q∈N , (θ q ) q∈N and (m q ) q∈N along with closed intervals (∆ ω ) ω∈Σ * and (∆ ω ) ω∈Σ * and positive reals (δ n ) n∈N∪{0} , (δ n ) n∈N∪{0} with the property that for any ω ∈ Σ * and η ∈ D,
Moreover, given any word ω ∈ D n for some n ∈ N∪{0} we have diam(∆ ω ) = δ n and diam(∆ ω ) =δ n . We also haveδ n ≤ δ n ≤ λ n+1 /(1 − λ) for all n ∈ N ∪ {0}. In addition, λ γq < f ′ j(q) ∞ for q ≥ 1. First let γ 0 =γ 0 = θ 0 = m 0 = 0, ∆ ∅ =∆ ∅ = I λ and δ 0 =δ 0 = λ/(1 − λ). Suppose we have chosen γ l , θ l and m l for l ≤ q and for all n ≤ Γ(q) := l≤q γ l we have defined δ n ,δ n and for ω ∈ D n we have ∆ ω and∆ ω , all satisfying the required properties.
For the inductive step we first apply Lemma 3.6 to obtain (ω(κ)) κ∈D Γ(q) and (n(κ)) κ∈D Γ(q) with n(κ) = n(∆ κ , f j(q) ) ∈ Z and ω(κ) = ω(∆ κ , f j(q) ) ∈ Σ * for each κ ∈ D Γ(q) so that,
. Consequently, by Lemma 3.6 the length of |ω(κ)| is uniform over all κ ∈ D Γ(q) . We denote this uniform length by θ q+1 .
Choose γ q+1 ,γ q+1 ∈ N so that,
and let
Given κ ∈ D Γ(q) and τ ∈ D l for some l ≤ γ q+1 we define
Thus, for all ω ∈ D Γ(q)+l for some l ≤ γ q+1 we have,
Moreover, for l < γ q+1 we let∆ κτ := ∆ κτ and for l = γ q+1 ,
Hence, for all ω ∈ D Γ(q)+l for some l < γ q+1 we have,
It follows that for all η ∈ D Γ(q+1)
ω∈Dγ q+1
x ∈ I λ :
In this way we have defined two families of closed intervals (∆ ω ) ω∈Σ * and (∆ ω ) ω∈Σ * with the property that for any ω ∈ Σ * and η ∈ D,
and given any ω ∈ D n , diam(∆ ω ) ≤ λ n+1 /(1 − λ). Thus, we may define a map π : Σ → I λ by
By construction we also have δ n ≥ λ 2 /2δ n−1 for all n ∈ N. We let Λ := π (Σ). By Equations (4) and (2) we have
Thus, to complete the proof it suffices to show that dim H Λ ≥ s. In order to do this we shall define a measure supported on Λ with the property
That is, the correlation dimension dim C (ν) of ν is at least s. This implies that the Hausdorff dimension of ν and hence X is at least s (see [PD, Section 17] ). We do this by taking µ to be the In order to estimate dim C (ν) we require good upper bounds on the number of intervals∆ ω of a given level which are close to one another.
Lemma 3.9. Suppose ρ > 1 and λ / ∈ A(s). Then there exists a constant C depending only on ρ and λ such that for any pair η, ζ ∈ D Γ(q) for some q ∈ N, n = l + Γ(q) for some l ≤ γ q+1 andδ n ≤ t ≤ ρ · δ n we have,
Proof. We begin by noting that for each pair (κ, τ ) ∈ D l we have
Since every∆ ηκ ,∆ ζτ has diameterδ n , t ≥δ n we have,
Since f j(q) is affine we have,
By applying Lemma 3.7 we obtain
We note that
Piecing the above together we have
Since δ n ≤δ n−l · λ l and t ≤ ρδ n we have,
By applying Lemma 3.8 we have
Lemma 3.10. Suppose ρ > 1 and λ / ∈ A(s). Then there exists a constant C depending only on ρ and λ such that given q ∈ N and n = l + Γ(q) for some l ≤ γ q+1 andδ n ≤ t ≤ ρ · δ n we have,
By applying Lemma 3.9 along with the fact that t ≤ ρδ n ≤ ρδ n−l ,
Now clearly ρδ n−l ∈ [δ n−l , ρδ n−l ] and so we may apply the above reasoing to the first term to obtain,
Piecing these two inequalities together completes the proof of the lemma.
Recall that to complete the proof we must obtain the following inequality,
Choose r ∈ (0, λ/(1 − λ)) and take n to be the least integer satisfyingδ n < r. It follows that r ≤δ n−1 < 2/λ 2 · δ n . Given κ ∈ D n and a sequence ω such that κ = ω|n, we have
Hence,
Now note thatδ n < r ≤ 2/λ 2 δ n ≤ 8δ n so by Lemma 3.10 we have,
where q is chosen so that n = l + Γ(q) and 0 ≤ l < γ q+1 .
Let π β : S β → [0, 1] be defined by (ω n ) n∈N → n∈N ω n β −n , and let σ : S β → S β denote the left shift operator on S β . Note that π β • σ = f β • π β . Parry proved in [P] that the shift space S β can be written as
where ≤ is the lexicographical order and ω β n (1 − ) denotes the limit in the product topology of ω β n (x) as x → 1. Moreover, Parry proved that S β is a subshift of finite type if and only if the sequence (ω β n (1)) n∈N terminates with infinitely many zeroes, and that a sequence (ω n ) n∈N equals (ω β n (1)) n∈N for some β if and only if it satisfies (9) (ω k , ω k+1 , . . .) < (ω 1 , ω 2 , . . .)
for all k > 1. In the set of sequences satisfying (9), the subset of sequences terminating with infinitely many zeroes is dense. This implies that the set of β for which the sequence (ω β n (1)) n∈N terminates with infinitely many zeroes is dense in (1, 2). Hence S β is a subshift of finite type for a dense set of β.
The following theorem allows us to transfer results from subshifts of finite type to arbitrary β-shifts. It is a strengthened version of Theorem 2 from [FPS] , that follows immediately by replacing Lemma 6 in [FPS] , by Lemma 1 in [FP2] .
Theorem 3 (Färm, Persson) . Let β ∈ (1, 2) and let (β n ) n∈N be any sequence with 1 < β n < β for all n, such that β n → β as n → ∞. Suppose E ⊂ S β and π βn (E ∩ S βn ) is in the class G s (I) for all n. If F is a G δ with F ⊃ π β (E ∩ S β ), then F is also in the class G s (I).
For κ > 0, we consider the sets
We shall use the following theorem which allows us to restrict our attention to the case where S β is a subshift of finite type.
1+κ . Remark 4.1. We note that the bound s ≤ 1 1+κ is sharp since an easy covering argument, using the fact that T β has topological entropy log β, shows that the Hausdorff dimension of A β (κ) is not larger than 1 1+κ . Proof. We let
and note that A β (κ) can be written as A β (κ) = lim sup n→∞ A β,n (κ). By Theorem 3 it suffices to prove the theorem in the special case where S β is a subshift of finite type.
When S β is a subshift of finite type there are constants c 1 and c 2 such that (10)
This implies that the number of cylinders of size n, denoted by N (n), satisfies
Using these estimates we may complete the proof by following the method of [F3, Example 8.9 ].
Corollary 1. For any λ ∈ 1 2 , 1 and α > 1 we have W λ (α) ∈ G s (I λ ) for s = − log λ α log 2 .
Proof. Take β = λ −1 and κ = α log 2 log β − 1. It follows that A β (κ) ⊂ W λ (α), so W λ (α) ∈ G s ([0, 1]) follows immediately from Theorem 4. Now, the selfsimilar structure of W λ (α) implies that W λ (α) ∈ G s (I λ ).
Covering arguments and upper bounds
Each of the upper bounds from Theorem 1 parts (1), (3) and (5) will rely on the following simple relationship between the growth in the number of nth level λ sums and the dimension of W λ (α). Given λ ∈ 1 2 , 1 and n ∈ N we let Proof. This is immediate from Lemma 5.1 combined with the fact that #F λ,n ≤ 2 n so τ (λ) ≤ 1 for all λ ∈ 1 2 , 1 .
Our second corollary establishes Theorem 1 (3).
Corollary 3. There exists a dense family
Proof. Our approach is based on [SS] . We let Γ denote the set of λ ∈ 1 2 , 1 such that for some finite word (ω i ) n i=1 ∈ {0, 1} n we have 1 = n i=1 ω i λ i . To see that Γ is dense in 1 2 , 1 first fix λ 0 ∈ 1 2 , 1 and ǫ ∈ (0, 1 − λ 0 ). Then there exists an infinite string (ω i )
0 . Let k be the smallest q with ω q = 1 and choose n so that
By Lemma 5.1 it suffices to show τ (λ) < 1 for all λ ∈ Γ. But if λ ∈ Γ then for some finite word (ω i )
Thus, for each q we have
Thus, τ (λ) ≤ log 2 n+1 − 1 /(n + 1) log 2 < 1.
Finally we complete the proof of Theorem 1 (5).
Definition 5.1. A multinacci number is a postive real λ which satisfies an equation of the form λ m + · · · + λ = 1 for some m ∈ N.
We note that there are countably many multinacci numbers, all of which are contained within the interval and
Hence, when defining W λ (α) we need only consider sequences where the word 011 is forbidden, since replacing the word 011 in a sequence by the word 100, yields the same point. Hence, if we put Let 1 ≤ k < 2 m−2 − 1. Looking at row k and row 2 m−2 + k in the equation Av = µv, we see that v k = v 2 m−2 +k . Continuing in this fashion we end up in the conclusion that all v k for odd k are equal. Without loss of generality we can therefore assume that v k = 1 for odd k.
If we look at the first row of the matrixes in the equation Av = µv, we see that µv 1 = v 1 + v 2 = 1 + v 2 . We continue, and looking at the second row, we see that µv 2 = v 3 + v 4 = 1 + v 4 . Hence we have µ = µv 1 = 1 + v 2 = 1 + µ −1 (1 + v 4 ).
Similarly we get µv 4 = 1 + v 8 , and so µ = 1 + µ −1 + µ −2 (1 + v 8 ).
We can continue this process, using the equations Comparing with the equation (12), this implies that we have µ = λ −1 . The rest is just as for the case m = 2 above. We have that #F λ,n < Kµ n = Kλ −n , and therefore τ (λ) = − log λ log 2 , so by Lemma 5.1 the Hausdorff dimension of W λ (α) is at most − log λ log 2 1 α .
