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RESUMO
Neste trabalho implementa-se a mineração de dados 
meteorológicos da cidade de São Martinho da Serra/RS, 
com o intuito de analisar as variáveis, buscando encon-
trar um padrão ou mudança em intervalo de dez anos. 
Foram empregados dados de temperatura e radiação so-
lar, obtidos pela Plataforma de Coleta de Dados (PCD) 
do Instituto Nacional de Pesquisas Espaciais (INPE). Os 
métodos utilizados na mineração de dados mostraram-
-se viáveis, já que é possível sugerir padrões meteorolo-
gicamente coerentes, encorajando a novas pesquisas.
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Resumen
En este trabajo se implementa la minería de datos meteo-
rológicos de São Martinho da Serra / RS, con el fin de ana-
lizar las variables, tratando de encontrar un patrón o un 
cambio en un intervalo de diez años. Fueron empleados 
datos de temperatura y radiación solar, obtenidos por la 
Plataforma de Coleta de Dados (PCD) del Instituto Nacio-
nal de Pesquisas Espaciais (INPE). Los métodos utilizados 
en la minería de datos se han demostrado viables, ya que 
es posible sugerir normas meteorológicamente consis-
tentes, fomentando nuevas investigaciones.
Palabras clave
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Abstract
In this paper it is implemented the meteorological 
data mining of São Martinho da Serra / RS, in order to 
analyze the variables, trying to find a pattern or chan-
ge in ten years. Were used temperature and solar ra-
diation data, obtained by the Data Collection Platform 
(DCP) of the Instituto Nacional de Pesquisas Espaciais 
(INPE). The methods used in data mining proved to be 
viable, since it is possible to suggest meteorologically 
consistent standards, encouraging further research. 
Keywords
Data Mining. Meteorology. Data Analysis.
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1 INTRODUÇÃO
A monitoração ou previsão de eventos climáticos 
são, sem dúvida, essenciais para diversas ativida-
des humanas. Certas áreas de conhecimento, como 
por exemplo, na agricultura, ou em outros ramos de 
atividades como na indústria ou no transporte, há a 
necessidade de se ter previsões confiáveis para seus 
planejamentos. 
Na agricultura a previsão climática é importante, 
por exemplo, para avaliar a aptidão de um cultivo, a 
necessidade de irrigação e a melhor época de semea-
dura, conhecendo-se o clima da região. Mas, analisar 
dados meteorológicos gerados por estações automá-
ticas não é uma atividade tão simples a qual conse-
guimos realizar sem uso de ferramentas específicas. 
Com o uso de técnicas computacionais, conseguimos 
analisar as correlações, variações, modelos e/ou ge-
rar relatórios dos dados obtidos. A mineração de da-
dos é uma dessas técnicas, na qual auxilia o descobri-
mento de conhecimento em grandes bases de dados.
O objetivo deste trabalho é verificar a possibilida-
de de utilização de técnicas de mineração de dados 
para identificar padrões, tendências ou correlações 
nos dados meteorológicos. Como prova de conceito, 
foram obtidos dados de uma pequena localidade do 
estado do Rio Grande do Sul – não foi escolhida uma 
grande cidade, pela possibilidade de ocorrência do fe-
nômeno de microclimas diversificados em um mesmo 
município. Os dados meteorológicos incluem dados 
de temperatura e radiação solar dos últimos dez anos 
da cidade de São Martinho da Serra. Os dados foram 
disponibilizados pelo INPE/CPTEC por meio do Siste-
ma Nacional de Dados Ambientais (SINDA). 
2 REFERENCIAL TEÓRICO
O processo de mineração de dados pode ser con-
siderado como uma parte do Knowledge Discovery in 
Databases – Descoberta de Conhecimento em Banco 
de Dados (KDD), que foi definido por Fayyad (1996, p. 
23) como sendo “o processo não trivial de identifica-
ção de padrões válidos, novos, potencialmente úteis e 
compreensíveis, embutidos nos dados”. 
Ele é composto por várias etapas interligadas, que 
vão desde a definição de domínio, seleção, prepara-
ção e transformação dos dados até a etapa de Minera-
ção de Dados, onde se pode analisar os padrões “des-
cobertos” e utilizar técnicas usadas em Estatística e 
Banco de Dados para extração do conhecimento. 
A Figura 1 apresenta – de modo genérico – o pro-
cesso de Descoberta de Conhecimento em Banco de 
Dados (KDD) por meio de suas etapas interligadas.
A primeira etapa do processo é a definição e com-
preensão do domínio, após a definição, é necessário 
selecionar/criar os dados que serão trabalhados. 
Na transformação, trabalhamos com os dados que 
contém representações ou informações inadequadas 
para o algoritmo a ser usado, excesso de atributos (re-
dundantes ou desnecessários), atributos insuficientes, 
excesso de instâncias que podem afetar o tempo de pro-
cessamento, instâncias insuficientes, instâncias incom-
pletas (sem valores para alguns atributos). Esta etapa 
do Processo de Descoberta de Conhecimento (KDD) é 
relevante para se conseguir fazer a mineração de dados 
– pois, como exemplo, alguns algoritmos de associações 
só trabalham com valores simbólicos/discretos.
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Figura 1 – Etapas do Processo de Descoberta de Conhecimento 
Fonte: Fayyad (1996).
Depois dos dados limpos, pré-processados, reduzi-
dos – com o intuito de minimizar ruídos – e transfor-
mados de acordo com a proposta, escolhemos a técni-
ca de Mineração de Dados a ser utilizada, assim como 
seus parâmetros, pois dessa forma os dados serão 
transformados de acordo com o algoritmo aplicado. 
Com o resultado em mãos, já podemos analisar, in-
terpretar ou avaliar o conhecimento descoberto, po-
dendo também repetir alguma etapa, se necessário.
2.1 MINERAÇÃO DE DADOS
Para Hand, Mannila e Smyth (2001, p. 68): “A Mi-
neração de Dados é a análise dos conjuntos de dados 
observacionais, para encontrar relações insuspeitas e 
para resumir os dados de maneira compreensíveis e 
úteis para o proprietário dos mesmos”. 
Neste contexto, a Mineração de dados – ou Data 
Mining, é um processo de extração de informações de 
uma grande base de dados para tomada de decisões 
e, é aplicada em diversas áreas como empresas, pes-
quisas e indústrias que utilizam os resultados, como 
exemplo, para melhoria de processos ou analisar ten-
dências. Este automatiza o processo de transformação 
e análise dos dados para descrever características do 
passado ou predizer tendências do futuro. Tem ligação 
com outras técnicas e ciências, usando muitos conceitos 
e técnicas de estatística, visualização, reconhecimento 
de padrões, processamento de alto desempenho, apren-
dizado por máquina, inteligência artificial etc. 
Para extrair o conhecimento, podemos utilizar di-
versos métodos como: Classificação, Modelos de Re-
lacionamento entre Variáveis, Análise de Agrupamen-
to, Sumarização, Modelo de Dependência, Regras de 
Associação e Análise de Séries Temporais, conforme 
definido por Fayyad (1996). 
Os métodos de Data Mining analisados neste tra-
balho para escolha na implementação foram:
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2.1.1 Classificação
Aprendizado de uma função a ser usada para ma-
pear dados em uma de várias classes discretas defini-
das previamente. 
Segundo Mattar (1998), a análise discriminante 
permite que dois ou mais grupos possam ser compara-
dos, com o objetivo de determinar se diferem uns dos 
outros e, tambem, a natureza da diferença, de forma 
que, com base em um conjunto de variáveis indepen-
dentes, seja possível classificar indivíduos ou objetos 
em duas ou mais categorias mutuamente exclusivas. 
Dentre os métodos de Classificação podemos citar:
2.1.1.1 Mínima distância Euclidiana
A distância Euclidiana é a distância entre dois pon-
tos, que pode ser provada pela aplicação do teorema de 
Pitágoras. No método usa-se o protótipo de uma clas-
se como assinatura e comparam-se atributos de uma 
instância com os protótipos. O protótipo mais próximo, 
considerando a distância Euclideana indica a classe.
2.1.1.2 Árvores de decisão
É uma estrutura de árvore, que faz representações 
simples do conhecimento, tem a função de particionar 
recursivamente um conjunto de treinamento, até que 
casa subconjunto contenha casos de uma única classe. 
Segundo Quinlan (1993), os resultados obtidos, 
após a construção de uma árvore de decisão, são da-
dos organizados de maneira compacta, com a árvore 
podendo ser utilizada para classificar novos casos. 
Contém nodos que representam os atributos, ar-
cos que correspondem ao valor de um atributo e no-
dos folha que designam uma classificação. A árvore 
pode ser lida a partir do teste encontrado na parte 
superior da mesma, normalmente chamado nó raiz da 
árvore.  Como exemplo de algoritmos que implemen-
tam a árvore de decisão temos o ID3, C4.5 e C5.0.
2.1.1.3 Vizinhos mais próximos
Nesta técnica, o conjunto de dados mais comum é 
mantido na memória para que os novos dados sejam 
comparados com estes.
Se uma instância de classe desconhecida estiver 
perto de uma classe conhecida, a que foi mantida 
para comparação, as classes devem ser as mesmas. 
Neste método, não criamos protótipos ou assinaturas, 
usamos as próprias instâncias.  
2.1.1.4 Redes neurais
Uma Rede Neural Artificial (RNA) é uma técnica de 
construção de um modelo matemático, originalmente 
concebida com base no estudo do cérebro humano.  
Tem capacidade para aprendizado, generalização, as-
sociação e abstração. As redes neurais apresentam 
uma estrutura altamente interconectada e trabalhan-
do em paralelo, assim como no cérebro humano. É 
composta por processadores simples (neurônios arti-
ficiais) conectados entre si.
2.1.2 Regressão ou Predição
Aprendizado de uma função usada para mapear os 
valores associados aos dados. Observa-se, conforme 
Gujarati (2000), que o método dos mínimos quadra-
dos ordinários, tem propriedades estatísticas relevan-
tes e apropriadas, que tornaram tal procedimento um 
dos mais poderosos e populares métodos de análise 
de regressão.
 
2.1.3 Agrupamento ou Clusterização 
Identiδcação de grupos de dados onde os dados têm 
características semelhantes aos do mesmo grupo e 
onde os grupos tenham características diferentes en-
tre si. Neste tipo de análise, segundo Pereira (1999), o 
procedimento inicia com o cálculo das distâncias en-
tre os objetos estudados dentro do espaço multiplano 
constituído por eixos de todas as medidas realizadas 
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(variáveis), sendo, a seguir, os objetos agrupados 
conforme a proximidade entre eles. Na sequência, os 
agrupamentos por proximidade geométrica são efetu-
ados, o que permite o reconhecimento dos passos de 
agrupamento para a correta identificação de grupos 
dentro do universo dos objetos estudados. O algorit-
mo K-Médias pode ser destacado neste método. Ele 
minimiza o erro quadrático calculado entre as instân-
cias e os centróides dos grupos.
2.1.4 Sumarização
Descrição compacta do que caracteriza um con-
junto de dados (ex. conjunto de regras que descreve o 
comportamento e relação entre os valores dos dados 
de meteorologia). As medidas de posição e variabili-
dade são exemplos simples de sumarização.
2.1.5 Regras de Associação 
Identiδcação de grupos de dados que apresentam 
co-ocorrência entre si (ex. cesta de compras). A ideia 
é a derivação de correlações variadas que permitam 
subsidiar a tomada de decisões.
2.1.6 Séries Temporais
Um conjunto de observações tomadas em tempos 
determinados, comumente em intervalos iguais (MUR-
RAY, 1993). Entendemos que é uma sequência de obser-
vações sobre a variável de interesse, que é observada em 
pontos temporais discretos. A descrição do processo ou 
fenômeno se dá pela análise do comportamento.
2.1.7 Detecção de Desvios ou Outliers
Todas as técnicas de detecção de outliers fazem a 
seleção/identificação de dados que deveriam seguir 
um padrão ou comportamento esperado, mas não o 
fazem. Detecção de outliers, detecção de anomalias, 
detecção de ruído, detecção de desvio e mineração de 
exceções são outras nomenclaturas para o método. 
(HODGE; AUSTIN 2004)
3 ESTADO DA ARTE
Para a atividade de Mineração de Dados, foi escolhi-
do o software Tanagra, por dispor de uma coleção de al-
goritmos para diversas tarefas de mineração de dados, 
pelo seu uso ser livre e gratuito e pela facilidade de uso.
3.1 TANAGRA
O Tanagra é um software livre de mineração de 
dados desenvolvido em Delphi por pesquisadores da 
Universidade de Lyon. É utilizado para fins acadêmi-
cos e de pesquisa. Como é um open source (código 
aberto), os usuários podem acessar seus códigos e 
adicionar seus próprios algoritmos.
Este projeto é o sucessor do SIPINA que imple-
menta vários algoritmos de aprendizado supervi-
sionado, especialmente uma construção interativa 
e visual de árvores de decisão. O Tanagra propõe 
diversos métodos de mineração de dados, análise 
exploratória e classificação estatística. Conta com 
processos de classificação supervisionada e não-
-supervisionada, tais como clusterização, análise 
fatorial, estatísticas parametrizadas e não parame-
trizadas e regras de associação. Este é um sistema 
integrado para análises estatísticas e de Mineração 
de Dados (RAKOTOMALALA, 2005).
4  DESCRIÇÃO DO PROCESSO DE MINERAÇÃO DE 
DADOS APLICADO AO PROBLEMA
4.1 IDENTIFICAÇÃO DO PROBLEMA
O volume de informações meteorológicas não 
permite que sua análise seja feita pelos métodos tra-
dicionais (planilhas, gráficos etc), já que com esses 
métodos podemos gerar relatórios, mas não a extra-
ção do conhecimento. Dessa forma, as técnicas de 
mineração de dados serão aplicadas nas variáveis da 
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cidade de São Martinho da Serra no Rio Grande do Sul 
que são: radiação solar e temperatura.
4.2 PRÉ-PROCESSAMENTO
 
Os dados foram coletados pelo Sistema Nacional 
de Dados Ambientais (SINDA), que é alimentado pelas 
Plataformas de Coleta de Dados (PCDs). 
Foram selecionados os dados de radiação solar 
acumulada, temperatura do ar, temperatura máxima 
e temperatura mínima, juntamente com a data do fe-
nômeno, do mês de janeiro de 2000 a dezembro de 
2014. Para extração dos dados, as opções possíveis de 
formato eram xls, xml e csv.
Como há integração entre as ferramentas Tana-
gra e Excel, os dados foram extraídos em formato xls, 
sendo as tabelas já separadas por tabulações, o que 
permitiu ser importada pelo Tanagra sem alteração 
nenhuma na estrutura da planilha. Os registros a qual 
algum campo não tivesse valor foram filtrados e apa-
gados da planilha, não comprometendo o resultado 
final, já que para cada dia do ano temos um registro 
a cada 3 horas. A Figura 2 apresenta um exemplo da 
estrutura da planilha como é extraída.
Figura 2 – Dados exportados para Excel
Fonte: Dados da pesquisa.
4.3 TRANSFORMAÇÃO
 
Nesta fase de preparação dos dados alguns cam-
pos serão codificados ou transformados de forma a 
tornar viável ou facilitar a extração de padrões. 
A seguir, estão listadas as ações efetuadas para 
transformação dos dados. 
• A representação de data e hora do registro que 
estava na forma DD/MM/AAAA e HH:MM:SS foi 
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convertido para data, no formato MM/AA, com o 
objetivo de facilitar o processo de mineração de 
dados, diminuindo a quantidade de variáveis. 
Como os dados foram extraídos em planilhas separa-
das por mês do ano, foram agrupados os dados referen-
tes a cada mês em uma planilha separada por estações.
Na Figura 3 é apresentado um exemplo sobre como 
foram importados os dados. Essa transformação nos 
dados foi feita para aplicação da árvore de decisão so-
bre as variáveis. Para aplicação das regras de sumari-
zação, foram aplicadas as seguintes transformações:
• Todos os campos relativos aos dados numéricos 
eram do tipo discreto na base original. Como as 
técnicas de mineração de dados aplicadas ao tra-
balho, trabalham com variáveis do tipo contínuo, 
para geração das regras, todos os campos foram 
convertidos de discreto para contínuo, apenas 
substituindo os pontos por vírgulas; 
• A transformação, do campo data e hora, foi reali-
zada da mesma forma que para a árvore de decisão; 
• O arquivo de dados está separado por ano.
 
Figura 3 – Dados Formatados 
Fonte: Dados da pesquisa.
4.4 TÉCNICAS DE MINERAÇÃO ESCOLHIDA
 
A partir do estudo das técnicas de mineração de 
dados, as que mais se adaptaram às informações que 
se pretende obter do banco foram às técnicas de árvo-
re de decisão e sumarização.
A seguir, são descritas as funcionalidades de cada 
técnica em relação ao banco de dados utilizado:
• Sumarização – Esta técnica permite a descri-
ção do que caracteriza um conjunto de dados. 
Por exemplo, agrupar os dados de temperatura e 
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radiação solar por estações ou separados por ano 
para verificar suas estatísticas;
• Árvores de Decisão – Por meio de árvores de de-
cisão são geradas regras que podem ser úteis na 
consulta do comportamento das variáveis, tais 
como verificar a comparação da temperatura real 
com a amplitude térmica.
Para mineração de dados, utilizou-se a técnica 
de árvores de decisão com o algoritmo C4.5 – desen-
volvido por Quinlan (2001), que permite trabalhar 
com valores contínuos, indisponíveis, podar árvores 
de decisão e derivar regras. Assim, foi gerada uma 
árvore a partir dos parâmetros de temperatura, tem-
peratura mínima e temperatura máxima, a fim de 
analisar se a previsão de amplitude térmica corres-
ponde à temperatura registrada no dia, e verificar 
se a temperatura registrada segue algum padrão de 
aproximação da amplitude. 
Na Figura 4, pode-se observar o exemplo da ár-
vore de decisão criada a partir dos dados da estação 
verão de 2005.
Figura 4 – Árvore de Decisão
Fonte: Dados da pesquisa.
Depois de extraída a árvore de decisão, os dados 
mais relevantes apontados pela árvore – topo – foram 
passados para uma planilha Microsoft Excel, onde foi 
gerado o gráfico, comparando a amplitude térmica 
com a temperatura real para melhor visualização.
 Nas Figuras 5, 6 e 7, visualizam-se os gráficos das 
estações de verão, para avaliar os resultados e compa-
rar as evoluções.
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 Figura 5 – Dados do verão de 2000
Fonte: Dados da pesquisa.
Pode-se observar na Figura 5 que a temperatura 
real tende a se aproximar com a temperatura mínima 
nos dados da estação verão de 2005.
Figura 6 – Dados do verão 2005
Fonte: Dados da pesquisa.
Nos dados referentes ao verão de 2005, verifica-se 
que a temperatura real continua apresentando proxi-
midade com os dados de temperatura mínima, além 
da temperatura máxima, não demonstrar variância 
significativa.
Figura 7 – Dados do verão 2010
Fonte: Dados da pesquisa.
Os dados referentes ao verão de 2010 mantiveram 
o mesmo comportamento: temperatura real, tenden-
do à temperatura mínima. Mas pode-se observar que 
a temperatua máxima teve maior variância.
Com as regras de sumarização, utilizando o algo-
ritmo Statistics – Group Characterization, pode-se 
verificar também, algumas tendências pela Figura 8.
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Figura 8 – Group Characterization
Fonte: Dados da pesquisa.
O algoritmo Group Characterization permite con-
frontar diversos subgrupos, comparando as estatís-
ticas descritivas sobre os dados. Realizada a carac-
terização do subconjunto de dados de alguns meses 
aleatórios referente ao ano de 2001 pode-se fazer a 
comparação com dados do ano de 2011 na Figura 9.
Figura 9 – Group Characterization
Fonte: Dados da pesquisa.
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A coluna Test Value (Valor de Teste) mostra a re-
sistência da diferença. Quanto maior é o valor absolu-
to desse indicador, maior é a diferença entre a média 
calculada no subgrupo e a média calculada sobre o 
conjunto de dados inteiro.
Dessa forma, percebe-se que, por exemplo, o mês 
de abril apresentou variância muito maior de tempe-
ratura dentro do ano de 2001 do que em 2011. Com 
o algoritmo Univariate Continuous Stat, consegue-se 
verificar as estatísticas básicas de média de todo perí-
odo do ano de 2001 e 2011, nas Figuras 10 e 11.
Figura 10 – Univariate Continuous Stat 2001 
Fonte: Dados da pesquisa.
Ao analisar a variável temperatura, temos uma 
média de 18,5 com o desvio padrão de 3,1.
Figura 11 – Univariate Continuous Stat 2011
Fonte: Dados da pesquisa.
Já na Figura 11 tem-se uma média de 17,88 com 
desvio padrão de 6,0 – uma média de temperatura 
ainda mais baixa que a de 2001. A partir dos resul-
tados obtidos pode-se sugerir, ao contrário do que se 
esperava – que não se observa diferença significativa 
de temperatura nos últimos dez anos na cidade anali-
sada, assim como a variação da radiação solar não foi 
consideravelmente alta.
5 CONSIDERAÇÕES FINAIS
Acredita-se que os objetivos propostos para o pre-
sente trabalho foram alcançados, tendo-se em vista 
que todas as etapas previstas foram realizadas: estu-
do do banco de dados; estudo da ferramenta utilizada; 
estudo e definição das técnicas de mineração a serem 
adotadas; pré-processamento dos dados; aplicação 
das técnicas de mineração por meio da ferramenta Ta-
nagra; conclusão sobre os dados minerados.
Algumas dificuldades foram encontradas, princi-
palmente no que diz respeito à documentação da ferra-
menta Tanagra. Devido às dificuldades de se trabalhar 
com os métodos da ferramenta por falta de documen-
tação, foi dispendido tempo apenas para a escolha do 
tipo de mineração a ser realizado, já que os testes foram 
realizados com a maioria dos algoritmos disponíveis na 
ferramenta, até se encontrar um resultado satisfatório. 
A metodologia proposta de mineração de dados 
possibilitou encontrar de forma automática e quan-
titativa alguns padrões de conhecimento geral sobre 
climatologia, e buscou encontrar padrões que possam 
ser úteis para a meteorologia e áreas semelhantes.
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