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Abstract
We consider semi-stable, radially symmetric, and decreasing solutions
of −∆pu = g(u) in the unit ball of Rn, where p > 1, ∆p is the p-Laplace
operator, and g is a locally Lipschitz function. For this class of radial so-
lutions, which includes local minimizers, we establish pointwise, Lq, and
W 1,q estimates which are optimal and do not depend on the specific non-
linearity g. Among other results, we prove that every radially decreasing
and semi-stable solution u belonging to W 1,p(B1) is bounded whenever
n < p+ 4p/(p− 1).
Under standard assumptions on the nonlinearity g(u) = λf(u), where
λ > 0 is a parameter, it is proved that the corresponding extremal solution
u∗ is semi-stable, and hence, it enjoys the regularity stated in our main
result.
1
1 Introduction
This article is concerned with reaction-diffusion equations −∆pu = g(u) involving
the p-Laplace operator. We consider a class of radially symmetric solutions: those
solutions which are decreasing and semi-stable. This type of solutions include
local minimizers, minimal solutions, extremal solutions, and also certain solutions
found between a sub and a supersolution. We establish sharp pointwise, Lq, and
W 1,q estimates for solutions in this class. In particular we show that semi-stable
radial solutions enjoy better regularity properties than general radial solutions.
In addition, our results do not depend on the specific form of the nonlinearity in
the reaction term. More precisely, our pointwise and Lq estimates hold for every
locally Lipschitz nonlinearity g, while the W 1,q estimates hold for nonnegative g.
All the results obtained in this paper were obtained by the first two authors in
[5] for the Laplace operator, namely p = 2.
We consider radially symmetric and decreasing solutions u ∈ W 1,p(B1) of
− div(|∇u|p−2∇u) = g(u) in B1 \ {0}, (1.1)
where p > 1, B1 is the unit ball of R
n, and g : R −→ R is a locally Lipschitz
function. By a radially decreasing function u we mean a function u such that
u = u(r) and ur(r) = (du/dr)(r) < 0 for all r ∈ (0, 1), where r = |x| and ur
denotes the radial derivative.
We do not assume u(1) = 0 or any other boundary condition. Nevertheless,
since u ∈ W 1,p(B1) is radial, we have u ∈ L∞loc(B1\{0}) by the Sobolev embedding
in one dimension. Hence, using known regularity results for degenerate elliptic
equations (see [21]), we have that in fact u ∈ C1,βloc (B1 \ {0}) for some β ∈
(0, 1). However, u may be unbounded at the origin. Our main result establishes
estimates for semi-stable solutions in the whole ball B1. Thus, this may be
regarded as a result on removable singularities.
Consider the energy functional
EΩ(u) :=
1
p
∫
Ω
|∇u|p dx−
∫
Ω
G(u) dx, (1.2)
where G′ = g and Ω is a smooth bounded domain of Rn. We say that a radially
decreasing function u ∈ W 1,p(B1) is a radial local minimizer of (1.2) with Ω = B1
if for every δ > 0 there exists εδ > 0 such that
EB1\Bδ(u) ≤ EB1\Bδ(u+ ξ)
for all radial functions ξ ∈ C1c (B1 \ Bδ) (i.e., with compact support in B1 \ Bδ)
satisfying ‖ξ‖C1 ≤ εδ. Note that every radial local minimizer u is a solution
of (1.1). Moreover, u is semi-stable in the sense that the second variation of
the energy at u is nonnegative. The following definition makes this precise —see
Remark 1.7 for more comments on this, as well as [7] for the corresponding setting
in the nonradial case.
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Definition 1.1. Let u ∈ W 1,p(B1) be a radially symmetric solution in B1 \ {0}
of (1.1) such that ur(r) < 0 for all r ∈ (0, 1). We say that u is semi-stable if and
only if the second variation of energy Q at u satisfies
Q(ξ) :=
∫
B1
{
(p− 1)|ur|p−2|ξr|2 − g′(u)ξ2
}
dx ≥ 0, (1.3)
for every radially symmetric function ξ ∈ C1c (B1 \ {0}).
As we will see later, the class of semi-stable solutions includes not only local
minimizers but also the minimal and extremal solutions of the classical problem
(1.12λ,p) below, which motivated our work.
To state our estimates, we define exponents qk, for k = 0, 1, by

1
q
k
:=
1
p
− 2
np
√
n− 1
p− 1 +
k − 1
n
− 2
np
for n ≥ p+ 4p
p− 1
q
k
:= +∞ for n < p+ 4p
p− 1 .
(1.4)
One can easily check that p < q
k
≤ +∞ in all cases. In addition,
n− p
2
≥ 1 +
√
n− 1
p− 1 if and only if n ≥ p+
4p
p− 1 . (1.5)
Hence, both exponents q0 and q1 are well defined. Moreover, q0 and q1 are finite
if n > p+ 4p/(p− 1).
Our main theorem states sharp regularity results and pointwise estimates
for every semi-stable radially decreasing solution u of (1.1). It also establishes
estimates for its radial derivative ur. Our result extends Theorem 1.5 and part of
Theorem 1.8 of [5] (in which p = 2) to the general case p > 1. In particular, if we
set p = 2 in the following theorem, one recovers the results of [5] for the Laplace
operator. The statements in the following theorem are optimal in several respects
discussed below, and are still open in general domains even for p = 2. Indeed, in
the nonradial case, they are known to hold only for g(u) = λeu, g(u) = λ(1+u)m
with m > p − 1, and nonlinearities g close to them in certain senses —see the
comments following Theorem 1.3 for more details.
Theorem 1.2. Let g be a locally Lipschitz function and u ∈ W 1,p(B1) be a semi-
stable radial solution in B1 \ {0} of (1.1) satisfying ur(r) < 0 for all r ∈ (0, 1).
Then:
(a) If n < p+ 4p/(p− 1) then u ∈ L∞(B1). Moreover,
‖u‖L∞(B1) ≤ Cn,p‖u‖W 1,p(B1),
where Cn,p is a constant depending only on n and p.
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(b) If n = p+ 4p/(p− 1) then u ∈ Lq(B1) for all q < +∞. Moreover,
|u(r)| ≤ Cp‖u‖W 1,p(B1)(| log r|+ 1) in B1, (1.6)
where Cp is a constant depending only on p.
(c) If n > p+ 4p/(p− 1) and q < q0, then u ∈ Lq(B1) and
‖u‖Lq(B1) ≤ Cn,p,q‖u‖W 1,p(B1),
where Cn,p,q is a constant depending only on n, p, and q. Moreover,
|u(r)| ≤ Cn,p‖u‖W 1,p(B1)r
− 1
p
„
n−2
r
n−1
p−1
−p−2
«
(| log r| 1p + 1) in B1, (1.7)
where Cn,p is a constant depending only on n and p.
(d) Assume that g is nonnegative. Then:
(d1) We have
‖∇u‖Lp(B1) ≤ Cn,p
{
‖(u− u(1))p−1‖
1
p−1
L1(B1)
+ ‖g(u)‖
1
p−1
L1(B1)
}
(1.8)
for some constant Cn,p depending only on n and p.
(d2) u ∈ W 1,q(B1) for every q < q1, and
‖u‖W 1,q(B1) ≤ C if q < q1, (1.9)
where C is a constant depending only on n, p, q, and on upper bounds for
‖u‖L1(B1) and g.
(d3) If n ≥ p+ 4p/(p− 1) then
|ur(r)| ≤ Cn,p‖u‖W 1,p(B1)r
− 1
p
„
n−2
r
n−1
p−1
−2
«
| log r| 1p in B1/4, (1.10)
where Cn,p is a constant depending only on n and p.
Examples 1.4 and 1.5 below on the exponential and power nonlinearities show
the sharpness of the previous regularity results. Indeed, the functions
u(r) = −p log r and u(r) = r− pm−(p−1) − 1 (1.11)
are solutions of (1.1) for, respectively, g(u) = λ∗eu and g(u) = λ∗(1 + u)m with
certain values of λ∗ = λ∗(n, p,m). Using weighted Hardy inequalities, one can
easily find the ranges of values of n, p, and m for which these solutions are
W 1,p(B1) semi-stable solutions (see [7] and Examples 1.4 and 1.5 below for more
details). The ranges obtained in this way for the exponential nonlinearity show
the sharpness of condition n < p + 4p/(p− 1) in Theorem 1.2(a), as well as the
optimality of the pointwise estimate (1.6) in part (b). The ranges obtained for
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the power nonlinearities give the optimality of the exponents q0 and q1 in parts
(c) and (d), as well as the sharpness of the pointwise bounds (1.7) and (1.10)
except for the factors | log r|1/p in them.
The proof of Theorem 1.2 was inspired in the proof of Simons theorem on
the nonexistence of singular minimal cones in Rn for n ≤ 7 (see [6] for further
details). The main point of the proof is to obtain the following key estimate∫
B1
|ur|pr−2α dx ≤ Cn,p
(n− 1)− (α− 1)2(p− 1)‖∇u‖
p
Lp(B1)
—from which most of our results follow— for those exponents α making the
denominator in the above right-hand side positive (see Lemma 2.3). This estimate
is established by taking ξ = urη as a test function on the semi-stability condition
(1.3), being η essentially a negative power of r. Lemma 2.2 shows that, with this
choice of ξ in (1.3), the term g′(u) in (1.3) disappears. This is the reason why
our main estimates do not depend on g.
As an application of Theorem 1.2 and the ideas behind its proof, we consider
the following problem

−div(|∇u|p−2∇u) = λf(u) in B1,
u > 0 in B1,
u = 0 on ∂B1,
(1.12λ,p)
where λ > 0, and f is an increasing C1 function with f(0) > 0 and
lim
t→+∞
f(t)
tp−1
= +∞. (1.13)
Problem (1.12λ,p) is studied in [7] for general smooth bounded domains Ω
of Rn. It is proved there that there exists a parameter λ∗ ∈ (0,∞) such that
if 0 < λ < λ∗ then (1.12λ,p) admits a minimal solution uλ ∈ C1(Ω). Here
minimal means smaller than any other supersolution of the problem. Moreover,
for λ > λ∗ problem (1.12λ,p) admits no regular solution. We also have that
for every 0 < λ < λ∗ the minimal solution uλ is semi-stable (in the sense of
Definition 1.1 when Ω = B1). Consider the increasing limit
u∗ := lim
λ↑λ∗
uλ. (1.14)
In contrast with the case p = 2 involving the Laplacian, it is not always clear that
the limit u∗ is a weak solution of (1.12λ,p) for λ = λ
∗. When one can establish
that u∗ is a weak solution (this may depend on the assumptions on n, p, Ω, and
f), it is called the extremal solution.
In our next result we prove that, for Ω = B1, the limit u
∗ is actually a semi-
stable radially decreasing energy solution of (1.12λ∗,p). As a consequence, it enjoys
the same regularity properties as the ones stated in Theorem 1.2. In particular,
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we obtain that the extremal solution u∗ is bounded if n < p + 4p/(p − 1). As
we will see below, the extremal solution is unbounded if n ≥ p + 4p/(p − 1)
when f(u) = eu. Therefore, this range of dimensions is optimal. The optimal
dimension ensuring the boundedness of the extremal solution in general domains
remains unknown for general nonlinearities f under the assumptions above (and
even with the additional hypothesis that f is convex).
Theorem 1.3. Let f be a positive and increasing C1 function in [0,+∞) satis-
fying (1.13). For λ ∈ (0, λ∗) let uλ be the minimal solution of (1.12λ,p), and let
u∗ be defined by (1.14).
Then,
‖uλ‖W 1,p(B1) + ‖f(uλ)‖L1(B1) ≤ C (1.15)
for all λ ∈ (0, λ∗) and some constant C independent of λ. Moreover, u∗ ∈
W 1,p(B1) and u
∗ is a semi-stable radially decreasing energy solution of (1.12λ∗,p).
As a consequence, u∗ has the regularity stated in Theorem 1.2. In particular,
u∗ ∈ L∞(B1) if n < p+ 4p
p− 1 . (1.16)
As mentioned in the statement of the theorem, for problem (1.12λ,p) we con-
sider energy solutions. That is, nonnegative functions u ∈ W 1,p0 (B1) such that
f(u) ∈ L1(B1) and∫
B1
|∇u|p−2∇u · ∇ϕdx =
∫
B1
λf(u)ϕdx for all ϕ ∈ C1c (B1). (1.17)
Note that, by a standard density argument, (1.17) holds for every ϕ ∈ W 1,p0 (B1).
The literature studying minimal and extremal solutions in general domains of
Rn is extensive. Crandall and Rabinowitz [8] and Mignot and Puel [22] considered
the case of the exponential and power nonlinearities in general domains for p = 2.
They proved that u∗ is an energy solution for every dimension and that it is
bounded in some range of dimensions. These results in general domains were
extended for every p > 1 by Garc´ıa-Azorero, Peral, and Puel [17, 18] for the
exponential case, and by Ferrero [16] and Cabre´ and Sancho´n [7] for power type
nonlinearities.
An optimal regularity result for the extremal solution is not known for general
nonlinearities and general domains, even for p = 2, with the exception of the
radial case Ω = B1. In [5], Cabre´ and Capella obtained the optimal regularity of
the extremal solution for every locally Lipschitz nonlinearity f when the domain
is a ball and p = 2. In particular, they proved that the extremal solution is
bounded if n ≤ 9. In this paper, we obtain an analogue optimal radial result for
all p > 1.
In the nonradial case, [23] and [2] contain the best results for p = 2. In [23],
Nedev proves for p = 2 that the extremal solution is bounded if n ≤ 3 —i.e.,
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n < 4 in (1.18)— whenever f is an increasing and convex function such that
f(0) > 0 and (1.13) holds. The same result up to dimension n ≤ 4 is proved by
the first author in [2] for p = 2 and Ω convex, without the convexity assumption
on f . On the other hand, the third author extends in [27] the work of Nedev [23]
to the case p > 2 and establishes
u∗ ∈ L∞(Ω) if n < p+ p
p− 1 . (1.18)
Note that for p = 2, we recover Nedev’s condition n < 4. Note also the existing
gap between the dimension in (1.18) for general Ω and the ones in our result for
Ω = B1 —note the presence of the factor 4 in (1.16) in contrast with (1.18).
We refer to [10, 3] for surveys on minimal and extremal solutions and to
[1, 11, 12, 13, 14, 15, 19, 20, 26] for other interesting results in the topic of
extremal solutions —also for problems involving other operators, such as the
bilaplacian, or fractional Laplacians related to boundary reactions.
The key point in the proof of Theorem 1.3 is to establish the uniform estimate
(1.15) on theW 1,p-norm and the L1(B1)-norm of uλ and f(uλ), respectively. This
is accomplished using the “superlinearity” hypothesis (1.13) on f , together with
the radially decreasing character of the solutions. The W 1,p bound is then used
to show that the limit u∗ is an energy solution of (1.12λ∗,p). Using again that the
uλ are semi-stable, we prove that u
∗ is semi-stable.
In [7], the semi-stability property of the extremal solution u∗ was proved in
the case p ≥ 2 for general domains in Rn and nonlinearities having its growth
comparable to a power. This property was obtained taking the limit as λ→ λ∗ in
the semi-stability condition for the minimal solutions uλ. In the case 1 < p < 2
this argument does not apply for general domains, since we have no control on
the set where the gradient ∇u∗ vanishes. However, in the radial case this set is
the origin, and thus we obtain here the result of [7] also for 1 < p < 2.
Next, we introduce two explicit examples which show the optimality of The-
orems 1.2 and 1.3.
Example 1.4. In [17, 18] Garc´ıa-Azorero, Peral, and Puel considered problem
(1.12λ,p) for f(u) = e
u and a general bounded domain Ω. They proved that if
n < p+4p/(p−1) then the extremal solution u∗ is bounded. On the other hand,
if n ≥ p + 4p/(p− 1) and Ω = B1 they show that
u∗(r) = −p log r and λ∗ = pp−1(n− p), (1.19)
and hence, that the extremal solution is unbounded. This example shows that
the conditions on the dimension n in terms of p in Theorem 1.2(a),(b) and the
pointwise estimate (1.6) are optimal.
Indeed, as mentioned before, it is easy to check that for the previous range of
dimensions, u∗ as in (1.19) is a singularW 1,p semi-stable solution —independently
of the more precise fact of actually being the extremal solution. This remark also
applies to the following example.
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Example 1.5. Consider the power nonlinearity f(u) = (1+u)m, with m > p−1,
which is studied in [7] and [16] for general domains. Let us define the following
critical exponent
mcs(p) :=


(p− 1)n− 2√(p− 1)(n− 1) + 2− p
n− (p+ 2)− 2
√
n−1
p−1
if n > p+
4p
p− 1 ,
+∞ if n ≤ p+ 4p
p− 1 .
The results of [7, 16] show that if m < mcs(p) then the extremal solution u
∗ of
(1.12λ,p) is bounded. On the other hand, if Ω = B1 and m ≥ mcs(p) then
u∗(r) = r
−p
m−(p−1) − 1 and λ∗ =
(
p
m− (p− 1)
)p−1(
n− mp
m− (p− 1)
)
.
We see that u∗ ∈ Lq(B1) if and only if 1 ≤ q < n(m− (p− 1))/p. Now, if we let
m = mcs(n, p) then we find that n(mcs(n, p) − (p − 1))/p = q0 and this proves
the sharpness of Theorem 1.2(c).
Observe that in the same case m = mcs(n, p) we have
u∗(r) = r
− 1
p
“
n−2
q
n−1
p−1
−p−2
”
− 1,
and, as in the case p = 2, this differs from the pointwise bound (1.7) for the
factor | log r|1/p. Recently, Villegas [29] has proved that, for p = 2, the factor
| log r|1/2 in (1.7) can be removed. See also [28] for a related improvement of a
radial Liouville theorem of [4].
Remark 1.6. The critical dimension for the boundedness of semi-stable solutions
determined by n = p + 4p/(p− 1) tends to +∞ as p→ 1 and as p→ +∞. The
smallest critical dimension corresponds to p = 3, for which n = 9. In the cases
p = 2 and p = 5 we find the value n = 10. Observe that case (b) in Theorem 1.3,
n = p + 4p/(p − 1), applies only for those p > 1 such that p + 4p/(p − 1) is an
integer. Note also that the critical dimension for the boundedness of all semi-
stable solutions is bigger than the corresponding dimension for general solutions,
which is n < p. Therefore, semi-stable solutions enjoy more regularity than
general solutions.
Remark 1.7. The following two comments concern the notion of semi-stability
of solutions. See [7] for a more general nonradial setting.
(i) If u is a radially decreasing local minimizer as defined after (1.2), we claim
that u is a semi-stable solution. Therefore, Theorem 1.2 applies to every radially
decreasing local minimizer u ∈ W 1,p(B1). To check this, note that the second
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variation of the energy functional (1.2) in B1 at a radially decreasing solution u
is given by
∫
B1
{
|∇u|p−2
(
(p− 2)
[ ∇u
|∇u| · ∇ξ
]2
+ |∇ξ|2
)
− g′(u)ξ2
}
dx, (1.20)
for every perturbation ξ ∈ C1 with compact support in B1 \ {0} (not necessarily
radially symmetric). It follows that, if u is a radial local minimizer, then (1.20) is
nonnegative for every radial ξ ∈ C1c (B1 \ {0}). Therefore, u is semi-stable in the
sense of Definition 1.1 since for radial perturbations ξ, (1.20) reduces to (1.3).
(ii) If u is a radially decreasing semi-stable solution of (1.1) in the sense of
Definition 1.1, we claim that (1.20) is nonnegative for every nonradial ξ ∈ C1
with compact support in B1 \ {0}. That is, the second variation of energy at
u is nonnegative not only for radial perturbations but also for nonradial ones.
Indeed, for x ∈ Rn we set x = rθ, where r = |x| ≥ 0, and θ = x/r ∈ ∂B1 = {θ ∈
Rn : |θ| = 1}. Let ξ ∈ C1c (B1 \ {0}) (not necessarily radial). We consider the
spherical averages of ξ2 and define the following radial function:
ϕ2(r) :=
1
|∂B1|
∫
∂B1
ξ2(rθ) dθ =
∫
upslope
∂B1
ξ2(rθ) dθ.
Differentiating the last expression with respect to r and using the Cauchy-Schwarz
inequality, we find
ϕ2r(r) ≤
∫
upslope
∂B1
[x
r
· ∇ξ(rθ)
]2
dθ =
∫
upslope
∂B1
|ξr(rθ)|2dθ.
Finally, after some straightforward computations, and using the semi-stability of
u in the sense of Definition 1.1 for the radial test function ϕ = ϕ(r) and that
ξ2r ≤ |∇ξ|2 in (1.20), the claim follows.
The paper is organized as follows. In Section 2 we prove the main estimates
on semi-stable stable solutions needed in the rest of the paper. In Section 3 we
prove Theorem 1.2, while Section 4 is devoted to prove Theorem 1.3.
2 Estimates for semi-stable solutions
This section is devoted to show Lemma 2.3, which contains the key estimate used
in the proof of Theorem 1.2.
We begin with the following remark on radial functions and radially decreasing
solutions of (1.1).
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Remark 2.1. Given δ ∈ (0, 1), every radial function in W 1,p(B1) also belongs
(as a function of r = |x|) to the Sobolev space W 1,p(δ, 1) in one dimension. As
a consequence, by the Sobolev embedding in one dimension, u is a continuous
function of r ∈ [δ, 1],
|u(1)| ≤ Cn,p‖u‖W 1,p(B1) and ‖u‖L∞(B1\Bδ) ≤ Cn,p,δ‖u‖W 1,p(B1) (2.1)
for some constant Cn,p (respectively, Cn,p,δ) depending only on n and p (respec-
tively, on n, p, and δ).
Now, let u ∈ W 1,p(B1) be a radial solution to (1.1) such that ur(r) < 0 for all
r ∈ (0, 1). By (2.1), the right-hand side of (1.1) is bounded away from the origin.
Hence, by standard regularity theory for the p-Laplacian, u ∈ C1,βloc (B1 \ {0}) for
some β ∈ (0, 1). In particular, ur is a continuous function in B1 \ {0} which does
not vanish and thus (1.1) is uniformly elliptic in compact sets of B1 \ {0}. It
follows that u ∈ C2,βloc (B1 \ {0}).
Since ur < 0 in B1 \ {0}, we can write (1.1) in radial coordinates as
− r1−n∂r
(
rn−1|ur|p−2ur
)
= g(u) for r ∈ (0, 1), (2.2)
and also in the form
− (p− 1)|ur|p−2∂rur − n− 1
r
|ur|p−2ur = g(u) for r ∈ (0, 1). (2.3)
In order to show our main estimate (stated in Lemma 2.3) we need a prelimi-
nary result on the form of the second variation of the energy for radial solutions.
This lemma was inspired in the proof of Simons theorem on the nonexistence of
singular minimal cones in Rn for n ≤ 7 (see [4, 6] for further details).
Lemma 2.2. Let u ∈ W 1,p(B1) be a radial solution in B1\{0} of (1.1) satisfying
ur(r) < 0 for all r ∈ (0, 1) and Q be the quadratic form defined in (1.3). Then,
Q(urη) =
∫
B1
|ur|p
{
(p− 1)|ηr|2 − n− 1
r2
η2
}
dx, (2.4)
for every radial function η ∈ C1c (B1 \ {0}), that is, with compact support in
B1 \ {0}.
Note that expression (2.4) for the quadratic form Q does not contain any
reference to the nonlinearity g. This is the reason why our estimates do not
depend on the nonlinearity g.
Proof of Lemma 2.2. By Remark 2.1, u ∈ C2,βloc (B1 \ {0}) for some β ∈ (0, 1) and
u satisfies equation (2.3). Let us set H(u) = (p− 1)|ur|p−2. Let η ∈ C1c (B1 \ {0})
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be a radial function with compact support in B1 \ {0} and c ∈ C1(B1 \ {0}) be
a radial function. Take ξ = cη ∈ C1c (B1 \ {0}) in (1.3) to obtain
Q(cη) =
∫
B1
{
H(u)|∇(cη)|2 − g′(u)c2η2} dx
=
∫
B1
{
H(u)(c2|∇η|2 +∇η2 · c∇c+ η2|∇c|2)− g′(u)c2η2} dx
=
∫
B1
{
H(u)c2|∇η|2 +H(u)∇(η2c) · ∇c− g′(u)c2η2} dx. (2.5)
Next, we multiply (2.3) by ∂r(η
2urr
n−1), we integrate in r from 0 to 1 and
use integration by parts to obtain
0 =
∫ 1
0
∂r(η
2urr
n−1)H(u)∂rurdr −
∫ 1
0
∂r
{
n− 1
r
|ur|p−2ur + g(u)
}
η2urr
n−1dr.
Using ∂r(|ur|p−2ur) = H(u)urr and rn−1dr = |∂B1|−1dx, we deduce
0 =
∫
B1
H(u)∂r(η
2ur)∂rur dx−
∫
B1
{
g′(u)η2u2r −
n− 1
r2
|ur|p−2u2rη2
}
dx.
Therefore∫
B1
{
H(u)∇(η2ur) · ∇ur − g′(u)η2u2r
}
dx = −
∫
B1
n− 1
r2
η2|ur|p dx. (2.6)
Taking c = ur in (2.5) and using (2.6), we obtain (2.4).
Now, we use Lemma 2.2 and the semi-stability assumption to establish the
following result. It is an Lp estimate for urr
−2α/p in B1, for certain positive
exponent α depending on n and p, in terms of the W 1,p norm of u. As said
before, this is the key estimate in the proof of Theorem 1.2. Here as in the
rest of this section, we assume that n ≥ p. Note that when n < p, we have
W 1,p(B1) ⊂ L∞(B1) and hence solutions are bounded.
Lemma 2.3. Assume n ≥ p. Let u ∈ W 1,p(B1) be a semi-stable radial solution
in B1 \ {0} of (1.1) satisfying ur(r) < 0 for r ∈ (0, 1). Let α satisfy
1 ≤ α < 1 +
√
n− 1
p− 1 . (2.7)
Then ∫
B1
|ur|pr−2α dx ≤ Cn,p
(n− 1)− (α− 1)2(p− 1)‖∇u‖
p
Lp(B1)
, (2.8)
where Cn,p is a constant depending only on n and p.
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Proof. By the semi-stability of u and Lemma 2.2 applied with η replaced by rη,
we have that
(n− 1)
∫
B1
|ur|pη2 dx ≤ (p− 1)
∫
B1
|ur|p|∇(rη)|2 dx (2.9)
holds for every radial η ∈ C1c (B1 \ {0}). Since η vanishes in a neighborhood of
the origin and u ∈ C1 away from the origin (see Remark 2.1), we deduce by an
approximation argument that (2.9) also holds for every radial Lipschitz function
η vanishing on ∂B1 and also in a neighborhood of the origin.
We now prove that (2.9) also holds for every radial Lipschitz function van-
ishing on ∂B1 —but now not necessarily vanishing around 0. To see this, take
ζ ∈ C1(Rn) such that 0 ≤ ζ ≤ 1, ζ ≡ 0 in B1, and ζ ≡ 1 in Rn \ B2. Let
ζ
δ
(·) := ζ(·/δ) for every δ > 0. Replacing η by ηζδ (which is Lipschitz and
vanishes in a neighborhood of {0}) in (2.9), we obtain
(n− 1)
∫
B1
|ur|pζ2δ η2 dx ≤ (p− 1)
∫
B1
|ur|p|∇(rηζδ)|2 dx. (2.10)
Now, using that η and ∇η are bounded and denoting Aδ,2δ = B2δ \Bδ we find∫
B1
|ur|p|∇(rηζδ)|2 dx
=
∫
B1
|ur|p
{
|∇(rη)|2ζ2
δ
+ r2η2|∇ζ
δ
|2 + ζ
δ
∇ζ
δ
· ∇(r2η2)
}
dx
≤
∫
B1
|ur|p|∇(rη)|2ζ2δ dx+ C
∫
Aδ,2δ
|ur|p|η|
{
r2
δ2
|η|+ r
δ
|ζ
δ
||∇(rη)|
}
dx
≤
∫
B1
|ur|p|∇(rη)|2ζ2δ dx+ C
∫
Aδ,2δ
|ur|p dx, (2.11)
where C denotes different positive constants. Since u ∈ W 1,p(B1), the last term
in (2.11) tends to zero as δ goes to zero. Therefore using that ζδ tend to 1 a.e. in
B1 as δ → 0, (2.11), and (2.10), we obtain by monotone convergence that (2.9)
holds for every radial Lipschitz function η vanishing on ∂B1.
For α satisfying (2.7) and ε ∈ (0, 1), let
ηε(r) :=
{
ε−α − 1 for 0 ≤ r ≤ ε
r−α − 1 for ε < r ≤ 1,
a Lipschitz function vanishing on ∂B1. From inequality (2.9) applied with η = ηε,
we obtain
(n− 1)
∫
B1\Bε
|ur|p(r−α − 1)2dx+ (n− 1)(ε−α − 1)2
∫
Bε
|ur|pdx
≤(p− 1)
∫
B1\Bε
|ur|p
{
(1− α)r−α− 1}2 dx+ (p− 1)(ε−α − 1)2 ∫
Bε
|ur|pdx.
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Since n ≥ p it follows that
(n− 1)
∫
B1\Bε
|ur|p(r−α − 1)2dx ≤ (p− 1)
∫
B1\Bε
|ur|p
{
(1− α)r−α − 1}2 dx.
Developing the squares, using n ≥ p and (2.7), we find the estimate∫
B1\Bε
|ur|pr−2αdx ≤ Cn,p
(n− 1)− (α− 1)2(p− 1)
∫
B1\Bε
|ur|pr−αdx. (2.12)
Throughout the proof Cn,p (respectively Cn,p,α) denote different positive con-
stants depending only on n and p (respectively on n, p, and α).
Now, choose a positive constant Cn,p,α such that
Cn,p
(n− 1)− (α− 1)2(p− 1)r
−α ≤ 1
2
r−2α + Cn,p,α for all r ∈ (0, 1).
Combining this inequality and (2.12), we obtain∫
B1\Bε
|ur|pr−2αdx ≤ Cn,p,α
∫
B1\Bε
|ur|pdx.
Now, let ε→ 0 to conclude∫
B1
|ur|pr−2αdx ≤ Cn,p,α‖∇u‖pLp(B1). (2.13)
In order to find a more precise expression on how the previous constant Cn,p,α
depends on α, we apply (2.13) with the especial choice α = α0 given by
α0 =
1
2
+
1
2
√
n− 1
p− 1 ∈
[
1, 1 +
√
n− 1
p− 1
)
.
We deduce ∫
B1
|ur|pr−1−
q
n−1
p−1 dx ≤ Cn,p‖∇u‖pLp(B1). (2.14)
Finally, since r−α ≤ r−
“
1+
√
(n−1)/(p−1)
”
in B1, (2.12) and (2.14) lead to the desired
estimate (2.8) after letting ε→ 0.
3 Pointwise, Lq, and W 1,q estimates
In this section we prove Theorem 1.2.
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Proof of Theorem 1.2. By (2.1), |u(1)| ≤ Cn,p‖u‖W 1,p(B1). Hence, in view of the
estimates that we need to prove, it suffices to establish them with u replaced by
u − u(1) —a positive solution vanishing on ∂B1. Thus, through the proof, we
assume
u > 0 = u(1) in B1.
In case n < p, since u ∈ W 1,p(B1), the Sobolev embedding leads to u ∈
L∞(B1) and ‖u‖L∞(B1) ≤ Cn,p‖u‖W 1,p(B1).
In case n ≥ p, let α satisfy (2.7). For 0 < t < 1 we have
u(t) =
∫ 1
t
−urr−(2α−n+1)/pr(2α−n+1)/pdr
≤ Cn,p
(∫
B1
|ur|pr−2αdx
) 1
p
(∫ 1
t
rp
′(2α−n+1)/pdr
) 1
p′
, (3.1)
by Ho¨lder inequality and where p′ = p/(p−1). Using Lemma 2.3 (which requires
n ≥ p) we deduce
u(t)≤ Cn,p‖u‖W 1,p(B1)
{(n− 1)− (α− 1)2(p− 1)} 1p
(∫ 1
t
rp
′(2α−n+1)/pdr
) 1
p′
(3.2)
for all 0 < t < 1.
(a) Assume n < p + 4p/(p− 1). By the remark made above, we may assume
that n ≥ p. Note that the integral in (3.2) is finite with t = 0 whenever p′(2α−
n+ 1)/p > −1, or equivalently∫ 1
0
rp
′(2α−n+1)/pdr < +∞ if n− p
2
< α. (3.3)
Recalling (1.5) and since n < p + 4p/(p − 1), we can choose α (depending only
on n and p) satisfying
n− p
2
< α < 1 +
√
n− 1
p− 1 .
In addition, we may take α ≥ 1 —as required in (2.7). Now, the desired L∞
estimate follows from (3.2) and (3.3).
(b) Assume n = p+ 4p/(p− 1). Let ε ∈ (0, 1) and
α = 1 +
√
n− 1
p− 1 − ε =
2p
p− 1 − ε.
Since α satisfies (2.7) in Lemma 2.3, (3.2) yields
u(t) ≤ Cp‖u‖W 1,p(B1)
ε
1
p
(∫ 1
t
r−1−2εp
′/pdr
) 1
p′
≤ Cp‖u‖W 1,p(B1)
ε
t−2ε/p, (3.4)
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for all 0 < t < 1 and 0 < ε < 1, where Cp = Cp,n is a constant depending only in p
(since here n is a function of p). It follows that u ∈ Lq(B1) for every 1 ≤ q <∞.
In order to prove the pointwise estimate (1.6), we optimize the right-hand side
of (3.4) with respect to ε by choosing ε = log 2| log t|−1. Note that ε is admissible
since it belongs to (0, 1) if 0 < t < 1/2. With this choice of ε, (3.4) yields
u(t) ≤ Cp‖u‖W 1,p(B1)| log t| for 0 < t < 1/2.
Using this and that u is positive and decreasing, the desired logarithmic estimate
(1.6) follows.
(c) Assume n > p+ 4p/(p− 1) and 1 ≤ q < q0, for q0 defined as in (1.4). For
ε ∈ (0, 1), let
α = 1 +
√
n− 1
p− 1 − ε.
By (3.2), we have
u(t) ≤ Cn,p‖u‖W 1,p(B1)
ε
1
p
(∫ 1
t
r
p′
p
„
−n+2
r
n−1
p−1
+3−2ε
«
dr
) 1
p′
≤ Cn,p ‖u‖W 1,p(B1)
1
ε
1
p
t
− 1
p
„
n−2
r
n−1
p−1
−p−2+2ε
«
, (3.5)
for 0 < t < 1, where we have used that −
(
n− 2
√
n−1
p−1
− p− 2
)
< 0 since
n > p + 4p/(p− 1) —see (1.5).
Now, from (3.5) we obtain
∫
B1
uq dx ≤
Cqn,p‖u‖qW 1,p(B1)
ε
q
p
∫ 1
0
t
−
„
n−2
r
n−1
p−1
−p−2+2ε
«
q
p tn−1dt.
If we set
q =
np
n− 2
√
n−1
p−1
− p− 2 + 3ε
< q0
and ε > 0 is small enough, the second integral of the previous inequality is finite.
Hence, u ∈ Lq(B1) for every 1 ≤ q < q0.
Finally, to prove the pointwise estimate (1.7) we consider (3.5) and proceed
as in part (b). Now, we need to make t−2ε/p/ε1/p small for given t. We take
ε = log 2| log t|−1, which belongs to (0, 1) if 0 < t < 1/2. With this choice of ε,
(3.5) leads to
u(t) ≤ Cn,p ‖u‖W 1,p(B1)t
− 1
p
„
n−2
r
n−1
p−1
−p−2
«
| log t| 1p
for t ∈ (0, 1/2). Since u is positive and decreasing, this leads to estimate (1.7) in
all B1.
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(d) Assume g ≥ 0. We prove part (d1). Note that
∂r(r
n−1|ur|p−1) = −∂r(rn−1|ur|p−2ur) = rn−1g(u) ≥ 0 in B1 (3.6)
and hence rn−1|ur|p−1 is a nonnegative and nondecreasing function of r. In par-
ticular
‖rn−1|ur|p−1‖L∞(B1) ≤ |ur(1)|p−1. (3.7)
By (3.6) and since u is bounded in B1\B1/2, rn−1|ur|p−1 is aW 1,1(1/2, 1) function
of r (indeed W 1,∞). By the Sobolev embedding in one dimension, rn−1|ur|p−1 is
a continuous function up to r = 1. Thus |ur(1)| in (3.7) is well defined and
bounded. To control it, multiply equation (1.1) by ϕε(r) := min{1, ε−1(1 − r)},
where ε ∈ (0, 1). This yields
1
ε
∫
B1\B1−ε
|ur|p−1dx =
∫
B1
g(u)ϕεdx. (3.8)
To fully justify (3.8), we need to multiply (1.1) by ϕεζδ, where ζδ vanishes around 0
as in the proof of Lemma 2.3. Then we let δ → 0 and use that u ∈ W 1,p(B1) if
n ≥ p, and that u ∈ C1(B1) and ur(0) = 0 if n < p.
Now, letting ε→ 0 in (3.8) we obtain |ur(1)|p−1 ≤ Cn,p‖g(u)‖L1(B1). Thus, by
(3.7) we deduce that
‖rn−1|ur|p−1‖L∞(B1) ≤ Cn,p‖g(u)‖L1(B1). (3.9)
To control ‖∇u‖Lp(B1), assume first that n < p. Then,∫ 1
0
rn−1|ur|pdr =
∫ 1
0
(|ur|p−1rn−1)
p
p−1 r−
n−1
p−1 dr
≤ ‖rn−1|ur|p−1‖
p
p−1
L∞(B1)
∫ 1
0
r−
n−1
p−1 dr.
Since the last integral is finite, this and (3.9) lead to (1.8).
In case n ≥ p, we use Lemma 2.3. We take α satisfying (2.7) and depending
only on n and p. The lemma gives that∫
B1
r−2α|ur|pdx (3.10)
≤ Cn,p
∫
B1
|ur|pdx = Cn,p
∫
Br0
|ur|pdx+ Cn,p
∫
B1\Br0
|ur|pdx; (3.11)
here we choose r0 ∈ (0, 1) satisfying r−2α0 ≥ 2Cn,p. Since Cn,p
∫
Br0
|ur|pdx ≤
(1/2)
∫
Br0
r−2α|ur|pdx ≤ (1/2)
∫
B1
r−2α|ur|pdx, we can absorb the first term in
the right-hand side of (3.11) into (3.10), and deduce that∫
B1
|ur|pdx ≤
∫
B1
r−2α|ur|pdx ≤ 2Cn,p
∫
B1\Br0
|ur|pdx. (3.12)
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Note that r0 depends only on n and p, and thus, since u is decreasing, u(r0)
p−1 ≤
Cn,p‖up−1‖L1(Br0 ). Using this and (3.9), we have∫
B1\Br0
|ur|pdx = Cn
∫ 1
r0
|ur|prn−1dr
≤ Cn‖rn−1|ur|p−1‖L∞(B1)
∫ 1
r0
−urdr ≤ Cn,p‖g(u)‖L1(B1)‖up−1‖
1
p−1
L1(B1)
.
After using Young’s inequality, this bound in B1 \Br0 and estimate (3.12) yield
the desired bound (1.8) in all B1.
Next, we prove (d2). We consider first the case n < p + 4p/(p− 1). Observe
that by part (a) we have that u ∈ L∞(B1). Hence, applying the regularity theory
for the p-Laplacian (see [21]) it follows that u ∈ C1,β(B1) for some 0 < β < 1.
Moreover, by the L∞ estimate of part (a) above and estimate (1.8), there exists a
constant depending on n, p, ‖u‖L1(B1), and upper bounds in g such that estimate
(1.9) holds. This concludes the proof for n < p+ 4p/(p− 1).
Assume n ≥ p + 4p/(p − 1). We establish parts (d2) and (d3) at the same
time. Observe that it is enough to prove our estimates in B1/4. Indeed, since u
is decreasing, we have bounds for the supremum of u in B1 \ B1/5 in terms of
‖u‖L1(B1). Thus by [21] we have that u ∈ W 1,q(B1\B1/5) for all q <∞. Moreover,
‖u‖W 1,q(B1\B1/5) ≤ C, where C is a constant depending on n, p, ‖u‖L1(B1), and
upper bounds in g.
We choose ρ˜ ∈ (1/4, 1/2) such that
0 < −ur(ρ˜) = u(1/4)− u(1/2)
1/4
≤ 4‖u‖L∞(1/4,1) ≤ Cn,p‖u‖W 1,p(B1), (3.13)
where in the last inequality we have used (2.1). On the other hand, from (2.2)
we have
∂r(|ur|p−2ur) = −n− 1
r
|ur|p−2ur − g(u) ≤ −n− 1
r
|ur|p−2ur, (3.14)
for r ∈ (0, 1). We integrate (3.14) with respect to r, from t to ρ˜, and use (3.13),
to obtain
− |ur(t)|p−2ur(t) ≤ −|ur(ρ˜)|p−2ur(ρ˜)− (n− 1)
∫ ρ˜
t
|ur|
r
p−2
ur dr
≤ Cn,p‖u‖p−1W 1,p(B1) + (n− 1)
∫ 1/2
t
|ur|
r
p−1
dr, (3.15)
for all 0 < t < 1/4. Next, we estimate the last integral in (3.15) using Ho¨lder
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inequality, to find∫ 1/2
t
|ur|
r
p−1
dr =
∫ 1/2
t
|ur|p−1r−(2α−n+1)/p′r(2α−n+1−p′)/p′dr
≤ Cn
(∫
B1/2
|ur|pr−2αdx
) 1
p′
(∫ 1/2
t
rp(2α−n+1−p
′)/p′dr
) 1
p
. (3.16)
Let ε ∈ (0, 1) and
α = 1 +
√
n− 1
p− 1 − ε.
Applying Lemma 2.3 in (3.16) and using that p(2α − n + 1 − p′) + p′ < 0 since
n ≥ p+ 4p/(p− 1), we deduce from (3.15) and (3.16) the following estimate
− ur(t) ≤ Cn,p
ε1/p
‖u‖W 1,p(B1) t
− 1
p
„
n−2
r
n−1
p−1
−2+2ε
«
, (3.17)
for 0 < t < 1/4.
Now we use (3.17) to obtain, for q ≥ 1,
∫
B1/4
|ur|qdx ≤ Cn,p
εq/p
(
‖u‖W 1,p(B1)
)q ∫ 1
0
r
n−1− q
p
„
n−2
r
n−1
p−1
−2+2ε
«
dr. (3.18)
If we set
q =
np
n− 2
√
n−1
p−1
− 2 + 3ε
< q1
the second integral in (3.18) is finite for every ε > 0. Hence, ur ∈ Lq(B1/4) for
every q < q1. The estimate (1.9) follows, using in addition estimate (1.8).
Finally, the pointwise estimate (1.10) follows from (3.17) by choosing ε =
log 4| log t|−1 for 0 < t < 1/4.
4 The extremal solution
This section is devoted to prove Theorem 1.3. By estimate (1.8) of Theorem 1.2,
now our task is to bound up−1λ and f(uλ) in L
1(B1) uniformly in λ ∈ (0, λ∗). We
prove this fact using the growth condition (1.13) on f together with the radially
decreasing property of the minimal solutions uλ. These bounds lead to a control
of uλ in W
1,p(B1) uniformly in λ, by estimate (1.8).
Proof of Theorem 1.3. We start noting that, for λ ∈ (0, λ∗), the minimal solution
uλ ∈ L∞(B1) is radially decreasing. This follows from a general result of [9] on
radially decreasing symmetry, which only requires f to be positive in (0,∞) and
locally Lipschitz in [0,∞) —see Corollary 1.1 in [9]. We can give, however, a
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simple proof in our situation of minimal solutions, as follows. First, the minimal
solution uλ can be constructed by monotone iteration (see [7]), starting with
u0 ≡ 0, by solving −∆puk = λf(uk−1(r)). Since the right-hand side is given and
radial, the unique solution uk must be radial. Thus, the limit uλ, as k → ∞, is
radial. Now, integrating our equation −∂r(rn−1|∂ruλ|p−2∂ruλ) = rn−1λf(uλ) > 0
in r, from 0 to t ∈ (0, 1), we get that ∂ruλ(t) < 0.
For λ ∈ (0, λ∗), let ρλ ∈ (1/2, 1) be such that
|∂ruλ(ρλ)|p−1 = (−∂ruλ(ρλ))p−1 =
(
uλ(1/2)− uλ(1)
1/2
)p−1
= (2uλ(1/2))
p−1 ≤ Cn,p‖up−1λ ‖L1(B1/2),
where we have used that uλ is radially decreasing. Since r
n−1|∂ruλ|p−1 is increas-
ing in r ∈ (0, 1) by (3.6), the previous estimate yields
‖rn−1|∂ruλ|p−1‖L∞(B1/2) ≤ ρn−1λ |∂ruλ(ρλ)|p−1 ≤ Cn,p‖up−1λ ‖L1(B1/2). (4.1)
Multiply equation (1.12λ,p) by ψ(r) = min{1, 4(1/2− r)+}, to obtain
‖λf(uλ)‖L1(B1/4) ≤ Cn,p
∫ 1/2
1/4
rn−1|∂ruλ|p−1dr
≤ Cn,p‖up−1λ ‖L1(B1/2), (4.2)
where we have used (4.1). Note that here we can test the equation with ψ, a
function which does not vanish around the origin, since we know that uλ is an
energy solution in all of B1.
Next, we use assumption (1.13) on f to ensure, given any δ > 0, that λf(t) ≥
1
δ
tp−1−Cδ for all t > 0 and λ ∈ (λ∗/2, λ∗), where Cδ does not depend on λ. This
combined with (4.2) leads to
‖up−1λ ‖L1(B1/4) ≤ Cn,pδ‖up−1λ ‖L1(B1/2) + Cδ. (4.3)
Now, since uλ is decreasing in r, we have
‖up−1λ ‖L1(B1/2\B1/4) ≤ Cn,pu
p−1
λ (1/4) ≤ Cn,p‖up−1λ ‖L1(B1/4). (4.4)
This combined with (4.3) yields, after taking δ small enough, ‖up−1λ ‖L1(B1/4) ≤ C
for a constant C independent of λ. This bound and the argument used in (4.4)
done now on B1 \B1/4 leads to a uniform in λ bound for ‖up−1λ ‖L1(B1).
The previous bound gives also a control for ‖f(uλ)‖L1(B1/4), by (4.2). Since
f is increasing, f(uλ) is decreasing in r and the argument used above allows to
control ‖f(uλ)‖L1(B1) uniformly in λ. Thus,
‖up−1λ ‖L1(B1) + ‖f(uλ)‖L1(B1) ≤ C
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for some constant C independent of λ ∈ (0, λ∗). By estimate (1.8) of Theorem 1.2,
we deduce a bound for ‖∇uλ‖Lp(B1) independent of λ. Since uλ
∣∣
∂B1
≡ 0, this yields
a bound for ‖uλ‖W 1,p(B1).
Thus, we have that there exists v ∈ W 1,p0 (B1) and some subsequence still
denoted by uλ such that, as λ → λ∗, uλ ⇀ v weakly in W 1,p0 (B1), uλ → v
strongly in Lp(B1), and uλ → v a.e. in B1. Since uλ is increasing in λ, every
sequence uλ(r) tends as λ → λ∗ to u∗(r), by the definition (1.14) of u∗. Hence,
v = u∗ ∈ W 1,p0 (B1).
Next, we show that u∗ is an energy solution of (1.12λ∗,p). We want to pass to
the limit in∫
B1
|∇uλ|p−2∇uλ · ∇ϕdx =
∫
B1
λf(uλ)ϕdx for ϕ ∈ C1c (B1). (4.5)
Since f(uλ) increases to f(u
∗) and ‖f(uλ)‖L1(B1) is uniformly bounded in λ, the
monotone convergence theorem gives that f(u∗) ∈ L1(B1) and that the limit as
λ→ λ∗ of the right-hand side in (4.5) is
λ∗
∫
B1
f(u∗)ϕdx.
To pass to the limit in the left-hand side of (4.5), note first that we may assume
that ϕ is radial —simply by integrating first with respect to the “angles” θ ∈ ∂B1
in (4.5). Now, the left-hand side of (4.5), up to a multiplicative constant, reads∫ 1
0
rn−1|∂ruλ|p−1(−∂rϕ)(r)dr. (4.6)
Using (3.6) and that the L1(0, 1) norm of rn−1f(uλ(r)) is bounded uniformly
in λ, we deduce that rn−1|∂ruλ|p−1 is bounded in W 1,1(0, 1) —the Sobolev space
in one dimension— uniformly in λ ∈ (0, λ∗). Since this space is compactly em-
bedded in L1(0, 1), we conclude that rn−1|∂ruλ|p−1 converges strongly in L1(0, 1)
to rn−1|∂ru∗|p−1. Hence, we can pass to the limit in (4.6) and conclude∫
B1
|∇u∗|p−2∇u∗ · ∇ϕdx = λ∗
∫
B1
f(u∗)ϕdx,
for every ϕ ∈ C1c (B1), proving the claim.
Clearly, u∗ is a radially symmetric solution and it is nonincreasing. Hence,
by regularity, u∗ ∈ C1(B1 \ {0}) since u∗ ∈ L∞(B1 \ {0}). Therefore, using that
u∗ ∈ W 1,p0 (B1) and f > 0, the argument at the end of the first paragraph of this
proof —or Hopf Lemma (see [24] or Lemma A.3 in [25])—, lead to u∗r(t) < 0 for
all t ∈ (0, 1). That is, u∗ is radially decreasing.
At this point we are able to prove that u∗ is semi-stable in the sense of
Definition 1.1. That is,∫
B1
λ∗f ′(u∗)ξ2dx ≤
∫
B1
(p− 1)|u∗r|p−2|ξr|2dx (4.7)
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for every radially symmetric function ξ ∈ C1c (B1\{0}). This follows by passing to
the limit as λ→ λ∗ in the corresponding semi-stability property for the minimal
solutions uλ. On the left-hand sides, we simply, use Fatou’s lemma (recall that
f ′ ≥ 0). On the right-hand side, we use that ξ has compact support in B1 \ {0},
and that in such compact set we have C2,β estimates for uλ uniformly in λ ∈
(0, λ∗). This holds since |∂ru∗λ| > 0 in such compact set, and the same is true for
|∂ruλ| uniformly in λ ∈ (0, λ∗), and thus we deal with uniformly elliptic equations.
Thus |∂ruλ| converges uniformly to |u∗r|, and the same is true for the quantities
|∂ruλ|p−2, since |u∗r| > 0 —note that the exponent p− 2 could be negative.
Finally, the regularity statements in the theorem follow as a consequence of
Theorem 1.2.
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