Abstract One of the main challenges in ecology is to determine the cause of population fluctuations. Both theoretical and empirical studies suggest that delayed density dependence instigates cyclic behavior in many populations; however, underlying mechanisms through which this occurs are often difficult to determine and may vary within species. In this paper, we consider single species population dynamics affected by the Allee effect coupled with discrete time delay. We use two different mathematical formulations of the Allee effect and analyze (both analytically and numerically) the role of time delay in different feedback mechanisms such as competition and cooperation. The bifurcation value of the delay (that results in the Hopf bifurcation) as a function of the strength of the Allee effect is obtained analytically. Interestingly, depending on the chosen delayed mechanism, even a large time delay may not necessarily lead to instability. We also show that, in case the time delay affects positive feedback (such as cooperation), the population dynamics can lead to self-organized formation of intermediate quasi-stationary states. Finally, we discuss ecological implications of our findings.
individuals will suffer from constraints of intraspecific competition. The fewer individuals there are, the more resources would be available, and steadily, the population would increase in size. Though this enhanced resource availability would ostensibly benefit the population, such a population would lack conspecifics (advantages of which include predator saturation or dilution, cooperative predation or resource defense, and social thermoregulation, e.g., see Stephens et al. 1999) which may lead to a decrease in the population's fitness. This phenomenon, termed the Allee effect, was first described in the 1930 s and has become a topic of much interest over the last 25 years, largely in light of the concerns over conservation and the problems of already endangered or rare species (Dennis 1989; Courchamp et al. 2008) . The Allee effect refers to a positive relationship between (any component of) individual fitness and population density (Stephens et al. 1999) . The per capita growth rate is non-monotonic and can even become negative at particularly low values of population density (termed as the strong Allee effect), resulting in a critical density known as the Allee threshold below which population extinction is likely.
Mechanisms through which the Allee effect appears are abundant, and to name just a few, include inbreeding depression, absence of cooperative feeding, failure to satiate natural enemies, failure in mate finding and temporal asynchrony in reproductive maturing between sexes (known as protandry); see Courchamp et al. (1999) and Stephens et al. (1999) . One way in which individuals gain protection from predators is through cooperative strategies such as aggregation. By grouping, the population reduces predation risk through dilution effects; the larger the group size, the less the chance that an individual may be harmed. At the same time, aggregation can be costly and overshadowed by the deleterious consequences such as a paradoxical increase in exposure to predators, as larger groups are easily detected. Furthermore, it can lead to overcrowding and an increase in intraspecific competition (Griffiths et al. 2003) . These negative effects can be counteracted through behavior such as parental care, which restores the positive aspects and need for animal grouping (Nakaoka et al. 2009 ). A less appreciated and frequently overlooked mechanism through which Allee effects emerge are predator-prey interactions. Size-selective predation on prey regulated through density-dependence leads to a positive relationship between predator density and population growth, through intraspecific competition in the prey population (De Roos and Persson 2002; De Roos et al. 2003; Van Kooten et al. 2005) . Such an Allee effect is known as "emergent", as it results from the predator-induced changes in prey size distribution and is essentially a consequence of the feedback of predator feeding on its own performance.
Despite Allee effects usually being difficult to detect and quantify in natural populations (but see Vercken et al. 2011) , the variety of mechanisms and affected ecological processes suggest their prevalence. Moreover, the current state of research indicates ample empirical evidence (albeit often indirect) of the ubiquity of Allee effects in a diverse range of taxa and ecosystems (Courchamp et al. 1999 (Courchamp et al. , 2008 . Along with stochasticity, the Allee effect is particularly influential in biological invasions (Fagan et al. 2002; Petrovskii et al. 2005a) , as it may cause longer lag times (Petrovskii et al. 2005b) , slower spread (Lewis and Kareiva 1993) , and decrease the probability of establishment, which may lead to underestimation of invasion risk posed (Taylor and Hastings 2005) . Further consequences include impacts on distribution of invasive species (Morozov et al. 2006) , metapopulation fluctuations, predator-prey interactions, parasite transmission (Kramer et al. 2009 ), exploitation management, and biodiversity preservation (Taylor and Hastings 2005; Courchamp et al. 1999) . It is thought that the collapse of cod (Gadus morhua) in the Northwest Atlantic might be an unfortunate consequence of emergent Allee effects, as these populations are not known to exhibit mechanisms commonly associated with positive density dependence (De Roos and Persson 2002) . Allee effects also form a crucial aspect of biological control (e.g., through release of sterile insects) (cf. Lewis and van den Driessche 1993) and are increasingly exploited as the "Achilles heel" of biological invasions (Liebhold and Tobin 2010; Dennis 1989) .
The ways to include the Allee effect into mathematical models of population dynamics are well understood. The resulting models are often described by differential equations (Murray 1989; Kot 2001) hence assuming that the processes shaping the dynamics are taking place at the same time. However, processes in ecology (as well as in nature in general) are rarely instantaneous (Hutchinson 1948; Maynard-Smith 1974) . As it was pointed out by Kuang (1993) , "time delays occur so often (in almost every situation) that to ignore them is to ignore reality." Aiming to create a somewhat more realistic description, one should include a time delay into the model, which results in a delay differential equation. Delay differential equations have been of sufficient importance in modeling real life phenomena and arise in various practical applications such as population dynamics (most often accounting for maturation/gestation periods), immunology (incubation/latent periods), physiological and pharmaceutical kinetics (Cheyne-Stokes respiration, glucose-insulin regulation, blood pressure oscillations), and so on. Time delays in feedback mechanisms tend to destabilize positive equilibria and lead to oscillatory behavior. Thus, delay differential equations are capable of generating more complex and rich dynamics compared to ordinary differential equations (Ruan 1995; Cooke and Grossman 1982) . Indeed, population densities of many species are known to fluctuate nearly periodically over time (cf. Turchin 2003) , a phenomenon to which delayed density dependence may provide an explanation.
Consequently, the conditions under which time delay can lead to an instability are studied in much detail. Interestingly, there is some evidence that the Allee effect can have an effect on the system's dynamics opposite to that of the time-delays, i.e., increasing stability of the positive equilibrium rather than decreasing it. In particular, Gopalsamy and Ladas (1990) proposed a single species model in which population growth is damped by the Allee effect and per capita growth is subject to time delays. Under certain conditions that included the case of a weak Allee effect (but not the strong Allee effect), they showed the positive equilibrium was globally attractive. Subsequent studies by Cao and Gard (1995) and Liz et al. (2003) provided the conditions of global asymptotic stability; however, if a delay exceeds a critical value, the solutions oscillate around the positive equilibrium. Freedman and Gopalsamy (1986) obtain the conditions for local stability for a class of models including the delayed weak Allee effect. Recently, it was shown that a mere inclusion of a (non-delayed) Allee effect can have a stabilizing effect on the positive equilibrium compared to Hutchinson's model (Merdan et al. 2009 ), in the sense that the steady state is stable under less restrictive conditions. Moreover, the conditions become less and less restrictive-hence the stabilizing effect becomes more prominent-with increasing strength of the Allee effect (Merdan et al. 2009 ).
Regarding the effect of various factors on the system's stability, we also mention here the work by Beddington and May (1975) who showed that the effect of the time delay can be arguable and delicate. We, however, point out here that their context of stability differs principally from other studies, including ours. Namely, they showed that, although an increase in the value of time delay causes the solution to start oscillating around the upper equilibrium, simultaneously it spends more time in the vicinity of the lower, trivial, otherwise unstable equilibrium. Thus, time delays can slow the growth of instabilities and can therefore be interpreted as having a "stabilizing" effect on unstable stationary points (Beddington and May 1975) .
In spite of several papers having been published about the interplay between the time delay and the Allee effect, there remain a few unaddressed questions. Note that most of the previous research focuses on the weak Allee effect. On the contrary, here we consider both cases of weak and strong Allee effects. Merdan et al. (2009) obtain the results for a general class of Allee functions; however, our chosen parameterizations are different and do not satisfy their imposed restrictions. That raises an issue of the structural sensitivity (Fussmann and Blasius 2005) of models with regard to parametrization of the time-delayed Allee effect. In this paper, we show that the interplay between the Allee effect and time delay can be non-trivial and counterintuitive depending on the choice of delayed process(es). The remainder of the paper is organized as follows. In section "Models and results", we introduce our modeling frameworks and consider the effects of different time delay terms. Results presented include both numerical simulations and analytical results. Then, in section "Discussion", we address possible ecological applications of our models and outline what ecological implications our findings may leave.
Models and results
Mathematical modeling is a powerful research tool in theoretical ecology. The approach to model building can be very different though. Depending on the purposes of the study, there have been two different streams (Maynard Smith 1974) . In case the purpose of modeling is to predict the ecosystems state, the model is expected to explicitly include many details of the ecosystem structure. This approach is called predictive modeling. Models arising in this way can be very complicated. Alternatively, the purpose of the study can be to understand some basic features of the ecosystem, e.g., to identify the factors potentially responsible for a population outbreak or population fluctuations, but not necessarily to predict their development quantitatively. In this case, the corresponding models can be pretty simple. This approach is conventionally called "conceptual modeling." It is the latter that we use in this paper as our aim here is to reveal some general tendencies rather than to provide any kind of detailed and/or predictive description. It has been pointed out (Levins 1969 ) that, when studying systems as complex as ecosystems, one should not look for inferences that are likely to be true for all cases. Instead, one should rather look for the causes of the differences between different species or different systems. To address this sort of question, we need a model which is as simple as possible (Maynard Smith 1974) .
Correspondingly, under the assumption of spatial homogeneity, we describe the dynamics of a single species population by the following equation:
where U(t) is the population density at time t, G(U ) is the rate of change of population density due to reproduction and mortality, and F (U) is the per capita growth rate. If population growth is damped by the Allee effect, the per capita growth rate is dome-shaped and can be described by a square polynomial (Lewis and Kareiva 1993; Amarasekare 1998a, b; Courchamp et al. 2008) :
where K is the carrying capacity and γ is the coefficient proportional to the maximum per capita growth rate (cf. Lewis and Kareiva 1993) , which we call, for convenience, the characteristic growth rate. Parameter β is the so-called Allee threshold or threshold density and can be regarded as a measure of the strength of the Allee effect, so that the Allee effect is called strong if β > 0 and weak if −1 < β < 0. Accordingly, our baseline non-delayed model is as follows:
Equation 3, albeit very simple, accounts for the two dominant feedback mechanisms: positive, arising from cooperation at low population densities, and negative occurring at high densities due to competition; see Fig. 1 . Therefore, in the chosen parametrization (2), we can loosely associate cooperation and competition with factors (U − β) and (K − U), respectively.
Once the delay τ is taken into account, the generic (1) turns into
where similarly to the above, G is a cubic polynomial but the delay can enter in different terms depending on the type of the feedback. In population ecology, typical biological regulating mechanisms are competition for food and territories; amongst others (Berryman et al. 1987 ), thus we begin by including time delay into the competition term, obtaining 
where τ is the time delay. Throughout the paper, we have scaled both the carrying capacity K and the characteristic growth rate γ to unity, which implies the corresponding scaling for the variables U and t. Equation 5 as well as other delay differential equations (see Eqs. 6 and 10-13 below) were solved by finite differences in particular by the explicit Euler scheme. The time step was chosen to be sufficiently small, ensuring the accuracy and reliability of the results, t = 0.01. Furthermore, we have checked the reliability of our solutions with Matlab's built-in solver for discrete delay differential equations (dde23). Contrary to ordinary differential equations, in which defining initial conditions is sufficient, delay differential equations require us to define the population's "history", i.e., U(t) for −τ < t < 0. In all simulations, the history was chosen to be a constant function U = U 0 = 0.5 (except for β = 0.5 where we choose U 0 = 0.6 to ensure population survival). The Allee threshold density β is regarded as a controlling parameter, and its value is varied between −1 and 0.5, which obviously includes both cases of the Allee effect, i.e., weak for −1 < β ≤ 0 and strong for 0 < β < 0.5. We choose the time delay τ as the second controlling parameter and observe the system's response to its variation. Following extensive computer simulations, we then summarize our findings as a map in the parameter plane (τ, β) (Fig. 2) . Figure 2 shows the succession of different dynamical responses for a population subject to delayed competition, as described by Eq. 5. Some typical system's dynamics is shown in Fig. 3 . For a given Allee threshold and a small time delay, the system quickly approaches the equilibrium state U = 1 with U(t) being a monotonously increasing function (not shown). An increase in τ causes the solution to lose monotonicity (when τ exceeds the critical value shown by the dashed curve in Fig. 2 ) through the appearance of damped oscillations (Fig. 3, left) . By further increasing τ , the system passes through the Hopf bifurcation (shown by the solid curve in Fig. 2 ) leading to the occurrence of limit cycles (Fig. 3, right) . As the Allee threshold β increases, the population appears to be more stable as larger values of the time delay are needed to destabilize it. Also, as we have observed in our simulations, the population always persists and no extinction occurs even for a large time delay. Note that both the solid and dotted curves in Fig. 2 are calculated analytically (see Appendices 1 and 2) and are in excellent agreement with our numerical results.
As a next step, we consider the effect of time delay on cooperation. Delayed cooperation in a population (when time delay is included into positive density dependence) can be modeled as
Contrary to Eq. 5, increasing the time delay had no destabilizing effect on solution behavior, apart from minute changes in the slope (Fig. 4) . This was intuitively expected, as positive density dependent mechanisms do not regulate population density. For a sufficiently large time delay, solutions monotonously approach the equilibrium U = 1, but at a lower rate.
An apparent disadvantage of the baseline model (3) with the growth rate described by a cubic polynomial is that it accounts for the effects of competition and cooperation in a mixed, multiplicative way. Correspondingly, Petrovskii et al. (2008) have proposed an alternative, additive form of the per capita growth function F (U):
where f (U) accounts for population multiplication due to reproduction, m is natural (density independent) mortality, and A(U ) represents density dependent mortality (e.g., due to cannibalism), which is of significance in high density populations. Unlike the previously introduced multiplicative form of the Allee effect, this additive form avoids the interference of different biological processes. The population dynamics can then be modeled by: in which the particular parametrization of functions depends on the system modeled.
Obviously, for different choices of functions f and A, model (8) can have various properties. Here, we consider the growth term as f (U) = aU and the density dependent mortality as A(U ) = GU 2 , where a and G are parameters. We then assume that the natural mortality rate m is proportional to the threshold density β, m = γβ. Since β has the meaning of the survival threshold, this is not completely unrealistic. Finally, in order to make model (8) directly comparable with Eq. 3 and to avoid additional parameters, we assume that a = γ (1 + β). Equation 8 then takes the following form:
(in appropriately chosen dimensionless units). As before, γ is the characteristic growth rate, and β is the Allee threshold. Without time delay, model (9) is therefore identical to Eq. 3. However, different terms now possess different meaning and hence the time delay can be included differently. As the term (1 + β)U apparently provides a positive feedback on the population growth, we associate it with cooperation. The term U 2 provides a negative feedback and hence should be associated with competition.
Since time delays in population models often account for maturation or gestation periods, we firstly include the time delay into the growth term:
Following stability analysis (see Appendices 1 and 2), one readily concludes that this inclusion of time delay should not affect population dynamics, as the equilibrium retains its stability. However, numerical simulations reveal interesting population dynamics resulting in the selforganized formation of intermediate quasi-stationary states (see Fig. 5 ). Namely, after a period of fast growth, the population density approaches an intermediate quasi-equilibrium at the close vicinity of which it can remain for a considerable time. Subsequently, the population density leaves the vicinity and once again shows a fast growth before reaching another quasi-equilibrium. This pattern repeats itself until the system reaches its stable equilibrium U = 1 in the largetime limit, thus resulting in a step-like structure (Fig. 5 , left column). As the time delay τ increases, the system remains at these "resting states" for longer, and the transition between them becomes faster, making the step structure more prominent. Also, by increasing the time delay, more time is needed for the population to reach its equilibrium. Note that the values of τ used in Fig. 5 are considerably larger than in the equations considered above. We mention, here, that somewhat similar dynamics were observed in So et al. (2001) , but for a more complex model involving a structured population on two patches. However, contrary to our results, their solutions lose monotonicity for a critical dispersal rate.
Using the additive model (9), populations subject to delayed competition can be modeled as:
(11) Figure 6 shows the parameter plane (τ, β) of the Eq. 11 where different symbols correspond to different regimes of system's dynamics, as was obtained in computer simulations. The Hopf bifurcation curve (solid line) is a decreasing function and matches well with analytical results. For a given Allee threshold, an increase in time delay gradually leads to the loss of monotonicity and to the appearance of damped oscillations. A further increase in τ causes the system to lose stability and exhibits limit cycle behavior. An obvious exception occurs at β = −1 as the system remains stable for any τ (see Appendix 1). A key feature of this model is that a sufficiently large time delay may drive the population to extinction, only if subject to the strong Allee effect, whilst populations affected by the weak Allee effect persist.
Since Eq. 11 is a heuristic model, it is not immediately clear what the effect of delay on competition exactly is. Therefore, we consider an alternative model where additional mortality may be controlled by a purely delayed mechanism, so that population dynamics is modeled as:
The parameter plane of Eq. 12 is structurally similar to that of Eq. 11 whilst the bifurcation curve is monotonically decreasing, with a substantially steeper slope (Fig. 7) . Again, populations can be driven to extinction only when a strong Allee effect is present. Lastly, we consider the inclusion of both delayed competition and maturation (which is equivalent to delays in both cooperation and competition in the baseline (3):
For this equation, the map in the parameter space (τ, β) (see Fig. 8 ) appears to have a structure similar to that obtained in the corresponding multiplicative (5) (see Fig. 2 ), where the delay was included only into the cooperation term. This seems to suggest that delay in competition may have a more prominent effect than delayed cooperation. One important difference though is that now, in case of the strong Allee effect (β > 0) and for sufficiently large time delays (see the top-right corner of the parameter plane), the population can be driven to extinction.
Discussion
This paper aims to address the interplay between time delays and the Allee effect. Using the single-species context, we study (both analytically and numerically) two different models of population dynamics where the effects of competition and cooperation are taken into account in either a multiplicative or additive way. The conditions for local stability are obtained analytically as a function of the Allee effect strength and are in full agreement with numerical results. We have found that the inclusion of time delay alone does not necessarily confer instability, and the choice of the delayed underlying ecological process is an important determinant of overall population dynamics. However, a delay in negative feedback mechanisms such as intraspecific competition always results in instability and thus leads to population cycles or even to population extinction; see Figs. 2, 6, 7, and 8. We show that a delay in competition has a more dominant effect on population dynamics compared to delays in positive feedback mechanisms arguably accounting for cooperative strategies which exert no consequences on the population's global stability. Albeit so, nontrivial transitional dynamics through selforganized formation of intermediate quasi-stationary states can be observed in models of this kind (Fig. 5) . Our results are summarized in Table 1 . Note that, in the corresponding real-world population dynamics, the intermediate states predicted by Eq. 10 may not always be seen as they would likely be blurred by the effects of stochasticity and the transient nature of the environment. These intermediate states may therefore become "hidden" in the sense that they may be difficult to observe yet they affect the population dynamics (e.g., by considerably increasing the time required to converge to the "true" steady state). That evokes the concept of "hidden states" that has been an issue of growing importance in ecology (Clark and Bjørnstad 2004; Buckland et al. 2007) . It is thought that the existence of self-organized, hidden or intermediate states can, in some cases, provide an explanation to the complexity of ecosystems' dynamics (Clark and Bjørnstad 2004) . The existence of such states can sometimes be linked to the population's heterogeneity, both in terms of its age and/or physiology and in its spatial structure (e.g., So et al. 2001 ). In our study, however, we have shown that intermediate states can emerge in an unstructured single-species population as a result of the interplay between the time delayed cooperation and the Allee effect, a novel mechanism that has not been observed before. We also mention that the original concept of hidden states is used in a purely statistical context (Buckland et al. 2007 ); here, we show that it can arise in a deterministic model as well.
Continuous population models are sometimes considered as limiting cases of their discrete counterparts. In time discrete population models, the Allee effect is thought to have a stabilizing effect on system dynamics (in both delay and non-delay systems). In the works by Scheuring (1999) and Fowler and Ruxton (2002) , logistic and Allee type difference models were presented and compared. Consequently, the per capita growth rates in Allee models were normalized to enable the comparison of equivalent equilibrium stability. The inclusion of positive density dependence was shown to stabilize population dynamics, in particular with increasing Allee strength. Ç elik et al. (2008) and Merdan and Gümüş (2012) confirm such findings in equivalent time delay models. In these studies, comparison was made between delayed competition models and delayed Allee effects. Analytical and numerical results suggest that even though delayed, positive density dependence remains a stabilizing mechanism. In other words, a delay in cooperation does not alter the system's stability, proving it not to be a controlling feedback as is also readily observed in the continuous case (see Fig. 4 ).
Biological interpretation of the "delayed cooperation" concept is difficult to grasp, though we suggest that cooperative behavior itself may lead to a delay in reproduction, thereby increasing the population's time to converge to it's steady state (Figs. 4 and 5) . Although cooperation in nature takes many forms, one specific form are cooperative breeding populations in which "helpers" (individuals other than parents) provide care for offspring. In addition to such alloparental care, cooperative breeding populations exhibit two further characteristics: delayed dispersal and reproductive suppression (delayed reproduction). Reproductive suppression suggests that some social or physiological factor limits the individual's ability to reproduce. Possible sources and influences can greatly vary between species, ranked individuals, and sexes. Cooperative breeding is a social phenomenon that has been observed in avian species (Koenig and Dickinson 2004) as well as across a rather diverse mammalian taxa (Kramer 2010) : predominantly in wild canids, rodents, meerkats, and some primates. Meerkats, Suricata suricatta, are highly gregarious species, obligate cooperative breeders, and live in groups of up to 50 individuals (Clutton-Brock et al. 2008) . One dominant pair monolopolises reproduction, accounting for almost 80 % of reproductive attempts (Griffin et al. 2003) , whilst helpers of both sexes assist in rearing young. The most striking form of helping is such cooperative pup care which involves guarding pups in the natal burrow and pup feeding. Like many other cooperative breeders, subordinate females commonly attempt to breed but with substantially lower reproductive success than dominant females. Behavioral tactics such as regular aggression, eviction, and infanticide are employed to achieve reproductive suppression (Clutton-Brock et al. 1998; Young et al. 2006) . Behavioral reproductive suppression is also seen in grey wolf packs (Asa and Valdespino 1998) . Young subordinates remain in their natal pack, thus mating and reproduction are typically delayed. A common feature of cooperative breeders is that the young the individuals helped to raise become the individuals "helpers", following their succession to breeding status in group (Wiley and Rabenold 1984) . Alloparental care is particularly prominent in South American marmosets and tamarins (Solomon and French 1997) . Apart from aggression as an effective mechanism limiting breeding by eviction (Snowdon and Pickhard 1999) , in the common marmoset, Callithrix jacchus jacchus, physiological suppression is present, i.e., puberty is delayed in offspring that do not disperse (Abbott et al. 1981) .
Cyclic dynamics in populations have stimulated a great deal of research and debate in ecology (Elton 1924; Hutchinson 1948; Krebs 1996; Krebs and Myers 1974) . Contrary to the ever enlarging data sets on population cycles, population ecologists continue to debate population regulation, in particular, the role of density dependence. Possibly the key issue in such disagreement is relating statistically determined patterns to ecological mechanisms responsible for population fluctuations (Williams and Liebhold 1995; Berryman and Turchin 1997) . Therefore, population regulation remains a fairly contentious field, open to further investigation of the "true" governing mecha-nisms. A common approach used to reveal dominant underlying ecological processes is time series analysis, and there seems to be consent amongst many authors as to density dependence being one of the main causal factors of population fluctuations (Bjørnstad et al. 1998; Turchin et al. 1999; Berryman and Turchin 2001) . It is well known that populations are influenced by factors that are a function of the current population density (direct density dependence) and by factors that are functions of past population densities (delayed density dependence). 1 The latter tends to destabilize population dynamics, making them more prone to cycle. There are numerous underlying causes of such second order dynamics; however, the most commonly considered factors are resource competition and cannibalism, predator-prey interactions (in particular the effect of specialist predators), parasitoids, pathogens, maternal effects, and so on. Indeed, possible causes of delayed density dependence are linked to combinations of such factors, making the task of isolating one single mechanism quite difficult (Krebs 1996) . A classic example of fluctuating populations is the grey-sided vole populations, Clethrionomys rufocanus, in Kilpisjarvi, Finland (Hansen et al. 1998 ). Attempting to reveal the causes of such dynamics, Hansen et al. (1998) obtained the results that show delayed density dependence is crucial for generating 3 − 5 year cycles within these populations. By testing the two hypotheses of community dynamics, one caused by interaction with specialist predators, and the other relating to a species-specific trophic interaction (overgrazing of Vaccinium) and having excluded interspecific competition, Hansen et al. (1998) showed that population cycles are rather caused by intrinsic factors such as overgrazing of Vaccinium or preferential predation by least weasels on grey-sided voles. A contrasting study on field-voles (Microtus agrestis) shows that predation by weasels is neither a sufficient nor necessary condition to initiate and drive population cycles in Kielder forest populations (Graham and Lambin 2002) , suggesting more inherent mechanisms such as intraspecific competition a more possible source of fluctuations. Under the assumption cyclic behavior of both grey-sided and field-vole populations is due to resource competition, we can suggest such population dynamics be described by delayed competition models such as Eq. 5. Depending on the specifics of intraspecific competition, both Eqs. 11 and 12 would be appropriate to model observed population oscillations.
Predation was also shown to be an influential force controlling population cycles in the Asian tiger mosquito, Aedes albopictus, (Walsh et al. 2012 ) and the southern pine beetle, Dendroctonus frontalis, (Turchin et al. 1999) . A common modeling approach would consist of formulating an appropriate predator-prey model (Cushing 1976; Beretta and Kuang 1998) . Nonetheless, an alternative may be found in a single species system whereby predation effects would be implicitly incorporated as additional prey mortality. Such delayed, density dependent mortality was shown to oscillate for sufficiently large time delay, so Eqs. 11 and 12 would be relevant. Also, we recall here that age-dependent predatorprey interactions may cause the emergence of Allee effects, cf. (De Roos and Persson 2002; De Roos et al. 2003) . However, one must be very careful in making a priori generalizations based on the intuition from simple models such as ours. The projection of single species dynamics to two or more species systems can also be misleading. In particular, Hastings (1984) showed that in an age-dependent predatorprey system, delays in prey recruitment are critical for the system's stability; thus, delays in higher trophic levels seem less important than indicated from single species models. Even so, delays in prey recruitment were not the sole determinant of stability, but rather the combination with the functional response. Apart from biotic factors, abiotic factors such as season length, alone, have been shown to induce delayed density dependence therefore causing population fluctuations (Smith et al. 2006) .
Since the focus of this study is on single species models, our efforts are directed at intrinsic factors influencing population dynamics. Ample evidence is available on fluctuating insect populations and suggests that cannibalism is frequently observed therein. Unlike population cycles with a period of several to many generations (small mammals and temperate forest insect pests), another type of dynamics involves fluctuations with a period approximately equal to the animal's generation or developmental time occurring usually within insect populations (seasonally synchronized life cycles). These cycles are known as generation cycles and have been mainly studied using flour beetles (Tribolium) and phycitine moths (Pyralidae). Intensive study of flour beetles has confirmed that cannibalism is able to trigger generation cycles. Namely, in Tribolium populations, egg and pupal cannibalism by adults occurs, with pupal cannibalism occurring in lower rates (Chapman (Chapman 1928; Park 1932; Desharnais 1997) . Generation cycles in Tribolium populations occur only in juvenile, not adult-life stages, that is to say that when larvae/adults are abundant they manifest egg cannibalism, so inhibiting larval-adult recruitment. Furthermore, an increase in adult abundance leads to lower fecundity due to overcrowding effects. Both these consequences in turn result in a delayed decrease in the frequency of cannibalism, causing population fluctuations. Similar dynamics are observed in the Indian meal moth, Plodia interpunctella, in which competitive and cannibalistic effects exerted by large larvae on small larvae and/or eggs are the main causes of delayed The succession of dynamical regimes from left to right corresponds to an increase in the value of time delay, τ . Note that, since all models exhibit monotonous behavior for sufficiently small, τ , this is not included into the table the sake of brevity density dependence (Bjørnstad et al. 1998; Briggs et al. 2000) . Intraspecific cannibalism seems to drive cyclic dynamics of the Indonesian lady beetle, Coccinellidae, which display clear generational cycles (Nakamura et al. 2004) . Clearly, to model cannibalistic behavior in insect populations in a comprehensive way, one should formulate a stage-structured model accounting for all developmental stages and include time delay in the appropriate mechanism (Cushing 1994 ). Yet, delayed density dependent mortality in a simpler model such as Eqs. 11 and 12 allows for inclusion of cannibalistic effects in principle, albeit indirectly, and can be used to qualitatively describe the dynamics of one (some) of those stages, i.e., larval population dynamics. Although we do not have equations for other life stages, Eqs. 11, 12, and 5 alone are capable of producing population cycles. Moreover, an increase in time delay in the above models leads to population oscillations, a key feature of most insect populations.
Delays may occur as a consequence of developmental time and/or interaction between individuals of different stages (as mentioned above). As most forest insects, many species of Lepidoptera exhibit cyclic population dynamics. One possible mechanism is through maternal effects, namely, the nutritional environment of the parental generation significantly influences the growth and reproductive potential of the next generation through environmentallybased maternal effects. Numerous studies on the gypsy moth, Lymantria dispar, have confirmed the existence of such effects, that is the nutritional experience of the parental generation affects the length of the pre-feeding period, development time, and pupal weight in the subsequent generation (Rossiter 1991) . These traits are thought to be critically important in insect population dynamics because of their influence on natality and mortality. Moreover, these effects take place with a time lag and are able to destabilize the population, leading to the occurrence of cyclic behavior (Ginzburg and Taneyhill 1994) . Ginzburg and Taneyhill (1994) developed a time discrete maternal effect system coupled with delayed logistic growth and fitted the results to data of six species of forest moths (including gypsy moths). The maternal model predicts cycle periods very close to observed values; however, an important factor that has been shown to influence gypsy moth populations has been overlooked, namely the Allee effect (Liebhold and Bascompte 2003; Tobin et al. 2009; Vercken et al. 2011) . Thus, an interesting future extension to this work would be to test multi-annual gypsy moth dynamics with a time continuous maternal model including a delayed Allee effect such as given by Eqs. 5, 11, 12, and 13. We emphasize that the interplay between time delay and the Allee effect can be subtle and rather counterintuitive. In our study, we revisit the notable destabilizing effect of time delays, as for a fixed Allee threshold an increase in time delay leads to oscillatory behavior, in most models. However, depending on the particular description of the delayed process, the shape of the bifurcation curves can change significantly (see Figs. 2, 6, and 7) . In all three corresponding models, the same underlying ecological process (i.e., competition) is subject to delay, yet the results are considerably different. In addition, the possibility of the population driven to extinction occurs only in the additive formulation of the Allee effect (Figs. 6, 7, and 8) but not in the multiplicative one (Fig. 2) . Also, the pattern of population growth can be remarkably different depending on whether the time delayed cooperation is described by multiplicative or additive formulations of the model (cf. Figs. 4 and 5). These results indicate strong dependence on the choice of functional form (parametrization), thereby evoking the controversial issue of model sensitivity (Adamson and Morozov 2013; Fussmann and Blasius 2005) .
The majority of population fluctuations are described by the generally accepted specialist predator (or parasitoid) hypothesis, with just a few exceptional cases involving other kinds of trophic interactions (Turchin 2003) . This of course does not guarantee nor imply that intrinsic controlling mechanisms are completely absent in populations. However, to date, such inherent hypotheses have not fully provided theoretically sound and empirically supported population models (due to tenuous connections to data).
We emphasize that our intention was not to develop a comprehensive framework or provide a unique solution to population cycles, but rather to demonstrate and gain informative insight into the consequences of delayed feedback mechanisms and their interaction with density dependence through the Allee effect. Time delays are integral parts of ecological systems, and as such may aid in explaining underlying mechanisms of complex population dynamics such as population fluctuations. A common standpoint is that in stable (non-oscillating) populations these time lags are insufficiently large to cause fluctuations, and therefore, are disregarded. We hereby tentatively propose that even non-fluctuating populations may be subject to delayed processes that do not alter population stability, such as positive density dependent mechanisms, i.e., cooperation.
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Appendix 1: Linear stability analysis
The general approach adopted in this and the following appendix is based on the standard linearization technique coupled with basic knowledge of ODE theory used to obtain a bifurcation value of the time delay parameter, τ . Since the method in question can be easily extended and applied to all models introduced in this paper, stability analysis will be shown for one model (5) as an illustrative example, and results for other models listed. Stability of the upper positive equilibrium is considered as it is known that the intermediate equilibrium U * = β is always unstable.
Suppose x is a small perturbation from the steady state U * = K = 1:
To determine equilibrium stability, we investigate the behavior of this small perturbation, whether it grows or decays, and for that purpose we linearize around the steady state, ignore higher order terms of Eq. 5, which gives:
Note that we treat the delayed variables, U(t − τ ) = U τ and x(t − τ ) = x τ , as separate variables throughout linearising. We look for solutions of form x = ce λt , where c is a constant and λ are the eigenvalues of the system which determine its stability. By substituting this solution form in Eq. 15, we obtain the transcendental characteristic equation:
for which analytical solutions are difficult to find. Nevertheless, from a stability viewpoint it is important to find 
whether there are any solutions with Reλ > 0 which implies instability (since the perturbation grows exponentially with time). By setting λ = iω, we assume Reλ = 0 and obtain an expression for the critical value at which the multiplicative system passes through the Hopf bifurcation, below which stability prevails and above which instability occurs. Substituting into Eq. 16 and separating real and imaginary parts of the transcendental equation, we obtain the system:
Following some elementary calculations, we are able to find the critical value of τ :
In all subsequent analysis, the characteristic of growth rate was taken as γ = 1. In the below table, we summarize the stability conditions for all other models used.
For the delayed cooperation (6), stability analysis confirmed that the equilibrium remains stable as: is not defined, there are no bifurcation values, τ c . As for the additive model incorporating time delay in direct competition (11), we were able to map all critical values, τ c :
with the exception of β = −1 as it is a singularity. Addition of another delayed term into direct competition results in (12) for which the stability condition reads:
The analytical bifurcation value, τ c , for the model with two delayed terms, (13), is the same as in the model with delayed competition, (5).
Appendix 2: Loss of monotonicity analysis
Following the linearization method previously described, we obtain expressions (and subsequently values) for the time delay parameter, τ , when the system loses monotonicity, i.e., when the solution still approaches the stable equilibrium U * = K, but in a nonmonotonous manner (referred to as damped oscillations). We introduce the conditions of monotonicity, solving for one model, and list results for all others, as above.
We consider model (5) and its corresponding characteristic equation:
In general, whether the solution is monotone or not depends on the roots of this eigenvalue equation and loss of monotonicity is associated with the total loss of all relevant real eigenvalues. Obviously, when τ = 0, the eigenvalue is negative for all biologically relevant values of β, with the exception for β = −1, in which case stability of system cannot be inferred. By increasing the time delay, the eigenvalue goes complex, at a value we will denote by τ * . At this critical value, the two curves intersect and the following condition holds: ∂F ∂λ (λ; τ ) = 0
On elimination of λ, using elementary calculus, one finds an explicit condition for τ :
and so loss of monotonicity is predicted for τ ≥ τ * . Note, this is the only case in which we may obtain an explicit expression, as with all other models implicit expressions are presented. In the below table, we summarize all critical values, τ * , for which solutions lose monotonicity for all subsequent models. In Eq. 6, the solution remains monotonous as the eigenvalues are always negative for all applicable values of the Allee threshold (λ = β − 1). 
For Eq. 11, the implicit expression for the critical time delay is:
A differing monotonicity condition is obtained for a fully delayed density dependent mortality (12):
Our two delay model yielded the same condition as in Eq. 5, as was expected and confirmed in numerical simulations.
