INTRODUCTION
Methods for measuring human body components are divided into direct chemical and physical methods using cadavers and indirect methods involving the measurement of the body density. Although the direct methods are more accurate, they have the disadvantage of ethical issues surrounding the dissection of cadavers. Furthermore, dissection and analysis involve numerous people and require considerable time and cost, placing practical limitations on direct methods. 1 Additionally, people cannot be measured when they are alive, which is the biggest problem. Hence, human body components have mostly been estimated using indirect measurement methods.
Representative measurement methods that use the volume of the human body to estimate human body components include underwater weighing and plethysmography using a BOD POD device. While accurate estimation relies on the assumption that the densities of lean and fat components are similar between subjects, there are differences in density between individuals or specific racial groups, which can make measurements cumbersome because appropriate estimation equations should be used depending on the characteristics of the subjects. 1 Both of the aforementioned methods cost a substantial amount of money for laboratory testing and require qualified personnel; thus, they are difficult to apply without sufficient financial support. There is a more affordable and easier method for estimation, in which skinfolds of specific body parts or the body circumference are measured and then the values are applied in estimation equations. However, the contact between the measuring personnel and the subject can be limited by a gender difference, and the measuring personnel must have abundant experience in measurements and be capable of accurately distinguishing body parts. Other indirect measurement methods include bioelectrical impedance analysis (BIA), which involves estimating the body fat using the principle that electric current flows through fatfree tissue. However, the devices used for this method have a range of validity, and a single device can under-or overestimate depending on the subject. only a few studies involving the development of equations for estimating the percent fat using the BMI and validity tests. [6] [7] [8] 10 Although a study was conducted with normal adults as subjects 8 , the body-fat value measured through BIA was used as a dependent variable, and the subjects were limited to residents in Seoul. Thus, the study should be complemented to ensure the validity of the dependent variable and the representativeness of the samples.
The goals of the present study were to develop equations for estimating the percent fat (validation) by using the percent fat as a dependent variable measured with a high-validity method (gold standard) for a representative adult group and to examine the validity of the equations with another representative adult group (cross-validation). The newly developed estimation equations should allow specialists and non-specialists to estimate the percent fat more accurately using variables that can be obtained without special devices.
METHODS
The 
Selection of subjects
The selected subjects were at least 20 years old and participated 
Data processing for analysis
Raw data for 2008-2011 were downloaded from the KNHANES homepage (http://knhanes.cdc.go.kr/) as a basic survey database (DB) (Year HN_ALL) containing body measurement data by year.
Data from bone-density and body-fat test DBs (Year HN_DXA) were combined, and then an integrated DB was established to perform an integrated analysis of the combined data by year. For complex sample analysis, among a total of 37,753 people, those whose body fat was measured with only DXA were selected for the group of interest (n = 18,915).
Study methods
In the KNHANES, since the second half of 2008, tests were performed in mobile examination vehicles. Body measurements such as height, weight, and percent fat were performed by professional testing teams in independent examination vehicles.
Body measurement
Regarding the tool used for body measurement, Physical Examination, i.e., the guidebook for the 5th term of the KNHANES (2010-2012) was downloaded from the KNHANES homepage and referenced. 16 The heights were measured in 0.1 cm units using a Seca225 (Seca, Germany), and the weights were measured in 0.1 kg units using a GL-6000-20 (G-tech, Korea). The body fat was measured using a Discovery-W (Hologic Discovery, USA), which is a bone-density testing device that employs DXA. The BMI was calculated by dividing the weight (kg) by the square of the height (m   2   ) .
Statistical analysis

Data analysis
The KNHANES samples were extracted by multistage stratified cluster probability sampling, which is a complex sample design method. In accordance with the analysis instructions in the Guidebook for KNHANES Raw Data Analysis (2013), the complex sample analysis method was employed. The weight, stage, and cluster (plot) were considered in order to control the bias in the statistics.
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The statistical program was SPSS (VER 21; IBM Corp., Armonk, NY, USA), and the significance level was set as P= 0.05.
Sample characteristics
To identify the sample characteristics, the mean, standard error of the mean (SEM), and rate by age group of the major variables were calculated through descriptive statistics of the complex sample analysis and frequency analysis. In the complex sample analysis, a general linear model was applied to identify the mean differences in the major variables between the validation group and the crossvalidation group.
Development of estimation equation
An equation for estimating the percent fat was developed using the general linear model of the complex sample analysis for the validation group. The percent fat measured via DXA was set as the dependent variable, and the gender, age, and BMI were regarded as basic independent variables. Referring to the various independentvariable types proposed in a preceding study 13 , estimation equations with a high explanatory power (R 2 ) and low standard error of estimation (SEE) and total error (TE) were selected.
Cross-validation
The newly developed estimation equations were applied to the 
RESULTS
Characteristics of sample groups
The mean ages of the males and females were 43. 
Development of estimation equations and crossvalidation
Various estimation models were analyzed by referring to the independent variables used for body-fat estimation in a previous study. 13 The models with a high validity are presented in Table 2 .
The validity was analyzed for each model, and independent variables were included in each model. Two models exhibited high estimation validity, with a high explanatory power and a low estimation error. The first model used the inverse of the BMI, square of the inverse BMI, gender, and age as independent variables. The other model involved groups considering both gender and age. The accuracy of the two selected estimation equations for estimating the percent fat for the cross-validation group was compared The equations for these two models were selected to estimate the percent fat for cross-validation.
The results of the variance analysis for the two estimation equations are presented in Table 3 Table 4 , the estimated mean percent An estimation equation was developed by using the entire validation and cross-validation groups (N = 18,915) as samples and considering the independent variables in the two models together, as presented in Table 6 . The R 2 of the new equation was slightly superior to those of the two estimation equations in the cross-validation. In contrast, the SEE levels were similar.
DISCUSSION
The developed equations for estimating the percent fat exhibited variance in actual percent fat could be explained by the independent variables. In addition, the error level in the estimation is important.
In this study, the SEEs were ± 3.978% (Model 1) and ± 3.951%
(Model 2) for the estimation of the percent fat. Moreover, the two developed estimation equations had greater explanatory power and smaller prediction errors than equations previously proposed by other researchers, as shown in Table 5 , confirming the validity of the two estimation equations.
However, the two estimation equations tended to underestimate the percent fat for the cross-validation group. This is attributed to the significantly lower mean percent fat for the validation group- for which the estimation equations were developed-compared with the cross-validation group. Previously, it was suggested that the estimation power is higher in groups having similar characteristics to the validation group. 13 The differences in the estimation pattern also occurred when the two estimation equations were applied to groups that had a significantly different percent fat from the validation group. These phenomena are "shrinkage" that occurred because of the difference in the percent fat between the group for which the estimation equations were developed and the other group, for which they were applied, and explain why the explanatory powers of the developed estimation equations decreased from for Model 2. 25 The shrinkage phenomenon can also be caused by racial differences between the groups, as well as differences in the percent fat. As shown in Table 5 , the estimation equations developed with non-Koreans as subjects had less explanatory power for the cross-validation group composed of Korean adults. Among the other six models, those proposed by Cho 8 and Gallagher et al. 22, 23 had the greatest explanatory power (R 2 = 0.655-0.668), which appears to be because more than 600 Koreans and Japanese were included in the validation groups in each study.
We conclude that gender had a larger effect on the estimation of the percent fat than the BMI and age, on the basis of a previous study 12 and the physiological theory that females have a higher percent fat than males. Therefore, gender must be considered in every equation for estimating the percent fat. Of the two developed estimation equations, Model 1 was formulated to input each of the dummy variables for the gender and age into the estimation equation, and Model 2 was formulated to apply the dummy variable after consideration of the two variables for the gender and age together with the category division. In conclusion, Model 2 had greater explanatory power and a lower estimation error than Model 1 and is thus likely to have higher estimation accuracy. According to the validity of the estimation equations developed from the validation group, the final model was developed using the same independent variables with all of the subjects in the validation and cross-validation groups. However, its validity was not tested through cross-validation; thus, it may be limited in application.
In this study, we developed equations for estimating the percent fat of Korean adults using the BMI as a predictor. The equations were more accurate than those developed by other researchers.
However, the BMI is an external measurement depending on only the height and weight, whereas the percent fat is internal measurement indicating a human body component. Therefore, the developed estimation equations may not be the most accurate methods for estimating the percent fat, because the predictors were selected for simple measurement according to the purpose of this study. To develop more accurate equations for estimating the percent fat, estimation equations using predictors such as the waist circumference, BIA, or skinfolds should be further studied, although these might be more difficult to measure than the BMI. In addition, cross-validation with other sample groups should be performed to improve the validity of the equations developed in this study.
The newly developed estimation equations provide easy methods for estimating the percent fat with no cost. Because of inaccuracies caused by error, they have limitations for use in diagnostic settings, such as obesity diagnosis and examination to determine presence or absence of diseases. However, they can be utilized in smartphone healthcare applications, as well as in vast scale epidemiologic studies, and are thus useful for professionals in settings where the percent fat must be estimated without devices.
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