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Abstract
This paper presents novel perturbation bounds for generalized symmetric positive
definite eigenvalue problems. The bounds provide the insights for an observed com-
putational phenomenon that is not easily explained by the existing bounds developed
previously. Using the new bounds, we provide an analysis of a subspace Newton type
procedure for computing a few extreme eigenpairs for generalized symmetric positive
definite systems. A preconditioned version of this subspace iterative method is also
studied. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
Perturbation theory for eigenvalue problems have been studied extensively
in the literature [8,16,17,23,24]. For symmetric systems, it is well known that
www.elsevier.com/locate/laa
* Corresponding author. E-mail: law@ce.stanford.edu
1 E-mail: tzhang@watson.ibm.com
2 E-mail: golub@sccm.stanford.edu
0024-3795/99/$ – see front matter Ó 1999 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 0 7 4 - 9
Linear Algebra and its Applications 294 (1999) 239–258
the sensitivity of computed eigenvector depends on the separation of the de-
sired eigenvalue from other eigenvalues. Specifically, when there are eigen-
values near the desired eigenvalue, the desired eigenvector is highly sensitive to
perturbation. This result can also be generalized to invariant subspaces. If the
eigenvalues of the invariant subspace are well separated from the rest of the
eigenvalues, then the subspace is stable under perturbation. Consequently,
perturbation bounds of an invariant subspace can be obtained by using certain
measurement of eigenvalue separation between subspaces.
In practice, it has been observed that not all eigenvectors computed by using
the Ritz subspace method are equally sensitive. The eigenvector corresponding
to an eigenvalue that is well separated from the eigenvalues not represented in
the subspace can often be more stably computed. This phenomenon cannot be
easily explained by the existing perturbation bounds since they imply a uniform
upper bound on the perturbation for the whole subspace. A related phenom-
enon is that even when an eigenvector is sensitive under perturbation, the
sensitivity is primarily related to the directions of eigenvectors with similar
eigenvalues. Although both phenomena can be justified by using the dierential
formulation of the perturbation theory (cf. [26,27]), the formulation itself does
not provide rigorous perturbation bounds.
One of our goals in this paper is to develop perturbation bounds which
can provide the insights to the above mentioned phenomena, for computing a
few extreme eigenvalues and corresponding eigenvectors of a generalized
symmetric positive definite system using the Ritz subspace method. As an
application and extension, we also develop bounds to analyze a subspace
Newton-type method. Then a more practical preconditioned iterative algo-
rithm based on the subspace Newton-type method is proposed.
The preconditioned iterative algorithm can be regarded as a preconditioning
technique for eigenvalue problems. Such methods have been extensively in-
vestigated in the past. A family of related techniques comes from the domain
decomposition methods [2,9,12–14,20]. In the literature, there are three basic
approaches:
· The first approach is based on the variational formulation of the symmetric
eigenvalue problem [13,14], which formulates the eigenvalue problem as a
Rayleigh quotient minimization problem. The alternating directional mini-
mization algorithm with respect to a subspace decomposition can be applied
to compute the smallest eigenpair. The algorithm is a non-linear generaliza-
tion of the Schwarz alternating domain decomposition method. Using sim-
ilar techniques from the theory of linear Schwarz methods (cf. [25]), an
elegant theory, showing local linear convergence of the algorithm, has been
developed in [14]. This algorithm, however, has a disadvantage of solving a
non-linear problem at each step of directional minimization.
· The second approach is Kron’s method [12,19,20] from the engineering lit-
erature. This method is essentially a Schur complement method, which
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reduces the original linear eigenvalue problem to a non-linear eigenvalue
problem on the domain-interface. This approach is closely related to the
low-rank modification problem [1,3,6]. However, there are some diculties
due to the complexity in solving the reduced non-linear eigenproblem.
· The third approach is a preconditioned power iteration algorithm, or the
gradient-type subspace iterative method [2,9,11]. If the Schur complement
type domain decomposition method (cf. [22]) is used, the iteration can be
confined to the Schur complement component on the domain-interfaces, this
method will then provide a preconditioner to Kron’s formulation. The meth-
od is also closely related to the Davidson type method [4,5,15] with a domain
decomposition preconditioner.
In principle, one can also apply a preconditioner directly to the linear sys-
tems of the Rayleigh quotient iteration. However, the theory for precondi-
tioning an ill-conditioned and possibly non-positive definite system is still not
satisfactory, therefore, a direct application of this approach is often not very
successful. However, as shown in [18], it is possible to transform an ill-con-
ditioned inverse iteration system to a well conditioned system. A precondi-
tioner can then be applied to the eigenvalue problem, this idea is employed in
this paper. In fact, the subspace method we investigate in this paper is closely
related to a (non-subspace) method described in [18]. A variant of the same
idea called Jacobi–Davidson method has also been proposed recently [21].
The paper is organized as follows: In Section 3, we derive some perturbation
bounds for eigenpair approximation by the subspace Ritz method, which forms
the theoretical basis for the subsequent section. In Section 4, we describe the
Newton’s method and prove convergence results both when the system is
solved exactly and inexactly. We then describe a practical preconditioned al-
gorithm based on the subspace Newton’s method in Section 5 and discuss the
related computational issues. Finally, we give numerical examples in Section 6
to demonstrate the algorithm.
2. Notations
Abstract operators will be used to derive the perturbation bounds since this
simplifies many of the mathematical proofs. Later when we discuss the concrete
numerical algorithm, we will change to the standard matrix notations.
We consider the symmetric generalized eigenvalue problems for linear op-
erators on a Hilbert space. Let V be a real Hilbert space with inner product
h; i and k  k be the corresponding norm. Let h; iL be a bounded symmetric
positive definite bilinear form on V and denote the corresponding norm by
k  kL. By the Riesz representation theorem, there is a bounded positive definite
self-adjoint linear operator L : V ! V such that for any u 2 V , hu; viL  hLu; vi.
We are interested in the situation that L is compact. Note that such case is an
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important problem for numerical computations. For example, when we con-
sider an elliptic dierential operator, its inverse (corresponding to L) is usually
a compact operator. The smallest eigenvalues (and the corresponding eigen-
vectors) are often desired in computation, which correspond to the largest ei-
genvalues (and corresponding eigenvectors) of L. The inverse (and later we will
discuss approximation of inverse as preconditioning) combined with Lanczos
method [7] is the most frequent used numerical method for such problems.
Therefore a theory for largest eigenpairs of a compact operator is crucial for
many practical applications. However, we shall mention that our bounds do
not require L to be compact and they can be applied to smallest eigenpairs as
well.
Now, we formulate the abstract eigenvalue problem for L on a closed sub-
space V 0 2 V as to find all pairs k; u 2 R V 0 such that
hu; viL  khu; vi; 8v 2 V 0: 1
Definition 1. 8u 2 V , u 6 0, the Rayleigh quotient of u is defined as
RQu  hu; uiLhu; ui : 2
The Rayleigh quotient of a subspace V 0  V is defined as
RQV 0  supfRQu : u 2 V 0; u 6 0g: 3
If u is an eigenvector of L, then RQu is the corresponding eigenvalue. Since
we are interested in largest few eigenvalues of L, the magnitude of RQu can
be regarded as a measurement of whether u approximately lies in the largest
invariant subspace of L. The following definition captures the orthogonality
between two subspaces.
Definition 2. Define the cos angles of two subspaces V1; V2 of V as
cosV1; V2L  sup
v12V1;v22V2
hv1; v2iL
kv1kLkv2kL
; 4
cosV1; V2  sup
v12V1;v22V2
hv1; v2i
kv1kkv2k : 5
3. Perturbation bounds
In this section, we will develop some perturbation bounds for largest
eigenpairs of L when we employ the Ritz subspace method. As we have
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indicated before, these bounds will show that the largest few eigenpairs can be
computed more accurately than the smaller eigenpairs. The fact that an
eigenvector is not equally sensitive to all directions under perturbation (which
has usually been ignored in previous studies) can be important in numerical
computations. For example, if we know the original eigenvectors, each per-
turbed eigenvector can be approximated by a vector in a small known subspace
(see Theorems 1 and 2), which can potentially simplify the computation and
error analysis.
Let V  Vl  Vh be a subspace decomposition of V . Intuitively, we can think
of L as the inverse of an elliptic dierential operator. Vl denotes the ‘‘low-fre-
quency’’ dimensions approximating an invariant subspace of L with large ei-
genvalues. Similarly Vh denotes a ‘‘high-frequency’’ subspace approximating an
invariant subspace of L with small eigenvalues. Consider the computational
procedure of approximating largest eigenpairs of L on V by eigenpairs of L
restricted on Vl using (1). In this section, we will provide bounds concerning
how well this approximation can be. We shall point out that although similar
bounds on the subspace method have been obtained previously, for example, in
[2,10], our bounds are novel in the sense that they treat each eigenpair in the
subspace dierently and they primarily rely only on a quantity a which will be
introduced shortly.
Let kl  RQVl and kh  RQVh. The following lemma is easy to check, we
thus state it without a proof.
Lemma 1. Let
aq; k  sup
RQuP q;v
jhu; viL ÿ khu; vij
kukkvk ; u 2 Vl ; v 2 Vh: 6
Then aq; k6 klkh1=2 cosVl ; VhL  k cosVl ; Vh.
The above lemma provides a simple bound for aq; k. As we shall see in the
following, the dependency of a on q is not important for the bounds. The
quantity a can be regarded as a measurement of the quality of Vl and Vh to be
the invariant subspaces since cosVl ; VhL and k cosVl ; Vh are zero when Vl and
Vh are orthogonal invariant subspaces of L and will be small when they ap-
proximate orthogonal invariant subspaces.
The following theorem is one of the main results in this section, which shows
how good an eigenvector of L on V with a large eigenvalue can be approxi-
mated by an eigenvector of L on Vl .
Theorem 1. Let k; u be an eigenpair of L such that k > kh. Let d > 0 and
V 0 2 Vl be the invariant subspace of L on Vl corresponding to eigenvalues in
k ÿ d; k  d. Let a  a0; k, assume that 2p a2 < k ÿ khd and V 0 is
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non-empty. Let u  u p  v where u 2 V 0, p belongs to the complemental in-
variant subspace of V 0 in Vl hp; uiL  hp; ui  0, and v 2 Vh. Let
a0  aRQu; k, then
kvk6 a
0d
k ÿ khdÿ

2
p
a2
kuk; 7
kpk6

2
p
aa0
k ÿ khdÿ

2
p
a2
kuk: 8
Proof. Let p  p1  p2, where p1 belongs to the invariant subspace of L on Vl
with eigenvalues P k  d and p2 belongs to the invariant subspace of L on Vl
with eigenvalues 6 k ÿ d. That is, RQp1P k  d, RQp26 k ÿ d and
hp1; p2iL  hp1; p2i  0. By the definition of u, we have
hu p  v; piiL  khu p  v; pii i  1; 2; 9
hu p  v; viL  khu p  v; vi: 10
Since hpi; u piL  hpi; piiL and hpi; u pi  hpi; pii, (9) implies
hpi  v; piiL  khpi  v; pii: 11
Therefore,
d  hpi; pii6 jRQpi ÿ kj  hpi; pii
 jhpi; viL ÿ khpi; vij
6 akpikkvk:
Note that hp; pi Pihpi; pii, by canceling out the factor kpik in the last in-
equality, we obtain,
kpk6

2
p
a
d
kvk: 12
Similarly, let u0  u p, then (10) can be written as
hu0  v; viL  khu0  v; vi: 13
k ÿ khhv; vi6 khv; vi ÿ hv; viL
 jhu0; viL ÿ khu0; vij
6 a0kuk  akpkkvk:
Therefore,
kvk6 1
k ÿ kh a
0kuk  akpk: 14
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Inequalities (12) and (14) imply that
kvk6 1
k ÿ kh a
0kuk 

2
p
a2
d
kvk
 !
: 15
Hence,
kvk6 a
0d
k ÿ khdÿ

2
p
a2
kuk 16
and
kpk6

2
p
aa0
k ÿ khdÿ

2
p
a2
kuk:  17
Note that in the above theorem, the perturbation bound for each eigen-
vector is inversely proportional to k ÿ kh assuming a is small, thus an eigen-
vector with large eigenvalue k tends to be more stable under perturbation. By
definition, a06 a. If a is small, then bound from Theorem 1 is small. However,
even when a is not very small due to possibly a ‘‘bad’’ vector v 2 Vl which is not
nearly orthogonal to Vh (note that this situation could happen during a com-
putational procedure), as long as the part of Vl with large Rayleigh quotient is
nearly orthogonal to Vh (a0 is small), the bounds provided by Theorem 1 can
still be good. When Vl is generated by an iterative algorithm, a0 can be much
smaller than a if the separation of kh and the smallest eigenvalue of L on Vl is
poor. In addition, Theorem 1 distinguishes from the previously known bounds
by the introduction of subspace V 0 to deal with clustered eigenvalues. For
example, if multiple eigenvalues exist, then the theorem shows that the per-
turbation of eigenvector will only be unstable in the invariant subspace cor-
responding to this multiple eigenvalue.
Using similar techniques, we can also derive a perturbation bound for the
eigenvalues. Theorem 1 implies that if we fix d, then the Ritz vector has an
error of order Oa as a ! 0. Note that the approximate eigenvalue is ob-
tained by Rayleigh quotient, therefore the well-known result indicates that it
gives an error of order Oa2:
Theorem 2. Under the assumptions of Theorem 1. Let d be the largest distance
between adjacent eigenvalues of L on V 0. Let k be the closest eigenvalue of L on V 0
to k, then
jk ÿ kj6 a
02d
k ÿ khdÿ

2
p
a2
 d
2
: 18
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Proof. Adopt the notation from Theorem 1, we have
hu p  v; uiL  khu p  v; ui: 19
Since hu; piL  hu; pi  0,
hu v; uiL  khu v; ui: 20
Let k0  RQu, (20) implies that
k ÿ k0hu; ui  hv; uiL ÿ khv; ui: 21
Therefore,
jk ÿ k0jhu; ui  jhv; uiL ÿ khv; uij
6 a0kukkvk:
By canceling kuk from the previous inequality, we get
jk ÿRQuj6 a0 kvkkuk
6 a0 a
0d
k ÿ khdÿ

2
p
a2
:
The last inequality follows from (7). Note that there exists an eigenvalue k of L
on V 0 such that kÿRQu6 d=2. Therefore, the last inequality leads to (18).
This completes the proof. 
Note that again, the perturbation depends approximately inversely pro-
portional to k ÿ kh when a is small. The quantity d and d can be eliminated
from Theorem 2, as indicated in the following corollary.
Corollary 1. Let a  a0; k. For an eigenpair k; u of L on V larger than kh,
let k be the eigenvalue of L on Vl that is closest to k
, then
jk ÿ kj6 

2
p  1a2
k ÿ kh : 22
Proof. Let d be the distance of k to the nearest eigenvalue of L on Vl . By
Theorem 2,
d6 a
02d
k ÿ khdÿ

2
p
a2
 0
2
: 23
This yields
k ÿ khdÿ

2
p
a26 a026 a2: 24
The last inequality implies the corollary. 
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Similarly, d can be eliminated from Theorem 1 by using Corollary 1, leading
to the following bounds.
Corollary 2. Let k; u be an eigenpair of L on V such that k > kh. Let
d  sa=k ÿ kh where s > 

2
p  1a, then V 0 in Theorem 1 is non-empty. The
decomposition u  u p  v in Theorem 1 satisfies the inequalities
kvk6 sasÿ 2p ak ÿ kh kuk; 25
kpk6

2
p
a
sÿ 2p a kuk: 26
Note that Lemma 1 indicates that a ! 0 as kh ! 0 and cosVh; Vl ! 0.
Also let kk ; uk be the kth largest eigenpair of L on V and kk; uk be the kth
largest eigenpair of L on Vl ,
kukk  kukk  1:
By the Courant–Fischer minimax principle (cf. [16, pp. 188]), kk 6 kk . If
dk  supl;l 6kjkk ÿ kl j > 0, then by (7) and (8), when a2  k1dk,
kuk ÿ ukk
kukk 6
a
k1 ÿ kh
Oa2: 27
Thus kk; uk converges to kk ; uk as a ! 0.
4. A subspace Newton-type method
Let Vh  V ?l . An eigenpair k; u of L on Vl is a good approximation of an
eigenpair of L if the residue
Resu  sup
v2Vh
hu; viL ÿ khu; vi
kukkvk 28
is small. Let k; u be the true eigenpair of L. Consider the decomposition
u  u p  v as in Theorem 1 and k  k Dk. In this case, the quantity a
defined in Theorem 1 is independent of k and equals to cosVl ; VhL. This
quantity measures how close Vl is to an invariant subspace of L. In order to
apply the Newton’s method to this problem, we shall assume that a is small.
Theorems 1 and 2 indicate that Dk and p are of second-orders in a while v is of
the first order in a. Therefore, the equality
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hu; v0iL  khu; v0i; 8v0 2 Vh 29
can be approximated by
khv; v0i ÿ hv; v0iL  hu; v0iL ÿ khu; v0i; 8v0 2 Vh 30
up to the first-order in a. Note that this is a linear system of v on Vh. When
k > RQVh, the system is positive definite, thus such v always exists. This
Newton’s updating formula is equivalent to the first-order perturbation of
eigenvectors (cf. [27]). Newton’s method yields the following algorithm for
computing a few largest eigenvalues of L.
Algorithm 1 (Subspace-Newton’s method).
Let V 0l be an initial m-dimensional subspace.
for k  0; 1; . . . ;
Solve the reduced eigenproblem hu; viL  khu; vi on Vl
for eigenpairs kki ; uki  (i  1; . . . ;m).
for i  1; . . . ;m
Solve the following system for Duki 2 V k?l :
kki hDuki ; v0i ÿ hDuki ; v0iL  huki ; v0iL ÿ kki huki ; v0i; 8v0 2 V k?l
uk1i  uki  Duki .
end
V k1l  spanuk11 ; . . . ; uk1m .
end
The following theorem shows that locally, cosV kl ; V k?l L converges qua-
dratically. Note that if V kl is close to the true invariant subspace, the coe-
cients ck introduced in the following theorem can be bounded by a constant. By
applying the perturbation bounds of Theorems 1 and 2, we can see that error
bounds on the computed eigenpair also converge quadratically.
Theorem 3. Let V kh  V k?l , where V kl is obtained from Algorithm 1
(k  0; 1; . . .). Let
kl  RQV ; kkh  RQV kh 
and
ak  cosV kl ; V kh L:
Also assume that
min
i1;...;m
kki > k
k
h
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and let
bk  mini k
k
i ÿ kkh
 ÿ1
:
If 2

m
p
akbk 6 1, then ak16 cka2k , where ck  2klmb2k .
Proof. For simplicity, we drop the superscripts (and subscripts) k for the
variables throughout the proof. Firstly, from the algorithm, we obtain,
1
b
kDuik26 kihDui;Duii ÿ hDui;DuiiL
 hui;DuiiL ÿ kihui;Duii
6 akuikkDuik: 31
Thus kDuik6 abkuik.
Now, consider a vector v0 2 V k1h such that v0  v Dv where v 2 V kh and
Dv 2 V kl . By definition, 8i we have
hui;Dvi  hDui; vi  hui  Dui; v Dvi  0: 32
Therefore
jhui;Dvij  jhDui; vij6 abkuikkvk: 33
Since Dv can be expressed as a linear combination of ui (i  1; . . . ;m), which
forms an orthogonal basis for V kl , therefore kDvk6

m
p
abkvk.
Note that from the algorithm, we obtain,
hui  Dui; viL ÿ kihui  Dui; vi  0
and
hui;DviL ÿ kihui;Dvi  0:
The bounds of Dui and kDvk then implies that
hui  Dui; v DviL
 hui  Dui; v DviL ÿ kihui  Dui; v Dvi
 hui  Dui;DviL ÿ kihui  Dui;Dvi
 hDui;DviL ÿ kihDui;Dvi
6 klkDuikkDvk
6 kl

m
p
a2b2kuikkvk: 34
Now 8u 2 V k1l , let u 
P
i xiui  Dui, then 8v0 2 V k1h
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hu; v0iL6 kl

m
p
a2b2kv0k
X
i
kxiuik
6 kl

m
p
a2b2kv0k 2 mp X
i
xiui

ÿX
i
kxiuik
 !
6 kl

m
p
a2b2kv0k 2 mp X
i
xiui

ÿ 2 mp X
i
kxiDuik
 !
6 kl

m
p
a2b2kv0k2 mp X
i
xiui  Dui

: 
Similar to the Rayleigh quotient iteration (RQI), the algorithm needs shifted
inverse of a certain operator at each step. However, unlike the RQI, the inverse
systems involved in Algorithm 1 are well conditioned, since their largest ei-
genvalues are bounded above by the largest eigenvalue of L and their smallest
eigenvalues are asymptotically bounded below by k ÿRQV ?l , where Vl de-
notes the true invariant subspace. To some extent, this algorithm can be
thought as a RQI in the subspace perpendicular to V kl at each step. We shall
mention that similar methods were discussed in [18], where a number of tech-
niques were proposed to improve the conditions of the systems for inverse it-
erations. In particular, a Newton’s method was described in the paper, which is
closely related to our method. More recently, a non-block version of the above
Newton’s method has been proposed with a Davidson style iteration in [21].
Solution v of (30) minimizes the residue of u v defined in (28) with fixed
k  RQu. If v is solved exactly and the largest eigenvalues of L are well-
separated, then each residue (28) (with k  RQu) converges to 0 at an as-
ymptotically quadratic rate. When each v is computed approximately by an
iterative method, its residue will not converge to 0 at a quadratic rate. Assume
that we solve (30) approximately at each step in the Newton iteration so that
we find a w that satisfies the inequality
hwÿ v; v0iL ÿ khwÿ v; v0i6 c Resukukkv0k
where c is a constant less than mÿ1=2=2, then the following theorem shows that
asymptotically Algorithm 1 converges linearly.
Theorem 4. Assume that in Algorithm 1, we solve (30) approximately at each
step such that
hDuki  uki ; v0iL ÿ kki hDuki  uki ; v0i6 ck Resuki kuki kkv0k
8v0 2 Vh; 35
then under the assumptions of Theorem 3 and assume that 2

m
p 1 ckakbk 6 1,
we have ak16 ckak, where ck  2kkl mb2ak1 ck2  2

m
p
ck.
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Proof. The proof is similar to that of Theorem 3. Since Dui is not solved ex-
actly, (31) should be replaced by
1
b
kDuik26 1 cakuikkDuik; 36
which implies that kDuik6 1 cakuik. Dv can now be bounded as
kDvk6 mp 1 cabkvk:
Since
hui  Dui; viL ÿ kihui  Dui; vi6 cakuikkvk;
inequality (34) becomes
hui  Dui; v DviL6 kl

m
p 1 c2a2b2  cakuikkvk: 37
Now, similar to the proof of Theorem 3, 8u 2 V k1l and v0 2 V k1h , we obtain,
hu; v0iL6 kl

m
p 1 c2a2b2  cakv0k2 mp X
i
xiui  Dui

:  38
5. Practical algorithm
In this section, we discuss the computational issues of the method described
in Section 4. For convenience, we present the discussion using matrix nota-
tions. Assume that we can find a basis in V such that
hu; vi  xTBy; 39
hu; viL  xTBAÿ1By; 40
where x and y are coordinates of u and v under this basis, A and B are self-
adjoint positive definite operators (matrices), Aÿ1B is compact. The eigenvalue
problem (1) can be written in the generalized form as
Ax  kBx: 41
Note that an eigenpair k; x of (41) corresponds to an eigenpair 1=k; u of (1),
thus the smallest eigenpairs of (41) correspond to the largest eigenpairs of (1).
If there is a symmetric matrix M such that M  Aÿ1, then the following
gradient-type iteration (cf. [9]) can be used to compute an eigenpair of system
(41)
zk  MAxk ÿ akBxk; 42
xk1  xk  skzk: 43
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Here we assume that matrix–vector multiplication with M can be performed
eciently. M is called a preconditioner to the problem. A similar (subspace)
algorithm has been studied in [2]. These algorithms locally have linear con-
vergence rates.
The Newton-type algorithm in Section 4 has quadratic convergence if each
inverse iteration is solved exactly. It is often desirable to use a fixed precon-
ditioner (M) to approximate a solution of (30). We will describe such an al-
gorithm in the following.
Asymptotically, the inverse system (30) within each Newton step is well-
conditioned, it is thus possible to use the preconditioned conjugate gradient
algorithm (PCG) (cf. [7]) as the inner iteration to compute an approximation of
v. The convergence of PCG depends on the spectrum of MAÿ kB. The outer
iteration still has quadratic convergence. However, the overall convergence
rate, taking into consideration of the inner iteration might drop to linear as
shown in Theorem 4. However, if Aÿ1B and MAÿ I are compact, then the inner
iteration of PCG gives superlinear convergence.
Algorithm 2 (Preconditioned subspace iteration).
Let X0 be an m-column full (column) rank matrix;
for k  0; . . . ; n
A0  X Tk AXk, B0  X Tk BXk;
Solve the reduced eigenproblem A0u  kB0u
for eigenpairs ki; ui i  1; . . . ;m);
Denote P  I ÿ XkB0ÿ1X Tk B;
for i  1; . . . ;m
Denote Z  P TAP  ÿ kiP TBP ;
Solve the linear system Zvi  ÿP TAÿ kiBXkui by PCG
with preconditioner P TMP ;
Let wi  Xkui  Pvi;
end
Xk1  w1=kw1k; . . . ;wm=kwmk;
end A0  X Tn1AXn1, B0  X Tn1BXn1;
Solve the reduced eigenproblem A0u  kB0u
for eigenpairs ki; ui (i  1; . . . ;m);
ki;Xn1ui (i  1; . . . ;m) are smallest m eigenpairs of (41).
Remarks for Algorithm 2:
1. Instead of working with the ‘‘compact’’ operator Aÿ1B, we have used oper-
ator Bÿ1A in this algorithm. However, it is easy to see that the bounds we
have shown in the previous sections can still be applied. In the algorithm,
we use B-norm but one can also replace it with A-norm, and define
P  I ÿ XkA0ÿ1X Tk A.
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2. P  I ÿ XkB0ÿ1X Tk B does not need to be computed explicitly. One only needs
to form Xk and Yk  BXkB0ÿ1. Then Px  xÿ XkY Tk x.
3. If B  I , then P T  P . For matrix-vector multiplications of PAP , PBP and
PMP with x in the PCG iterations, since each x  Py for some y, therefore
PAPx  PAx, PBPx  x and PMPx  PMx. Hence we can skip some P -multi-
plications in these computations.
4. Let C  Aÿ kiB, then the residue (28) of u can be expressed as
uTCBÿ1Cu1=2=uTBu1=2  kCukBÿ1=kukB
(or kCukAÿ1=kukA if we use A-norm). Inequality (35) in Theorem 4 be-
comes
kP TCPwÿ ukBÿ1 6 ckP TCukBÿ1
(or replacing B by A if A-norm is used), which can be checked in the PCG
iterations. Note that the linear convergence of the PCG iteration and The-
orem 4 imply that if m in Algorithm 2 is suciently large, then locally it con-
verges linearly.
5. The stopping criterion for the PCG iteration can be determined in the fol-
lowing way: we monitor the convergence of the residue in the PCG iteration;
terminate when the convergence slows down.
6. Numerical results
Consider the eigenvalue problem for the following system
ÿDux; y  kux; y 44
on the unit square 0; 1  0; 1 with zero boundary condition. We discretize
the system by the standard five-point dierence scheme. The eigenvalues for the
discretized system are
4
h2
sin2
iph
2
 
 sin2 jph
2
 
45
with eigenvectors
siniph sinjph; 46
for 16 i; j6 n where n is the system size and h  1=n 1 is the cell size. In
the following experiments, n is fixed to be 64, the discretized system A has
dimension 4096 4096. We shall use an overlapping domain decomposition
scheme both for preconditioner and for the initial approximation of invariant
subspace. The domains are
X1  0; 0:5 a=2  0; 1
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and
X2  0:5ÿ a=2; 1  0; 1;
where a  0:2 is the overlapping ratio. In the experiments, the residue ru of u
is defined as
ru  kAuÿ quuk2=kuk2; 47
where qu  uTAu=uTu is the Rayleigh quotient. All computations and timing
are done in Matlab on a Ultra-1 Sparc workstation.
The preconditioner is a modified additive Schwarz preconditioner [22] which
subtract the subsystem in the overlapping domain X3 from the standard ad-
ditive Schwarz preconditioner. The convergence behavior of the first four
eigenpairs will be studied. The second and the third eigenvalues are equal, thus
this provides a good case for studying our method under clustered eigenvalues.
We compare our method with the BKP algorithm [2], which is relatively
sensitive to how good the preconditioner is. With the preconditioner described
above, the BKP algorithm converges very slowly. However, the same pre-
conditioner leads to fast convergence for Newton’s method, hence the pre-
conditioner itself is good. An advantage of the BKP algorithm is that it seems
to be relatively robust to the initial eigenvectors. Our experiments indicate that
the algorithm converges to the smallest eigenpairs even with randomly gener-
ated initial vectors (this has also been observed in [2]). These experiments also
indicate that with randomly generated vectors, one or two iterations of the
BKP algorithm will yield suciently good approximating eigenvectors, the
convergence slows down only afterwards. On the other hand, for randomly
generated initial eigenvectors, the linear systems for Newton’s method are not
necessarily positive definite, thus conjugate gradient (CG) method may fail.
In Fig. 1, we plot the logarithmic residue of Newton’s method as a function
of number of CG iterations. The number of total CG iterations is 16 for all
experiments. We vary the number of inner CG iterations for each Newton step
to study its eect on the convergence rate, A1, A2 and A4 denote algorithms
using 1, 2 and 4 CG iterations/Newton step, respectively. As can be seen from
Fig. 1, when the number of CG iterations/Newton step increases from 1 to 2
and 4, there is also an acceleration of convergence, which can be explained by
the superlinear convergence of CG for the overlapping Schwarz method. The
logarithmic residue for the first 16 iterations of the BKP algorithm is plotted in
Fig. 2. Note that the first iteration gives a relatively fast convergence, the
convergence then slows down. The comparison of residues after 16 iterations
for each algorithm and their corresponding CPU time is listed in Table 1.
The figures also indicate that the smaller eigenvalues (corresponding to the
larger eigenvalues of L) can be more accurately computed, which can be ex-
plained by our perturbation bounds in Section 3.
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Fig. 1. Logarithmic residue as a function of CG iterations (eigenpair 1 ‘solid’, eigenpair
2 ‘dashed’, eigenpair 3 ‘dotted’, eigenpair 4 ‘+’).
Fig. 2. Logarithmic residue as a function of number of iterations (eigenpair 1 ‘solid’, eigenpair
2 ‘dashed’, eigenpair 3 ‘dotted’, eigenpair 4 ‘+’).
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We shall also point out that a proper scaling in the BKP algorithm can speed
up convergence. For example, a modification employing the steepest descent
method has been suggested in [11]. Since it is well-known that the first step of
the Conjugate Gradient algorithm is equivalent to the steepest descent method,
therefore the modified BKP method can be regarded as the same algorithm as
A1. We shall thus only compare our method with the algorithm of [2] exactly as
what was stated there. On the other hand, the PCG method has optimal
convergence property with more than one steps of inner iterations, thus it is a
direct extension of the modified BKP algorithm. If we use sucient inner it-
erations with the stopping criterion mentioned in Remark 5, then the outer
iteration of the algorithm gives very good approximation to the quadratic
convergence of the Newton’s method.
7. Discussion
In this paper, we derive new perturbation bounds for extreme eigenpairs of a
symmetric linear operator. A Newton type subspace iterative method has been
investigated and its convergence has been analyzed. We have also proposed a
preconditioned iterative algorithm based on the subspace Newton’s method.
The methods discussed in this paper are closely related to the first-order per-
turbation theory. Although higher-order algorithms can be derived as being
illustrated in [27], it is unclear whether or not such higher-order methods are
more ecient, especially when combined with a preconditioner. This can be an
interesting topic in the future.
Algorithm 2 is also related to the non-linear Schwarz method of Mandel and
McCormick [13,14], since as we have pointed out in Section 4, each step is a
minimization of residue (28) instead of RQ. The minimization of Rayleigh
quotient is a non-linear problem, therefore the method is more complex than
Algorithm 2. The technique used in [14] for proving convergence is essentially
adapted from the linear Schwarz theory with local linearization of the method,
it is thus desirable to work directly with this local linearization, which can lead
to our formulation.
Table 1
Residue and timing after 16 iterations
Eigenvalue Residues
A1 A2 A4 BKP
1 9:2 10ÿ8 5:4 10ÿ10 3:8 10ÿ12 6.23
2 7:9 10ÿ6 3:8 10ÿ7 1:6 10ÿ8 3.68
3 7:0 10ÿ6 1:8 10ÿ7 1:6 10ÿ8 4.52
4 6:9 10ÿ5 7:7 10ÿ7 9:2 10ÿ9 3.03
CPU-time (s) 19.4 17.5 16.8 14.8
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