Abstract. This paper studies the Jordan canonical form (JCF) of the tensor product of two unipotent Jordan blocks over a field of prime characteristic p. The JCF is characterized by a partition λ = λ(r, s, p) depending on the dimensions r, s of the Jordan blocks, and on p. Equivalently, we study a permutation π = π(r, s, p) of {1, 2, . . . , r} introduced by Norman. We show that π(r, s, p) is an involution involving reversals, or is the identity permutation. We prove that the group G(r, p) generated by π(r, s, p) for all s, "factors" as a wreath product corresponding to the factorisation r = ab as a product of its p ′ -part a and p-part b: precisely G(r, p) = S a ≀ D b where S a is a symmetric group of degree a, and D b is a dihedral group of degree b. We also give simple necessary and sufficient conditions for π(r, s, p) to be trivial.
Introduction
A good knowledge of the decompositions of tensor products of 'Jordan blocks' is key to understanding the actions of p-groups of matrices in characteristic p. Not surprisingly, the decompositions have applications to algebraic groups [8, 9] . We explore certain permutations introduced by C. W. Norman [10] in 1995, and groups they generate, to gain new insights into these decompositions.
Let F be a field and let r, s be positive integers with r s. The nilpotent Jordan block N r of degree r is the r×r matrix with 1 in entry (i, i+1), for 1 i < r, and zeros elsewhere. Clearly N r ⊗ N s is nilpotent of order at most r as (N r ⊗ N s ) r = (N r ) r ⊗ (N s ) r = 0. It is not hard to prove that N r ⊗ N s has order precisely r and is conjugate via a permutation Date: November 6, 2018.
1 matrix to (s − r + 1)N r ⊕ i 1 2N µ i , for certain non-negative integers µ i . Furthermore, the partition (µ 1 , µ 2 , . . . ) of 1 2 (rs − (s − r + 1)r) = 1 2 r(r − 1) is independent of the field F . It follows that the Jordan canonical form JCF(N r ⊗ N s ) of N r ⊗ N s equals (s − r + 1)N r ⊕ i 1 2N µ i . We consider unipotent Jordan block matrices J ℓ := I ℓ + N ℓ , where I ℓ is the ℓ×ℓ identity matrix. By contrast, we have JCF(J r ⊗J s ) = i 1 J λ i for some partition λ = (λ 1 , λ 2 , . . . ) of rs and here both the conjugating matrix in GL rs (F ), and the partition λ, depend on F . The study of the properties of λ includes [2, 4, 5, 7, 10, 11, 13] and dates back to Aitken [1] in 1934. The parts of λ are dimensions of indecomposable modules in what is now called the Green ring [6] .
The above partition λ of rs depends only on r, s, and p := char(F ). The case p = 0 is completely understood, see [13, Corollary 1] . We assume p > 0, and we write λ as λ(r, s, p). There exist complicated algorithms [7, 11] for computing the parts of λ(r, s, p), and the dependence on the prime p is particularly difficult. In Section 3, we consider some underlying combinatorics which is independent of p. Roughly we show that various partitions correspond bijectively to subsets of {1, . . . , r − 1}, and the proper subsets correspond bijectively to certain involutions (constructed from reversals) of the symmetric group S r of degree r.
In Section 2 we define 'Norman permutations' π corresponding to partitions λ in a certain subset of 2 r−1 partitions of rs. These permutations generalise, and were motivated by, permutations defined by Norman [10, Equation (13), p. 353] for partitions corresponding to ⊗-products J r ⊗J s over various fields of prime order p. We note that there are far fewer than 2 r−1 permutations of the form π(r, s, p) arising from ⊗-products [5, Table 4 ]. Building on [2] , we give simplified necessary and sufficient conditions, depending on (r, s, p), for π(r, s, p) to be trivial (Theorem 2.3). Section 4 gives 'formulas' (Theorem 4.1(d)) for the parts of λ(r, s, p). This allows us to prove (Theorem 4.1) that the permutations π(r, s, p) correspond, as above, to subsets of {1, . . . , r − 1}. Section 6 gives a proof of Theorem 2.3. Finally, in Section 7 we show that the subgroups G(r, p) = π(r, s, p) | r s of S r are imprimitive. Indeed we prove in Theorem 2.5 that G(r, p) = S a ≀ D b is a wreath product of a the symmetric group of degree a, and the dihedral group of degree b. We discovered the essential idea for the proof by using a Magma computer programs available at [3] . This computational insight allowed us to replace a number of difficult partial results with a relatively short proof of Theorem 2.5.
The main results
Fix integers r, s where 1 r s. In general, given α, β ∈ F , the Jordan form of (αI r + N r ) ⊗ (βI s + N s ) is i 1 αβI λ i + N λ i where λ = (λ 1 , λ 2 , . . . ) is a partition of rs. When αβ = 0, λ is easily determined, see [7, Proposition 2.1.2] , and if αβ = 0, then λ is independent of the choice of α, β ∈ F × . We henceforth take α = β = 1. In this case, λ has precisely r nonzero parts which we write in order λ 1 · · · λ r > 0. Clearly r i=1 λ i = rs. If char(F ) = 0 or char(F ) r + s − 1 then, by [13, Corollary 1] , the parts of λ satisfy (1) λ n = r + s + 1 − 2n for n ∈ [r] := {1, 2, . . . , r}.
Henceforth assume that p := char(F ) > 0. In this case, there exist algorithms [11, Theorem 2], but no 'closed' formula, for the nth part λ n . Although the dependence on the prime p is complicated, there exist duality and periodicity properties [5, Theorem 4] for λ(r, s, p) related to the smallest p-power satisfying r p m . In Section 4, we show that
depends on 'left' and 'right' functions L and R (which depend on p). Here [r] = {1, . . . , r}, for a positive integer r. This 'formula' is based on the algorithm [7, Theorem 2.2.9], and it is used to show
To suppress the dependency on the characteristic p, we study partitions λ of rs with r nonzero parts λ 1 · · · λ r > 0 satisfying (3) and (4) . It may be that such a partition λ does not equal λ(r, s, p) for any prime p. We show that these partitions correspond bijectively to subsets of [r − 1], and that properties (3) and (4) guarantee that we can define a bijection of [r].
Definition 2.1. Given a partition λ of rs with r nonzero parts λ 1 · · · λ r > 0 satisfying (3) and (4), define a permutation π λ : [r] → [r] by (5) n π λ = (r + 1 − n) + s − λ n for n ∈ {1, . . . , r}.
We call π λ a Norman permutation of [r] . When λ = λ(r, s, p), that is to say, when JCF(J r ⊗ J s ) = i 1 J λ i , we write π λ = π(r, s, p).
We prove in Theorem 4.1 that π 2 λ = 1, and when π λ = 1 we call π λ a Norman involution. The map π(r, s, p) was introduced by Norman [10, p. 353] , and was shown in [10, Lemma 3] to be a permutation of [r] . In particular, it follows from Definition 2.1 that π(r, s, p) is the identity if and only if the corresponding Jordan partition λ(r, s, p) = (λ 1 , . . . , λ r ) satisfies (1) . This condition has been studied in several papers, and in [5] the partition λ(r, s, p) was called standard if (1) holds. We use this terminology here. In 1964, Srinivasan [13] proved that λ(r, s, p) is standard if p r + s − 1, and we extended her result in [5, Theorem 2] . Recently, Barry [2] obtained a complete set of necessary and sufficient conditions on r, s, p for λ(r, s, p) to be standard, and hence for π(r, s, p) to be trivial. We found Barry's conditions difficult to verify in some contexts, and sought a simpler statement of them. We establish in Theorem 2.3 an equivalent criterion for 'standard-ness', that is, for (1) to hold. It involves only certain congruences on r, s and p, and we find it easier to apply. We use the following convention: for any integer n and positive integer ℓ, denote by n mod ℓ the unique integer in the interval [0, ℓ − 1] which is congruent to n modulo ℓ. Table 2 .1 apply, where For a set Ω, denote by Sym(Ω) the symmetric group on Ω and Alt(Ω) the alternating group on Ω. The groups Sym([n]) and Alt([n]) are also written simply as S n and A n , and these permutation groups are said to have degree n. Definition 2.4. Given an integer r 2 and a prime p, let G(r, p) be the subgroup G(r, p) := π(r, s, p) | s r of the symmetric group S r of degree r.
In Section 7, we determine precisely the structure of this group. We denote by Fix a positive integer r. In this section, we define bijections between three sets T , E and Π. The first set T is the set of subsets of [r − 1] = {1, . . . , r − 1}, so that |T | = 2 r−1 .
The second set E comprises all r-tuples ε = (ε 1 , ε 2 , . . . , ε r ) ∈ Z r with ε 1 ε 2 · · · ε r satisfying ε i − ε j = j − i for 1 i < j r, and (6) 1 − n ε n r − n for 1 n r.
We define Φ ET : E → T as follows. For ε ∈ E (so (6) and (7) 
Clearly Φ ET is well defined. For example, the constant r-tuple ε = (0, . . . , 0) lies in E and T ε = ∅. We show in Theorem 3.3 that Φ ET is a bijection. The third set Π is a subset of S r . Before defining it, we first define 'reversal permutations' of [r].
Definition 3.1. For 1 i j r, the reversal permutation Rev(i, j) of S r is the identity if i = j, and otherwise Rev(i, j) sends the sequence (i, i+1, . . . , j) to (j, j−1, . . . , i) and fixes [r] \ {i, i + 1, . . . , j} pointwise.
Note that n
Rev(i,j) equals j + i − n for i n j, and equals n otherwise. Thus Rev(i, j) has disjoint cycle decomposition
is an involution if i < j, and is the identity if i = j. If j − i = 2k is even, then the final term (i + k, j − k) in the product is a 1-cycle which we omit, e.g., Rev(1, 5) = (1, 5)(2, 4).
Given a subset T = {t 1 , . . . , t |T | } of [r − 1], we assume t 1 < · · · < t |T | , and we define t 0 := 0, t |T |+1 := r, and write
For example, π [r−1] = 1 and π ∅ = Rev(1, r). We define the third set as Π := {π T | T ∈ T }, and we define the function
By definition Φ T Π is surjective. Further, distinct subsets T and T ′ of [r − 1] clearly correspond to distinct permutations π T and π T ′ . Thus Φ T Π is also injective, and hence bijective. The set E of r-tuples is somewhat mysterious. For ε = (ε 1 , . . . , ε r ) ∈ E, we define
, and condition (6) means that π ε is injective, and hence bijective. Thus π ε ∈ S r . We show in Lemma 3.2 that π ε ∈ Π, and hence that
Anticipating our proofs that the maps we have defined are bijections, and writing, for example, Φ ΠE = Φ 
By definition, the permutation π T = T Φ T Π reverses the elements in each interval ∆ i .
Lemma 3.2. For ε ∈ E, the function π ε defined by (11) lies in Π.
Proof. Let ε ∈ E, and let π ε ∈ S r as defined in (11), and T = T ε as defined in (8) . If T = {t 1 , . . . , t |T | }, then the function n → ε n is constant on the sets ∆ i given by (13) . Moreover, different ε-values are taken on different ∆ i .
For subsets ∆ and ∆
. For 0 i |T |, the function n → ε n is constant for n ∈ ∆ i , and hence we deduce from (11) that
is a set of consecutive integers. Moreover, since ε t i+1 +1 ε t i+1 − 1, we obtain
As ∆ πε i and ∆ πε i+1 are disjoint sets of consecutive integers, we deduce that ∆
This together with (11) implies that π ε | ∆ i equals Rev(t i + 1, t i+1 ). Hence π ε equals T Φ T Π by (9) , and therefore π ε ∈ Π as desired. (10) and (12) , are all bijections and
EΠ . Furthermore, using equations (9) and (11), we have Proof. By the discussion after (10), Φ T Π is a bijection. Also, the map Φ EΠ : E → Π with π ε = ε Φ EΠ as in (11) is clearly injective. To show that Φ EΠ is surjective, take an arbitrary π ∈ Π and define an r-tuple ε π = (ε 1 , . . . , ε r ) by
We claim that ε π ∈ E. Since Φ T Π is a bijection, we have π = T Φ T Π for some T ∈ T .
Define the corresponding partition
by (13), and recall (as noted after (13)
If n, n + 1 ∈ ∆ i , then (n + 1) π = n π − 1 and it follows from (14) that ε n = ε n+1 . If n, n + 1 are not in the same part, then for some i, n = t i ∈ ∆ i−1 and n + 1 = t i + 1 ∈ ∆ i . As we noted above we then have t π i = t i−1 + 1 and (t i + 1) π = t i+1 and so, by (14),
Since π is injective, (6) holds, and (7) holds. Thus ε ∈ E as claimed. Moreover it follows from (11) and (14) that ε (14) is well-defined, and it equals Φ 
, and in particular Φ ET is a bijection. This completes the proof.
, with t 1 < · · · < t |T | . Set t 0 := 0 and t |T |+1 := r. It was shown in the proof of Theorem 3.
Thus the ε-values are constant on ∆ i and on ∆ i+1 , and the value on ∆ i+1 is at least 2 less than the value on ∆ i .
Norman permutations
We use the results of the previous section to give formulas for π(r, s, p) and to show that π(r, s, p) 2 = 1.
For n ∈ [r], define the integer D n (r, s) to be the determinant of the n × n matrix with (i, j)-entry s+r−2n s−n+i−j , where 0 i, j n − 1. It was shown in [12] that
Set D 0 (r, s) = 1, and note that D r (r, s) = 1. For n = 0, 1, . . . , r, define
, let L(n) be the smallest positive integer such that δ n−L(n) = 1 and R(n) be the least nonnegative integer such that δ n+R(n) = 1. Note that L(n) and R(n) are well defined since δ 0 = 1 and δ r = 1, and in particular L(1) = 1. Moreover, 1 L(n) n and 0 R(n) r − n hold, for n ∈ [r]. Table 4 .1 illustrates how these functions determine the values of δ k as k varies. 
This r-tuple is the deviation vector for λ defined and studied in [5, Definition 1(c)]. Let
is the characteristic function for T ∪ {0, r}.
Theorem 4.1. Given integers r and s with 1 r s and a prime number p, let λ = λ(r, s, p) = (λ 1 , . . . , λ r ), ε be as in (16), and T be as in (17). Then
Proof. Let T = {t 1 , . . . , t |T | } with 0 = t 0 < t 1 < · · · < t |T | < t |T |+1 = r. Write f = T Φ T Π and e = f Φ ΠE = (e 1 , e 2 , . . . , e r ), so that e = T Φ T E , by Theorem 3.3. We shall
prove that e = ε. By (10),
. If δ n = 1, then by (17), n = t i+1 for some i with 0 i |T |, and so by (18) and the definition of L,
If δ n = 0, then n = t i+1 for all i with 0 i |T |, and so by (18),
Therefore, by (14) and (19), e n+1 = r + 1 − (n + 1) − (n + 1) f = r − n − (n + 1) f , and
According to [7 
Suppose that δ n = 0. Then ε n = λ n+1 − s = ε n+1 and e n = e n+1 ; if δ n+1 = 1 then, as we just showed, ε n+1 = e n+1 and so ε n = e n , while if δ n+1 = 0, then ε n = ε n+1 = ε n+2 and e n = e n+1 = e n+2 ; recursively we conclude (recalling that δ r = 1) that also ε n = e n if δ n+1 = 0. Thus ε = e, and part (a) is proved.
By (18), in order to prove part (b) it remains for us to show that f is equal to π λ = π(r, s, p). Let n ∈ [r]. By Definition 2.1, n π λ = r + 1 − n + s − λ n , which by (16) is equal to r + 1 − n − ε n , and this in turn, by (11) , is equal to n πε . Thus π λ = π ε , and hence by (12) , π λ = ε Φ EΠ . Applying part (a) and then Theorem 3.3, we obtain
proving part (c).
Finally, by Definition 2.1 and part (c) we have
This proves part (d).
Corollary
Proof. Theorem 4.1 shows that π(r, s, p) is a product of reversals related to the subset T = {i ∈ [r − 1] | δ i = 1}, and in particular, π(r, s, p) 2 = 1.
Translating from Jordan partitions λ to Norman permutations π
The partition λ(r, s, p) and the permutation π(r, s, p) determine each other by (5) . In this section we list some results for π(r, s, p) which all have a simpler form than the corresponding results for λ(r, s, p). 
For m < n, we view S m as a subgroup of S n fixing the set {m + 1, . . . , n} elementwise. This convention is employed in the following lemma to obtain a reduction formula for π(r, s, p). We also use the deviation vector ε(r, s, p) of a Jordan partition λ(r, s, p) defined in (16).
Proposition 5.2. Let p be a prime, and let r, s 0 , s 1 be integers satisfying 1 s 0 < p and 1 s 1 < r < p m .
Proof. (a) The Jordan partition λ(r, s, p) = (λ 1 , . . . , λ r ) gives rise to an equation in the Green ring [6] , namely V r ⊗ V s = V λ 1 ⊕ · · · ⊕ V λr where V k denotes an indecomposable J k -module of dimension k over the field of order p. Although the precise details are not significant here, we note that translating between a partition and a module decomposition is straightforward. The notation rV s means r i=1 V s , and it corresponds to the partition (s, . . . , s) of rs with r parts. Renaud [11, Theorem 2] gave a very complicated recurrence algorithm for decomposing V r ⊗ V s . We refer to this algorithm with the notation used in [4, Proposition 6] (5),
Recall 
and let ℓ be a positive integer. Then
Proof. Let λ(r, s, p) = (λ 1 , . . . , λ r ) and λ(p ℓ r, p ℓ s, p) = (λ
we have n π(r,s,p) = t i−1 + t i + 1 − n for each n such that t i−1 + 1 n t i . This implies that λ n = r + s − t i−1 − t i for each such n by Definition 2.1, and this holds for each i.
Then from [5, Theorem 5], for each i k, we deduce that λ
Thus, again by Definition 2.1, we obtain
as asserted.
Remark 5.4. Proposition 5.3 is effective in computing Jordan permutations, but it must be used with care. In particular, if, for some i, we have n i = t and n i−1 = t − 1, then by Theorem 4.1, the expression for π(r, s, p) involves the fixed point Rev(t, t), and as we remarked earlier, fixed points are usually omitted when writing a permutation in its disjoint cycle representation. This fixed point of π(r, s, p) corresponds in π(p ℓ r, p ℓ s, p)
to the factor Rev(p
The 'top group' in our wreath product theorem (Theorem 2.5) is related to the fact that n π(r,s,p) has a particularly simple form modulo r p .
Lemma 5.5. If p e | r, then for each n ∈ [r], n π(r,s,p) ≡ s + 1 − n (mod p e ).
Proof. Let λ 1 · · · λ r > 0 be the parts of λ(r, s, p). 
Explicit values of Norman permutations for small parameters.
We next describe π(r, s, p) for certain small values of r and certain congruence classes of s. First we record some results from [5] for r 3.
Lemma 5.6. Let r ∈ {1, 2, 3}, s r, and let p be a prime. Then π(1, s, p) = (),
and the values of π(3, s, p) are as in Table 5 .1, where e = 1 for odd p, and e = 2 for p = 2. 
Proof. The values for π(r, s, p), where r 2, and where (r, s mod p e ) = (3, 0), (3, 1), all follow from [5, Table 1 ], Definition 2.1, and (16). The values for (r, s mod p e ) equal to (3, −1) then follow from Proposition 5.1(c). For r = 3, and s mod p e lying between 2 and p − 2, the corresponding Jordan partition λ(3, s, p) is standard, by [5, Theorem 2] for odd p, and by [5, Table 1 ] for p = 2. Hence in these cases ε(3, s, p) = (2, 0, −2) and π(3, s, p) = ().
Our next result determines π(r, s, p) for all r, for certain congruences of s modulo a p-power p m r. It is a consequence of Propositions 3, 13 and 14 of [5] , and Definition 2.1. Proof. It follows from Lemma 5.1 (b) that we may assume that m = ⌈log p r⌉. In Case 0, it follows from [5, Proposition 3] that ε(r, s, p) is the zero vector and hence that π(r, s, p) = Rev(1, r). Case 1 follows from Proposition 5.2(a) as π(1, r, p) ∈ S 1 is Table 5 .2 we can determine π(r, s, p) precisely using the values for π(3, r, p) from Table 5 .1, but we refrained from expanding this line of the Table 5 .2 into four lines. 
Proof. 
As a mod p = 0, it follows that a ′ = p.
Here we use Renaud's algorithm [4, Proposition 6] with b + 1 = r 0 p e + r 1 and a Case (ii) a ′ = p − 1. Here we have the same choices for (r 0 , r 1 , s 0 , s 1 ), but in this case
Case (iii) a ′ = p + 1. In this case a ′ b = (p + 1)p e < p e+2 and we compute V b+1 ⊗ V a ′ b using Renaud's algorithm applied to the decompositions b + 1 = 0 · p e+1 + (b + 1) and and (c,
This completes the proof that 
Moreover, in the Green ring,
Proof
establishing the first equality. Here
by Lemma 5.9(b). Renaud's algorithm now gives the decomposition (20) for V r ⊗ V s , completing the proof.
Trivial Norman permutations: proof of Theorem 2.3
Here we prove Theorem 2.3 by establishing the following more general technical result. 
The proof of Proposition 6.1 needs the following two lemmas. Recall that, for an integer y and prime power q, y mod q denotes the integer in [0, q − 1] such that y ≡ y mod q (mod q).
Lemma 6.2. Let p be an odd prime, and let r, s be integers such that r 2 and s 2. Let t be the unique integer in the interval [r, p + r − 1] such that t mod p = s mod p , and let
Then (r, t) ∈ S if and only if (s − r + 1) mod p + 2r p + 2.
Proof. Since t ≡ s (mod p) and r t p + r − 1, it follows that s − r + 1 ≡ t − r + 1 (mod p) and 1 t − r + 1 p. Thus either (i) s ≡ r − 1 (mod p) and (s − r + 1) mod p = t − r + 1, or (ii) s ≡ r − 1 (mod p), t = p + r − 1, and (s − r + 1) mod p = 0.
Suppose first that (r, t) ∈ S. It follows from the definition of S that 2r p + 1. In case (i), we have (s − r + 1) mod p + 2r = t + r + 1 and this is at most p + 2 since, in case (i), (r, t) ∈ S implies that t p + 1 − r. In case (ii), (s − r + 1) mod p + 2r = 2r < p + 2.
Suppose conversely that (s − r + 1) mod p + 2r p + 2. In case (i), the integer t is equal to (s − r + 1) mod p + r − 1 which by assumption is at most p + 1 − r, and hence 2 r t p + 1 − r. Thus (r, t) ∈ S. In case (ii), 2r = (s − r + 1) mod p + 2r p + 2, and as p is odd, this gives 2r p + 1, so 2 r . Since in this case t = p + r − 1 we have (r, t) ∈ S. Thus the lemma is proved. In conjunction with (21) this shows that (r, t) ∈ T 3 . This completes the proof.
We note the following arithmetic fact (whose proof is straightforward and is omitted).
Lemma 6.4. Let r, s be integers and p an odd prime such that 2 r s and r (p + 1)/2. Then the following are equivalent.
Now we prove Proposition 6.1 (and hence Theorem 2.3), using Barry's results and the lemmas above. 
The groups G(r, p)
In this section we prove Theorem 2.5 which determines the structure of the subgroups G(r, p) = π(r, s, p) | r s of S r . Computation played a key role in establishing this theorem. The Magma code available at [3] was useful for both conjecturing the truth of Theorem 2.5, and for discovering the key identity of Lemma 7.5 from which we constructed our proof. First we show that G(r, p) has a generating set of size less than rp. has at most 2r distinct elements for each prime p, and lim r→∞ |Σ|/(2r) = 1.
By convention G(1, p) = D 1 = S 1 , so we assume from now on that r 2. We show that G(r, p) preserves a system of imprimitivity on Ω := [r], namely 
