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Abstract 
 
Self-assembly and the induced orientation of microscopic biological systems 
is of great scientific interest, because it holds the promise of many pharma-
ceutical applications.  This dissertation presents experimental studies done on 
proteins, short DNA fragments, and cholesterol structures self-assembled in 
an aqueous environment.  The goal is to probe the thermo-physical properties 
of these systems, their phases and phase transitions, in order to better under-
stand the principles behind their unique assemblies and function.  It is accept-
ed that in all these systems the solvent water plays an important role on the 
assembly folding, orientation, and activity of biopolymers.  However, the 
abundance of water in typical samples presents many experimental challeng-
es.  It is indeed the case that changes in the properties of hydration in watery 
environments are responsible for the dynamics of protein and DNA biomole-
cules.  We have explored in more detail the thermodynamics, the structural 
properties, and the dynamics near structural transitions of biomolecules in 
their native aqueous environment. 
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  Calorimetry (AC and MDSC) studies as well as low-frequency   
(0.001 to 100 kHz) dielectric measurements have been performed on hen egg 
white lysozyme and short DNA hairpins dissolved in an aqueous buffer solu-
tion as a function of temperature, protein concentration and frequency.  From 
the heat capacity profile of protein + buffer samples, the protein denaturing is 
found to be followed by gelation.  Liquid crystal-like phase behavior of short 
DNA hairpins in solution was also observed.  All calorimetry results are sup-
ported by dielectric spectroscopy results for both systems at room tempera-
ture, revealing low-frequency dynamic modes associated with large-scale 
self-assembled order. 
            Optical and calorimetric techniques are employed to study tempera-
ture and concentration dependence of three self-assembled microstructure 
types formed in Chemically Defined Lipid Concentrate (CDLC), considered 
a model system for cholesterol crystallization in gallbladder bile.  Calorimet-
ric studies (differential scanning and modulation) reveal thermal signatures 
that correspond to the optically observed structural evolution, which occurs 
throughout a large region of metastable chemical coexistence.  These results 
suggest that a pseudo-phase diagram for the microstructures formed in CDLC 
may be developed to explain the observed behavior of the system. 
ii 
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 CHAPTER 1 
__________________________________________ 
 
INTRODUCTION 
 
 
1.1   Thermodynamics 
 
Thermodynamics help us to understand how the heat is transformed into me-
chanical work.  The experimental work done in this dissertation involves 
thermal parameters such as the free energy, latent heat, enthalpy, heat capac-
ity, etc. The basics of thermodynamics can be summarized by two ideas:  
 
1. Energy is conserved                                                           (First law) 
2. Entropy increases                                                           (Second law) 
 
The energy and entropy are two abstract concepts that are not easily defined. 
Thermodynamics describes the properties of macroscopic systems without 
taking on consideration the atomic constitution of the matter.  The first step 
in applying thermodynamics is to select the system of interest.  The system is 
a separated part of the universe from the surroundings defined by a fixed 
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 boundary.  The boundary may be real or imaginary and may or may not be 
fixed in shape or size.  The surroundings are the rest of the universe that can 
in any significant way affect or be affected by the system.  An open system 
can exchange matter with its surroundings, but a closed system cannot. 
To describe a process in terms of thermodynamics, the system must 
be in thermodynamic equilibrium.  It is in equilibrium if its properties can be 
consistently described by the laws of thermodynamics.  A system is not in 
equilibrium if its measurable macroscopic properties (such as temperature, 
pressure and density) change with time.  The state of the system can be de-
scribed in terms of thermodynamic coordinates such as, pressure P, volume V 
and temperature T. 
A system is called thermally isolated if it is enclosed by insulating 
walls.  There is no energy (E) transferred to or from the system by tempera-
ture differences.  The work done on such a system equals the change in E 
from state 1 to state 2 given as: 
 
𝑊𝑊 =  𝐸𝐸2 − 𝐸𝐸1 = ∆𝐸𝐸.  (adiabatic process).  (1.1) 
 
The energy E characterizes the state of a microscopic system and it is inde-
pendent of the path reaching that state.  If the system is allowed to interact 
with surroundings, we can find that ΔE ≠ W.  The energy of the system is a 
state function [1]. 
If there are a fixed number of particles N, the change of the energy for 
the closed system is: 
          
∆𝐸𝐸 = 𝑊𝑊 + 𝑄𝑄   (The first law of thermodynamics), (1.2)  
2 
 
 The quantity Q  is the change in the system’s energy due to heating (Q > 0) or 
cooling (Q < 0), W is the external work done on the system and may be re-
placed by PV.  The first law is a statement of the conservation of energy.  
The internal energy of the system can be identified with the sum of 
the kinetic and the potential energies of the particles.  Another important 
property of the system that should be considered, called the entropy, S, is an-
other state function and it cannot be measured directly.  This new state func-
tion is used to determine the reversibility of processes.   
The second law of thermodynamics can be written as:  
 
𝑑𝑑𝑑𝑑 ≤
 𝑑𝑑𝑑𝑑
𝑇𝑇
 , where   �𝑑𝑑𝑑𝑑 > 0 irreversible𝑑𝑑𝑑𝑑 = 0 reversible (never negative) �    
or  𝑑𝑑𝑄𝑄 = 𝑇𝑇𝑑𝑑𝑑𝑑  (only for adiabatic processes) .  (1.3)                                                  
 
If we use Equation (1.3) for an infinitesimal quasistatic change in the energy 
along with an infinitesimal change in volume, then Equation (1.2) becomes 
      
𝑑𝑑𝐸𝐸 = 𝑇𝑇𝑑𝑑𝑑𝑑 − 𝑃𝑃𝑑𝑑𝑃𝑃.      (1.4)                                                
 
Another equation of interest in thermodynamics is the Legendre transfor-
mation of E by P, V variables giving: 
 
𝐻𝐻 = 𝐸𝐸 + 𝑃𝑃𝑃𝑃,      (1.5)                                                                                                
 
where the enthalpy H is another state function.  It defines the amount of work 
3 
 
 that a system can do in an adiabatic, isobaric process.  
Derivatives of one thermodynamic parameter with respect to another 
under specific conditions on the remaining variables are called thermody-
namic response functions.  If due to an energy transfer Q, the body tempera-
ture changes from T1 to T2 then the ratio Q/(T2 – T1) is called the average heat 
capacity and depends on the imposed constraints.  The heat capacity is a 
thermodynamic response function and at constant volume is given by:  
 
𝐶𝐶𝑉𝑉 = �𝜕𝜕𝜕𝜕𝜕𝜕𝑇𝑇�𝑉𝑉  .         (1.6)                                                          
 
Using Equation (1.5) we can define the heat capacity at constant pressure by:  
 
𝐶𝐶𝑃𝑃 = �𝜕𝜕𝜕𝜕𝜕𝜕𝑇𝑇�𝑃𝑃 .       (1.7)                                                                            
 
There are still two more thermodynamic state functions to be introduced, the 
Helmholtz F and Gibbs free energy G, defined as a Legendre Transform of 
the internal energy and entropy given by: 
 
𝐹𝐹 = 𝐸𝐸 − 𝑇𝑇𝑑𝑑       (1.8) 
and 
𝐺𝐺 = 𝐸𝐸 − 𝑇𝑇𝑑𝑑 + 𝑃𝑃𝑃𝑃.       (1.9)                    
 
In a reversible process, a small change in the Helmholtz free energy allows 
Equation (1.8) to be written as: 
4 
 
              
𝑑𝑑𝐹𝐹 = 𝑑𝑑𝐸𝐸 − 𝑑𝑑(𝑇𝑇𝑑𝑑) = −𝑑𝑑𝑑𝑑𝑇𝑇 − 𝑑𝑑𝑊𝑊 .    (1.10)                                          
 
At constant temperature  
 
𝑑𝑑𝐹𝐹 = −𝑑𝑑𝑊𝑊 .        (1.11)                                                                 
 
Based on Equation (1.11), we can use the Helmholtz free energy to measure 
the amount of work a system can do in an isothermal reversible process. 
The Gibbs potential measures the amount of work a system can do at 
constant pressure and temperature [2].  After all the heat capacity at constant 
pressure is given as well by: 
 
𝐶𝐶𝑃𝑃 = 𝑇𝑇 �𝜕𝜕𝜕𝜕𝜕𝜕𝑇𝑇�𝑃𝑃 = −𝑇𝑇 �𝜕𝜕2𝐺𝐺𝜕𝜕𝑇𝑇2�𝑃𝑃 .      (1.12)                                            
 
In an adiabatic process, the energy can change due to a change in volume or 
temperature and referring to Equation (1.2) we can write:     
 
𝑑𝑑𝐸𝐸 = 𝑑𝑑𝑊𝑊 = −𝑃𝑃𝑑𝑑𝑃𝑃,      (1.13) 
𝑑𝑑𝐸𝐸 = �𝜕𝜕𝜕𝜕
𝜕𝜕𝑇𝑇
�
𝑉𝑉
𝑑𝑑𝑇𝑇 + �𝜕𝜕𝜕𝜕
𝜕𝜕𝑇𝑇
�
𝑃𝑃
𝑑𝑑𝑃𝑃 .     (1.14)      
 
Helmholtz free energy is the thermodynamic potential found in a system of 
constant parameters (temperature and volume), so it is found easer (by exper-
5 
 
 imentalists) to “play” with Gibb’s potential, since most of the experiments 
involve temperature changes.   
 
1.2 Bio-Thermodynamics and Transitions of Biological 
Molecules 
 
Today equilibrium thermodynamics is well established.  The direction of 
chemical or physical changes can be quantified by a change in entropy S of 
the system and surroundings.  The role of calorimetry is to give a numerical           
value for each thermodynamic variable with an appropriate unit through 
measurement [3].  Most of the calorimetric data are based on the  measure-
ments of heat Q and temperature T.  This needs high accuracy measurement 
and precision for a well-characterized sample.  Equation (1.15) holds for any 
first order phase transition that is caused by crossing off the Gibbs energies G 
of two phases at a particular temperature Tc with different slopes (𝜕𝜕𝐺𝐺 𝜕𝜕𝑇𝑇⁄ )𝑃𝑃, 
 
 (𝛥𝛥𝑃𝑃 𝛥𝛥𝑇𝑇)⁄ = (𝛥𝛥𝑑𝑑 𝛥𝛥𝑃𝑃)⁄ .        (1.15) 
 
The work presented here is related to physical changes such as, struc-
tural transitions, monomer arrangements, interactions, and molecular orienta-
tions of biological systems.  All of these processes are  exothermic or endo-
thermic. Using calorimetric methods, the heat capacity will be measured and 
the physical system will not be destroyed or affected.  As we probe the heat 
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 capacity profiles, the transition peaks will show features similar to first order 
phase transition. 
The most common characteristic of all the systems studied here, is 
that, they are all stable (native structure not affected) in aqueous solutions at 
room temperature.  Proteins, sugars, DNA (double stranded or hairpins), li-
pids, nucleic acids, cholesterol structures are important components of bio-
logical systems.  It has been demonstrated [4, 12] that in order for the above 
components to function properly, they should maintain their native structure 
(proteins, DNA) or the ordered molecular arrangement (nucleic acids, lipids). 
Measuring the heat capacity will gain insight to the energetics of molecular 
structure for all the systems studied. 
 
 
1.3   Using Dielectric Spectroscopy on Biopolymers 
 
Dielectric spectroscopy can provide information about the mobility of a poly-
mer by probing its dielectric properties.  If an external field is applied across 
the plate capacitor, the alternating electric field interacts with the electric di- 
pole moments of the polymer.  Equation (1.16) is the relation between the 
polymer polarization P and the applied electric field E, where χe is the elec-
tric susceptibility of the material. 
 
𝑃𝑃�⃗ =  𝜒𝜒𝑒𝑒𝐸𝐸�⃗            (1.16) 
 
There are four different dielectric mechanisms involved: space charge polari-
zation, orientation or dipolar, atomic and electronic polarization (Figure 1.1).       
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 Each of these mechanisms is related to its characteristic relaxation frequency 
as we increase the applied frequency, the slower mechanisms drop off [5]. 
The induced moments for electronic and atomic polarization are dependent 
on the polarizability of the atoms or molecules.  The external electric field   
 
 
                                                                             
                
Figure 1.1.   Mechanisms of electric polarization [23]. 
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will rotate these random oriented dipoles and a net polarization will be pre-
sent.  This polarization of the medium will produce an electric field that will 
oppose the external one (Figure 1.2) and it can be written as, 
 
𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝐸𝐸 − 𝐸𝐸𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑎𝑎 .            (1.17) 
 
The ionic conductivity in a medium contributes on ionic polarization of it.  At 
low frequencies, ionic conduction is the most prevalent mechanism and in-
troduces only losses to the system.  
 
 
        
Figure 1.2.   The effect of polarization in the dielectric media [22]. 
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The electronic transition or molecular vibrations have frequencies above 1012 
Hz.  If the changing electric field is in the frequency range of 102 – 1010 Hz 
then the movement of dipoles or electric charges will result on dielectric re-
laxation spectra of the polymer (Figure 1.3).  
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Figure 1.3.  Frequency dependence of 𝜀𝜀′(𝜔𝜔) and 𝜀𝜀′′(𝜔𝜔) for a relaxation pro-
cess [24]. 
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It is shown [6] that under an alternating electric field, the real and the imagi-
nary components of the dielectric constant are given respectively as, 
                               
𝜀𝜀′ =  𝜀𝜀∞ + � ∆𝜀𝜀1+(𝜔𝜔𝜔𝜔)2�        (1.18) 
and  
𝜀𝜀′′ =  � ∆𝜀𝜀
1+(𝜔𝜔𝜔𝜔)2� (𝜔𝜔𝜔𝜔),       (1.19)                                                                                          
 
where  ∆𝜀𝜀 = 𝜀𝜀0 − 𝜀𝜀∞  is called the dielectric relaxation strength for a single  
relaxation process, τ is called the relaxation time, ω is the sweeping fre-
quency,  𝜀𝜀∞ is the dielectric constant at infinite frequency, 𝜀𝜀0 the static die-
lectric constant. 
Since the dielectric constant of a dielectric material is a complex 
number, it can be expressed as, 
 
𝜀𝜀∗(𝜔𝜔) =  𝜀𝜀′ − 𝑖𝑖𝜀𝜀′′.      (1.20)                                                      
 
The real part of the dielectric constant 𝜀𝜀′(𝜔𝜔) is associated with the storage of 
the electric field energy while the imaginary part 𝜀𝜀′′(𝜔𝜔) corresponds to the 
loss of energy through a relaxation process.  
The dielectric constant, also can be given by the equation  
  
     𝜀𝜀∗(𝜔𝜔) − 𝜀𝜀∞ = 𝜀𝜀0−𝜀𝜀∞1+(𝑒𝑒𝜔𝜔𝑒𝑒)1−𝛼𝛼        (1.21)                             
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 Where the exponent parameter 𝛼𝛼, which takes a value between 0 and 1, al-
lows to describe different spectral shapes.  Equation (1.21) is known as Cole–
Cole equation that is often used as a model to describe dielectric relaxation in 
polymers [5, 6]. 
                                            
 
1.4   The Effect of Solvent Water on Bio-assemblies 
 
Water participates in the majority of the biological processes such as the me-
tabolism of nutrients catalyzed by enzymes, which need to be suspended in 
an appropriate solvent to adopt their active 3D structure and be effective. 
Through water, our cells can communicate and bring the oxygen and nutri-
ents to our tissues and as well allow the elimination of cellular metabolic res-
idues.  Water is very important since mobility, structure, stability and func-
tion of biomolecules (proteins, nucleic acids) and biological assemblies 
(membranes) are dependent on the aqueous environment.  Water’s polarity, 
high dielectric constant and small molecular size makes it an excellent sol-
vent for polar and ionic compounds. 
The hydrophobic effect  is important in biological systems because it 
is involved in folding/unfolding of proteins and other macromolecules.  Many 
of the physical properties of water (high melting point, high viscosity and 
surface tension) are due to hydrogen bonds between adjacent water mole-
cules.  One water molecule can participate in four hydrogen bonds which re-
sults in a network formation.   
12 
 
 Furthermore of great importance is the understanding of how the wa-
ter dynamics affect the bimolecular surfaces.  The orientation of the confined 
water molecules depends on the chemical nature of the surface.  Figure 1.4 
illustrates how water molecules (gray hydrogen and red oxygen atoms) sur-
round the protein β-sheets (green) and the residues (yellow). 
The changes in the properties of hydrated environment are responsible 
for some of the changes in the dynamics of the protein and DNA biomol-
ecules and other structures found in this environment [8].  Dry proteins show 
no biological function.  The protein function starts when the hydration level 
is around 0.2 g water per protein volume.  As the hydration is increased, the 
dynamics and the function are increased. 
There will be different hydration layers depending on the interactions 
with surrounding molecules and the distance to the biomolecule [9, 10, 11, 
12].  The motion of the water molecules on the hydration shell makes possi-
ble the proton diffusion between the hydration layer and the protein motion 
itself.  Translational motion of the surrounding water molecules is necessary   
for the protein function, which is dependent on the protein structural changes.         
Protein functions often involve conformational changes, which in 
some way are promoted by the solvent. That is why is so important to know 
the properties of the solvent.  In order to avoid the so-called water anomalies 
[7, 8] most of the systems shown in this work, have been studied from 300 to 
360 K. 
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Figure 1.4.  The hydration shell of myoglobin (Mb).  Diagram of myoglobin 
(blue surface) with water molecules (CPK model).  The water molecules here 
form a shell ≈5 Å thick around the protein [25].  
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 1.5   Overview of Proteins 
 
1.5.1   The structural basis of protein function 
Since the dynamics and the kinetics of a protein is related to its structure, we 
first provide an introduction of the main structural elements of the protein. 
Each protein consists of a polypeptide chain that is made up of amino 
acids linked together by peptide bonds.  The polypeptide chain backbone, is 
composed of repeating units that are identical, except for the terminal part. 
Proteins vary widely from 1000 to 10000 or so atoms.  Approximately half of 
the atoms are hydrogen, but the proteins are described based on the position 
of the other atoms, C, N, O and S. Also the proteins are distinguished based 
on the sequence of amino acids in the polypeptide chain (Figure 1.5).  There 
are found 20 amino acids and they differ in their side chains. The sequence of 
the amino acids determines the primary structure of the protein (Figure 1.6). 
This native conformation, under certain physiological conditions, stays sta-
bled.  It is possible to denature (unfold) many proteins in solutions by lower-
ing the pH or increasing the temperature.  Some of the proteins can recover 
the native structure by returning the solution to normal values of temperature 
or pH [13].  
The folding of the polypeptide chain has certain regularities that cre-
ate the secondary structure.  The most important structural elements of it, are 
α-helix and β-pleated sheets.  Some proteins do not have the secondary struc-
ture but they still have some regularity on their amino acid packing.  The 
backbone of these regularly repeated structures is made of hydrogen bonds. 
These bonds stabilize peptide amide and carbonyl groups.  
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                                Figure 1.5  Amino acid Structure [26]. 
 
 
 
  
 
                           Figure1.6.  Primary Structure (Peptide Chain) [19]. 
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Figure 1.7:  The repeated dihedral {ϕ, ψ} angels and the peptide planes [27]. 
 
 
If the backbone of the polypeptide chain forms a linear group (the dihedral 
{ϕ, ψ} angels are repeated), then this group is a helix (Figure 1.7).  Each he-
lix has a polarity, because the peptide unit is  polar.  A pair of dihedral angles 
describes each regular helix. 
Some polypeptide chains can associate by hydrogen bonding to form 
sheet-like structures.  Pauling and Corey postulated the (planar) parallel, anti- 
parallel β-pleated sheets and suitable hydrogen-bonded structures for poly- 
peptide chains.  However most observed sheets are nonplanar with a left 
handed or right-twist [14]. 
At a higher level of complexity are found aggregates of so-called su-
per secondary structures.  These aggregates are favored during the folding 
17 
 
 process and/or are found in the folded protein for energetic reasons.  The 
most common super secondary structures are: the coiled-coil α-helix (occurs  
 
 
  
Figure 1.8.  Protein Secondary structure: α-helix and the hydrogen bonds 
(black dotted lines) [19]. 
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 in fibrous proteins), βξβ-unit (two parallel strands of a β-sheet with a con-
nection ξ in between) observed in globular proteins.  In addition, interesting 
combinations of βαβ unit have been found in a number of proteins  
(Figure 1. 8 and 1. 9).   
The overall arrangements of the amino acid residues in proteins are referred, 
as the tertiary structure.  Oligomeric proteins are composed of several uncon-
nected polypeptide chains (subunits) that usually, but not always, fold up in-
dependently and assemble to complete the protein. 
                       
 
 
Figure 1.9  Protein Secondary structure: β-sheet and the hydrogen bonds 
(red dotted lines) [19]. 
This arrangement of the subunits is referred as the quaternary structure.  A 
well-studied oligomeric protein is hemoglobin (𝛼𝛼2𝛽𝛽2) were α, β refer to dif-
ferent types of subunits. 
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  In general, proteins are tightly packed systems.  Nonpolar side chains 
of the amino acids tend to be in the interior of the protein forming a stabiliz-
ing core.  Polar residues as well as the carbonyl and amide groups of the pol-
ypeptide chain, tend to be more uniformly distributed.  There are located all 
hydrogen-bond donors and acceptors so they form bonds either with other 
parts of the protein or with the surrounding solvent [13]. 
 
1.5.2 Forces determining the protein structure 
In the previous paragraph, we discussed the most common structure combina-
tions found in proteins. It is very important as well, to understand the nature 
of the forces that hold these structures together in a folded state.  The for-
mation of stable tertiary folds relies on interactions that differ in their relative 
strengths in proteins. 
I.  Noncovalent forces 
Noncovalent forces are very important for biological organisms.  They drive 
the folding of polypeptide chains, nucleic acids, formation of membranes, 
etc. They are difficult to measure and calculate. Van der Waals potentials 
comprise Dispersion Forces, Electron Shell Repulsion and electrostatic inter-
actions.  
Dispersion Forces and Electron Shell Repulsion 
Each atom can be approximated to an oscillating dipole generated by elec-
trons moving in relation to the nucleus.  Each dipole will polarize its neigh-
bor atom creating coupled oscillators.  The dispersion forces are attractive 
and relative to the orientation of the molecular groups.  They are very small 
and neglected.  These attractive forces are counter-balanced by repulsion of 
the electronic shells between non-bounded atoms. 
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 Electrostatic Interaction 
The atoms that carry partial charges stay covalently bonded to each other cre-
ating an asymmetric bond electron distribution.  Most of the atoms in a mole-
cule carry partial charges.  Still the molecule itself is neutral since does not 
have a net charge.  Electrostatic forces (Coulomb’s law) govern the dipole 
interactions within the molecule.  The interaction energy depends on the die-
lectric constant ε of the surrounding medium.  It is difficult to calculate the 
exact value of ε for microscopic dimensions.  In proteins, electrostatic inter-
actions are of a local nature [15].  If the dipoles themself can be aligned, the- 
re can be weak long-range interactions.  In β-sheets adjacent dipoles are anti-
parallel so that their fields cancel each other.  The dipole lines, formed in α-
helices, cancel each other except for the charges at both ends.  However, this 
energy contribution is very small compare to the binding energy between α-
helices.  
 Van der Waals Interactions 
Van der Waals forces between atoms are very important in protein folding.  
These can be attractive or repulsive and are the interactions that occur be-
tween non-bonded atoms due to fluctuating charge densities within atoms.  
The energy of interaction varies as the inverse sixth power of the interatomic 
separation distance (r) and is dependent of the polarizability of the molecules 
and the temperature.  When atoms approach very closely, the repulsion arises 
and becomes the dominant interaction by r–12 distance dependency.  The Van 
der Waals potential Evdw is the sum of all interactions  
over all atoms and is described mathematically by the difference between the 
attractive and repulsive terms where, ∈ is the depth of the potential well and   
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 𝐸𝐸𝑒𝑒𝑑𝑑𝑣𝑣 = ∑  ∈  [(𝑅𝑅𝑚𝑚 /𝑟𝑟)−12 − 2(𝑅𝑅𝑚𝑚 /𝑟𝑟)6] ,    (1.21) 
 
𝑅𝑅𝑚𝑚 is the minimum energy interaction distance.  The most common illustra-
tion of the Van der Waals interactions is described by the plots of the poten-
tial energy as a function of interatomic separation distance. (Figure 1.10).  
The Van der Waals forces are extremely week, but their large number ar-
ranged close together in protein make these interactions significant to the 
maintenance of tertiary structure. 
 Hydrogen Bonds 
The resulting interaction energy is intermediate between the energies of Van 
der Waals contacts and covalent bonds.  These are linear bonds.  The cova-
lently bound neighbors (H-donor and the covalent neighbor of H-acceptor) 
carry opposite charges.  The positively charged H-atom is located between 
two negatively charged atoms.  The lowest potential energy is when the three 
charges are aligned [16].  Energies of hydrogen bonds are found to be about 3 
kcal/mole between amide and carbonyl groups, which occur frequently be-
tween main chain atoms in polypeptides. 
II. Covalent bonds 
 Disulfide Bridges 
Covalent links between cysteine side chains in the primary sequence are 
called disulfide bridges (Figure 1.6) and cannot be formed between consecu-
tive cysteine residues.  The reduction of the disulfide bonds caused mainly by 
high temperatures or acidic pH will decrease the protein stability [14, 16].   
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Figure 1.10.   The van der Waals potential energy function. Both, value of 
energy at the minimum E* and the optimal separation of atoms r* (which is 
roughly equal to the sum of Van der Waals radii of the atoms) depend on 
chemical type of these atoms. [20]. 
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 1.6   DNA Structure and Conformation 
 
DNA is a molecule, made of repeated units, nucleotides.  A nucleotide con-
sists of three components: a sugar, phosphate and one of four heterocyclic 
bases.  There are two purine bases, adenine and guanine, and two pyrimidine, 
thymine and cytosine.  The structures of these components are shown in Fig-
ure 1.11 and 1.12.  This polynucleotide chain constitutes the primary struc-
ture of DNA. The specific pairing of the bases by hydrogen bonding creates 
the double-stranded DNA.  The strands are antiparallel (two strands run in 
opposite direction).  The strands are coiled around each other in a right-
handed fashion.  The interior is hydrophobic and the sugar-phosphate back-
bone on the outside is hydrophilic.  The width of the double helix is approxi-
mately 2 nm and the bases are perpendicular to the helix axis.  The distance 
between each repeated turn is 3.4 nm [16].  This is known as Watson-Crick 
Model and there are 10 base pairs (bp) for every turn of the helix.  There are 
other models, but in real DNA the conformation of the molecule is deter-
mined by the hydrophobicity of the bases, the bond angels in the sugar-
phosphate, the base-pairing between the two strands and the solution condi-
tions.  The DNA double helix is relatively stable structure, although condi-
tions such as high temperature or 
extremes of pH cause disruption of the helix into its single-strand compo-
nents.  The hydrogen bond donor and acceptor groups of the DNA bases be-
come exposed [17].  This chemical process is known as denaturation or melt-
ing of DNA.  It involves breaking of two hydrogen bonds in adenine-thymine 
base pair and breaking of three hydrogen bonds in every guanine-cytosine 
base pair.  The disruption and formation of base pairs in aqueous environ-
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 ment is essential for biological functions of nucleic acids in processes such as 
transcription and duplication of genes.  Further on this work, it is shown that 
the thermodynamics of DNA short fragments is dependent on various factors 
such as sample concentration, temperature scan rate, etc.  Experimental work 
has revealed great structural diversity in DNA, in terms of different double-
helical forms and other conformational states.  
 
 
 
 
 
              Figure 1.11.   A nucleotide, the repeat unit of DNA [21]. 
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Figure 1.12.  Base-pairing in DNA. Purine bases pair with pyrimidine bases, 
pink dotted lines indicate hydrogen bonds [21]. 
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           One of the interesting forms is the hairpin DNA.  Hairpins provide a 
model system for studying DNA unzipping and are important for their role in 
gene transcription and regulation.  These structures consist of single strands 
that loop back on themselves to form a duplex.  This structural element is 
present in DNA and RNA molecules in vivo as well as in vitro.  The aim of 
our research is to understand some of the factors that affect the stability and 
the self-assembling of short DNA hairpins in aqueous environment.  One of 
the ways is to study the kinetics and the energetics of unfolding.  Another in-
teresting part is also to understand the dynamics involved on molecular orien-
tation of macromolecules. 
              An interesting way is, to look at them as, highly cooperative “is-
lands” swimming on the environment.  By applying low frequency electric 
field and probing the dielectric constant, we can understand the orientation of 
this “islands”. 
    
 
1.7   Cholesterol Structures in CDLC (Chemically De-
fined Lipid Concentrate) 
 
Originally micro-scale filaments, helical ribbons, and tubules discovered in 
gallbladder bile (a quaternary solution of cholesterol, surfactants, and lipids) 
from the saturating of cholesterol and later found in many other solutions 
comprised of cholesterol analogs (sterols), surfactants, and phospholipids. 
The self-assembly of helical ribbons in this complex fluid have a wide geo-
metric variety but nearly all have either 11o or 54o pitch angles.  This unique 
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 feature has yet to be understood. More of the physical characteristics are giv-
en elsewhere [18]. 
A model complex fluid that has provided a useful physical system for the 
study of such microstructures (Figure 1.13) is a Chemically Defined Lipid 
Concentrate (CDLC).  CDLC is a quaternary sterol system consisting of a 
cholesterol, bilayer-forming amphiphiles, micelle-forming amphiphiles, and 
water.  This system exhibits a wide-range of micro-structure formation from 
filaments to helical ribbons to tubules to crystals.  Understanding the physics 
of these self-assemblies, their evolution and properties, may lead to engineer-
ing these micro-structures for a range of useful technical applications, i.e. mi-
cro-scale force transducers. 
    
                           
 
  
Figure 1.13.  Typical helical structures in CDLC system.  (a) Low pitch heli-
cal ribbon with a pitch angle ψ = 11 ± 2°.  (b) High pitch helical ribbons 
with a pitch angle ψ = 54 ± 2°.  (c) Intermediate pitch helical ribbons with a 
pitch angle ψ = 40.8 ± 3.8° [18]. 
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CHAPTER 2 
______________________________________________________ 
 
 
EXPERIMENTAL METHODS 
 
 
2.1   Review of AC – Calorimetry 
 
2.1.1   Introduction  
AC-calorimetry is a well-established and very reliable technique.  It has been 
used in many existing studies on several different systems, such as liquid 
crystal [1], low temperature properties of superfluid helium films adsorbed in 
porous glass [2], superconducting films [3], etc.  AC-calorimetry has the fol-
lowing distinct features: 
1.  Heat capacity measurements are made in quasi-equilibrium condition.  
This is very important since most of thermodynamic theories of phase transi-
tion are based on equilibrium considerations. 
2.  Perfect thermal isolation of the sample from the surrounding is not re-
quired. 
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 3.  Only a small amount of sample is needed for high-resolution measure-
ment. It is helpful for ensuring the thermal equilibrium as well as when large 
amount of a batch of a sample is not available. 
4.  Extremely high relative caloric sensitivity.  Results better than 0.001% at 
low temperatures are typical. 
5.  It can measure thermal conductivity and dynamic heat capacity Cp(ω). 
6.  Very high temperature resolution (in the μK range) and very wide temper-
ature range, from 50 mK to above 3000 K. 
Although the relative accuracy is very high, the absolute accuracy of the 
measured heat capacity is about 1 – 10%, due to the sensitivity to the internal 
and external thermal relaxation times. 
 
2.1.2   Theory of operation 
Heating a sample by periodically modulated sinusoidal power and monitoring 
the resulting temperature oscillation is the basic principle of the AC-calorim-
etry technique.  The basic equation of AC-calorimetry can be roughly calcu-
lated using the definition of heat capacity as, 
                         
𝐶𝐶𝑝𝑝 = � 𝑑𝑑𝑑𝑑𝑑𝑑𝑇𝑇 � =  � 𝑑𝑑𝑑𝑑/𝑑𝑑𝑒𝑒 𝑑𝑑𝑇𝑇/𝑑𝑑𝑒𝑒  � ≅ 𝑃𝑃0𝜔𝜔𝑇𝑇𝑎𝑎𝑎𝑎  ,     (2.1) 
 
where, 𝑃𝑃0 is the amplitude of the power oscillation, ω the power frequency, 
and Tac the amplitude of the temperature oscillation.  The heating power is 
applied through the heater and the oscillating temperature is obtained by the 
thermistor (heater and thermistor) is attached on the surfaces of the cell.  Sul-
livan and Siedel [4] were the first introducing and analyzing a thermal model 
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 shown in Figure 2.1, which is called One-lump thermal model.  The model 
considers a heater (H) of heat capacity CH and of temperature TH, a sample 
(s) with heat capacity Cs and of temperature Ts, and a thermometer (θ) of heat 
capacity Cθ and of temperature Tθ interconnected by thermal conductances 
𝐾𝐾H and 𝐾𝐾θ.  The cell+sample+heater+thermistor system in connected to a 
thermal bath (b) of heat capacity  𝐶𝐶𝑏𝑏 and temperature 𝑇𝑇𝑏𝑏 via a thermal link of 
conductance  𝐾𝐾𝑏𝑏.  The model assumes the zero thermal resistance between the 
sample and the cell. The heat-balance equations for the system are:  𝑇𝑇 = 𝜕𝜕𝑇𝑇/𝜕𝜕𝜕𝜕 ,  [11] 
 
𝐶𝐶ℎ𝑇𝑇𝜕𝜕
′ =   𝑃𝑃0𝑒𝑒𝑒𝑒𝜔𝜔𝑒𝑒 − 𝐾𝐾𝜕𝜕(𝑇𝑇𝜕𝜕 − 𝑇𝑇𝑠𝑠),         (2.2a) 
𝐶𝐶𝑠𝑠𝑇𝑇 𝑠𝑠′ =  𝐾𝐾𝜕𝜕(𝑇𝑇𝜕𝜕 − 𝑇𝑇𝑠𝑠) − 𝐾𝐾𝑏𝑏(𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑏𝑏) − 𝐾𝐾θ(𝑇𝑇𝑠𝑠 − 𝑇𝑇θ), (2.2b)                                                      
𝐶𝐶θ𝑇𝑇 θ′ =  𝐾𝐾θ(𝑇𝑇𝑠𝑠 − 𝑇𝑇θ) .            (2.2c) 
 
The steady-state solution for these equations will be: 
  
𝑇𝑇θ =  𝑇𝑇𝑏𝑏 + 𝑇𝑇𝑑𝑑𝑒𝑒 + 𝑇𝑇𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒(𝜔𝜔𝑒𝑒+Φ) ,          (2.3) 
 
where, 𝑇𝑇𝑑𝑑𝑒𝑒 =  𝑃𝑃0/𝐾𝐾𝑏𝑏  is the rms temperature raise, Φ is the absolute phase 
difference between the applied power and temperature oscillations, and ω is 
the modulation frequency.  
           If we make the assumptions:  
(i)  The heat capacities of the heater and of the thermometer are much smaller 
than that of the sample  
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 (ii)  The sample, the heater, and the thermometer come into equilibrium in a 
time (𝜔𝜔𝑒𝑒 – internal time constant or relaxation time) much shorter than the 
modulation period i.e.  𝜔𝜔 ≪ 1/𝜔𝜔𝑒𝑒  
(iii) The modulation period is much shorter than the sample-to-bath relaxa-
tion time (𝜔𝜔𝑒𝑒 – external time constant) i.e,  𝜔𝜔 ≫ 1/𝜔𝜔𝑒𝑒  
then the amplitude of the temperature oscillation can be written as: 
 
𝑇𝑇𝑝𝑝𝑒𝑒 =  𝑃𝑃0𝜔𝜔𝜔𝜔 �1 + 1𝜔𝜔2𝜔𝜔𝑒𝑒2 + 𝜔𝜔2𝜔𝜔𝑒𝑒𝑒𝑒2 + 2𝐾𝐾𝑏𝑏3𝐾𝐾𝑠𝑠�−12      (2.4) 
 
The phase difference between the temperature and power oscillations is given 
as: 
 
Φ = −𝜋𝜋
2
+ 𝑎𝑎𝑟𝑟𝑎𝑎𝜕𝜕𝑎𝑎𝑎𝑎 � 1
𝜔𝜔𝜔𝜔𝑒𝑒
−  𝜔𝜔𝜔𝜔𝑒𝑒�     (2.5) 
 
The thermal time constants (relaxation times) for each of the system elements 
are  : 
 
𝜔𝜔𝜕𝜕 = 𝜔𝜔𝐻𝐻𝐾𝐾𝐻𝐻;     𝜔𝜔𝑠𝑠 = 𝜔𝜔𝑠𝑠𝐾𝐾𝑠𝑠;     𝜔𝜔𝜃𝜃 = 𝜔𝜔𝜃𝜃𝐾𝐾𝜃𝜃;    𝜔𝜔𝑒𝑒 = 𝜔𝜔𝐾𝐾𝑏𝑏;    𝜔𝜔𝑒𝑒𝑒𝑒2 =  𝜔𝜔𝜕𝜕2 + 𝜔𝜔𝑠𝑠2 + 𝜔𝜔𝜃𝜃2         
(2.6) 
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 Figure 2.1   Schematic diagram of the one lump thermal model  
                   (AC- Calorimetry). 
 
 
Based on the condition:     
1
𝜔𝜔𝑒𝑒
≪ 𝜔𝜔 ≪
1
𝜔𝜔𝑖𝑖
 ,           (2.7) 
the total heat capacity C will be:   𝐶𝐶 =  𝑃𝑃0
𝜔𝜔𝑇𝑇𝑝𝑝𝑒𝑒
≅  𝐶𝐶∗.            (2.8) 
For further calculations we will introduce a relative phase shift  𝜑𝜑, where, 
𝜑𝜑 =  Φ + 𝜋𝜋
2
  . 
            The fact that the heat capacity is frequency dependent, gives us the 
option to treat that as a complex number by having a combination of the re-
al, 𝐶𝐶′(𝜔𝜔), and imaginary, 𝐶𝐶′′(𝜔𝜔), parts : 
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   𝐶𝐶(𝜔𝜔) = 𝐶𝐶′(𝜔𝜔) + 𝑖𝑖𝐶𝐶"(𝜔𝜔).                           (2.9)                         
Solving equation (2.4) and taking on consideration that  𝜕𝜕𝑎𝑎𝑎𝑎𝜑𝜑 =  1
𝜔𝜔𝜔𝜔𝑒𝑒
− 𝜔𝜔𝜔𝜔𝑒𝑒, 
we get: 
 
𝐶𝐶′(𝜔𝜔) = 𝑃𝑃0
𝜔𝜔𝑇𝑇𝑎𝑎𝑎𝑎
 𝑎𝑎𝑐𝑐𝑐𝑐𝜑𝜑 ∗ 𝑓𝑓(𝜔𝜔),          (2.10a) 
 
𝐶𝐶"(𝜔𝜔) = 𝑃𝑃0
𝜔𝜔𝑇𝑇𝑎𝑎𝑎𝑎
 𝑐𝑐𝑖𝑖𝑎𝑎𝜑𝜑 ∗ 𝑔𝑔(𝜔𝜔) − 𝐾𝐾𝑏𝑏
𝜔𝜔
,         (2.10b) 
with 
𝑓𝑓(𝜔𝜔) = �1 + cos2𝜑𝜑 �2𝐾𝐾𝑏𝑏
3𝐾𝐾𝑠𝑠
+ 2𝜔𝜔𝑖𝑖
𝜔𝜔𝑒𝑒
− 2𝜔𝜔𝑠𝑠𝜔𝜔𝑒𝑒𝜔𝜔2� �−12,     (2.11a) 
 
𝑔𝑔(𝜔𝜔) =  𝑓𝑓(𝜔𝜔) �1 + 𝜔𝜔𝜔𝜔𝑖𝑖
𝑒𝑒𝑝𝑝𝑎𝑎𝑡𝑡
�,          (2.11b) 
 
where, 𝜔𝜔𝑒𝑒 is the internal thermal relaxation time for the cell, 𝜔𝜔𝑒𝑒 and 𝜔𝜔𝑒𝑒 are 
given from Equations (2.6).  If  𝜔𝜔𝑒𝑒  ≪  𝜔𝜔𝑒𝑒 , almost zero internal thermal re-
sistance, both 𝑔𝑔(𝜔𝜔) and 𝑓𝑓(𝜔𝜔) approach one for all ω.  The value of the exter-
nal thermal resistance (𝑅𝑅𝑒𝑒 = 1/𝐾𝐾𝑏𝑏) is typically the same for all samples,  Re ∼ 200 K /W.  The specific heat capacity 𝐶𝐶𝑝𝑝  is defined as: 
 
𝐶𝐶𝑝𝑝 = 𝜔𝜔′(𝜔𝜔)−𝜔𝜔𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑚𝑚𝑠𝑠 = 𝜔𝜔∗𝑒𝑒𝑝𝑝𝑠𝑠𝑡𝑡𝑒𝑒(𝜔𝜔)−𝜔𝜔𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑚𝑚𝑠𝑠   ,    (2.12) 
 
where,  𝑚𝑚𝑠𝑠 is the mass in grams of the sample and 𝐶𝐶𝑒𝑒𝑚𝑚𝑒𝑒𝑒𝑒 is the heat capacity  
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 of the empty cell. 
 
𝐶𝐶"(𝜔𝜔) = 𝐶𝐶∗𝑐𝑐𝑖𝑖𝑎𝑎𝜑𝜑𝑔𝑔(𝜔𝜔) − 1
𝜔𝜔𝑅𝑅𝑒𝑒
  .         (2.13) 
 
We measure at the beginning of each experiment the amplitude of the dissi-
pated power ,𝑃𝑃0.  Also, experimentally are defined the amplitude of the tem-
perature oscillation 𝑇𝑇𝑎𝑎𝑎𝑎 and the relative phase shift 𝜑𝜑.  The phase shift con-
tains information about the heat capacity and the internal time constant, 
which is directly related to the sample’s thermal conductivity.  
The inequalities in Equation (2.7) help to solve Equations (2.2).  Ex-
perimentally, a frequency scan determines the frequency range where the heat 
capacity data are frequency independent.  A frequency scan is done by chang-
ing the frequency, maintaining the same voltage amplitude of the applied 
power oscillation to the heater, keeping the bath temperature constant, and 
measuring the sample temperature oscillation for each frequency.  A log-log 
plot of 𝜔𝜔𝑇𝑇𝑝𝑝𝑒𝑒 vs. 𝜔𝜔 gives a frequency independent ’plateau’ in some range of 
frequencies which provides  the range of working frequency for the calorime-
ter.  In this range, the heat capacity is frequency independent; neither of the 
thermal relaxation times play a major role and can be neglected.  A typical 
frequency scan profile and how we fulfill experimentally the requirements of 
Equations (2.7) is shown elsewhere [20]. 
 
2.1.3   Calorimeter design and electronic circuitry 
The sample and cell should be thermally isolated from the surroundings and 
in a temperature-controlled environment.  For this purpose, these are placed 
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 inside of a copper block.  The temperature of the copper block is controlled 
by a Lakeshore, model 340 temperature controller.  By adjusting Lakeshore’s 
parameters, we can achieve very slow and linear scanning rates varying from 
10 mK/hour to 5 K/hour and with noise better than 100 μK . 
The bath’s heater bought from Omega Engineering has the dimen-
sions closely matched to that of the bath and it is glued to the outside surface 
of the copper cylinder.  There are two platinum thermometers arranged  and 
placed, one close to the bath’s heater (referred to, as the control PRT) and the 
other close to the cell’s heater (referred as the center PRT).  It is placed very 
close to the cell and the center of the bath cavity, therefore can measure the 
bath temperature, 𝑇𝑇𝐵𝐵, next to the cell, with very good accuracy.  A copper lid, 
with a long stainless steel tube in the middle, is mounted on top of the bath.  
All the wires coming out from the bath go through the copper tube and con-
nect the bath with the other parts of the circuit. 
The cell has its own heater attached using GE varnish.  A carbon re-
sistor bead (thermistor) is attached on the opposite side of the cell.  The leads 
of heater and thermistor are soldered to posts.  The posts themselves are 
placed at the very end of the stainless steel tube.  One side of the posts has 
the heater’s and thermistor’s wires soldered permanently and connected to 
Keithly DMM 2002.  A schematic of this design is given elsewhere [19], but 
the block diagram of the electronic system is given on Figure 2.1. 
The whole experiment is controlled via a PC and the program that 
controls the data acquisition and preliminary analysis was written in C++ and 
compiled under Borland C++.  The communication with the instruments is 
done through a PCI-GPIB interface card from National Instruments, Inc. [6]. 
The data acquisition program makes possible the splitting of the temperature 
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 control procedure from the data collection one.  There is a file that is used to 
fix the experimental parameters as needed (ini file). 
 
 
 
 
 
Figure 2.2.  AC-calorimeter Block diagram is showing the bath content and 
all the connections to the instruments [19]. 
 
The sample is heated by sending a sinusoidal power through the heat-
er from a Hewlett Packard Function Generator HP 33120 [7].  For more accu-
rate measurements there is another standard resistor, of resistance 𝑅𝑅𝑠𝑠𝑒𝑒𝑑𝑑, con-
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 nected in series with the strain gauge heater and 𝐼𝐼ℎ = 𝐼𝐼𝑠𝑠𝑒𝑒𝑑𝑑.  The power dissi-
pated at the heater, 𝑃𝑃0 is measured by “digitizing” the voltage across the 
standard resistor and the heater [8] where, 
 
 𝑃𝑃0 = 𝐼𝐼ℎ𝑃𝑃ℎ = 𝐼𝐼𝑠𝑠𝑒𝑒𝑑𝑑𝑃𝑃ℎ = 𝑉𝑉𝑠𝑠𝑒𝑒𝑠𝑠𝑅𝑅𝑠𝑠𝑒𝑒𝑠𝑠 𝑃𝑃ℎ,      (2.14)  
 
The temperature controlling thread starts after the power measurement is 
over.  The data collection starts after the main thread is signaled.    
The PRT-s and the carbon flake thermistor work based on the princi-
ple that the resistance changes as a function of temperature.  That is why the 
change in their resistance is measured first and then using calibration func-
tions the resistance values are converted into the temperature.  The tempera-
ture dependence of resistance for PRT can be expressed as,  
 
𝑅𝑅 = 𝑅𝑅0(1 +  𝛼𝛼𝑇𝑇 + 𝛽𝛽𝑇𝑇2),     (2.15)  
 
where,  𝑅𝑅0 is the resistance at 0oC and α, β are the calibration constants.  The 
bath temperature is calculated as,  
 
 𝑇𝑇𝑝𝑝𝑝𝑝𝑒𝑒 =  𝑇𝑇𝑏𝑏𝑝𝑝𝑝𝑝𝑒𝑒+𝑇𝑇𝑎𝑎𝑝𝑝𝑝𝑝𝑒𝑒2  ,       (2.16)  
 
There is a nonlinear relation between the temperature and the resistance of  
 
the carbon flake thermistor as, 
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  1
𝑇𝑇
= 𝑎𝑎0 + 𝑎𝑎1𝑙𝑙𝑐𝑐𝑔𝑔 � 𝑅𝑅𝑅𝑅0� + 𝑎𝑎2 �𝑙𝑙𝑐𝑐𝑔𝑔 � 𝑅𝑅𝑅𝑅0��2,    (2.17)                                                                                    
 
where, 𝑎𝑎0,  𝑎𝑎1,  𝑎𝑎2 are constants and 𝑅𝑅0= 105 Ω for all calculations.  Ex-
perimentally the resistance wave oscillations are fitted with the function: 
𝑋𝑋 = 𝑎𝑎 + 𝑏𝑏𝜕𝜕 + 𝑎𝑎𝜕𝜕2 + 𝐴𝐴𝜔𝜔𝑐𝑐𝑖𝑖𝑎𝑎𝜔𝜔𝜕𝜕 + 𝐴𝐴𝜔𝜔′ 𝑎𝑎𝑐𝑐𝑐𝑐𝜔𝜔𝜕𝜕 + 𝐴𝐴2𝜔𝜔𝑐𝑐𝑖𝑖𝑎𝑎𝜔𝜔𝜕𝜕 +
𝐴𝐴2𝜔𝜔
′ 𝑐𝑐𝑖𝑖𝑎𝑎𝜔𝜔𝜕𝜕,           (2.18) 
 
where, the quadratic part is the background term and the others represent the 
oscillating term with the voltage frequency 𝜔𝜔 and the power frequency 2𝜔𝜔. 
After the fitting the amplitude ΔR and phase 𝜑𝜑 are found as, 
 
Δ𝑅𝑅𝜔𝜔 =  �𝐴𝐴𝜔𝜔2 + (𝐴𝐴𝜔𝜔′ )2,        𝜑𝜑𝜔𝜔 = 𝜕𝜕𝑎𝑎𝑎𝑎−1 �𝐴𝐴𝜔𝜔𝐴𝐴𝜔𝜔′ � ,    (2.19) 
 
Δ𝑅𝑅2𝜔𝜔 =  �𝐴𝐴2𝜔𝜔2 + (𝐴𝐴2𝜔𝜔′ )2,       𝜑𝜑2𝜔𝜔 = 𝜕𝜕𝑎𝑎𝑎𝑎−1 �𝐴𝐴2𝜔𝜔𝐴𝐴2𝜔𝜔′ � .  (2.20) 
   
Based on the above equations and since the amplitude of the oscillations is 
very small we can find  
 
 𝑇𝑇𝑝𝑝𝑒𝑒 ≈  �𝑑𝑑𝑇𝑇𝑑𝑑𝑅𝑅� Δ𝑅𝑅,         (2.21) 
 
so, 𝑇𝑇𝑝𝑝𝑒𝑒 is calculated by 
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  𝑇𝑇𝑝𝑝𝑒𝑒 = 𝑇𝑇𝑒𝑒ℎ2 Δ𝑅𝑅𝑅𝑅𝑒𝑒ℎ �𝑎𝑎1 + 2𝑎𝑎2𝑙𝑙𝑐𝑐𝑔𝑔 �𝑅𝑅𝑒𝑒ℎ𝑅𝑅0 ��.     (2.22) 
 
 
2.2   Modulated Differential Scanning Calorimetry 
 
Differential scanning calorimetry (DSC) is a calorimetric method which 
measure the total heat flow as the sample undergoes a physical transfor-
mation such as phase transitions. During the experimental procedure heat will 
flow to the sample and to the reference, but they both maintain the same tem-
perature. This method does not separate the reversible and nonreversible part. 
 On the other side Modulated differential scanning calorimetry 
(MDSC) allows for the simultaneous measurement of both heat flow and heat 
capacity. MDSC is more complex as a method because a heating ramp is ac-
companied by a sinusoidal temperature modulation as well. As such, MDSC 
can simultaneously determine the non-reversible and the reversible heat ca-
pacity components.  A detailed description of the MDSC method can be 
found elsewhere [9-15]. 
MDSC experiments were performed using a Model Q200 from TA 
Instruments, USA. Temperature calibration was done with a sapphire disc. A 
temperature oscillation is described as, 
 
 𝑇𝑇 = 𝑇𝑇0 + 𝑞𝑞0𝜕𝜕 + 𝐴𝐴𝑇𝑇 sin𝜔𝜔𝜕𝜕,      (2.23)                            
 
where, T is the temperature at time t, 𝑇𝑇0 is the initial temperature at time 
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  t = 0, 𝐴𝐴𝑇𝑇  is the temperature amplitude, 𝑞𝑞0 is the scan rate and ω (ω = 2πf ) is 
the angular frequency of the temperature modulation.   
Since, the applied heating rate, 𝑞𝑞, in MDSC, consists of two compo-
nents, linear and periodic, the heat flow is also separated.  The response to the 
periodic heating rate is given on Equation (2.25),  
 
 𝑞𝑞 = 𝑑𝑑𝑇𝑇
𝑑𝑑𝑒𝑒
=  𝑞𝑞0  +  𝐴𝐴𝑞𝑞  𝑎𝑎𝑐𝑐𝑐𝑐(𝜔𝜔𝜕𝜕),       (2.24) 
 
 𝐻𝐻𝐹𝐹 𝑝𝑝𝑒𝑒𝑝𝑝𝑒𝑒𝑝𝑝𝑑𝑑𝑒𝑒𝑒𝑒 =  𝐴𝐴𝜕𝜕𝐻𝐻  𝑎𝑎𝑐𝑐𝑐𝑐(𝜔𝜔𝜕𝜕 −  𝜑𝜑),     (2.25) 
 
where, 𝜑𝜑 is the phase shift between heat flow and heating rate.  The data 
were analyzed correcting 𝜑𝜑  and the details of the procedure and other esti-
mations are given elsewhere [16].  As a result of all these, the equations of 
complex specific heat, 𝐶𝐶𝑝𝑝∗, real 𝐶𝐶𝑝𝑝′ , and imaginary, 𝐶𝐶𝑝𝑝"  are given respectively 
as, 
 
�𝐶𝐶𝑝𝑝
∗� =  𝐴𝐴𝐻𝐻𝐻𝐻
𝑚𝑚𝐴𝐴𝑞𝑞
  ,  𝐶𝐶𝑝𝑝′ =  �𝐶𝐶𝑝𝑝∗�𝑎𝑎𝑐𝑐𝑐𝑐𝑐𝑐,   𝐶𝐶𝑝𝑝" =  �𝐶𝐶𝑝𝑝∗�𝑐𝑐𝑖𝑖𝑎𝑎𝑐𝑐 ,   (2.26) 
 
where, m is the mass of a sample and 𝑐𝑐 the corrected phase angle.  Further 
experimental details are given on each upcoming chapter, where MDSC has 
been applied. 
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 2. 3   Dielectric Spectrometer Design and Operation 
 
In the first chapter, a general description of dielectric spectroscopy was given 
and its application for biomaterials.  This paragraph shows in a more specific 
way, how the dielectric spectrometer works and provides the design of the 
one used to collect the data.  Using the dielectric spectrometer, the schematic 
of which is shown on Figure 2.3, we can determine the real 𝜀𝜀′(ω) and the 
imaginary 𝜀𝜀"(ω) part of the complex dielectric constant 𝜀𝜀∗.      
 Our experimental data show the profile of the dielectric constant as a 
function of temperature for a constant frequency and voltage amplitude.  In 
some of our measurements it is needed the sample’s frequency spectra sam-
ple.  In this case the dielectric constant is measured as the frequency is 
changed, while the temperature and the voltage applied across the capacitive 
cell are held constant.  The capacitive cell consists of a parallel-plate configu-
ration, placed in a temperature-controlled bath. 
The experiment begins by balancing the ac-bridge at a starting fre-
quency.  The needed (temperature, frequency) scan is performed from this 
point.  A digital lock-in amplifier can detect the off-balance in phase and out 
of phase signals [18].  A multiplicative conversion factor will convert the off-
balance signal to the equivalent change in capacitance. The dielectric con-
stant can be defined as the filled cell’s capacitance divided by the empty’s 
one.  The specific parameters used during our experimental work are given in 
Chapters 2 and 3. 
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Figure 2.3.   Schematic of an AC-capacitance bridge dielectric  
                   spectrometer [17]. 
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 CHAPTER 3 
______________________________________________________ 
 
LC-PHASE ORDERING OF SHORT DNA 
FRAGMENTS IN AQUEOUS SOLUTION 
 
Abstract 
DNA found in an aqueous environment represents an interesting biological 
system of study.  Dilution effect has been considered an important form of 
disorder since it can weaken macromolecular interactions responsible for 
phase ordering. We believe that the experimental work presented in this 
chapter helps in understanding the intermolecular interactions and the self-
orienting of DNA short fragments (less than 13-base pairs).  High resolution 
AC-calorimetry used here makes possible to observe very small energy exci-
tations of the system and probe more transition features not present in litera-
ture so far. MDSC method shows simultaneously the effect of temperature 
and concentration on 𝑇𝑇𝑚𝑚, which goes toward  higher temperatures for high 
concentration. There is no such an effect, as the modulation frequency is in-
creased. The dielectric spectra for the low frequency regime (0.1-100 kHz) 
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 show two well-defined modes as an evidence of elongated structural dipole 
orientation (first mode) and of the induced dipoles within the multiple DNA 
structural self-oriented layers (second mode). The new proposed phase dia-
gram concludes all structural evolution under the effect of physical factors 
described here. 
 
3.1 Introduction 
One of the most challenging goals of science is to account for the wonderful 
complexity and variety of the biological world in terms of general and simple 
laws.  Referring to notions from statistical and soft-matter physics has pro-
vided remarkable successes in understanding biological mechanisms.  Disor-
dered systems, such as biological systems, often display complex and rich 
phenomena, being the generalization of the ideal systems.  Disorder can dra-
matically alter the physical properties of multi-component systems.  An inter-
esting system of study is diluted deoxyribonucleic acid (DNA) in an aqueous 
environment. Dilution effects present an important form of disorder, which 
imposes instead the random breaking or weakening of intermolecular bonds 
or interactions responsible for phase ordering [1].  
Studying the dilution effects in a controlled manner on good model 
physical systems, such as dilute DNA solutions, offers a unique probe.  An 
exciting challenge is thus to find self-assembly properties that drive the 
spontaneous ordering of biological macromolecules, and to control mimic 
natural assembly for materials design.  Examples of such molecular ordering 
range from folded proteins to cellular organization.  Such complexity can be 
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 reduced to the relative simplicity of self-assembled structures, driven by 
packing constraints and enforced by van der Waals, hydrophobic and, 
electrostatic interactions (see Chapter 1).   
In 1949, Onsager explored theoretically different ways of inducing 
orientational alignment of alongated particles in solution [2]. Spontaneous, 
entropy-driven mechanisms such as orientational and positional order,  well 
characterized in colloids, liquid crystals and polymers, are being increasingly 
recognized as also playing an important role in many biological systems.  
One of the major challenges in biophysics is understanding how the 
physical properties of macromolecules affect their interactions and their self-
ordering.  Since most of the biological molecules are chiral, it is crucial to 
know how the molecular chirality effects the steps from single molecule to 
supramolecular assemblies, such as ordered phases or aggregation [3, 4].  
Molecular crowding of cellular interior is known to play role in the spontane-
ous organization of biological macromolecules.  Several biochemical and 
physiological processes are found to be influenced by strong packing.  Also, 
complex ordered arrangements such as liquid – crystalline mesophases, have 
been shown to arise from highly packed biomolecules.   Of particular interest 
is the ordering of highly concentrated DNA (aqueous solution with over 60% 
of DNA content), which can lead to a variety of mesophases in vivo [5].  
DNA, one of the most interesting and important polymer, self-
organizes into compact structures under certain physical and chemical condi-
tions.  This condensation process in vivo is common inside the cell nuclei.  
The condensed states of DNA are not inactive states and experiments have 
shown that condensation of DNA increases its activity in replication, re-
combination and transcription [6, 7].  The early studies of DNA liquid crys-
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 talline phases played a crucial role in deciphering its structure and also ena-
bling alignment of the DNA chains [8]. 
In 1993, Leforestier studied aqueous solutions of 146-base pair DNA 
fragments using polarizing and electron microscopy.  Here, these two exper-
imental methods complemented each other and provided information about 
the local and long-range ordering.  The results show that DNA behave as a 
liquid crystal viscous solution in which molecules are ordered, while keeping 
their ability to slide with respect to each other [9].   
At low concentration (dilute solutions less than 1 μg/ml), the DNA 
molecules are randomly oriented and the solution is a classical isotropic liq-
uid [31].  As  the  concentration  increases, molecules order in the liquid that 
transforms into a liquid crystal of the "cholesteric" type and turns itself into a 
"columnar hexagonal" phase for higher concentrations.  The cholesteric phase 
is observed at room temperature in the concentration  range of 160 to about 
290 mg/ml [9, 10].  It may coexist with the isotropic phase or with the more 
concentrated columnar hexagonal phase depending on DNA concentration 
and the supporting electrolyte solution.  In the cholesteric phase, molecules 
are aligned in parallel, and their orientation rotates continuously along a di-
rection which is called the cholesteric axis. 
Similar organizations can be found in vivo: a cholesteric organization 
of DNA was described in dinoflagellate chromosomes and in certain bacterial 
nucleoides, and a hexagonal packing of DNA molecules was found in bacte-
riophages [10]. 
Different optical, x-ray and magnetic resonance methods have mainly 
studied the self-assembly of long duplexes B-form DNA arranging from 
mega-base pair (bp) down to 100 bp (~50 nm in length).  These studies have 
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 revealed an isotropic phase (I); chiral nematic (N), uniaxial columnar (CU), 
and higher-ordered columnar (C2) liquid crystal phases and crystal (X) phas-
es, with increasing DNA concentration (Figure 3.1) [11, 12, 13, 14]. Nakata 
in 2007, was surprised to find nematic LC ordering formed by 6-20 bp DNA 
oligomers.  Their structural studies found that short B-form DNA oligomers 
exhibit nematic and columnar liquid crystal phases and these phases are pro-
duced by the end-to-end adhesion and consequent stacking of the duplex oli-
gomers into polydisperse anisotropic rod-shaped aggregates, which can then 
order as liquid crystals.  The observation of the nematic and columnar LC 
phases provides clear evidence for end-to-end stacking of the sDNA into rod-
shaped aggregates (Figure 3.2). 
            Nano-length B-DNA duplexes have been idealized as hydrophilic cyl-
inders with hydrophobic ends capable of end-to-end adhesion and stacking 
into units sufficiently anisotropic to orientationally and positionally order into 
LC phases.  The textures of the sDNA observed under polarizing microscope 
show that the N phase is formed at lower concentration and the Cu phase at 
higher concentration.  These phases are observed for temperatures less then 
melting temperature (𝑇𝑇𝐿𝐿𝜔𝜔 < 𝑇𝑇𝑚𝑚).  This sort of assembly is typical in crystal-
line sDNA and in sDNA/protein complexes [15, 16, 17, 18].  
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 Figure 3.1.  DNA liquid crystal phase evolution as a function of structure 
concentration [30]. 
 
 
Further investigation [19, 20] of these DNA condensate phases have 
shown that this end-to-end stacking of short DNA strands is facilitated by 
base stacking of hydrophobic ends, suggesting a biological origin for these 
forces.  Small angle x-ray scattering (SAXS) experiments have also revealed 
that the end-to-end interaction is an attractive short range force and weakly 
dependent on the ion concentration.  Repulsion forces have been reported 
when short (20 bp) dumb-bell DNA solutions were analyzed.  The attraction 
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 Figure 3.2.  Sketch of the self-assembly process leading  to the LC alignment 
of well- paired  short DNA duplexes.  (a) Complementary and partially com-
plementary sequences pair  into  helices. (b) Units orientationally and posi-
tionally ordered into LC phases (c), chiral nematic N* and hexagonal colum-
nar  COL. (d) Upon cooling a mixture of single-stranded molecules [29]. 
 
between dsDNA molecules is stronger than that between semi-dumb-bell 
(hairpin) DNA molecules under the same ionic conditions.  This is maybe an 
indicator that the stacking effect is suppressed by the loops capping both ends 
of DNA.     
            Here, we report the structural and self-organizing effects driven by 
physical changes (i.e, temperature and applied electric field) on diluted short 
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 double strands (dsDNA), hairpin DNA, and single-strand (ssDNA) mixtures.  
Calorimetry (both AC and MDSC), as well as low-frequency  (0.1 to 100 
kHz) isothermal dielectric measurements have been performed on solutions 
of DNA fragments as a function of concentration.  Custom DNA structures 
were obtained with 13-base unit length and samples made in solution at vari-
ous concentration.  Results show a reproducible heat capacity 𝐶𝐶𝑝𝑝 signature on 
heating and cooling scans.  The AC 𝐶𝐶𝑝𝑝 peak vanishes and new features are 
revealed as the temperature scan rate is lowered to 0.017 K/min.  The ob-
served real, 𝜀𝜀′, and imaginary, 𝜀𝜀",  permittivity of the suspended DNA show 
features indicating low-frequency dynamics that in turn suggests large-scale 
ordering or agglomeration of the DNA short fragments.  Based on our obser-
vations and in order to summarize our results, we propose a phase diagram, 
that shows the evolution of DNA structures associated with liquid crystal like 
transition phases. 
 
 
3.2     Experimental  
 
3.2.1   Materials and sample preparation 
The DNA used for this experiment was purchased from IDT (Integration 
DNA Technologies) in powder form and was kept that way in the freezer at    (−20 ℃). The sequence of the ordered DNA was (5’- CGCGAATTCGCGT -3’) 
and suspended in IDTE buffer solution (pH = 8.0) at room temperature (27 ℃).  The target amount of DNA and IDTE buffer solution were mixed in  
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 a vial.  The mixture was then mechanically mixed further in a touch mixture 
for about two minutes.   In general, the prepared solution (DNA+buffer) will 
contain over 50% double strands, while the rest of the base associations will 
be hairpins and single strands, which can randomly associate (Figure 3.3).  
We are not able to provide any further detail about the distribution of each 
possible combination found in our samples.   
Different samples having weight fractions 𝜑𝜑𝑣𝑣  ranging from 0.10 to 
0.70 were prepared using the same procedure were, 
                             𝜑𝜑𝑣𝑣 = 𝑚𝑚𝐷𝐷𝐷𝐷𝐴𝐴 /(𝑚𝑚𝐷𝐷𝐷𝐷𝐴𝐴 + 𝑚𝑚𝐼𝐼𝐷𝐷𝑇𝑇𝜕𝜕)  
is the weight fraction of DNA and 𝑚𝑚𝐷𝐷𝐷𝐷𝐴𝐴 and 𝑚𝑚𝐼𝐼𝐷𝐷𝑇𝑇𝜕𝜕 are the weight of DNA 
and buffer solution, respectively.  After the sample was prepared, it was in-
troduced into a cup + lid type silver cell of volume 𝑃𝑃1 = 𝜋𝜋𝑟𝑟2𝑙𝑙 ≈  π × 72 ×1.5  and 𝑃𝑃2 ≈  π × 32 ×  2 mm3, for the AC-Calorimetry and MDSC meth-
ods respectively.  
The DNA solution samples were prepared in the same way for the di-
electric spectroscopic studies.  The mixture was filled into an Instec (homo-
geneous alignment) LC cell (5 × 5 mm2 indium tin oxide (ITO) coated area 
and having 20 μm spacing) and contained ~1 mg of sample.  Other cell de-
tails are given on Chapter 2.  The Instec cell was mounted through soldered 
wires into the AC-Capacitive Bridge.  To avoid water evaporation of the 
sample, the experiment was performed immediately after the sample was in-
troduced into the cell and it lasted for no more than 15 minutes at room tem-
perature.  There were done about 5 scans for each concentration and all of 
them have shown reproducibility.  Baseline dielectric values taken repeatedly 
throughout the experiment indicate that the measurements were stable and 
reproducible.  
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                  a)           
                             
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3.  Possible structures/base pair combinations of the nucleotide se-
quence studied.  Bases are held together by H-bonds (red dot), where a) is 
the hairpin structure and b) – a) are possible configurations. 
5’- CGCGAATTCGCGT -3’ 
                  b)                       : :  : :  :  : : :  :  :  : : 
                                   3’- TGCGCTTAAGCGC -5’ 
 
 
 
5’-  CGCGAATTCGCGT -3’ 
                  :  : : : 
                  c)                                    3’- TGCGCTTAAGCGC -5’ 
 
 
 
                     
                                           5’-  CGCGAATTCGCGT -3’ 
                  d)                                             : :  :  : 
                                  3’-  TGCGCTTAAGCGC -5’ 
 
 
 
 
                                    5’-  CGCGAATTCGCGT -3’ 
                  e)                            : :                  : :   
3’-   TGCGCTTAAGCGC -5’ 
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 3.2.2   AC- calorimetry 
High-resolution AC-Calorimetry measurements were carried out on a home-
made calorimeter in the Order-Disorder Phenomena Lab at WPI.  The oscil-
lating  voltage  applied to the cell + sample through the heater (a 120 Ω strain 
gauge heater attached to the bottom of the cell) will result in temperature os-
cillations of the sample with amplitude 𝑇𝑇𝑝𝑝𝑒𝑒 (a 1 MΩ carbon thermistor was 
attached on the top of the cell).  There is a relative phase shift between the 
applied power Pac exp(iɷt) and the detected sample temperature oscillations,  
𝜑𝜑 =  𝛷𝛷 + 𝜋𝜋/2, where Φ is the absolute phase shift, and φ can  provide in-
formation about the order of the phase transition (Chapter 2).   
           During these experiments, the heat capacity was probed as a function 
of temperature.  The oscillation frequency for this experimental part was set 
at 40 mHz and the applied voltage had the amplitude 𝑃𝑃0 = 0.3 V.  The in-
duced temperature oscillations of the sample resulted 𝑇𝑇𝑝𝑝𝑒𝑒 = 0.08 K. The 
samples were first loaded at room temperature, and after the thermal equilib-
rium was reached, were first heated and then cooled at a scan rate of ±0.017 K/min.  There were done about 10 scans for each concentration and 
all of them have shown reproducibility unless the cell leakage was present. 
All the cooling DNA thermal profiles overlaid well with the heating ones, 
showing this way a reproducibility of the experimental results.   
The excess heat capacity Δ𝐶𝐶  associated with a phase transition can be 
determined by subtracting an appropriate background  𝐶𝐶𝐵𝐵𝐺𝐺 from the total 
heat capacity 𝐶𝐶  over a wide temperature range:    
Δ𝐶𝐶 = 𝐶𝐶 − 𝐶𝐶𝐵𝐵𝐺𝐺          (3.3) 
The enthalpy change associated with a phase transition is given by 
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 𝛿𝛿𝐻𝐻 = ∫Δ𝐶𝐶𝑑𝑑𝑇𝑇         (3.4) 
As a result of Equation (3.4), the integration of the imaginary part of the heat 
capacity will give a measure of the dispersion energy of the sample.  In AC-
calorimetry technique the uncertainty determining the enthalpy is approxi-
mately 10% due to the uncertainty in the background subtraction.  The abso-
lute accuracy of the measured heat capacity is about 1 – 10%, 
 
3.2.3   Modulated differential scanning calorimetry (MDSC) 
Differential scanning calorimetry (DSC) involves heating and cooling the 
sample of interest at a constant rate.  The MDSC measurements were done 
using a TA Instruments Q200. This calorimeter is a thermal analysis instru-
ment that determines the temperature and heat flow associated with material 
transitions as a function of time and temperature.  When used in the MDSC 
mode, a constant heating rate, similar to the one used in conventional DSC 
mode, is modulated by superimposing upon it a periodic temperature modu-
lation of certain amplitude.  This result in a simultaneous introduction of two 
different time scales in the experiment: a long time scale corresponding to the 
underlying heating rate, and a shorter time scale corresponding to the period 
of the modulation [21, 22].  More details of the instrument and the parameters 
used during our experimental procedures are also given in Chapter 2.  
After preparing the sample using the steps given in 3.2.1 section, we 
place it inside of the hermetic DSC aluminum pan.  Hermetic pans are nor-
mally used for applications like studies of volatile liquids including specific 
heat or studies of aqueous solutions above  100 ℃.  The mass of the sample 
was usually between 1-20 mg, which must be determined prior to the start of 
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 the experiment. Care was taken to ensure no sample leakage occurred prior to 
loading into the instrument.  Pans are then crimped closed using Blue DSC 
sample press from TA Instruments [22].  Temperature scans were done for 
different samples by changing on of the parameters, either the temperature 
scan rate or the protein concentration of the sample. For each of them were 
performed at least 5 experimental runs. The experimental steps (heat-
ing/cooling run) on DSC or MDSC mode can be edited in the procedure list 
provided by the company software and most of these steps are done automat-
ically.  In order to perform the necessary data analysis we have used TA 
Analysis software.  
 Special software is normally used to calculate the Cp. In a MDSC 
experiment, modulation of the sample temperature permits the heat flow to be 
split into two components, one of which is dependent upon sample Cp and 
changes in Cp. With a properly calibrated system, the measurement of Cp by 
MDSC is more accurate than the three run method, with values of 2-3 % be-
ing easily obtained [22]. 
 
3.2.4     AC- capacitive dielectric spectrometry 
The dielectric constant measurements, as a function of frequency, were       
performed using an ac-capacitance bridge technique [23, 24, 25].  Capac-
itance measurement is one way to get dielectric constant. The experiment be-
gins by balancing the ac-bridge at a reference frequency of 0.01 kHz.  A fre-
quency scan is then performed from this point recording the off-balance 'in-
phase' and 'out-of-phase' signals acquired by a digital lock-in amplifier (Stan-
ford Research Systems SR830 DSP).  An empty and filled cell capacitance are 
measured to determine the dielectric constant 𝜀𝜀.  The experimental results 
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 show real 𝜀𝜀′(𝜔𝜔)  and imaginary  𝜀𝜀"(𝜔𝜔) part of the complex dielectric constant 
as a function of frequency (0.01–100 kHz) at room temperature.  The actual 
magnitude of the applied electric field across the sample is not precisely 
known, but the driving voltage can be controlled.  For this set of experiments 
the voltage value was fixed at a low V = 0.03 V in order to not induce any 
polarization effects.  (See Chapter 2).  To avoid water evaporation of the 
sample, the experiment was performed immediately after the sample was in-
troduced into the cell and it lasted for no more than 15 minutes at room tem-
perature.  There were done about 5 scans for each concentration and all of 
them have shown reproducibility.  Baseline dielectric values taken repeatedly 
throughout the experiment indicate that the measurements were stable and 
reproducible. Since, the dielectric constant is calculated from the lock-in am-
plifier readings directly, the dielectric constant has a 5% error (the same as 
the manufacturer has provided for the apparatus).  There might be a negligi-
ble error added from the cell thickness as well. 
 
 
3.3   Results 
A sample having (𝜑𝜑𝑣𝑣 = 0.3) was used for the ACC experiments and was 
prepared and treated the same way as it is given in section 3.2.1.  Often the 
cell leaked during the experiment and so, a fresh new cell+sample reloaded 
and the experiment was repeated from the beginning until a complete scan 
was obtained.  Figure 3.4 shows a reproducible heat/cool temperature scan 
(±0.017 K/min) at an oscillation frequency with 40 mHz and an estimated 
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 𝑇𝑇𝐴𝐴𝜔𝜔 ≅ 0.08 K.  The complex heat capacity profile, shown here, does reveal 
any features connected to mesophase ordering or melting temperature.  How-
ever, the scans what appear to be small “wings” or strong temperature de-
pendence suggesting that some feature below 300 and above 356 K exists.                
 
 
 
Figure 3.4.  Wide-temperature scans at ±0.017 K/min of the heat capacity 
amplitude on heating (circles) and cooling (triangles) of a fresh DNA sample 
(𝜑𝜑𝑣𝑣 = 0.3), show a reproducible heat/cool thermal behavior at an oscilla-
tion frequency with 40 𝑚𝑚𝐻𝐻𝑚𝑚 and an estimated 𝑇𝑇𝐴𝐴𝜔𝜔 ≅ 0.08 K. 
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 The fact that both heating (circles) and cooling (triangles) graphs overlay 
each other demonstrates that no sample leakage occurred.  This is a very im-
portant observation, because leakage would have caused the evaporation of 
water and will cause the total mass to decrease (and so C∗) as well as 𝜑𝜑𝑣𝑣 to 
increase.  The fact that increasing the DNA concentration in the solution will 
self-organize the DNA fragments into LC like phases, motivate us to take fur-
ther steps for studying these transitions.  We continued to increase  𝜑𝜑𝑣𝑣 to 0.6 
and let the calorimeter run to higher temperatures as it is shown in Figure 
3.5.  The nature of the wing of ΔC does not change below 320 K, but struc-
tural mesophases and disassociations of the base pairs are probed on the 325 
– 355 K range.  The heat capacity (real and imaginary) features are shifted 
further to higher temperatures as the result of the high DNA concentration 
𝜑𝜑𝑣𝑣 and very slow heating rate.  The most evident feature is the small peak at 
349 K.   
           Based on these experimental results we cannot determine the “melt-
ing” temperature 𝑇𝑇𝑚𝑚 of the DNA associated bases. The graph has more than 
one transition step and none of those is similar to the traditional “melting” 
peak that the DSC data will show further on this paragraph. There exist no 
cooling data (we have not performed a cooling run) for making sure that no 
leakage was present, especially below 320 K, where a sharp drop is present in  𝐶𝐶′ and 𝐶𝐶′′. 
Because of the long experiment scans and large parameter space to be 
explored, faster scans were performed using the MDSC technique. The sam-
ple preparation and treatment is the same as ACC method.  The MDSC mode 
gives access to the reversible (Real) and nonreversible (Imaginary) part of the 
heat capacity.  Figure 3.6 shows the evolution of the (real) 𝑅𝑅𝑒𝑒𝑅𝑅𝐶𝐶𝑝𝑝  as a  
63 
 
  
Figure 3.5.  Top panel – Real exess specific heat.  Bottom panel – Imaginary 
specific heat.   Temperature scan using AC-calorimetry of 60 wt% (φw =0.6) DNA at 0.017 K/min over the temperature range 320 to 370 K.  Struc-
tural mesophases and disassociations of the base pairs are probed on the 325 
– 355 K range.  The most evident feature is the small peak at 349 K.   
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Figure 3.6.  Reversible (real) heat capacity as a function of temperature for 
different concentration (DNA+IDTE) at +1 K/min using the MDSC.  Blue 
triangles are results for the  𝜑𝜑𝑣𝑣 = 0.21 sample and red circles for the 𝜑𝜑𝑣𝑣 =0.48 sample.  These small changes of reversible heat capacity values repre-
sent the evolution of the energetics of the DNA structural transition mainly 
for temperatures less than 335 K, before the “melting” (strand separation) 
takes place.  The DNA “melting temperature” (the peak maximum) is shifted 
~ 5 K toward the highest temperatures for high 𝜑𝜑𝑣𝑣. 
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 function of  𝑇𝑇 for two 𝜑𝜑𝑣𝑣 at +1 K/min, approximately 60 times faster than the 
scan rate used by ACC. 
            The experiments in general last only a couple of hours for heating and 
cooling and this reduces the chance of the cell rupturing due to the buildup of 
vapor pressure of water.  The disadvantage of this method is the fact that 
most of the phase transitions that exhibit slow kinetics will not be present in 
our experimental results. 
            Reversible heat capacity of  𝜑𝜑𝑣𝑣 = 0.21 (blue triangles) shows a much 
smoother line compare to that of 𝜑𝜑𝑣𝑣 = 0.48 (red circles) even though the 
scan rate stays the same, at 1 K/min.  Since, 𝜑𝜑𝑣𝑣 is increased more than twice, 
some small changes of reversible heat capacity values will be likely present.  
These changes represent the evolution of the energetics of the DNA structural 
transition mainly for temperatures less than 335 K.  This is evidence that 
most of the DNA structural orientation and self-organizing happen before the 
“melting” (strand separation) takes place.  The DNA “melting temperature” 
(the peak maximum) is shifted ~ 5 K toward the highest temperatures for 
high 𝜑𝜑𝑣𝑣.  These observations are consistent with literature [26, 27]. 
Another important study involving the kinetics of phase transitions is 
shown in Figure 3.7. The Reversible heat capacity graphs overlay at 1 K/min 
(blue triangles) and 2 K/min (green circles) temperature scan rates. The 
“melting” transition is shifted about 2 degrees lower in temperature.   This is 
seen only at 0.22 K/min (red squares).  In addition, a small step, clear evi-
dence of some energy release, is present only on the lowest scan rate thermal 
profile.  This figure support the idea that very low temperature scan rates can 
probe even the slowest kinetics of phase transition in the structures present in 
the sample.  The enthalpy changes ΔH for these graphs (area under each 
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 peak) are slightly deferent.  The differences are within the error made as we 
try to select the borders for each graph.  The calculations then, were done by 
using the TA Analyses software.  The average enthalpy, ΔH ~ 115 J/g was 
calculated for the graphs found in Figure 3.7.   
Figure 3.7.  Reversible (real) heat capacity as a function of temperature for 
different temperature scan rates on the same (DNA+IDTE) concentration, 
𝜑𝜑𝑣𝑣 = 0.3.  Blue triangles show the MDSC profile for 1 K/min, green circles 
for  2 K/min  and red squares for 0.22 K/min (a small step, clear evidence 
of some energy release is present only for this heating rate). The vertical 
dashed arrow indicates the “melting” of the DNA structure at about 335 K. 
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 Further experiments were performed on diluted DNA structures by using AC-
capacitive bridge technique as, it is given in section 3.2.4.  The dielectric 
spectra of these diluted structures, with different DNA concentration 𝜑𝜑𝑣𝑣 =0. 60 (green squares), 𝜑𝜑𝑣𝑣 = 0.30 (blue triangles) and buffer 𝜑𝜑𝑣𝑣 = 0.00 (red 
filled circles) is given in Figure 3.8.  The buffer solution does not show any 
orientation mode as it is expected.   The dielectric constant of diluted DNA 
structures exhibits a single, well-defined mode, for all concentrations at low 
frequencies.  This mode is likely due to orientation, polarization of permanent 
and/or induced dipoles either of the DNA structures themselves or within the 
multiple DNA structural self-oriented layers.  Here, the relaxation frequency 
increases while the strength (peak height of ε”) decreases as 𝜑𝜑𝑣𝑣 increases.  In 
addition, for  𝜑𝜑𝑣𝑣 = 0.3  another mode with different character is shown at 
frequencies greater than 3.16 kHz.  The fact, that there were present less self-
oriented DNA structures (low concentrations), maybe allowed the buildup of 
space-charges within the sample/cell at high frequencies, up to 105 Hz.  This 
second mode is evident at the circled region (Figure 3.9) were Cole-Cole 
plots of 𝜀𝜀"(𝜔𝜔) versus 𝜀𝜀′(𝜔𝜔) for both concentrations are shown.  It is im-
portant to note that the direction of increasing frequency is toward the 0 of 
𝜀𝜀"(𝜔𝜔) axis.  These graphs are another evidence of the DNA modes involved 
in self-orienting/self-organizing under the applied electric field. 
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Figure 3.8.  Dielectric constant by AC-capacitave bridge technique.  Fre-
quency scans of DNA+IDTE for different DNA concentrations 𝜑𝜑 = 0.6 
(green squares), 𝜑𝜑 = 0.6 (blu triangels) and buffer (red filled circles).  Top 
panel – Real part and Bottom panel – Imaginary part.  Here, the relaxation 
frequency increases while the strength (peak height of ε”) decreases as 𝜑𝜑𝑣𝑣 
increases.  In addition to the first mode, for  𝜑𝜑𝑣𝑣 = 0.3,  another mode with 
different character is shown at frequencies greater than 3.16 kHz. 
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Figure 3.9.  Cole-Cole plots of imaginary part 𝜀𝜀"(𝜔𝜔) versus real part 𝜀𝜀′(𝜔𝜔)  
for different DNA concentrations, 𝜑𝜑𝑣𝑣 = 0.3 (blue filled triangles) and 𝜑𝜑𝑣𝑣 =0.6 (red filled circles).  Note that the direction of increasing frequency is to-
ward the 0 of 𝜀𝜀′(𝜔𝜔) axis.  The dash-dot line indicates the expected Cole-Cole 
behavior for one of the modes. 
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 3.4   Discussion and Conclusions 
 
We have performed a full analysis of the kinetics and dynamics involved on 
self-organized DNA structures found in aqueous environment.  Through 
these experimental results, we are trying to highlight the existing models 
about self-assembling/self-orientation of macromolecules. Some of the ex-
isting models are based on a mean field theory of the phase behavior of rigid 
rod-shaped polymers (mixed solutions rigid rod-shaped polymers).  I t  
w a s  found  N–I  phase  coexistence of  the  rigid like molecules  into  the  
N  and  the flexible ones preferably  into the I phase [20, 10, 13, 28]. These 
intermediate states, predicted to be short lived, were also unobservable at the 
available temporal resolution (DSC).  High resolution AC-calorimetry used 
here makes possible to observe very small energy excitations of the system. 
Moreover, our data show how a very low temperature scan rate can add more 
transition features to the heat capacity profile of the system.  This macro- 
molecular segregation was known to complete in the high concentration 
range applicable to our nDNA solutions.  Our further calorimetric study 
concludes that DNA+IDTE thermal profiles reveal mostly a single feature at 
~ 335 K  for  high temperature scan rates which is believed to be the melting 
temperature of the system 𝑇𝑇𝑚𝑚.   In addition, 𝑇𝑇𝑚𝑚 it is not dependent of the 
modulation frequency used for MDSC mode.  Cooling temperature scans of 
all ranges, performed immediately after the heating on the same sample 
(DNA+buffer) yields reproducible results.  There was shown no modulation 
frequency dependence of  𝑇𝑇𝑚𝑚. 
Knowing the fact, that DNA condensation could have multiple stages 
very sensitive to the structure concentration and DNA liquid crystalline phas-
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 es are also dependent on polymer concentration [19, 20, 29], we have per-
formed a series of experiments involving this important physical factor. 
These   experimental   results show simultaneously how the concentration  
and temperature effect the mesophases/𝑇𝑇𝑚𝑚.  Lower-T features   maybe related 
to intermediate phases (i. e structural dissociations, hairpin straightening) and 
as the temperature continuing to increase, the sDNA duplexes may cluster 
and associate together creating LC like phases right before reaching the melt-
ing temperature.  The energy given further to the system (buffer + DNA) will 
help the structural/nucleotide dissociation.  No more LC-phases have been 
observed beyond this point.  This statement has been supported by earlier 
studies using other techniques as well (i.e. polarizing microscopy, X-ray dif-
fraction) [29, 15].  
To further understand the conformation changes of this macromolec-
ular system under the electric field, the dielectric spectra have been shown. 
The frequency regime (greater than 100 kHz) used by far has been a power 
experimental method to understand the motion on molecular/atomic level. 
The low frequency regime (0.1-100 kHz) here is used mainly to probe the 
large-scale molecular motion and structural aggregation.  We were able to 
detect a well-defined mode at low frequencies  which can be an evidence of 
elongated structural dipole orientation.  The driving mechanism for these 
elongated structures is believed to be the result of the stacking  interactions  
between  the  paired  terminal  bases of the  blunt-ended  duplexes and fur-
thermore these  anisotropic assemblies can orientationally and positionally 
order [15]. 
Considering the fact that the DNA structures have relatively high 
concentration and enough time to self-organize in layers, the lower frequency  
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Figure 3.10.  Phase diagram of structure evolution as a function of           
temperature in highly packed DNA environment showing both, main struc-
tural groups (hairpins and double strands) through intermediate phases be-
tween 300 and 335 K.  The structures may form crystal like phases below  
300 K, but for high temperatures, greater than the melting temperature 𝑇𝑇𝑚𝑚, 
only the disassociated nucleotide strands can still exist. 
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 mode may be present because of the induced dipoles within the multiple 
DNA structural self-oriented layers.  In order to conclude all our experi-
mental results we propose a new phase diagram that supports the DNA 
structural organization/ packing under the effect of physical factors as it is 
described above (Figure 3.10).  
           Knowing the importance of these  microbiological systems and in or-
der to understand better their phase behavior, our future work involves tem-
perature dependent dielectric studies for different DNA concentrations in 
aqueous environment for both low and high frequency regime. 
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CHAPTER4 
_____________________________________________ 
 
 
UNDERSTANDING LYSOZYME CONFOR-
MATION IN AQUEOUS SOLUTIONS BY 
THERMAL STUDIES OF LOW-FREQUENCY 
DIELECTRIC SPECTRA AND CALORIMETRY. 
 
 
Abstract 
The origin of a wide variety of pathological conditions is the failure of pro-
teins to fold correctly or to remain correctly folded.  Previous studies show 
that conformational stability is a result of effects involving hydrophobicity 
and hydrogen bonding.  The driving force for denaturing by temperature is 
the increase in entropy that helps the transition of a single protein confor-
mation into an ensemble of random ones.  Thermodynamic studies of pro-
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 teins used differential scanning calorimetry (DSC) at relatively high scan rate 
(10-20 K/min).  The denaturation of proteins studied this way cannot probe 
all the transformations, and may suppress the aggregation to gels.  The exper-
imental results presented here, show the thermal denaturing of the diluted ly-
sozyme, which occurs gradually over a broad temperature range as a series of 
transformations, some of which are reversible.  Also, the aggregation of the 
protein to gel is probed as a result of a very low heating scan rate (0.017 to 5 
K/min) by both methods AC-calorimetry and modulated DSC.  In addition, 
we have analyzed the low frequency (1-100 kHz) dielectric spectra of the 
protein-solvent system and explained to our knowledge the relaxation process 
of the diluted lysozyme. Until recently, the literature contained no data con-
cerning the dielectric behavior under certain physical conditions that we have 
performed our measurements.  
  
4.1 INTRODUCTION 
Proteins are important units in governing the functions of living systems.  
The biological activity of proteins depends on their three-dimensional native 
structure in solution and slow fluctuating modes.   Folding and unfolding of 
all or parts of a protein’s structure are crucial ways of regulating biological 
activity and targeting proteins to different cellular locations.  The origin of a 
wide variety of pathological conditions is the failure of proteins to fold cor-
rectly or to remain correctly folded [1].  
Most studies show that conformational stability is a result of effects 
involving hydrophobicity and hydrogen bonding.  Early research on protein 
stability attempted to explain the structural changes of proteins as a result of 
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 changes in physical, chemical or biological properties [2].  These are configu-
ration changes of the protein’s folded structure and are demonstrated mainly 
in the polypeptide chain.   In principle, molecular changes should be quantita-
tively compared with the native state.  In practice, the state of the molecules 
prepared by the mildest extraction method is conventionally assumed to be 
the protein’s native state.  The denaturation process can be defined as any 
structure modification of the protein molecule, but excluding any breaking of 
covalent bond [3]. 
Previous investigations carried out by Raman spectroscopy and dif-
ferential scanning calorimetry (DSC) have shown that the thermal denatur-
ation process of most proteins can be described by two stages.  During the 
first stage, the tertiary structure unfolds, exposing the secondary structure to 
the solvent environment.  The increased solvent penetration into the interior 
of the protein is thought responsible for the destabilization of the entire mo-
lecular conformation [6].  The first transformation step is characterized by 
breaking the imbalance between hydrophobic and hydrophilic interactions.  
The water penetration will favor the hydrophobic interactions in the protein 
interior.  As a result the second stage of the thermal denaturation will be the 
unfolding process of the secondary structure [4]. 
Some of the denaturing processes are: temperature, changing pH of 
the solution, denaturants (inorganic salts, organic solvents and detergents), 
ultrasonic homogenization, and high pressure.  Many studies have in-
vestigated the influence of additives on the stability of the protein aqueous 
solutions.  In particular, some sugars are known to enhance the stability of 
proteins [5].  The temperatures at which the proteins unfold vary widely.  
Most proteins unfold at high temperatures (70-90 ℃) but structural alterations 
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 have been seen even at low temperatures (-30- -10 ℃) for some proteins.  
The driving force for denaturing by temperature is the increase in entropy 
that helps the transition of a single protein conformation into an ensemble of 
random ones.  The entropy contribution increases as the temperature increas-
es and at some temperature, overcomes the interactions responsible for its 
structure.  At this point, the protein is heat denatured and the buried non-polar 
amino acid residues are exposed.  The intermolecular clustering may lead to 
aggregation of the denatured protein.  Furthermore, protein interactions under 
certain circumstances can lead to gelation, a very important process in the 
food industry [6, 7].  Here, specific interactions such as in clotting of fibrin 
and antibody-antigen interactions may be responsible for the formation of 
gel-like aggregates [8, 9].  Gels can be well-ordered lamellar structures 
(phospholipids) or completely disordered with structural units covalently 
linked to one another (condensation polymers).  Some types of gels are pri-
mary macromolecules bound together via multi-stranded helices where the 
network is caused by physical aggregation of chains, previously disordered, 
but now with regions of local order.  Globular protein network gels morpho-
logically are classified as lattice gels.  Aqueous solutions with high concen-
trations of these proteins can be converted to gels by slowly heating the un-
folded (denatured) proteins [10, 11].  The first thermodynamic studies in the 
1970s of protein denaturation used differential scanning calorimetry (DSC) at 
relatively high scan rate (10-20 K/min).  The heat capacity 𝐶𝐶𝑝𝑝(𝑇𝑇) typically 
exhibits a broad endothermic peak where the area has been interpreted as be-
ing equal to the total enthalpy of transformation of proteins.  Because of the 
very fast scan rates, it is uncertain as to whether the denaturation of proteins 
can be seen as entirely a fast thermodynamic irreversible transition or wheth-
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 er it occurs gradually over a broad temperature range as a series of transfor-
mations, some of which may be reversible.  Also, heating the protein very 
fast will suppress the aggregation to gels, a very important step of protein 
transformations.  The recent studies using MDSC have attempted to probe 
reversible and nonreversible components of the protein transformation but 
this question remains largely open [12, 13]. 
It is well established that the function of a protein is related to the sur-
rounding water.  Proteins should have a certain hydration level in order to 
have the full flexibility and motion necessary for their full biological func-
tion. See Chapter 1.  Several experimental studies have tried to answer the 
question how the dynamics of a protein (and so its function) is related to the 
surrounding solution environment.  Dielectric spectroscopy has been widely 
used and the dielectric loss spectra have been analyzed to understand the re-
laxation processes present in the protein–solvent system.   It is believed that 
the low frequency modes (for temperatures below 300 K) belong to the reori-
entation of the bound water and the unfolded protein molecules [14, 15].  The 
collective vibrational modes associated with protein tertiary structure lay 
mostly in the terahertz frequency range.  The dielectric response of this range 
is currently being considered as a possible bio-sensing technique.  Measure-
ments of these modes can be accomplished also by Raman spectroscopy,  
neutron inelastic scattering, and far infrared dielectric response [16]. 
Until recently, the literature contained no data concerning the dielec-
tric behavior of proteins at room temperature in aqueous solutions and low 
frequencies. This is the gap that we fill by applying calorimetry (both AC and 
MDSC) as well as low frequency (0.1 to 100 kHz) dielectric spectroscopy on 
a diluted protein solution.  All measurements have been performed on hen 
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 egg-white lysozyme dissolved in PBS (pH 7.4 and protein weight fraction 
𝜑𝜑𝑣𝑣   0.7, 0.19 and 0.32) from 20 to 100 oC. From the heat capacity profile, 
the temperatures and a related enthalpy change of the protein denaturing is 
probed. The heat capacity peak broadens and new features are revealed as the 
temperature scan rate is lowered to +0.017 K/min using AC calorimetry 
method. Significant differences are observed using the MDSC technique at 
scan rates of from 0.22 to 5 K/min. The temperature dependence of the per-
mittivity, 𝜀𝜀′, and the loss factor, 𝜀𝜀", at 100 kHz of the diluted protein show 
features associated with those seen in the heat capacity  (AC and MDSC).  
All results are interpreted in terms of protein denaturing then subsequent ge-
lation that depend on protein sample concentration, which is supported by the 
frequency dependence of the permittivity at room temperature after thermally 
cycling.   
 
4.2   Experimental 
4.2.1 Materials and sample preparation 
The lysozyme used for this experiment is extracted from hen egg-white 
 Figure  4.1 gives a schematic of the molecular structure (primary) of lyso-
zyme.  It was purchased from Alpha Aldrich in crystallized form, was used 
without further purification, and was kept continuously in a  freezer (−20 ℃) 
until used. The proper amount of protein and PBS (buffer solution pH = 7.5, 
purchased from the same company) were mixed in a vial.  The mixture was 
then mechanically mixed further in a touch mixture for about 5 minutes.   
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 Different samples having 𝜑𝜑𝑤𝑤 = 0.07, 0.19, and 0.32 were prepared using the 
same procedure.  Here, 𝜑𝜑𝑣𝑣 = 𝑚𝑚𝐿𝐿𝑒𝑒𝑠𝑠 /(𝑚𝑚𝐿𝐿𝑒𝑒𝑠𝑠 + 𝑚𝑚𝑃𝑃𝐵𝐵𝜕𝜕) is the weight fraction of 
lysozyme and 𝑚𝑚𝐿𝐿𝑒𝑒𝑠𝑠 and 𝑚𝑚𝑃𝑃𝐵𝐵𝜕𝜕 are the weight of lysozyme and buffer solution 
respectively. After the sample was ready, it was introduced into a cup + lid 
type silver cell of dimensions 3.14 × 72 ×  1.5mm3  and 3.14 × 32 ×  2mm3 
for the AC- calorimetry and MDSC methods, respectively.  The sample was 
prepared at the same way for the dielectric spectroscopic studies, but used an 
Instec electro optical-cell as the capacitive sample holder.  See Chapter 2.   
 
 
 
 
 
 
 
 
 
Figure 4.1.   Primary  structure of lysozyme. Peptide Chain made out of 129 
aminoacids and disulfite bridges, connected by covalent bonds (red lines) 
[21]. 
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The amount of sample used on each experiment was (𝑚𝑚𝐿𝐿𝑒𝑒𝑠𝑠 + 𝑚𝑚𝑃𝑃𝐵𝐵𝜕𝜕)  ≈ 5 
mg.  The experiment was performed immediately after the cell+ sample were 
mounted into the instruments.   
 
4.2.2    Results  
The first group of data is taken using calorimetric methods by starting with 
AC- calorimetry and then MDSC mode, making possible direct calorimetric 
measurements.  In order to have a complete study and be able to understand 
any macromolecular transformation for high temperatures (beyond 90 ℃), 
we have studied both the diluted lysozyme and crystalized powder (though 
not vacumed).   The data shown in Figure 4.2 and Figure 4.3 are an overlay 
of calorimetry and dielectric spectroscopy results.  The sample is heated at 
+0.22 K/min over a temperature range from 40 to 150 ℃ . The activities pre-
sented on both figures are a clear evidence of the glass transition, a well-
studied characteristic of protein transformation for very low temperatures 
[15].   The heat capacity (both the reversible and nonreversible) show only a 
glass transition-like feature that starts at around 120 ℃. This transition is evi-
dent at the dielectric loss behavior as well.  More molecular orientation activ-
ity is shown at around 90℃ at the dielectric storage as well. It is believed, 
that the bounded water layer over the protein molecules plays the main role 
on the present electric field changes (See Section 1.4).  Further work is done 
on lysozyme in solution. Our AC-calorimetry results on diluted protein (𝜑𝜑𝑣𝑣 
≈ 0.30, rate = 0.017 K/min) show a series of  transition steps on complex 
heat capacity 𝐶𝐶∗ (circles) and phase shift (stars) graph as a function of tem-
perature 𝑇𝑇 and an overall broader peak (Figure 4.4). 
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Figure 4.2.  Real part of the specific heat, Rev Cp (open circles) and dielec-
tric storage, ε, (filled circles) at 100 kHz on powder lysozyme, as function of 
temperature (heating rate +0.22K/min).  A glass transition is evident at 
~120 ℃ on both graphs. 
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 Figure 4.3. Imaginary part of the specific heat, NonRev Cp (open circles) 
and dielectric loss 𝜀𝜀′′ (filled circles) at 100 kHz on powder lysozyme, as a 
function of temperature (heating rate +0.22 K/min).  A glass transition is ev-
ident at ~120 ℃ on both graphs. 
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Figure 4.4.  AC-calorimetry on diluted lysozyme.  Effective heat capacity C∗  
and phase shift 𝜱𝜱 as a function of temperature at +0.017 K/min on lysozyme 
concentration 𝜑𝜑 = 0.30.  The dash-dot lines indicate the transition tempera-
tures respectively. The first two (at 51  and 55 ℃ ) may belong to untangling 
of α-helixes, β-sheets (αβ-intermediate) and to further straightening of β-
sheets (α-intermediate). 
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 These small 𝐶𝐶∗ changes are believed to be the small energy contributions 
coming from intermediate protein unfolding stages, which are supported by 
phase shift 𝜱𝜱 features as well.  The first two (at 51  and 55 ℃ ) may belong to 
untangling of α-helixes, β-sheets (αβ-intermediate) and to further straighten-
ing of β-sheets (α-intermediate).  Earlier studies on lysozyme have found that 
unfolding of α-helixes has a greater energy contribution compare to that of β-
sheets (See Chapter 1).  Based on this, we believe that the peak at around  60 ℃ shows mostly the energy outcome of the transition from α-intermediate 
to a tangled polypeptide of primary structure.  After 65 ℃, heat capacity 
baseline decreases drastically because of sample mass loss due to cell leak-
age.  In fact, several different cell designs were attempted, but were not suc-
cessful, because above 50 ℃ the vapor pressure of water likely cause seal 
failure for the AC custom-made cells. High temperature calorimetric meas-
urements are important for protein gelatin studies.  For this purpose is chosen 
DSC/MDSC method.  The cell+bath system of Q200 can reach 100℃, but 
the sample does not evaporate or leak.  Figure 4.5 shows a full cycle of heat 
+ cool + heat of protein sample having still 𝜑𝜑𝑣𝑣 ≈ 0.30 and a relatively very 
low heating rate 0.22 K/min.  
           There is some interesting information provided over this broad tem-
perature range (45 - 85 ℃). During the first heating scan, the thermal profile 
shows two transformation peaks.  The first one, at around 67 ℃ , is believed 
to represent the protein unfolding.  The second transformation involves less 
energy than the previous one and takes place at around 84 ℃.  High concen-
tration and a slow heating rate have helped the aggregation/ gelation process 
[19, 20].  The second feature is the evidence of this important transformation.  
Also, it is interesting that during cooling this peak will be flat, but will be  
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Figure 4.5.  Thermal cycling on diluted lysozyme φw= 0.32 showing the ex-
cess specific heat ∆∁𝑝𝑝 , as a function of temperature at ± 0.22 K/min. Both 
heating profiles (red triangles-first heat and red stars-second heat) show the 
thermal signatures at 67 and 84 ℃.  The 84 ℃ peak is not present on cooling 
(blue circles) that was intermediate between the two heating scans. 
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Figure 4.6.  Concentration effect on  the excess specific heat ∆∁𝑝𝑝 over a wide  
temperature range on Lysozyme+PBS  at a fixed heating rate +0.22 K/min. 
For the highest concentration 𝜑𝜑 ≈ 0.32 (green circles), two peaks are shown 
compared to other thermal profiles for 𝜑𝜑 ≈ 0.19 (red triangles) and  
𝜑𝜑 ≈ 0.07 (black stars), where only one peak is present.  The 84 ℃ peak for 
𝜑𝜑 ≈ 0.32 present the protein gelation peak.  The blue circles are an illustra-
tion of the native molecule structures that will unfold and tangle ( arcs) for 
high temperatures. 
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Figure 4.7.  Temperature scan rate effect on lysozyme+PBS for the same 
concentration (φw  ≈ 0.07) on the excess specific heat.  Real part of specific 
heat  Rev Cp as a function of temperature T shows the dependence of the un-
folding peak displaced by ~ 5 K toward higher temperatures as the scanning 
rate increases from 0.10 K/min (black filled squares) to 4 K/min (blue 
opened circles).  The small figure inside shows the dependence of the peak 
maximum temperature  𝑇𝑇𝑚𝑚𝑝𝑝𝑚𝑚 as a function of scan rate.  Error bars come 
from reproducibility, not just instrumentation. 
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Figure 4. 8.  Cole-Cole plots of imaginary part 𝜀𝜀"(𝜔𝜔) versus real part 𝜀𝜀′(𝜔𝜔)  
for different protein concentrations and at a constant voltage V = 5 V.   Note 
that the direction of increasing frequency is toward the 0 of 𝜀𝜀′(𝜔𝜔) axis.  The 
first mode is not evident on all the graphs because of the noise present due to 
loss of sensitivity of the instruments.  The second mode appears on two dif-
ferent frequencies for different protein solutions (𝑓𝑓 = 7.5 𝐻𝐻𝑚𝑚) and buffer (𝑓𝑓 = 8 𝐻𝐻𝑚𝑚). 
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fully reproducible during the next heating.  The fact that the unfolding peak 
cannot repeat itself as the sample is heated for the second time, shows that the 
protein unfolding in this case is partially reproducible. 
           Further MDSC measurements (Figure 4.6), show how the protein 
transformation is affected as 𝜑𝜑𝑣𝑣 is decreased.  For low weight fraction  𝜑𝜑𝑣𝑣  ≈0.07 and  𝜑𝜑𝑣𝑣  ≈ 0.19, all the transformations are represented by a single heat 
capacity peak and less energy released (area under the smaller peak).  Figure 
4.7 explains further how this single feature is affected by increasing the tem-
perature scan rate for the same  𝜑𝜑𝑣𝑣  ≈ 0.07.  The transition temperature is 
displaced about 5 K towards higher temperatures as the temperature rate in-
creases from 0.10 to  
4 K/min.  The relative error related to the sample treatment and history is pre-
sented by error bars. 
The dielectric spectroscopy data are given in Figure 4.8.  The Cole-
Cole analysis for frequency regime (0.1 to 100Hz) show the modes involved 
during the reorientation of the protein molecules and bounded buffer mole-
cules.  There are present two frequency modes for all the protein solutions 
( 𝜑𝜑𝑣𝑣  ≈ 0.07, 0.19, and 0.32), including buffer and protein powder.  The first 
mode is not evident on all the graphs because of the noise present due to loss 
of sensitivity of the instruments.  The second mode appears on two different 
frequencies for different protein solutions (𝑓𝑓 = 7.5 𝐻𝐻𝑚𝑚) and buffer  (𝑓𝑓 = 8 𝐻𝐻𝑚𝑚).  
Each of the figures shown here represent the best of the data set.  There have 
been at least 5 experimental trials for each of the graphs shown above.  In-
93 
 
 formation related to the absolute error (instrumentation error) for each of the 
methods used above can be found on section 3.2.2 & 3.2.3. 
 
4. 3   Discussion and Conclusions  
The thermal unfolding of lysozyme in PBS shows similar features as all other 
globular proteins.  An overall heat capacity increment is almost the universal 
characteristic of the unfolding transition and all our calorimetric measure-
ments have this 𝐶𝐶𝑝𝑝 behavior.  Similar changes in 𝐶𝐶𝑝𝑝 are seen in measure-
ments of protein-protein interactions, protein-ligand binding and other mac-
romolecular processes. It is believed that these changes are mostly the result 
of energy contribution from non-covalent bond breakings [12, 13, 17].  It is 
believed that the thermal unfolding of lysozyme happens through more than 1 
step.  The energy given to the system will increase the molecular kinetics, the 
molecular breakage that follows will help the tertiary structure to unfold and 
expose the inner protein parts to the polar solvent molecules.  If the system 
energy continues to increase as the temperature goes up, the secondary struc-
ture will start the transition as the α-helixes and β-sheets start unfolding.  The 
unfolded lysozyme will stay as a primary structure peptide as far as there are 
no chemical factors to disrupt the disulfide bridges [3, 5, 12, 13].  These in-
termediate transformation stages are illustrated on Figure 4.9.  There does 
not exist any DSC/MDSC thermal profile (literature supported), that shows 
the transition temperature for each step or to support experimentally the ener-
gy needed for each intermediate transformation to occur. 
            Based on our experimental results and literature references discussed 
earlier on this chapter, we support the fact that the driving force for  
94 
 
   
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9.  Folding/unfolding schematic of lysozyme.  The α-helixes are in 
red and blue, β-sheets are in yellow and blue [22]. 
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 denaturation is the increase in entropy of the system.   This will help the tran-
sition of a single conformation into an ensemble of single ones.  We can 
probe and affect this transition by controlling the physical parameters (i.e. 
temperature rate, oscillation frequency).  The midpoints of the transitions are 
scanning rate dependent, indicating that the denaturation process is kinetical-
ly controlled. Very low scan rates (Figure 4.3) and high sample concentra-
tion favor the intermediate transition steps, considered as a prerequisite for 
further clustering and protein gelation [18].  The lysozyme + PBS thermal 
profiles reveal a single feature at ~72 oC  for  𝜑𝜑𝑣𝑣 < 0.32 but two features for  𝜑𝜑𝑣𝑣 =  0.32 at 66 and 84 oC and all “reversible”.  This lower temperature 
process may be related to protein unfolding, leading to large structures while 
the higher temperature feature may be related to non-independent monomers 
(perhaps random associations of α helixes and β sheets).  
NMR spin relaxation experiments have demonstrated that a chemical 
denaturant increases the fluctuations of the protein that eventually leads to its 
unfolding [9].  There have been suggestions that the flexibility of proteins is 
related to the structural stability, but still this is not a clear mechanism yet.  In 
this work, we tried also to control the protein motion and orientation by using 
dielectric spectroscopy. 
            The low frequency dynamics of the lysozyme+PBS, likely involving 
the reorientation or redistribution of the bound water and the protein, are dif-
ferent than that in powder lysozyme and are due to the aqueous environment 
(Swelling and self-assembly?  Still an open question).  Powder (but not dry) 
lysozyme exhibits a glass-like melting/denaturing at high-T (~120 oC), sup-
ported by dielectric spectroscopy as well, is consistent with literature  
[19, 20]. 
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 CHAPTER5 
_____________________________________________ 
 
 
PSEUDO-PHASE DIAGRAM OF  
MICROSTRUCTURES IN CHEMICALLY-
DEFINED LIPID CONCENTRATES BY  
OPTICAL MICROSCOPY AND HIGH-
RESOLUTION CALORIMETRY 
 
  
Abstract 
Chemically Defined Lipid Concentrate (CDLC) is a model bile composed of 
a cholesterol, large non-ionic surfactant/emulsiphier as well as a tri-block co-
polymer (bilayer-forming amphiphiles), fatty acids (micelle-forming am-
phiphiles), and water.  This system is characterized by self-assembly of a va-
riety of microstructures ranging from filaments to helical ribbons to tubules 
to crystals.  Several competing theoretical models have been proposed, and 
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 experimental methods have been applied to explain the formation of micro-
structures as well as physico-chemical properties of them.  To date no one 
single theoretical approach accounts for all of the unique features associated 
with quaternary sterol systems, CDLC being one of them.  These self-
assemblies lend themselves to thermodynamic measurements; however, the 
literature on the topic is limited.  To understand the kinetic evolution of the 
metastable intermediates toward ChM crystal, this Chapter describes an opti-
cal microscopy, modulation and differential scanning calorimetry study of 
CDLC as a function of temperature, temperature scan rate, and dilution.  A 
free energy landscape for microstructure temporal evolution towards full 
ChM state as well as pseudo phase diagram are proposed to describe this 
unique system and its structural components.  The main features of it are the 
two solid curves representing the high-temperature boundary with the melting 
of ChM into an isotropic melt and the low- temperature boundary where the 
CDLC microstructures evolve at such a slow rate that they can be considered 
”frozen”, and since these are meta-stable structures, this region has many fea-
tures in common with glasses.   
 
 
5.1   Introduction  
 
Complex fluids present a myriad of interesting and important phenomena.  
One in particular that has attracted considerable research is the self-assembly 
of filamentous, helical ribbon, tubular, and crystal microstructures in quarter-
nary sterol systems [1]. Involving a number of important open questions re-
garding the kinetic evolution and properties of the microstructures formed, 
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 these systems remain inadequately understood. Originally discovered in na-
tive gallbladder bile, these microstructures were thought to be the result of 
the cholesterol crystallization process in a system supersaturated with choles-
terol [2].    
To understand formation of the microstructures, the native bile was 
modeled as a quaternary sterol system (or a “model bile system”) composed 
of cholesterol, bile salts, and phospholipids [2–4]. Similar structures were 
later found in a large variety of analogous systems each comprised of a sterol 
(cholesterol analog), bilayer-forming surfactant(s), and micelle-forming am-
phiphile(s) [1].  One of the more interesting features of all of these systems is 
formation of helical ribbons, spring-like structures with diameters and axial 
lengths ranging from 5 to 100 µm and 5 to 300 µm, respectively.  Despite 
large differences in dimensions, all of the helical ribbons form in one of the 
two types of pitch angles, either 11o or 54o.  Moreover, the helical ribbons are 
predominantly right-handed regardless of the chirality of the molecules com-
prising quaternary sterol systems studied [1].  These unique features of the 
quaternary sterol systems continue to be a subject of ongoing research [5].   
A useful complex fluid model that has provided insight into many 
physical phenomena in quaternary sterol systems is a Chemically Defined 
Lipid Concentrate (CDLC).  CDLC is composed of a cholesterol, large non-
ionic surfactant/emulsiphier as well as a tri-block co-polymer (bilayer-
forming amphiphiles), fatty acids (micelle-forming amphiphiles), and water.  
Similarly to native and model biles, this system is characterized by self-
assembly of a variety of microstructures ranging from filaments to helical 
ribbons to tubules to crystals (Figure 5.1).  Understanding the physics in-
volved in formation and temporary evolution of these structures including 
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 their physico-chemical properties may lead to a bio-inspired design of these 
microstructures for a range of useful technical applications, e.g., microscale 
force transducers [1, 6, 7]. 
Several competing theoretical models have been proposed to explain 
the formation of microstructures as well as physico-chemical properties of 
helical ribbons [6, 8–18].  Because of the chiral nature of the helical ribbons 
and the chirality of its molecular constituents, the initial theories attempted to 
describe these microsprings as fluid bilayers by employing a curvature elas-
ticity approach [19].  This initial methodology has been subsequently ex-
panded to account for the helix geometric and elastic properties by employing 
boundary (edge) effects [20], topological defects within the ribbon [21], and 
molecular tilt [22].  A separate theoretical approach employed an explicit 
analogy to chiral liquid crystals [7, 15, 16, 23–26].  A more recent phenome-
nological theory attempting to explain helix elastic properties is based on the 
hypothesis that helical ribbons are crystal rather than liquid crystalline in na-
ture.  This theory utilizes the spontaneous curvature of a flat crystal strip as a 
driving force for helix formation [17, 18].  To date no one single theoretical 
approach accounts for all of the unique features associated with quaternary 
sterol systems, CDLC being one of them.  For helical microstructures, this is 
due to the ubiquitous binary helix pitch angles, the large ribbon thicknesses 
(1 to 2 orders of magnitude larger than those of lipid bilayers), unique helical 
ribbon handedness independent of the constituent molecular chirality, the 
chemical structure of the sterol molecules, and other factors [1, 3, 17]. 
An important experimental finding relevant to this work is that the na-
ture of the cholesterol organization within helical ribbons is crystal rather 
than liquid crystalline [2, 4, 5, 15, 27].  This organization is similar to choles- 
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 terol monohydrate (ChM) except that the unit cell length perpendicular to the 
cholesterol layer is increased three times compared to that of ChM [5].  The 
underlying organizations of other microstructures present in quaternary sterol 
systems (filaments, tubules, and crystals) have been proposed to be anhy-
drous  cholesterol (ACh), admixture of ACh and ChM, and pure ChM crys-
tals, the latter being an equilibrium form of cholesterol.   
The recent x-ray and electron diffraction findings related to helices  
[5, 27] along with observations of the kinetic evolution of other structures 
present in quaternary sterol systems [1, 2, 4, 15, 17] reinforce that filament, 
helix, and tubule microstructures all appear to be metastable intermediates  
co-existing with ChM crystals. Due to their unique properties, including a 
number of intriguing transformations and co-existences, these self-assemblies 
lend themselves to thermodynamic measurements; however, the literature on 
the topic is limited. Early studies of the melting of pure ACh, ACh+ChM 
mixtures, and pure ChM crystals [28, 29] as well as more recent efforts on 
gallstones [30, 31] have been mainly studied by differential scanning calori- 
metry (DSC).  Studies have been plagued by weak thermal signatures as well 
as difficult sample handling [32, 33], but have revealed important clues as to 
their thermal behavior.  Related self-assembled systems of lipid-based unila-
mellar vesicles in aqueous solutions and low concentrations have employed 
both DSC and modulation (AC) calorimetry [34–37].  Here also, sample han-
dling difficulties due to the sample aqueous nature and complex structural 
behavior have restricted the use of calorimetry.  Results could only probe the 
melting into an isotropic liquid of highly concentrated Ch samples.  Despite 
this limitation, calorimetry has yielded important information. Clearly, re-
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 newed efforts to more systematically utilize calorimetry in conjunction with 
complementary techniques are needed, especially for helical forming  
Ch-based structures where very little experimental information is available. 
To understand the kinetic evolution of the metastable intermediates 
toward ChM crystal, this Chapter describes an optical microscopy, modula-
tion and differential scanning calorimetry study of CDLC as a function of 
temperature, temperature scan rate, and dilution.  The calorimetry tempera-
ture scan rate was varied from 0.017 to 1C/min on samples ranging from the 
original CDLC composition (denoted 1:1 stock solution:total volume) to 
those diluted with water to a 1:10 concentration.  Microscopy confirms the 
presence of the three types of metastable microstructures in all samples stud-
ied.  Furthermore, samples incubated at various temperatures exhibit addi-
tional clustering and/or alignment of the microstructures. Calorimetric ther-
mal profiles are strongly dependent on scan rate, sample concentration, and 
thermal history, revealing numerous features with increasing temperature.  
Since the kinetics of CDLC increases with increasing temperature, this sys-
tem cannot uniformly condense into ChM equilibrium state due to local con-
centration fluctuations; rather, it forms a set of intermediate slowly-evolving 
structures.  These structures, filamentous, helical ribbon, and tubules, co-
existing with each other and the environment from which they grow, evolve 
through a broad region of metastable chemical and structural equilibrium.  A 
free energy landscape for microstructure temporal evolution towards full 
ChM state as well as pseudo phase diagram are proposed to describe this 
unique system and its structural components.  
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5.2    Experimental 
 
5.2.1    Sample preparation and optical microscopy 
Chemically Defined Lipid Concentrate (CDLC) was purchased from GIBCO  
Products/Invitrogen Corporation (Grand Island, NY) and used for both opti-
cal microscopy and calorimetric studies.  Water-based concentrated lipid 
emulsion, CDLC can be classified  as a quaternary sterol system in that it is 
composed of three groups of components in water, i.e., a mixture of non-
ionic surfactants (TweenT M 80 and Pluronic@F-68), fatty acids (micelle-
forming amphiphiles), and cholesterol in 94.2:1.9:3.9 percent molar ratio. To 
  Needle-like  
   Crystals  
  Arcs or  
  Filaments  
Helical  
Ribbons 
   Ch-monohydrate 
     Crystals   
Figure 5.1.  CDLC Microstructures.  Phase contrast optical microscopy of a 
CDLC sample at room temperature illustrating the typical coexisting mi-
crosctructures present.  The micrograph width represents 20 µm. 
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 obtain a uniform suspension of microstructures in stock solution bulk, CDLC 
was micro-centrifuged prior to every sampling.  A dilution series was then 
performed on the stock solution using de-ionized water, dH2O, to prepare six 
500-ul samples with the following ratios of original CDLC solution to total 
volume: 1:1, 1:2, 1:4, 1:6, 1:8, and 1:10.  Prior to use these samples were 
stored at 4℃   in sealed borosilicate glass tubes (Fisher Scientific Inc.) For the 
optical experiments, each glass tube was micro-centrifuged and 7-µl aliquotes 
(eight from each glass tube) were placed on glass slides (VWR International 
Inc.).  The slides were then sealed using clear nail enamel (N.Y.C.) to reduce 
evaporation effects. Each glass slide was then incubated at various tempera-
tures (31, 34, 40, 52, 60, 68, 72, or 80 ℃) and removed for observations hour-
ly for five hours.  Observations were performed using phase contrast micros-
copy technique (Olympus, IX70) at room temperature.  Images were obtained 
with a camera (QImaging Retiga 2000R) and further processed with QCap-
ture Pro6.0 software.  For t = 0, observations were made immediately after 
the sample preparation.  This procedure for direct visual observations mimics 
conditions of the thermodynamic measurements described below. 
 
5.2.2   Calorimetry 
Calorimetry temperature scans were performed on a home-built modulation 
(AC) calorimeter [38, 39] and on a model Q100 TA Instruments DSC [40].  
In the modulation calorimeter, the temperature amplitude 𝑇𝑇𝑝𝑝𝑒𝑒 and the phase 
shift φ between the applied sinusoidal heating power  𝑃𝑃(𝜕𝜕) = 𝑃𝑃0𝑒𝑒𝑒𝑒𝑝𝑝(𝑖𝑖𝜔𝜔𝜕𝜕) 
and the resulting temperature oscillations yield a direct measure of the heat 
capacity as 𝐶𝐶∗ =  𝑃𝑃0/(𝜔𝜔𝑇𝑇𝑝𝑝𝑒𝑒) [41, 42].  
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 Temperature scans were performed at a rate of 0.017 to 1℃/min with 
the initial heating followed immediately by a cooling scan at the same rate. 
The modulation frequency used throughout was f = 30 mHz (ω = 2πf = 
0.1885 rad/sec).  These components yield information about the static and 
dynamic character of C but only reveal qualitative insight into the enthalpy.  
In particular, for small values of the phase shift and a single homogeneous 
state of the sample, φ should be inversely proportional to C (at fixed below 
the internal thermal relaxation rate) as tan 𝜑𝜑 ∼  1/𝑅𝑅𝑒𝑒𝐶𝐶 where 𝑅𝑅𝑒𝑒 is the ex-
ternal thermal resistance [39, 43].  Deviations from this behavior unambigu-
ously indicate the presence (but not magnitude) of dispersion such as latent 
heat or sample rearrangement [44].  In the DSC experiments, direct meas-
urements of the sample enthalpy (heat flow) were performed on heating at 
1℃/min [45].  The recorded time (t), temperature (T), and heat flow (dH/dt) 
can be used to extract the specific heat as 𝐶𝐶𝑝𝑝 = [(dH/dt)/(dT /dt)]/m, where m 
is the mass of the sample.  The excess specific heat due to changes from the 
baseline of the sample is defined as ∆𝐶𝐶𝑝𝑝  =  𝐶𝐶𝑝𝑝 – 𝐶𝐶𝑏𝑏𝑝𝑝𝑠𝑠𝑒𝑒 [46, 47].  
Both DSC and modulation calorimetric techniques employed hermetic 
DSC pans designed for volatile liquids, aqueous solutions above 100℃, and 
other special applications [40].  Nevertheless, these pans did not prevent wa-
ter evaporation, a particularly difficult problem for the modulation technique 
that required long measurement times at elevated temperatures. Therefore, 
specially re-enforced pans were designed for use with AC-calorimeters (AC-
cells).  Sealed with super glue, this custom made pan allowed for a hermetic 
encapsulation of an aqueous sample up to ∼ 74℃  at which temperature the 
pan abruptly ruptured. 
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 The prepared stock and diluted samples were stored at 4◦C until used. 
The CDLC sample was shaken vigorously to obtain a uniform structure dis-
tribution within the sample bulk before being sealed into the DSC pans or 
AC-cells. All pans were thoroughly cleaned before the sample was intro-
duced.  Sample mass ranged from ∼ 10 mg for the DSC pans up to 40 − 60 
mg for the AC-cells. 
 
 
5.3    RESULTS 
 
5.3.1   Optical microscopy 
Optical observations of the intermediate metastable structures formed in 
CDLC reveal two distinct phenomena corresponding to the evolution of a 
single structure and two collective phenomena representing temporal evolu-
tion of a large number of structures.  Single structure phenomena include: (1) 
growth of a single straight or curved structure (thickening as well as lateral 
and axial elongation) and (2) straightening of a single curved structure.  Col-
lective phenomena are represented by: (1) alignment and (2) clustering of 
straight and curved structures. Figure 5.2 illustrates typical observations of 
diluted (stock:water at 1:10 in columns A1 and A2) and stock CDLC 
(stock:water at 1:1 in columns B1 and B2) as a function of temperature.  At 
low concentrations and low temperatures, e.g., 30℃ (column A1), the indi-
vidual intermediate metastables undergo straightening and elongation fol-
lowed by a cooperative alignment.  In comparison, low concentrations and 
high temperatures, e.g., 60℃, (column A2), result in similar straightening  
transitions, however structures’s growth is represented by their thickening 
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 rather than elongation; these two processes are then followed by a coopera-
tive alignment, similar to that occurring at low temperatures.  To contrast, the 
main characteristic of concentrated CDLC is clustering of metastables early 
in their temporal evolution at all temperatures.  As an example, columns B1 
and B2 of Figure 5.2 illustrate evolution of stock CDLC at 31℃ and 60℃, 
respectively. At this concentration, metastable’s progression at the lower 
temperature is represented by structures straightening and elongating. At 
higher temperatures, however, in addition to straightening the structures 
thicken rather than elongate. 
Generally, alignment is found to be characteristic of samples at low 
concentrations, while clustering occurs in concentrated samples. However, 
rates and extent to which these phenomena occur seem to be temperature-
dependent. Additionally, structure straightening and growth at all concentra-
tions appear to be temperature-dependent phenomena.  The highest degree of 
straightening is found to occur at higher temperatures.  This is expected  
since such structural reorganization is likely to require relatively higher ener-
gies and the need for faster kinetics.  Notably, growth at higher temperatures 
is represented mainly by structures thickening, as visualized  by the darkest 
shades, to produce thick but short precursors to ChM crystals. At lower tem-
peratures, on the other hand, structure growth mostly occurs via elongation 
producing extended but thinner metastables that also lead to the final state of 
ChM.  Notwithstanding the initial conditions, the most stable temperatures is 
represented mainly by structures thickening, as visualized  by the darkest 
shades, to produce thick but short precursors to ChM crystals.  
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Figure 5.2.  Temporal evolution of structures  as a function of temperature 
and concentration. Left panel shows phase-contrast micrographs of micro-
structures at 1:10 CDLC concentration (stock:additional water) at 31 
℃ (column A1) and 60 ℃ (column A2).  Right panel shows phase contrast 
micro-graphs of microstructures at 1:1 CDLC concentration at 31℃ (column 
B1) and 60℃ (column B2).  Each micrograph width represents 14 µm.  For 
the 1:10 sample at 31℃ (low temperature, low concentration, A1), the coex-
isting structures generally exhibit straightening, elongation, and alignment 
over time. For the 1:1 sample at 31℃ (low temperature, high concentration, 
B1), the structures progress through straightening, elongation, and cluster-
ing. For the 1:10 sample at 60℃ (high temperature, low concentration, A2), 
the structures exhibit straightening, thickening, and alignment. For the 1:1 
sample at 60℃ (high temperature, high concentration, B2), the structures 
progress through straightening, thickening, and clustering.  
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 5.3.2   Calorimetry   
Figure 5.3 illustrates the heat capacity, C , on the top panel and phase shift, 
φ, on the bottom panel for heating and cooling measured with  the AC-
technique on a 1:1 CDLC sample.  These scans were performed at a rate of 
±0.017 ℃/min from 26 to 84 ℃.  As with most samples studied, both the 
DSC and AC cells suffered from water evaporation (leaking).  The sample 
mass loss on heating is represented on Figure 5.3 by a negative sloping 
background (open circles).  The subsequent cooling scan (solid circles), how-
ever, demonstrates gradual saturation as all the water escapes from the sam-
ple cell.  On heating, a step up feature in C with the complimentary step 
down feature in φ is observed at ∼ 33℃.  Between 33 and ∼ 64℃, both C and 
φ evolve as the inverse of each other with indications of ‘dips‘ characteristic 
of sample rearrangement within the cell.  Interestingly, between 64 and 
∼77℃, a series of step down features in both C and φ are observed.  The vio-
lation of the inverse behavior between C and φ strongly indicates the pres-
ence of dispersion mechanisms such as latent heat over this ∼ 13℃ range.  In 
the upper region of temperatures studied, i.e., between 77 to 84℃, 
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 Figure 5.3.  Heat capacity and phase by modulation calorimetry.  Wide-
temperature scans at ±0.01℃/min  of the heat capacity amplitude C (top pan-
el) and phase shift φ (bottom  panel) on heating (open circles) and cooling 
(solid circles) of a fresh 1:1 concentration CDLC sample. Note that the de-
creasing baseline in the top panel reflects the slow evaporation of water from 
the cell. 
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 the heat capacity on heating essentially overlays the one on cooling.  Notably, 
upon returning to about 77℃, a peak in C coincident with a large shift in φ is 
observed, a feature consistent with a first-order transition. Below 77℃ on 
cooling, both C and φ vary smoothly and as expected reveal no features po-
tentially due to the entire bulk of CDLC being crystallized.  Such smooth var-
iation of the heat capacity upon cooling is in stark contrast with the proceed-
ing heating run that reveals multiple features indicating the nonreversible na-
ture of any transformations.  Overall, the hysteresis in heat capacity between 
heating and cooling is consistent with the slow evaporation of water on heat-
ing with ensuing increase in CDLC concentration. 
To reduce the problem of water evaporation AC-cells were employed. 
Figure 5.4 displays a heating scan of a stock solution of CDLC (1:1) per-
formed with such a cell.  Some features observed for both C (open circles) 
and φ (solid circles) on this scan appear to be consistent with those displayed 
in Figure 5.3, e.g., the single step feature at ∼ 33℃  and a series of step fea-
tures with an increasing baseline above ∼ 53℃  until cell rupture.  On the 
other hand, the behavior of φ relative to C in this temperature range does not 
follow the expected inverse relationship indicating a significant release of 
excess heat. 
The excess specific heat release was probed through a series of DSC 
measurements.  Figure 5.5 illustrates the extracted excess specific heat, ∆𝐶𝐶𝑝𝑝, 
for a heating scan of 1:1 CDLC sample at +1℃/min, a scan rate that is about 
two orders of magnitude faster than the one in the modulation technique.  A 
sequence of ∆𝐶𝐶𝑝𝑝 peaks in this figure is consistent with the features observed 
in modulation calorimetry scans.  However, the step-up feature at ∼ 33℃   
observed in both Figure 5.3 and Figure 5.4 is now shifted upward to ∼ 43℃.    
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 Figure  5.4.   Heat capacity by modulation calorimetry.  The heat capacity C 
(open circles) and phase shift φ (solid circles) of a hermetically sealed cell 
containing a 1:1 concentration CDLC sample on heating at +0.017 ℃/min  
The cell catastrophically ruptures at about 74 ℃. 
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Figure 5.5.  Excess specific heat by DSC. Extracted excess specific heat 
∆𝐶𝐶𝑝𝑝 on heating at +1◦C/min scan rate of a 1:1 concentration CDLC sample.  
The initial rapid decrease of ∆𝐶𝐶𝑝𝑝  from 23 to ∼ 28 ℃ is due to the typical 
transient at the start of the DSC heating scan. 
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 Similarly to the modulation calorimetry scan performed with AC-cells 
Figure 5.4, the step-down features at higher temperatures in Figure 5.5 initi-
ate at ∼ 57℃.  This, however, is ∼ 5℃ lower in temperature than the feature 
in Figure 5.3 for the evaporating cell.  These features represent a series of 
temperature dependent first-order transformations and sample rearrange-
ments.  On further heating and ensuing melting of all metastables, CDLC is 
converted into an isotropic melt.  Sample cooling from this isotropic melt re-
veals only a single transition feature typical of concentrated cholesterol crys-
tallization [28, 29]. 
 
 
5.4   Discussion and Conclusions 
 
The results of the optical and calorimetric studies present a wide range of ob-
servations as a function of temperature and time.  Generally, these results 
support the view that all microstructures in CDLC are long-lived intermediate 
metastables enroute towards final cholesterol monohydrate (ChM) crystals. 
The kinetics of the intermediate microstructures transformations is essentially 
frozen well below ∼ 30℃ and becomes progressively faster with increasing 
temperature. The fastest kinetics and evolution of the microstructures to- 
wards ChM appears to exist just below the ChM melting temperature at  
∼ 70℃, thus suggesting that crystallization occurs on heating.  In reality, all 
intermediate self-assembled microstructures coexist in a broad metastability 
region. 
The evolution rate of the various microstructures is driven by temper-
ature and molecular concentration within the solvent medium. The optical 
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 studies revealed a reproducible pattern of structural evolution.  As an exam-
ple, a series of structures at low and high temperatures with low and high 
transformation kinetic rates, respectively, are shown in Figure 5.6. The fol-
lowing classification is introduced in this work; individual microstructures 
(inter-structures) evolve through Straightening of curved filaments and 
growth by Elongation or lateral/axial Thickening of filaments. Collectively, 
groups of microstructures (intra- structures) evolve through Alignment and 
Clustering.  
For inter-structural evolution, Straightening is observed for the curved 
filaments at all temperatures and concentrations but is most pronounced at 
higher temperatures near but below ChM melting.  Here, straightening of in-
dividual structures would follow a direct path towards ChM and is consistent 
with this process being the most energetically intense. Growth by Elongation 
occurs at lower temperatures while growth by lateral or axial Thickening oc-
curs at higher temperatures roughly independent of CDLC concentration. 
These observations are consistent with internal structural evolution through 
elongation and thickening requiring higher energies, faster kinetics, and that 
the formation of these structures is endothermic. 
For intra-structural evolution or cooperative behavior, Alignment of 
mostly straight structures occur primarily at low CDLC concentration while 
Clustering of straight and curved structures is found at high CDLC concen-
tration. Both collective phenomena appear independent of temperature, 
which, given the micron sizes of the structures involved, suggests that these 
effects are not thermally activated. The Alignment behavior at low concentra-
tions is understandable since here the microstructures have sufficient free-
volume and time to reorient and align, presumably through steric interactions.  
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This interaction among the microstructures would greatly improve the effi-
ciency of finding the proper boundary matching in order to merge. 
            The Clustering behavior at higher CDLC concentrations is under-
standable as the relatively short distances, thus restricted free-volume, be-
tween structures prevent sufficient alignment.  Such random clustering of 
 Figure 5.6.   Microstructure evolution. Cartoon depicting the temporal evolution 
of microstructures through a free-energy landscape towards full crystallization in-
to cholesterol monohydrate (ChM). The free-energy gradient, which is propor-
tional to the rate of evolution kinetics, increases with increasing temperature. 
Generally, for a) low CDLC concentration, the structures progress from 
straightening to elongation or thickening to alignment.  For b) high CDLC 
concentration, the structures progress from straightening to elongation or thick-
ening to clustering. The points A1, A2 in a) and B1, B2 in b) correspond to the 
panels in Fig. 2. The temperature Tm refers to the melting temperature of ChM. 
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 structures would prevent proper matching of individual boundaries in order 
for merging or growth to proceed.  In essence, clustering at high concentra-
tions causes a proliferation of defects and suggests the importance of the in-
frastructural distance in determining the path towards ChM.  These two ob-
served collective phenomena, following any local concentration fluctuations, 
would explain the wide variability in sample preparation.   
The direct optical in situ observations of the temperature and concen-
tration-dependent evolution of microstructures in CDLC samples approxi-
mately match the conditions of the calorimetric studies.  Because the two cal-
orimetric techniques employed used vastly different scan rates, the observed 
thermal signatures could be assigned as fast or slow kinetics.  Collectively, 
thermodynamic and optical data allow a construction of a pseudo-phase dia-
gram for the evolution of microstructures in CDLC, despite the ever-present 
difficulty of water evaporation from the sample.  Recalling that both tempera-
ture and concentration drive the rate of kinetics, a kinetics versus concentra-
tion diagram is shown in Figure 5.7.  The main features of this proposed 
pseudo-phase diagram are the two solid curves representing the high-
temperature boundary with the melting of ChM into an isotropic melt and the 
low- temperature boundary where the CDLC microstructures evolve at such a 
slow rate that they can be considered ”frozen”, and since these are meta-
stable structures, this region has many features in common with glasses. 
These two solid lines should approach zero rate of kinetics as the CDLC 
stock concentration approaches zero as the evolution of the microstructures 
depends strongly on interactions among the structures.  The dashed lines be-
tween the two solid essentially divide this region into rough quadrants denot- 
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Figure 5.7. Temperature-concentration pseudo-phase diagram for CDLC. 
Proposed phase diagram for the CDLC system combining the optically ob-
served structures with the temperature of features observed by calorimetry. 
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 ting the evolution characteristics of all coexisting microstructures.  This con-
struction represents a new way of visualizing the complex evolution of these 
unique self-assemblies.  While the proposed pseudo-phase diagram is con-
sistent with the range of observations, both optically and calorimetrically, 
there remain many open questions requiring both theoretical and experi- 
mental efforts.  Given the recent x-ray result that one particular micro- struc-
ture in CDLC is actually crystalline (though with a unique super structure) 
[5], it is tempting to regard all self-assembled microstructures  as essentially 
crystalline in nature but due to the frustration of the initial  assemblies (pro-
liferation of defects), there exists significant energy barriers enrooted to the 
final ChM phase.  Theoretical work along these lines would be very useful.  
Experimentally, the question of how to directly probe the activated kinetics 
of these structural evolutions remains open.  Clearly, what is needed are tags, 
such as quantum dots, with which to mark a specific microstructure and fol-
low the dynamics of the tag at various concentrations and temperatures.  The 
dynamics of the tag should be related to the structure to which it is attached 
and so the activation energy might be probed. 
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CHAPTER6 
_____________________________________________ 
 
 
 
CONCLUSIONS 
 
This work studies the transition and mesophases of biomolecules (short DNA 
fragments, proteins and cholesterol structures) found in aqueous solutions.  
All the experimental data have shown the molecular structural and organiza-
tional changes under the effect of the physical factors as temperature, sample 
concentration, time, and electric field frequency.  We believe that we have 
given some contribution to highlight the existing models about self-
assembling/self-orientation of macromolecules. 
In the DNA+buffer  (pH=8.0), our  results have shown a full analyses 
of the dynamics and kinetics involved on self-organizing of DNA.  High 
resolution AC-calorimetry used is able to detect intermediate states, predicted 
to be short lived and also unobservable at the temporal resolution (DSC). Ex-
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 cept predicting the melting temperature 𝑇𝑇𝑚𝑚, a very important physical feature, 
we were also able to observe other structural and organizational changes. 
Multiple experimental runs were used to observe any reproducibility of the 
clustering or any other associations.  Mainly, all the mesophases belong to 
the temperatures lower than 𝑇𝑇𝑚𝑚 and this is consistent with literature as well. 
Another powerful experimental method is the dielectric spectroscopy.   It is 
known that a low frequency regime (0.1-100 kHz) can be used to probe the 
large-scale molecular motion and structural aggregation. We believe that the 
frequency modes detected for high DNA concentration, are present because 
of the induced dipoles within the multiple DNA structural self-oriented lay-
ers.  All this project work is concluded on a phase diagram that helps to have 
a better view for the DNA structural organization/ packing under certain 
physical conditions.  Knowledge gained could help researchers better under-
stand the function of proteins, and identify new targets for drug development. 
           Further experimental work, continued on other interesting bio-
molecular systems, has supported that the driving force for molecular dena-
turation is the increase in entropy of the system.  The protein thermal transi-
tion and denaturing can be probed by controlling different physical parame-
ters. One of them is the temperature-heating rate, which is responsible for 
controlling kinetically the protein transitions.   This effect is more evident on 
observing the transition peak.   The  Lysozyme + PBS thermal profiles reveal 
a single feature at ~72℃ for  𝜑𝜑𝑣𝑣 < 0.32, but two features for  𝜑𝜑𝑣𝑣 =  0.32 at 
66℃ and 84℃, all “reversible”.  This lower -T process may be related to pro-
tein unfolding, leading to large structures while the higher-T feature not in-
dependent monomers (perhaps random associations of α helixes and  
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 β sheets).  Dielectric spectroscopy has been used as well.  The low frequency 
dynamics of the Lysozyme + PBS, likely involving the reorientation or redis-
tribution of the bound water and the protein, are different from that in powder 
lysozyme and are due to the aqueous environment (swelling and self-
assembly is still an open question). 
An important part of all this work is related to the intermediate phases 
and evolution of cholesterol structures found in CDLC.  The results of the 
optical and calorimetric studies present a wide range of observations as a 
function of temperature and time. The evolution rate of the various micro-
structures is driven by temperature and molecular concentration within the 
solvent medium.  For inter-structural evolution, Straightening is observed for 
the curved filaments at all temperatures and concentrations, but is most pro-
nounced at higher temperatures near but below ChM melting.  Growth by 
Elongation occurs at lower temperatures while growth by lateral or axial 
Thickening occurs at higher temperatures roughly independent of CDLC 
concentration. These observations are consistent with internal structural evo-
lution through elongation and thickening requiring higher energies, faster ki-
netics.  When it comes to the cooperative behavior, there is some Alingn- 
ment of straight structures at low concentrations while high concentration 
favors Clustering of them.   
Collectively, thermodynamic, spectroscopic and optical data allow of-
ten a construction of a phase diagram for the evolution of macromolecules in 
aqueous solutions, despite the ever-present difficulty of water evaporation 
from the sample.  Theoretical work along these lines would be very useful.  
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