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ABSTRACT
Recently very deep transformers start showing outperformed
performance to traditional bi-directional long short-term
memory networks by a large margin. However, to put it into
production usage, inference computation cost and latency are
still serious concerns in real scenarios. In this paper, we study
a novel non-autoregressive transformers structure for speech
recognition, which is originally introduced in machine trans-
lation. During training input tokens fed to the decoder are
randomly replaced by a special mask token. The network is
required to predict those mask tokens by taking both context
and input speech into consideration. During inference, we
start from all mask tokens and the network gradually predicts
all tokens based on partial results. We show this framework
can support different decoding strategies, including tradi-
tional left-to-right. A new decoding strategy is proposed as an
example, which starts from the easiest predictions to difficult
ones. Some preliminary results on Aishell and CSJ bench-
marks show the possibility to train such a non-autoregressive
network for ASR. Especially in Aishell, the proposed method
outperformed Kaldi nnet3 and chain model setup and is quite
closed to the performance of the start-of-the-art end-to-end
model.
Index Terms— automatic speech recognition, trans-
former, non-autoregressive, end-to-end
1. INTRODUCTION
In recent studies very deep end-to-end automatic speech
recognition (ASR) starts to match and outperform conven-
tional ASR systems [1, 2, 3]. It mainly used encoder-decoder
based structure based on long short-term memory recurrent
neural network[4] and transformer network [1, 3]. Those sys-
tems have common characteristics: they rely on probabilistic
chain-rule based factorization combined with left-to-right
training and decoding. During training, the ground truth his-
tory tokens are fed to the decoder to predict the next token.
In inference, the ground truth history tokens are replaced by
previous predictions from the decoder. While this combina-
tion allows tractable log-likelihood computation, maximum
likelihood training, and beam-search based approximation, it
is more difficult to do parallel computation in decoding. The
left-right beam search algorithm needs to run decoder compu-
tation multiple times depends on the output sequence length
and beam size, which makes total computational extremely
large.
Non-autoregressive end-to-end models start to attract
more attention recently in neural machine translation [5, 6,
7, 8, 9, 10]. The idea is that the system predicts the whole
sequence within constant number of iterations which does
not depend on output sequence length. In [5] the author in-
troduced a hidden ’fertilities’ variables which are integers
correspond to the number of words in the target sentence that
can be aligned to that source word. The fertilities predictor
is trained by taking predictions from another external aligner.
[6] used multiple iterations of refinement starting from some
”corrupted” predictions. Instead of predicting fertilities for
each word in source sequence they only need to predict target
sequence total length. Another direction explored in previous
studies is to allow the output sequence to grow dynamically
[7, 8, 9]. All those works insert words to output sequence
iteratively based on insertion order or explicit tree structure.
This allows arbitrary output sequence length avoiding decid-
ing before decoding. However, since any sub-sequence can
be partial results during decoding training requires some sam-
pling or approximation. Among all those studies of different
directions, a common procedure for neural machine trans-
lation is to perform knowledge distillation [5]. In machine
translation, for a given input sentence, it can always exist
multiple correct translations. A pre-trained autoregressive
model is used to provide a unique target sequence for training
data.
Our work is based on mask-predict proposed recently for
neural machine translation[10]. Mask-predict is a conditional
language model similar to BERT [11]. During training some
random words are replaced by a special mask token and the
network is trained to predict original tokens. The difference
between our approach and BERT is that our system makes
predictions conditioned on input speech. During inference,
network decoder can condition on any subsets to predict the
rest given input speech. In reality, we start from an empty set
(all mask tokens) and gradually complete the whole sequence.
The subset we chose can be quite flexible so it makes any de-
coding order possible. In ASR there is no need for knowledge
distillation since in most cases unique transcript exists.
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Fig. 1. Comparison between normal transformer network
and mask-predict transformer network. The transformer uses
ground truth history tokens during training while during infer-
ence previous predictions are used as shown in the dash line.
For mask-predict transformer training, random tokens in de-
coder input are replaced by a special <mask> token and the
network is required to predict for those positions. Both net-
works conditions on encoder outputs of the whole sequence.
This paper is organized as follows. Section 2 introduces
the autoregressive end-to-end model and how to adapt it to
non-autoregressive. Different decoding strategies are also
discussed. Section 3 introduces the experimental setup and
presents results on different corpus. Further analysis is also
included discussing the difference between autoregressive
and non-autoregressive ASR. Section 4 summarizes this pa-
per and provides several directions for future research in this
area.
2. NON-AUTOREGRESSIVE END-TO-END ASR
To study non-autoregressive end-to-end ASR, it is important
to understand how the current autoregressive speech recog-
nition system works. As shown in Figure 1 top part, gen-
eral sequence-to-sequence model consists of encoder and de-
coder. The encoder takes speech features like Filter Banks as
input and produces hidden representations ht. Decoder pre-
dicts next token based on the previous history y<t and all
hidden representations:
ot = Pdec(yt|y<t, ft(h)) (1)
where f is a function on all hidden representations h. A com-
mon choice of f is attention mechanism which can be consid-
ered to be a weighted combination of all representations:
f attt (h) =
∑
t′
wt,t′ht′ (2)
The weights are usually determined by similarities between
the current state and all representations.
During training ground truth history tokens y<t are usu-
ally used as input to the decoder for two reasons. First of
all, it is faster since the computation of all ot can be done
in parallel. Secondly, training can be very difficult and slow
if predictions are used instead especially for very long se-
quence cases[12, 13]. The expanded computation graph be-
comes very deep similar to recurrent neural networks without
truncating.
During inference since no ground truth is given, predic-
tions need to be used instead. This means equation 1 needs to
be computed sequentially for every token in output and each
prediction needs to perform decoder computation once. De-
pends on output sequence length and unit used, this procedure
can be very slow for certain cases, like character-based Trans-
former models.
The key insight to make it non-autoregressive is to replace
y<t with some other input. One cannot simply ignore it be-
cause the conditional independence assumption is too strong
for ASR. This work mainly gets inspired by [10]. The idea is
to replace y<t with partial decoding results we got from pre-
vious computations. A new token <mask> is introduced for
training and decoding, similar to the idea of BERT [11]. The
formula is given in equation 3.
ot = Pdec(yt=<mask>|yt6=<mask>, ft(h)) (3)
As shown in Figure 1 bottom part, during training some
random tokens are replaced by this special token <mask>.
The network is asked to predict original unmasked tokens
based on input speech and context. We randomly sample the
number of mask tokens from a uniform distribution of whole
utterance length and randomly replace ground truth tokens
with this <mask> token. Theoretically, if we mask more to-
kens model will rely more on input speech and if we mask
fewer tokens context will be utilized similar to the language
model. This combines the advantages of both speech recog-
nition and language modeling. Also, those predictions can be
done simultaneously since we assume they are conditionally
independent.
2.1. Decoding Strategies
During inference, a multi-iteration process is considered.
Other than traditional left-to-right, two different strategies are
studied: easy first and mask-predict.
2.1.1. Easy first
The idea of this strategy is to predict the most obvious ones
first. In the first iteration, the decoder is fed with all y0t =
<mask> tokens since we don’t have any partial results. After
getting decoding results o0t we keep those most confident ones
and update them in y1:
y1t =
{
argmaxo0t t ∈ largestC(o0)
y0t otherwise
(4)
where C = L/K is the largest number of predictions we
keep, L is sequence length and K is the total number of it-
erations. Conditioned on this new y1, the network is required
to make new predictions if the sentence is not finished.
2.1.2. Mask-predict
This one is studied in [10]. We still starts with y0t =
<mask>. In each iteration, we check confidence score
maxP (ykt ) for each output token and replace those least
confident ones by <mask> tokens. The number of masked
tokens is L ∗ (1− k/K) for k-th iteration:
yk+1t =
{
<mask> t ∈ smallestC(maxP (ykt ))
ykt otherwise
(5)
where C = L ∗ (1 − k/K). For instance, if K = 10, we
mask 90% tokens in the first iteration, 90% in second and
so on. After getting prediction results we update all tokens
previously masked in yk+1:
P (yk+1t ) =
{
ok+1t y
k+1
t = <mask>
P (ykt ) otherwise
(6)
The difference between mask-predict and easy first is that
mask-predict will accept all decisions but it reverts decisions
made earlier if it is less confident. Easy first is more con-
servative and it gradually adopts decisions with the highest
confidence. For both strategies, predictions become more and
more accurate since it can utilize context information from
two directions. This is achieved by replacing input y<t with
all yt since left-to-right decoding is no longer necessary.
2.2. Example
One example is given in Figure 2. The left part shows mask-
predict and the right part demonstrates easy first. In this ex-
ample sequence length is 4 but after adding <eos> token to
the end of the sequence we have L = 5 and K = 2. In the
first iteration, the network is inputted with all <mask>. Top
d5/3e = 2 tokens get kept in each iteration and based on par-
tial results network predicts again on all rest <mask> tokens.
We demonstrate these two different decoding strategies.
For easy first, it always ranks confidence from the last it-
eration and then keep top-2 confident predictions. Based on
partial results it will complete the rest.
For mask-predict it maintains confidence scores from
multiple iterations. It chooses the least confident ones from
all scores to mask. In the last iteration it chooses to change
its previous prediction of ”so” because its confidence is less
than other predictions from the second iteration.
Normal inference procedure can be considered as a spe-
cial case when K = L and instead of taking the most con-
fident one, prediction of the next token is always adopted.
Fig. 2. Illustration of inference procedure. To predict the
whole sequence with K=3 passes, initially, the network is fed
with all <mask> tokens. Shade here presents the certain-
ties from network outputs. The left part shows mask-predict
process. In the last iteration, it goes back to the word ”so” be-
cause it is less confident in the first iteration compared to other
predictions in other iterations. The right part shows easy first
process. Since ”so” is confident enough in the first iteration
to be decided it will never change in the future.
In general, this approach is flexible enough to support differ-
ent decoding strategies: left-to-right, right-to-left, easy first,
mask-predict and other unexplored strategies.
2.3. Output sequence length prediction
In [10] they introduced a special token <length> in input to
predict output sequence length. For word sequence this is
reasonable but for end-to-end speech recognition, it can be
pretty difficult since character or BPE sequence length varies
a lot. In this paper a simpler approach is proposed: we asked
the network to predict end-of-sequence token <eos> at the
end of the sequence as shown in Figure 2.
In inference, we still need to specify the initial length.
We manually specify it to some constant value for the first
iteration. After that, we change it to the predicted length in
the first iteration to speed things up.
In Section 3 we discuss potential problems for this ap-
proach under certain conditions.
3. EXPERIMENTS
For experiments, we mainly use Aishell [14] and Corpus of
Spontaneous Japanese(CSJ) [15]. Espnet [4] is used for all
experiments.
For the non-autoregressive baseline, we use state-of-the-
art transformer end-to-end systems[1]. In Aishell experi-
ments encoder includes 12 transformer blocks with convolu-
System
Dev
CER
Test
CER RTF
Baseline(Transformer) 6.0 6.7 7.4
Baseline(Kaldi nnet3) - 8.6 -
Baseline(Kaldi chain) - 7.5 -
Left-to-right 6.5 7.2 5.6
Easy first(K=1) 6.8 7.6 0.7
Easy first(K=3) 6.4 7.1 0.9
Easy first(K=10) 6.4 7.2 0.9
Mask-predict(K=1) 6.8 7.6 0.7
Mask-predict(K=3) 6.4 7.2 0.7
Mask-predict(K=10) 6.4 7.2 0.8
Table 1. Results comparison on Aishell
tional layers at the beginning for downsampling. The decoder
consists of 6 transformer blocks. For all transformer blocks,
4 heads are used for attention. The network is trained for 50
epochs and warmup [16] is used for early iterations.
The results of Aishell is given in Table 1. All decoding
methods result in performance very closed to state-of-the-art
autoregressive models. It outperformed two different hybrid
systems in Kaldi by 17% and 5% respectively. However, con-
sidering the real-time factor it reduced from 7.4 to 0.7 with
mask-predict, which is 11x speedup. The reason is that our
non-autoregressive systems only perform decoder computa-
tion constant number of times, comparing to the autoregres-
sive model which depends on length of output sequence.
We further investigated connections between the charac-
ter error rate (CER) and output sequence length. It is natural
to consider longer sequences to be more challenging since
it is more difficult to align predictions simultaneously with
all positions. Here we compare results from the autoregres-
sive model and non-autoregressive model and show character
error rate with different output sequence length. Decoding
results are sorted by their ground truth length and character
error rate for different target sequence length is reported as
curves in Figure 3. The performance of autoregressive model
and non-autoregressive model is very closed in most cases
but for very long output sequence deletion error increases a
lot for the non-autoregressive system. The problem is similar
to words skipping problem in text-to-speech [17].
CSJ results are given in Table 2 with default setup in Es-
pnet [4]. Here we observed a larger difference between non-
autoregressive models and autoregressive models. Multiple
iterations of different decoding strategies are not helping to
improve. We emphasize again this is the problem of long out-
put sequence which results in an increment of deletion error.
To understand why multiple iterations cannot help, here we
demonstrate one testing example of mask-predict in Figure
4. The model makes perfect predictions at the beginning of
sequence but it missed one character. To insert that character
the model has to mask all following characters and re-estimate
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Fig. 3. Error analysis of autoregressive and non-
autoregressive on different output sequence length. Dot lines
indicate different errors: substitute(S), deletion(D), inser-
tion(I)
System
Eval1
CER
Eval2
CER
Eval3
CER RTF
Baseline(Transformer) 5.7 4.1 4.5
Baseline(Kaldi) 7.5 6.3 6.9 -
Left-to-right 8.8 6.4 7.3
Easy first(K=1) 9.1 6.9 7.7 3.7
Easy first(K=3) 9.8 7.4 8.2 3.5
East first(K=10) 10.6 8.0 9.1 5.2
Mask-predict(K=1) 9.1 6.9 7.7 4.1
Mask-predict(K=3) 11.3 9.0 9.6 3.9
Mask-predict(K=10) 13.7 11.5 11.3 4.6
Table 2. Results comparison on CSJ
them. Even though our model is not confident about that po-
sition since there are actually two characters there, it is not
possible to mask all the following tokens since some of them
are very confident. In summary, predicting absolute positions
simultaneously is very difficult which suggests the possibili-
ties to apply insertion based models[7, 8, 9].
4. CONCLUSION
In this paper, we study a novel non-autoregressive framework
for transformer-based automatic speech recognition (ASR).
Under this framework different decoding strategies become
possible and two of them are discussed: mask-predict and
easy first. Comparing to classical left-to-right order these two
show great speedup with reasonable performance. Especially
on Aishell, the speedup is up to 11 times while performance
is pretty closed to the autoregressive model. We further ana-
lyze the problem of the non-autoregressive model for ASR on
long output sequences. This suggests several possibilities for
future research.
Fig. 4. Example of easy first on very long sequence. Underscore indicates tokens model chooses to mask based on confidence
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