The concepts of conditional entropy and information between subsystems of a composite quantum system are generalized to include arbitrary indirect measurements (POVMs). Some properties of those quantities differ from those of their classical counterparts; certain equalities and inequalities of classical information theory may be violated.
In [4, 5] , concepts of conditional entropy and information were introduced for quantum systems with respect to direct (von Neumann) measurements performed over subsystems of a composite quantum system. In this paper the concepts are generalized to include arbitrary indirect measurements (POVMs). The concepts of 'conditional entropy' and 'information' retain their validity for quantum systems, but their properties differ somewhat from those of their classical counterparts; specifically, some equalities and inequalities of classical information theory are in general violated.
Consider a composite quantum system consisting of two subsystems A and B, the Hilbert space H of the system being the tensor product, H A ⊗H B , of the Hilbert spaces of its two subsystems. The state of the system and the states of its subsystems are described, respectively, by the joint density matrix ρ(A, B) and the marginal density matrices ρ(A) and ρ(B). The joint entropy of the system and the marginal entropies of the two subsystems are, respectively, H(A, B), H(A), and H(B). Now, let M A = {M a (A)} be a set of self-adjoint nonnegative definite operators that form a resolution of the identity (in general, non-orthogonal) in H A , and M B = {M b (B)} a similar set of operators in H B . The sets M A and M B correspond to indirect measurements (POVMs) performed respectively over the systems A and B. By Naimark's theorem [7] , any POVM is equivalent to a direct (von Neumann) measurement performed in an extended Hilbert space. Henceforth we will consider POVMs that correspond to measurements of a complete set of variables (represented by a complete set of orthogonal one-dimensional projectors) in the extended Hilbert space.
Denote by α and β the two random variables that are the results of measurements M A and M B . The probability distributions of α and β are
(1)
Proof. Inequalities (2) follow from Klein's lemma [3] by use of Naimark's theorem.
The conditional density matrix of subsystem A given the result of a measurement performed over subsystem B can be defined for POVMs in a similar way as it is defined for von Neumann measurements, namely, following [1] ,
where I(A) is the identity operator in H A . Note that the denominator in (3) is just the probability Pr{β = b} for β to take on value b.
Then the conditional entropy of system A, given measurement M B performed on B, is
(4) By Klein's lemma, for any α and β (i.e., for any measurements M A and M B performed on A and B),
where equality holds iff all ρ(A|β = b) commute and M A is a von Neumann measurement in the basis where all ρ(A|β = b) are diagonal.
Since conditional entropy is meant to express the uncertainty of the state of subsystem A under the constraints imposed on it by the "best" measurement performed on subsystem B, we propose the following Definition 1. The conditional entropy of subsystem A, conditioned by subsystem B, is
The following theorem states that, just as in the classical case, conditioning can only decrease the entropy of a system:
Proof.
and H(A|B) = inf
It has been pointed out [8] that inequality (7) follows from the nonnegativity of the entropy defect [6, 2] . Indeed,
where the expression in brackets is a special case of the entropy defect.
Note that in classical information theory H(α, β) = H(β) + H(α|β). However, this equality turns into an inequality for quantum systems:
Inequality (8) can be proved on the basis of a similar inequality [5] for the case of von Neumann measurements, by use of Naimark's theorem.
According to classical information theory, the information between the outcomes α and β of two POVMs M A and M B performed on subsystems A and B is I(α; β) = H(α) − H(α|β).
In the spirit of Shannon's information theory, we define the mutual information between two quantum systems as follows:
Definition 2. The information in subsystem B about subsystem A (and vice versa) is I(A; B) = sup
The classical equality (9) then turns into an inequality:
Proof. From the entropy defect bound [6, 2] it follows that for any M B I(A; β) = sup The proposed measures of information and conditional entropy turn out to be useful in the analysis of correlated (in particular, entangled) quantum systems, in place of their classical counterparts.
