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Re´sume´
Nous proposons une classe parame´tre´e de distorsions de probabilite´s qui permettent,
ite´re´es, de s’approcher aussi finement que voulu d’une fonction de survie cible. Par construc-
tion, la classe propose´e respecte plusieurs proprie´te´s que nous de´taillons, et en particulier
l’inversibilite´ analytique et la stabilite´ dont nous pre´sentons l’inte´reˆt pour certaines e´tudes
actuarielles. Nous e´tudions l’impact asymptotique de ces distorsions sur le taux de ha-
sard. Nous formulons les conditions sous lesquelles distorsions propose´es constituent la
base d’un indicateur de risque. Nous e´tablissons la forme des compositions de distorsions
ainsi que la convergence de la loi initiale de´forme´e vers la loi cible. Une me´thodologie
d’estimation et des valeurs d’initialisations sont propose´es. Des applications a` l’analyse de
la mortalite´ fournissent des re´sultats pour la mode´lisation d’e´ve`nements catastrophiques,
ainsi que des repre´sentations parame´tre´es tre`s fide`les de l’e´volution des lois de mortalite´ au
fil des ans. Une analyse de l’impact de la parame´trisation choisie est e´galement conduite.
Nous sugge´rons finalement un mode`le de simulation de mortalite´ prospective qui de´coule
des constructions pre´ce´dentes.
Mots-Cle´s : Distorsions de probabilite´s, mortalite´, compose´es ite´re´es, de´formation hyperbo-
lique, mesure de risque, transforme´e de fonction de survie, fonction d’alte´ration.
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1 Introduction
Lorsque l’on s’inte´resse a` l’analyse de la mortalite´ au sein d’une compagnie d’assurances,
plusieurs proble`mes surgissent : d’une part, il peut eˆtre ne´cessaire de faire appel a` une table
de mortalite´ de re´fe´rence, par exemple nationale, notamment lorsque certaines tranches d’aˆges
sont peu repre´sente´es dans la compagnie, et que la construction d’une table comple`te non
parame´trique est exclue. Or, la table de re´fe´rence porte sur une population soumise a` un risque
distinct de celui de la compagnie d’assurances. Ces diffe´rences sur la population soumise au
risque ne´cessitent parfois une adaptation d’une table en fonction d’une autre, une de´formation
parame´tre´e. D’autre part, une analyse fine de la mortalite´ en fonction de l’aˆge montre l’existence
de phe´nome`nes localise´s, d’un taux de hasard non ne´cessairement monotone, ne´cessitant une
forme parame´tre´e parfois relativement complexe. Enfin, l’analyse de l’e´volution de la mortalite´
conduit a` la recherche d’un mode`le parame´trique qui puisse continuer de repre´senter les donne´es
fide`lement au fil des ans.
Ces proble`mes ont fait l’objet d’une vaste litte´rature. Parmi les mode`les les plus ce´le`bres,
on trouve par exemple les suivants : pour adapter des donne´es de mortalite´ d’une compagnie
d’assurances en fonction d’une table nationale de mortalite´, des transformations a` hasard pro-
portionnel ou des transforme´es de Wang peuvent eˆtre utilise´es (voir Wang, 1996). Heligman,
Pollard (1980) vont s’inte´resser pre´cise´ment a` la structure de la mortalite´ en fonction de l’aˆge.
Lee, Carter (1992) vont de´crire l’e´volution de la mortalite´ au fil du temps, et de tre`s nombreux
autres auteurs pre´sentent diffe´rentes techniques parame´triques pour repre´senter la mortalite´
et son e´volution. Une revue d’autres mode`les d’analyse des dure´es de survie dans un contexte
dynamique peut eˆtre trouve´e dans Pitacco (2004).
Pourtant, ces solutions parame´triques classiques se heurtent a` plusieurs e´cueils :
– D’une part, ces solutions ne permettent pas d’affiner l’ade´quation aux donne´es, et l’ajout
de parame`tres a` cette fin est relativement de´licate. Ainsi, pour les transforme´es de Wang
(1996), l’application de plusieurs transformations successives ne permet pas d’e´tendre la
classe des fonctions de survie transforme´es, l’adaptation d’une table a` l’aide d’un seul pa-
rame`tre peut s’ave´rer insuffisamment pre´cise, et l’ajout de parame`tres conduit a` de´naturer
la transformation en question. Parmi les autres mode`les, tels ceux de Heligman, Pollard
(1980) ou Lee, Carter (1992), les extensions envisageables peuvent conduire a` des formes
tre`s diffe´rentes selon le nombre de parame`tres que l’on de´sire ajouter, et la convergence
des formes obtenues lorsque le nombre de parame`tres augmente reste alors a` prouver.
– D’autre part, l’usage de nombreux parame`tres pour mieux coller aux donne´es conduit a` des
proble`mes importants d’estimation, cette dernie`re ne pouvant eˆtre mene´e qu’en pre´sence
de valeurs d’initialisation suffisamment proches de la solution pour les parame`tres. L’ajout
de parame`tres ou l’introduction d’un cadre prospectif requie`rent donc la connaissance de
valeurs d’initialisations qui sont parfois de´licates a` obtenir.
– Enfin, des simulations de dates de de´ce`s sont parfois mene´es en pratique a` partir de lois de
survie facilement inversibles afin d’acce´le´rer les simulations. Ce choix conduit a` s’e´carter
des mode`les pre´cite´s et a` privile´gier des lois simples, facilement inversibles. La` encore la
bonne repre´sentation des tables est alors limite´e par l’usage de lois dont le nombre de
parame`tres est tre`s re´duit, telles celles de Gompertz. Ainsi, des fonctions de re´partition
inverses de nature parame´trique sont parfois utilise´es afin d’ope´rer des simulations sto-
chastiques mais l’ade´quation a` un ensemble de tables de mortalite´ ne pourra pas alors
de´passer une pre´cision fixe´e.
La question initiale a` laquelle nous nous efforc¸ons de re´pondre est celle du rapprochement de
ces diffe´rentes proble´matiques au sein d’un meˆme mode`le. Si diffe´rentes formes parame´triques
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ont ainsi pu eˆtre propose´es pour traiter chacun des proble`mes pre´sente´s, ces dernie`res reveˆtent
des aspects tre`s varie´s, et il semble inte´ressant de rechercher une forme parame´trique commune,
utilisable pour les distorsions, pour les mode´lisations de tables statiques ou prospectives, pour
les fonctions de re´partition inverses destine´es a` la simulation. Par ailleurs, selon la pre´cision
de´sire´e, l’ajustement du nombre de parame`tres utilise´s, sans modifier la nature de l’ajustement,
reste une question particulie`rement importante, et relativement de´licate a` traiter a` l’aide des
ajustements pre´ce´demment e´voque´s.
Pour tenter de fournir un outil utile a` l’ensemble des proble´matiques e´voque´es, il apparaˆıt
naturel de proposer l’exploitation de distorsions de probabilite´s, et d’envisager la composition
de ces distorsions. Nous allons voir que ce choix peut e´galement servir a` de nombreuses autres
proble´matiques, comme par exemple la tarification ou la mesure du risque. Le de´tail de ces
autres applications possibles ne sera ne´anmoins pas l’objet de cet article.
Comme nous l’e´voquerons, les de´formations de probabilite´s sont exploite´es depuis le dix-
huitie`me sie`cle pour re´pondre a` des proble`mes ge´ne´raux d’e´conomie, d’assurance ou de finance.
Les objectifs poursuivis lors de l’exploitation de ces distorsions de probabilite´ sont varie´s, nous
en fournissons ici un aperc¸u :
– Obtenir une forme parame´trique pour une quantite´ d’inte´reˆt, en ame´liorant ainsi une
re´fe´rence par rapport aux donne´es re´elles (ajuster une table de mortalite´ officielle a` des
donne´es d’entreprise, une sinistralite´ sur un segment par rapport a` une sinistralite´ glo-
bale).
– Expliquer un phe´nome`ne au moyen de la de´formation conside´re´e, l’e´cart parame´trique a`
la re´fe´rence e´tant ici le centre d’inte´reˆt principal (expliquer l’e´volution d’un phe´nome`ne
au cours du temps, ou l’incidence d’un facteur quantitatif).
– Appliquer une re`gle prudentielle conduisant a` charger davantage la queue d’une distri-
bution, ou d’une fac¸on plus ge´ne´rale tenir compte de phe´nome`nes non observe´s dans les
donne´es (ope´rer un chargement pre´servant une tarification par tranche, fournir une marge
de solvabilite´, mesurer un risque).
Sans doute les premie`res de´formations de probabilite´ peuvent-elles eˆtre attribue´es a` D’Alem-
bert, J. Le Rond (1768). Quelques anne´es apre`s la de´formation de montants au moyen d’une
fonction d’utilite´ logarithme apparaissant dans le traite´ de Bernoulli, D. (1731), D’Alembert
propose de de´former les probabilite´s elles-meˆmes. D’Alembert modifie par exemple, pour un
lancer de pie`ce de monnaie, le temps d’atteinte N d’un e´ve´nement pile qui passe d’une pro-
babilite´ d’atteinte au ne coup 2−n a` l’un des choix suivants (avec des notations actualise´es,
reprise de Pradier (1998)) : 2−n 1
1+βnn
, ou 2−n(1+α) ou 2
−n(1+ B√
K−nq ) ou encore 2
−n(1+ B
(K−n)q/2
)
, les
diffe´rentes constantes n’e´tant pas ici de´taille´es. Ironiquement, le propos n’est pas alors d’inte´grer
une contrainte prudentielle, mais au contraire de diminuer la survenance d’e´ve´nements rares
tels l’obtention d’un grand nombre de tirages face, afin de re´pondre au fameux paradoxe de
Saint-Petersbourg, stipulant qu’une loterie garantissant le gain de 2N pour une premie`re at-
teinte de pile au temps N est d’espe´rance infinie, alors que des individus sont preˆts a` accepter
une somme finie pour offrir cette garantie.
Plus re´cemment, les distorsions de probabilite´s ont connu un regain d’inte´reˆt. Ainsi, dans
le champ e´conomique, avec notamment la the´orie duale de Yaari (1987) : la` ou` les fonctions
d’utilite´ modifient la perception d’un montant de richesse et laissent inchange´es les probabi-
lite´s, les distorsions laissent les montants de richesse inchange´s et modifient les probabilite´s. Ces
diffe´rences de points de vue peuvent eˆtre perc¸ues comme les dignes he´ritie`res des vues antago-
nistes jadis pre´sente´es par D’Alembert et Daniel Bernoulli. Une illustration de l’application a`
l’assurance de la distorsion des probabilite´s perc¸ues par les individus est donne´e par exemple
dans Bleichrodt, Eeckoudt (2006).
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Dans le champs actuariel, les distorsions de probabilite´s ont e´galement e´te´ popularise´es par
les travaux de Wang (1996), qui a exploite´ diffe´rentes transformations pour la fixation de primes
d’assurances, ainsi que, plus ge´ne´ralement, pour la mesure du risque. On pourra se re´fe´rer par
exemple, a` Wirch, Hardy (1999) pour la pre´sentation des distorsions de probabilite´s et leur
exploitation a` la mesure du risque.
L’e´valuation et la mesure de risque pour des actifs financiers sont bien suˆr concerne´es par
les distorsions de probabilite´s, et l’on pourra en trouver des illustrations dans Wang (2000) ou
Hamada, Sherris (2003). Des contraintes peuvent ne´anmoins s’exercer sur de telles e´valuations,
comme le de´taille par exemple Pelsser (2007).
D’une fac¸on ge´ne´rale, la mesure de risque, et en particulier la tarification ou l’e´valuation d’ac-
tifs financiers, vont de´pendre de nombreux principes ou axiomes qui seront autant de contraintes
potentielles sur les distorsions de probabilite´. Sans entrer dans les de´tails, on peut par exemple
se re´fe´rer a` Bu¨hlman (1980), Artzner, Delbaen, Eber, Heath (1997), Landsman, Sherris (2001),
Goovaerts et al. (2004), et a` de tre`s nombreux autres auteurs qu’il serait malheureusement
difficile de citer tant la litte´rature sur les mesures de risque est vaste. Ainsi, beaucoup de dis-
torsions sont propose´es dans une optique prudentielle ou d’e´valuation du risque, suivant une
axiomatique et un ensemble de contraintes propres a` ce champ d’investigation.
Lorsqu’il s’agit de pre´senter des distorsions susceptibles de s’adapter aussi pre´cise´ment que
l’on souhaite a` des donne´es observe´es, et de permettre par exemple de pre´server certaines
proprie´te´s d’inversibilite´ analytique de fonctions de survie, on se heurte a` des contraintes bien
diffe´rentes. Quelques auteurs utilisent par exemple des distorsions pour mode´liser l’e´volution
temporelle de certains risques, telle la mortalite´, avec notamment l’article de De Jong, Marshall
(2007), base´ sur l’e´volution de parame`tres de transforme´es de Wang afin d’ope´rer des projections
de mortalite´. Ne´anmoins, certaines proprie´te´s que nous jugeons utiles ne sont pas ve´rifie´es par
les transforme´es utilise´es, comme en particulier la capacite´ d’une transformation de pouvoir
eˆtre ite´re´e de fac¸on a` eˆtre aussi fide`le aux donne´es qu’on le souhaite.
Ce seront ces contraintes de fide´lite´ et les de´formations induites que nous chercherons a`
de´tailler plus pre´cise´ment, l’objectif e´tant principalement l’obtention d’une forme parame´trique
inversible pour une quantite´ d’inte´reˆt. L’exigence d’inversibilite´ analytique e´mane ici du souci
pratique de faciliter la simulation des variables ale´atoires continues mode´lise´es, conditionnel-
lement a` leur appartenance a` un ensemble donne´. Dans cet article, les de´formations seront
donne´es par de simples fonctions re´elles applique´es aux fonctions de´forme´es, et l’objectif pour-
suivi est e´galement d’aborder le proble`me de la composition de ces fonctions. Dans l’ide´al, le
re´sultat recherche´ est la repre´sentation d’une fonction de survie par la composition de multiples
fonctions parame´tre´es. Ce but se rapproche a` terme de l’un de ceux de la de´composition en
ondelettes d’une fonction : obtenir une classe de fonctions assez ge´ne´rale pour engendrer (ici par
composition) les fonctions cibles dans plusieurs types de proble`mes, assez pertinente pour qu’un
nombre restreint de parame`tres suffise en pratique a` bien les repre´senter, tout en pre´servant
certaines proprie´te´s susceptibles d’eˆtre utiles pour le traitement de certains proble`mes actua-
riels. Face a` cet objectif ambitieux, nous nous contenterons ici de pre´senter quelques fonctions
dont les proprie´te´s de composition et d’inversibilite´ nous ont paru inte´ressantes, et qui se sont
re´ve´le´es efficaces dans nos applications nume´riques.
2 Contraintes sur les transformations
Il est sans doute inutile de s’e´tendre sur l’immense varie´te´ des choix qui peuvent eˆtre faits
pour de´former une probabilite´, et dont meˆme les premiers travaux de D’Alembert fournissent
une illustration. Aussi, au travers de cet article, nous allons nous attacher a` restreindre cet
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ensemble de choix, en proposant un ensemble de contraintes qui nous ont semble´ pertinentes
au regard de plusieurs proble´matiques actuarielles.
Afin de de´tailler ces contraintes de fac¸on un peu plus formelle, nous brossons ici un cadre
minimaliste, qui sera de´taille´ par la suite, de l’application de transformations ite´re´es de fonctions
de survie. Nous nous inte´resserons a` une classe T de de´formations, qui s’appliqueront sur des
fonctions de survie d’une classe S, de sorte que les transforme´es soient elles-meˆmes des fonctions
de survie :
∀T ∈ T , ∀S ∈ S, T ◦ S ∈ S .
La classe des de´formations T sera constitue´e d’un ensemble fonctions re´elles Tθ, pour des
vecteurs de parame`tres θ ∈ Θ, Θ ⊂ Rp, p ∈ N∗ :
T = {Tθ : [0, 1]→ [0, 1]}θ∈Θ .
Nous essaierons de de´terminer une de´formation posse´dant un nombre limite´ de parame`tres
et une expression analytique susceptible d’eˆtre calcule´e simplement a` l’aide des logiciels ou
langages usuels. Nous nous fixerons cinq contraintes pour ces transformations, de´taille´es dans
les paragraphes suivants.
C1. Inversibilite´ Les techniques de simulations e´tant tre`s commune´ment utilise´es dans les tra-
vaux actuariels, la pre´servation du caracte`re inversible d’une fonction de survie de´forme´e passe
par la connaissance analytique de l’inverse de la de´formation Tθ conside´re´e : cette connaissance
permet alors, par fonction de survie inverse d’une variable ale´atoire uniforme sur un intervalle
inclus dans ]0, 1[, de simuler aise´ment une variable ale´atoire de loi de´forme´e, conditionnelle-
ment a` l’appartenance de la variable ale´atoire a` un intervalle donne´. Le choix du travail sur
les fonctions de survie s’explique quant-a`-lui par la pre´sence, tant en assurance-vie qu’en assu-
rance dommages, de conditionnements sur le de´passement de seuils par les variables ale´atoires
conside´re´es. Plus formellement, cette contrainte se traduira par :
∀u ∈]0, 1[, ∀Tθ ∈ T , ∃!v ∈]0, 1[, Tθ(v) = u. (1)
C2. Stabilite´ Dans l’ide´al, nous chercherons e´galement a` pre´server l’inte´reˆt intuitif de pouvoir
de´former une fonction dans un sens comme dans l’autre, en exigeant que les de´formations in-
verses soient de meˆme nature que les de´formations elles-meˆmes. Cela facilitera l’obtention de
proprie´te´s de syme´trie, ainsi que l’imple´mentation informatique des de´formations et de´formations
inverses. De surcroˆıt, sous cette contrainte, l’interversion entre fonction cible et fonction initiale
modifiera les parame`tres des de´formations, mais ne modifiera pas la nature des de´formations
utilise´es, ce qui peut se justifier en l’absence d’informations particulie`res a priori sur la forme
de la cible ou des fonctions approche´es. Plus formellement, cette contrainte se traduira par :
∀Tθ ∈ T , ∃θ′ ∈ Θ, T−1θ = Tθ′ ∈ T . (2)
C3. Re´gularite´ Une contrainte tre`s pragmatique est de pouvoir interpre´ter la de´formation,
et pouvoir en estimer ses parame`tres. Nous chercherons par exemple a` de´terminer l’impact de
chacun des parame`tres sur certaines quantite´s commune´ment utilise´es (espe´rances, primes stop-
loss...), a` cerner les conse´quences de la fixation des valeurs minimales et maximales admissibles
pour chaque parame`tres. Cela nous conduira a` e´tablir des contraintes sur les parame`tres, a` savoir
les composantes des vecteurs θ, θ ∈ Θ. Afin de be´ne´ficier d’arguments quantitatifs lorsqu’un
parame`tre varie, et par souci de simplicite´, nous pre´fe´rerons imposer que l’ensemble des valeurs
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de parame`tres soit un pave´ ouvert de Rp. Selon la meˆme logique, l’interpre´tation de l’impact
d’un parame`tre sur la de´formation ne devrait pas conduire a` se´parer l’analyse en diffe´rents cas,
et doit pouvoir eˆtre interpre´te´e logiquement, ce qui nous ame`nera a` formuler des conditions
de de´rivabilite´ et de continuite´ : une variation d’un parame`tre conduit naturellement a` une
variation de la de´formation, et nous supposerons que cette variation doit eˆtre continue. Cela
nous conduira a` supposer que toutes les de´rive´es partielles de Tθ par rapport aux composantes
de θ sont continues, de sorte que Tθ sera continuˆment diffe´rentiable.
Il faut noter que l’estimation des parame`tres de´coulant en pratique d’une optimisation, ces
contraintes de continue diffe´rentiabilite´ s’ave`reront parfaitement naturelles, comme cela sera
de´taille´ dans un paragraphe d’estimation. Finalement, la contrainte de re´gularite´ sera formule´e
comme suit :
Θ pave´ ouvert de Rp , (3)
∀x ∈ [0, 1], θ 7→ Tθ(x) continuˆment diffe´rentiable , (4)
∀θ ∈ Θ, x 7→ Tθ(x) continuˆment diffe´rentiable . (5)
C4. Convergence Afin notamment de re´pondre au besoin d’approcher au mieux un jeu de
donne´es a` partir d’une fonction de survie de re´fe´rence, nous fixerons une contrainte de conver-
gence : l’application ite´re´e de de´formation doit permettre de re´duire une distance spe´cifie´e
entre n’importe quelle fonction de survie cible et n’importe quelle fonction de survie initiale, de
fac¸on a` ce que les transforme´es ite´re´es de la re´fe´rence initiale convergent, dans un sens qui sera
spe´cifie´, vers la fonction de survie cible. Nous supposerons de surcroˆıt que lorsque la fonction de
survie initiale est identique a` la cible, la transformation ne de´forme pas cette cible : la fonction
identite´ fera donc partie de la classe de de´formation conside´re´e. Plus formellement la contrainte
de convergence se traduira par :
Id ∈ T , (6)
∀S0, S1 ∈ S, ∃ une suite (Ti)i∈N d’e´le´ments de T , Tn ◦ · · · ◦ T1(S0) −−−−→
n→+∞
S1 . (7)
C5. Parame´trisation Il est possible de modifier la parame´trisation d’une de´formation au moyen
d’une bijection H de l’ensemble Θ des parame`tres vers un nouvel ensemble Θ˜. On peut ainsi
remplacer une de´formation Tθ par T˜θ = TH(θ). Si l’ensemble des de´formations reste le meˆme,
l’interpre´tation donne´e aux parame`tres, les contraintes s’imposant sur ceux-ci, ainsi que la
facilite´ d’estimation pourront eˆtre modifie´s. Nous avons ici choisi de privile´gier certaines pa-
rame´trisations. Nous pre´fe´rerons les parame`tres d’une transformation inverse lorsqu’ils s’ex-
priment simplement en fonction des parame`tres de la transformation initiale. Parmi ces pa-
rame´trisations pre´fe´re´es, dont la de´finition reste subjective, nous distinguerons une classe par-
ticulie`re qui peut eˆtre de´crite plus formellement : de par l’axiome C2, il existe une bijection IT
qui a tout θ ∈ Θ associe un θ′ ∈ Θ tel que T−1θ = Tθ′ , et nous pre´senterons des parame´trisations
conduisant a`
IT (θ) = DT · θ , (8)
DT matrice diagonale de diagonale ~d = (d1, . . . , dp), d1, . . . , dp ∈ {−1, 1} . (9)
Nous qualifierons une telle parame´trisation de syme´trique. Lors du passage a` la transformation
inverse, un parame`tre nume´ro i sera inchange´ si di = 1, nous dirons alors qu’il s’agit d’un pa-
rame`tre de position. Il changera au contraire de signe si di = −1, nous dirons qu’il s’agit alors
d’un parame`tre d’e´loignement. Outre la facilite´ d’imple´mentation des transformations inverses,
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ce choix conduira pour les parame`tres d’e´loignement a` une valeur nulle pour la transforma-
tion identite´, et a` une gestion parfaitement syme´trique des transformations et de leur inverse.
Ne´anmoins, l’ensemble Θ0 des parame`tres conduisant a` l’identite´, Θ0 = {θ, Tθ = Id}, contien-
dra tous les vecteurs parame`tres pour lesquels les composantes d’e´loignement sont nulles, quelles
que soient les valeurs des composantes de position. Il pourra ainsi s’ave´rer utile de re´duire le
nombre de parame`tres de position non directement fixe´s avant l’estimation. En pre´sence d’un
parame`tre d’e´loignement θe, il est toujours possible remplacer un parame`tre θp de position par
θeθp ou θp(1− eθe)/(1+ eθe), par exemple, qui sont des parame`tres d’e´loignement. En l’absence
de parame`tre de position, les parame`tres be´ne´ficieront de l’absence de contrainte de positivite´,
et un vecteur parame`tre nul conduira a` la transformation identite´. La parame´trisation sera dite
comple`tement syme´trique dans la situation ou`
Θ = Rp , (10)
∀θ ∈ Θ, T−1θ = T−θ , (11)
ce qui implique en particulier T~0 = Id et peut ainsi faciliter l’interpre´tation de l’e´volution
de chaque parame`tre lors de l’estimation. Un avantage des parame´trisations comple`tement
syme´triques est qu’elles offrent e´galement la possibilite´ de supprimer un parame`tre tout en
conservant les transformations inverses dans la meˆme classe, en choisissant simplement 0 pour
la valeur du parame`tre e´lude´.
3 Transformations e´tudie´es
3.1 De´finitions
On placera notre transformation dans l’e´chelle des logit, qui a montre´ son inte´reˆt dans de
multiples mode`les. Nous restreindrons ici le champ d’application des de´formations aux fonctions
de survie de variables ale´atoires re´elles. Soit S l’ensemble des fonctions de survie des variables
ale´atoires re´elles d’espe´rance finie, c’est-a`-dire l’ensemble des fonctions S de´croissantes et ca`d-
la`g de R dans [0, 1] telles que S(x) = 1 pour tout x 6 0 et
∫ +∞
0
S(t) dt <∞. Pour S ∈ S et f
une fonction bijective croissante de R dans R, on note Tf la fonction de [0, 1] dans [0, 1] de´finie
par
Tf (u) =

0 si u = 0,
logit−1(f(logit(u))) si 0 < u < 1,
1 si u = 1.
et Tf (S) la fonction de survie de´finie par
Tf (S)(x) = Tf(S(x)) .
Nous appellerons f la fonction d’alte´ration de la transformation Tf . La fonction logit et
son inverse, logit(x) = ln(x/(1 − x)) et logit−1(x) = 1/(1 + e−x), sont ici utilise´s de fac¸on
tre`s classique afin de garantir que, quelle que soit la transformation f utilise´e, la transforme´e
reste bien comprise entre 0 et 1. Ce choix n’est pas crucial, la de´formation de la fonction de
survie reposant essentiellement sur la fonction f . Il faut noter que l’on aurait pu pour ce choix
prendre n’importe quelle fonction de re´partition Φ et son inverse. Toutefois, le choix de la
fonction d’alte´ration permet aise´ment de passer d’une situation a` l’autre :
logit−1 (f(logit(u))) = Φ
(
f˜(Φ−1(u))
)
,
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avec le choix
f(u) = logit(Φ(f˜(Φ−1(logit−1(u))))) .
En particulier, meˆme si les objectifs poursuivis sont ici diffe´rents, la transformation spe´cifie´e
peut permettre de retrouver la transforme´e de Wang (1996), lorsque Φ de´signe la fonction de
re´partition d’une loi normale, et f˜(x) = x+ λ, λ ∈ R. L’avantage premier de la fonction logit
par rapport a` d’autres fonctions qui auraient pu eˆtre choisies est sa facilite´ d’inversion analy-
tique. Il faut e´galement noter sa simplicite´ de calcul, les fonctions exponentielles et logarithmes
e´tant directement calculables par le coprocesseur arithme´tique de la plupart des ordinateurs
actuels, a` l’inverse des fonctions de re´partition de lois normales. On remarquera enfin que les
transformations T se composent de la manie`re suivante :
Tg ◦ Tf = Tg◦f ,
et l’on a en conse´quence
(Tf )
−1 = T(f−1) .
3.2 Impact sur les caracte´ristiques de la variable ale´atoire
On conside`re une variable ale´atoire re´elle X de fonction de survie S, et une variable ale´atoire
X̂ de fonction de survie Ŝ = Tf (S). Nous allons observer dans cette section la fac¸on dont
plusieurs caracte´ristiques de X ont e´te´ modifie´es par cette transformation.
Variable ale´atoire transforme´e
Il est naturel de s’interroger sur l’existence d’une fonction re´elle qui permettrait de passer
directement de X a` X̂. De par les proprie´te´s e´le´mentaires des transformations e´tudie´es, on
e´tablit facilement le re´sultat suivant :
Proposition 1 Si l’on suppose la fonction de survie S inversible, et si l’on de´finit la fonction gS
par
gS(t) = S
−1 ◦ logit−1 ◦f−1 ◦ logit ◦S(t), t ∈ R ,
alors la fonction gS est telle que pour tout t ∈ R,
TfS(t) = P [gs(X) > t] .
En particulier, X̂ a meˆme loi que gS(X) et cette repre´sentation de la transformation fournit
un lien direct avec les mode`les a` temps de de´faut acce´le´re´ (Accelerated Failure Times, AFT),
dont on trouvera une pre´sentation et des extensions dans Bagdonavicius, Nikulin (2002).
Taux de hasard
La taux de hasard de X est la fonction µ de´finie sur R par
µ(t) = −S
′(t)
S(t)
.
Notons µ̂ le taux de hasard de X̂. Comme Ŝ = Tf (S),
Ŝ ′(t)
Ŝ(t)
=
T ′f (S(t))S
′(t)
Tf (S(t))
.
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Avec la de´finition de Tf , on obtient rapidement
T ′f (u)
Tf (u)
= (1− Tf(u))f
′(logit(u))
u(1− u) ,
de sorte que, lorsque S(t) < 1,
µ̂(t)
1− Ŝ(t) = f
′(logit(S(t)))
µ(t)
1− S(t) . (12)
En particulier, on peut e´tablir le re´sultat suivant :
Proposition 2 Si µ(t) et µ̂(t) de´signent les taux de hasard respectifs d’une variable ale´atoire et
de sa transforme´e, alors quand t tend vers l’infini,
µ̂(t)
µ(t)
∼ f ′(logit(S(t))) . (13)
Ainsi, quand f admet une direction asymptotique f ′(t) → a, le taux de hasard est multiplie´
par a a` l’infini.
Fonctions de survie a` variations re´gulie`res
On s’inte´resse ici au cas ou` S est a` variations re´gulie`res d’exposant ρ 6 0, c’est-a`-dire :
S(tx)
S(t)
−−−−→
t→+∞
xρ ∀x > 0 .
Dans ce cas,
ln(S(tx))− ln(S(t)) −−−−→
t→+∞
ρ ln(x) ,
et, comme ln(1− S(tx)) et ln(1− S(t)) tendent tous deux vers 0 quand t tend vers l’infini,
logit(S(tx))− logit(S(t)) −−−−→
t→+∞
ρ ln(x) .
On e´crit maintenant
Ŝ(tx)
Ŝ(t)
=
1 + e−f(logit(S(t)))
1 + e−f(logit(S(tx)))
=
ef(logit(S(tx))) + ef(logit(S(tx)))−f(logit(S(t)))
ef(logit(S(tx))) + 1
Dans le cas ou` f admet une asymtote en −∞ :
f(u)− (au+ b) −−−−→
u→−∞
0 , (14)
les exposants f(logit(S(tx))) et f(logit(S(tx))) tendent vers −∞ quand t tend vers l’infini, et
la diffe´rence f(logit(S(tx)))− f(logit(S(t))) tend vers aρ ln(x), de sorte que, finalement,
Ŝ(tx)
Ŝ(t)
−−−−→
t→+∞
xaρ ,
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ce qui signifie que Ŝ est a` variations re´gulie`res d’exposant aρ : la pente a de l’asymptote de
f en −∞ joue le roˆle de coefficient multiplicatif pour l’exposant de variations re´gulie`res de S.
Notons maintenant (pour les valeurs de p ou` l’inte´grale converge)
Z∗p(x) =
∫ +∞
x
tpS(t) dt =
1
p+ 1
E
[(
Xp+1 − xp+1)
+
]
.
En particulier, si X est un montant de sinistre, Z∗0 (x) = E (X − x)+ repre´sentera l’espe´rance
des sinistres a` la charge d’un re´assureur en cas de traite´ Stop-loss de priorite´ x. Dans le cas ou`
S est a` variation lente, le the´ore`me 1, p. 281, du livre de Feller (voir Feller, 1968), nous fournit
l’e´quivalent suivant quand x→ +∞ pour ρ+ p+ 1 < 0 :
Z∗p(x) ∼
xp+1S(x)
−(ρ+ p+ 1) .
Pour les primes Stop-Loss, on dispose donc de l’e´quivalent suivant lorsque ρ < −1 :
Z∗0 (x) ∼
xS(x)
−(ρ+ 1) .
Toujours avec l’hypothe`se (14), on obtient
Ŝ(x)
ebS(x)a
=
1
ebS(x)a + ea ln(1−S(x))+o(x)
de sorte que, si aρ+ p+ 1 < 0,
Ẑ∗p (x) ∼
xp+1ebS(x)a
−(aρ+ p+ 1) .
Ces re´sultats permettent en particulier de lier les primes Stop-Loss avant et apre`s transforma-
tion :
Proposition 3 Soient Z∗0 (x) = E (X − x)+ l’espe´rance des sinistres a` la charge d’un re´assureur
en cas de traite´ Stop-loss de priorite´ x, et Ẑ∗0(x) la meˆme espe´rance sur la variable ale´atoire
modifie´e. Si le charge initiale des sinistres est a` variations re´gulie`res d’exposant ρ 6 0, et si f
admet une asymptote de pente a en +∞, alors
Ẑ∗0(x) ∼ eb
(−(ρ+ 1))a
−(aρ+ 1) x
1−aZ∗0(x)
a quand x→ +∞ .
3.3 Conditions de cohe´rence pour mesure du risque
Comme nous l’avons e´voque´ en introduction, l’objet des distorsions pre´sente´es n’est pas
initialement la mesure du risque. Ne´anmoins, il est bien connu que l’on peut construire des
mesures de risque a` partir de distorsions de probabilite´. Ces mesures de risque sont vues comme
des fonctionnelles de la loi de probabilite´ de la variable ale´atoire conside´re´e : on peut de´finir
une mesure Rm du risque porte´ par une variable ale´atoire positive X, de fonction de survie S,
comme :
Rf (S) =
∫ +∞
0
Tf(S(x))dx .
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ou` Tf de´signe une distorsion de probabilite´. Comme cela est mentionne´ dans l’article de Wirch,
Hardy (1999), de par les travaux de Denneberg (1994), il est acquis qu’une telle mesure est
cohe´rente au sens de Artzner, Delbaen, Eber, Heath (1997) si Tf est concave. Par souci de
simplicite´, nous dirons qu’une fonction d’alte´ration est cohe´rente si elle conduit a` une mesure
Rf cohe´rente.
Un des inte´reˆts des distorsions de probabilite´ cohe´rentes est de permettre un principe de
chargement de primes qui soit compatible avec l’axiomatique pre´cite´e de mesure du risque et
compatible avec une tarification par tranche, en proposant par exemple comme prime charge´e
pour la variable ale´atoire (min(X, b)− a) 1X>a, 0 < a < b :
Π[a,b] =
∫ b
a
Tf (S(x))dx .
Pour une fonction d’alte´ration f , on montre que les de´rive´es premie`re et seconde de Tf au point
x ∈]0, 1[ sont respectivement e´gales a` :
T ′f (x) =
x̂(1− x̂)
x(1− x)f
′(logitx) ,
T ′′f (x) =
x̂(1− x̂)
x2(1− x)2
[
(1− 2x̂)f ′(logitx)2 + f ′′(logitx) + (2x− 1)f ′(logitx)] ,
ou` x̂ = Tf (x), f
′ et f ′′ de´signant les de´rive´es premie`re et seconde de f . Il s’ensuit que T ′′f (x) a le
signe de sf (x) = (1− 2x̂)f ′(logitx)2+ f ′′(logitx)+ (2x− 1)f ′(logitx). On en de´duit facilement
le re´sultat ci-apre`s.
Proposition 4 Si la fonction d’alte´ration f est telle que pour tout x ∈]0, 1[
f ′′(logit x) 6 2f ′(logitx)2(x̂− x) + (1− 2x)(1− f ′(logit x))f ′(logitx) (15)
alors la mesure de risque
Rf (S) =
∫ +∞
0
Tf(S(x))dx ,
est cohe´rente au sens de Artzner, Delbaen, Eber, Heath (1997).
Si la classe des {Tf}θ∈Θ contient des fonctions concaves, elle contiendra e´galement, de par
l’axiome de stabilite´, les fonctions inverses qui ne sont pas concaves. Si l’on recherche des
fonctions f destine´es a` produire des mesures cohe´rentes de risque, et si l’on choisit d’utiliser
l’axiomatique pre´sente´e pre´ce´demment, des conditions sur les parame`tres seront impe´ratives
pour indiquer si la mesure associe´e est cohe´rente.
Si Tf est concave, avec Tf (0) = 0 et Tf (1) = 1, il est clair que pour tout x ∈]0, 1[, Tf(x) > x
et par suite
∀y ∈ R, f(y) > y .
En particulier, il est impossible que f soit strictement concave sur tout R. En posant y = logit x,
on e´tablit la condition pour qu’une fonction d’alte´ration soit cohe´rente, a` ve´rifier pour tout
y ∈ R
f ′′(y) 6 2f ′(y)2σf (y) +
e−y − 1
e−y + 1
(1− f ′(y))f ′(y) ,
avec
σf (y) = logit
−1(f(y))− logit−1(y) .
Une re´e´criture de σf conduit a` σf(y) =
e−y−e−f(y)
(1+e−y)(1+e−f(y))
, puis au re´sultat suivant :
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Proposition 5 Soit f une fonction d’alte´ration telle que pour tout y ∈ R,
f ′′(y) 6 f ′(y)2(h ◦ f)(y)− f ′(y)h(y) ,
avec h(y) =
1− e−y
1 + e−y
fonction croissante de y
alors la mesure de risque
Rf (S) =
∫ +∞
0
Tf(S(x))dx ,
est cohe´rente au sens de Artzner, Delbaen, Eber, Heath (1997).
L’objet du pre´sent article n’est pas spe´cifiquement de fournir des mesures de risque : nous allons
voir toutefois qu’il est possible de trouver des fonctions d’alte´ration conduisant a` une mesure de
risque cohe´rente. Conside´rons en particulier les fonctions d’alte´rations du type f(y) = ay + b,
avec a > 0. Si a 6= 1, on ve´rifie facilement que sf(0+)sf(1−) < 0, la mesure de risque associe´e
Rf ne pourra pas eˆtre cohe´rente, ce qui est relativement logique puisque dans ce cas, il existe
des abscisses pour lesquelles Tf (x) < x. Par contre pour a = 1, lorsque f(y) = y + b, la mesure
Rf est cohe´rente de`s lors que b > 0, ce qui conduit bien a` aggraver la loi de sinistralite´ S.
Ce premier exemple fournit une de´formation cohe´rente qui s’ope`re dans le meˆme esprit que
la transforme´e de Wang (1996), seule l’e´chelle changeant, la fonction logit remplac¸ant ici la
fonction de re´partion d’une loi normale.
3.4 Classes des fonctions d’alte´ration conside´re´es
Les fonctions que nous conside´rerons pour f sont les suivantes :
Les fonctions affines Ces fonctions sont de´finies par deux parame`tres p > 0 et m :
Dp,m(x) = p(x−m) +m.
Elles sont bien entendu inversibles, avec (Dp,m)
−1 = D1/p,m. p est la pente de la droite, et m le
seuil pour lequel Dp,m(m) = m. La transformation n’aura pas le meˆme impact avant et apre`s
ce seuil. Le choix de parame`tres ρ = ln p et de m conduit a` un parame`tre d’e´loignement et un
parame`tre de position.
On peut remarquer que pour ces fonctions, la transformation induite correspond a` celle
sugge´re´e par Brass (voir par exemple Brass (1969) ou Brass (1974)).
Le choix de h = m(1 − p)/(1 + p) en remplacement de m permet la parame´trisation
comple`tement syme´trique suivante :
D¯ρ,h(x) = Deρ,m(1+p)/(1−p)(x) ,
D¯ρ,h(x) = e
ρ(x+ h) + h , h ∈ R, ρ ∈ R ,
D¯−1ρ,h = D¯−ρ,−h .
ρ est la pente de la droite en e´chelle logarithmique, et h est la hauteur d’intersection de la
droite avec celle d’e´quation y = −x.
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Les fonctions « angle » Elles ont quatre parame`tres : la position du sommet de l’angle (x0, y0),
ainsi que les deux pentes p1 > 0 et p2 > 0 de l’angle. Elles s’expriment de la fac¸on suivante :
Ax0,y0,p1,p2(x) =
{
y0 + p1(x− x0) si x 6 x0,
y0 + p2(x− x0) si x > x0.
Ces fonctions sont bijectives, avec
(Ax0,y0,p1,p2)
−1 = Ay0,x0,1/p1,1/p2 .
En remplac¸ant (x0, y0) par (m, h1) = (
x0+y0
2
, y0−x0
2
),m devient un parame`tre de position et h1 de-
vient un parame`tre d’e´loignement (projections du sommet de l’angle sur les droites d’e´quations
respectives y = x et y = −x). On peut alors remplacer m par le parame`tre d’e´loignement
h2 = sm, ou` s est un parame`tre d’e´loignement, par exemple s = signe(p1 − p2), choisi de fac¸on
a` pre´server la syme´trie de l’angle, et qui n’est nul que dans des situations de´ge´ne´re´es (com-
prenant bien entendu la fonction identite´). Une parame´trisation comple`tement syme´trique des
fonctions angles est alors la suivante :
A¯ρ1,ρ2,h1,h2(x) = Ax0,y0,p1,p2,
avec p1 = e
ρ1 , p2 = e
ρ2 , x0 = sh2 − h1, y0 = sh2 + h1, ou` s = signe(ρ1 − ρ2). On obtient alors
A¯−1ρ1,ρ2,h1,h2 = A¯−ρ1,−ρ2,−h1,−h2
(ρ1, ρ2, h1, h2) ∈ R4 ,
A¯0,0,0,0 = Id .
le parame`tre h1 de´signe l’e´cartement du sommet par rapport a` la premie`re diagonale d’e´quation
y = x, le parame`tre h2 est quant-a`-lui nul lorsque le sommet de l’angle se situe sur la deuxie`me
diagonale d’e´quation y = −x. Dans le repe`re (O,~i,~j), avec ~i = (1, 1) et ~j = (−1, 1), h1 mesure
la position verticale du sommet de l’angle, et h2 sa position horizontale. Par la suite, nous
noterons e´galement A0p1,p2 = A0,0,p1,p2 l’angle e´le´mentaire ayant son sommet en (0, 0), de sorte
que Ax0,y0,p1,p2 = y0 + A
0
p1,p2
(x− x0). Cela nous permettra en particulier d’utiliser les relations
pour α > 0 :
A0αp1,αp2(x/α) = A
0
p1,p2(x) ,
αA0p1,p2(x) = A
0
αp1,αp2
(x) = A0p1,p2(αx) ,
A0p1,p2 ◦ A0p′1,p′2 = A
0
p1p′1,p2p
′
2
.
Les fonctions hyperboliques qui repre´sentent un adoucissement des pre´ce´dentes. Elles ont
cinq parame`tres : la position du sommet de l’angle (x0, y0), les pentes respectives des deux
asymptotes p1, p2, et l’e´cartement ǫ (on prendra par convention signe(0) = 0) :
Hx0,y0,p1,p2,ǫ(x) = y0 +
p1 + p2
2
(x− x0)− signe(p1 − p2)
√(
p1 − p2
2
(x− x0)
)2
+
√
p1p2ǫ2 ,
H−1x0,y0,p1,p2,ǫ = Hy0,x0,1/p1,1/p2,ǫ .
On remarquera que
Hx0,y0,p1,p2,0 = Ax0,y0,p1,p2 . (16)
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On peut e´galement proposer une parame´trisation comple`tement syme´trique de l’hyperbole, qui
pourra avoir un inte´reˆt lors de la phase d’estimation des parame`tres de l’hyperbole :
H¯ρ1,ρ2,h1,h2,e = Hx0,y0,p1,p2,ǫ,
avec p1 = e
ρ1 , p2 = e
ρ2 , x0 = sh2−h1, y0 = sh2+ h1, ǫ = se, ou` s = signe(ρ1− ρ2). On a alors :
H¯−1ρ1,ρ2,h1,h2,e(x) = H¯−ρ1,−ρ2,−h1,−h2,−e(x) ,
(ρ1, ρ2, h1, h2, e) ∈ R5 ,
H¯0,0,0,0,0 = Id .
Les fonctions compose´es de deux angles Il pourra eˆtre utile de partir de fonctions de´ja` com-
pose´es pour plusieurs raisons :
– lors d’un proce´de´ d’estimation ite´ratif, il est possible qu’il faille s’e´loigner tout d’abord de
la cible pour pouvoir ensuite s’en approcher davantage, et l’utilisation de fonctions de´ja`
compose´es peu permettre d’e´viter cet e´cueil.
– La composition de fonctions peut rendre caduque l’inte´reˆt de certains parame`tres. Ainsi,
la compose´e de n fonctions angles est entie`rement de´termine´e par 2n + 2 parame`tres, et
non n fois les 4 parame`tres d’un angle : connaˆıtre la forme d’une compose´e peut permettre
de re´duire ainsi le nombre de parame`tres utilise´s.
– Une connaissance particulie`re (par exemple asymptotes en y = x pour une transformation
locale) peut nous amener a` simplifier l’expression de fonctions compose´es et a` re´duire
encore le nombre de parame`tres utilise´s.
– La connaissance de la fonction compose´e peut permettre de de´finir un ensemble de pa-
rame`tres dont l’effet sur la courbe re´sultante et la signification sera plus claire par rapport
a` l’agre´gation des parame`tres de chaque fonction compose´e.
La compose´e de deux angles posse`de six degre´s de liberte´s, et l’on constate rapidement que la
transformation Ax0,y0,p1,p2◦Ax′0,y′0,p′1,p′2 ne de´pend que des six valeurs p1p′1, p2p′2, p2/p1, p1(x0−y′0),
x′0, y0. En exploitant la parame´trisation syme´trique pre´ce´demment pre´sente´e pour l’angle, on
voit que la compose´e de A¯ρ1,ρ2,h1,h2◦A¯ρ′1,ρ′2,h′1,h′2, ne de´pend donc que de v1 = ρ1+ρ′1, v2 = ρ2+ρ′2,
v3 = ρ2−ρ1, v4 = eρ1 [(s′h′2+h′1)−(sh2−h1)], v5 = s′h′2−h′1, v6 = sh2+h1. On peut en premier
lieu s’interroger sur les parame´trisations susceptibles de pre´senter une composition de deux
angles, ne´cessitant 6 degre´s de liberte´s, comme compose´e de deux angles a` k et k′ parame`tres,
avec k + k′ = 6.
S’agissant du cas k = k′ = 3, on remarque que si l’on pose h1 = h
′
1 = 0 (sommets d’angles
sur la diagonale y = x), on peut de´duire ρ1 de v4 = e
ρ1(v6 − v5), puis ρ2 de v3 = ρ2 − ρ1,
puis ρ′1 et ρ
′
2 de v1 et v2, puis (lorsque les coefficients s et s
′ sont non nuls) h′2 de v5 et h2
de v6. Finalement, quels que soient les angles compose´s, on peut retrouver le re´sultat de la
composition meˆme si h1 = h
′
1 = 0. Ce re´sultat n’est toutefois valable que si v4/(v6 − v5) > 0,
c’est-a`-dire
x0−y′0
y0−x′0
> 0 (on montre que l’on peut aise´ment traiter le dernier cas proble´matique
r = 0 ou r′ = 0). On obtient alors le re´sultat suivant :
Remarque 1 Toute composition de deux angles de sommets (x0, y0) et (x
′
0, y
′
0), avec
x0−y′0
y0−x′0
> 0,
peut s’e´crire sous la forme de la compose´e de deux angles dont les sommets sont sur la droite
d’e´quation y = x :
A¯ρ1,ρ2,0,h2 ◦ A¯ρ′1,ρ′2,0,h′2.
ou
Am,m,p1,p2 ◦ Am′,m′,p′1,p′2.
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Nous pourrions e´crire la totalite´ des compositions d’angles en prenant le premier sommet (x0, y0)
soit sur la droite d’e´quation y = x, soit sur celle d’e´quation y = −x. Ce re´sultat est inte´ressant
dans la mesure ou` il pourra nous permettre de composer des angles a` 3 parame`tres seulement, ce
qui nous permettra explicitement de n’utiliser que six parame`tres au lieu de huit. Il permet en
outre l’obtention d’une syme´trie d’e´criture entre la compose´e de deux angles et l’inverse de cette
compose´e, s’e´crivant directement comme compose´e de deux inverses, et dont l’appartenance a`
une meˆme classe de fonctions est imme´diate. Il peut eˆtre facilement ve´rifie´ en e´crivant
Ax0,y0,p1,p2 ◦ Ax′0,y′0,p′1,p′2(x) = y0 + A0αp1,αp2
(
A0p′
1
α
,
p′
2
α
(x− x′0) + x′0 − (x′0 −
y′0 − x0
α
)
)
, (17)
en posant α = (x0 − y′0)/(y0 − x′0), lorsque cette quantite´ est de´finie et positive. La situation
x0 = y
′
0 conduit quant-a`-elle a` confondre les deux sommets d’angle, avec alors Ax0,x0,p1,p2 ◦
Ax′0,x′0,p′1,p′2(x) = y0 + A
0
p1p′1,p2p
′
2
(x − x0). Afin de mieux exploiter la compose´e de n fonctions,
nous abandonnerons ne´anmoins la compose´e de deux angles a` trois parame`tres au profit des
repre´sentations suivantes.
S’agissant du cas k = 2 et k′ = 4, afin de ge´rer les compose´es successives de fonctions, il peut
eˆtre inte´ressant d’e´crire une compose´e de n angles comme un angle a` 4 parame`tres compose´ avec
n−1 angles a` deux parame`tres, ce qui permet alors de retrouver les 2n+2 degre´s de liberte´s de la
compose´e. Une contrainte supple´mentaire que l’on s’impose lors du choix des deux parame`tres
du premier angle, est que l’inverse d’un tel angle a` deux parame`tres soit aussi un angle a` deux
parame`tres de la meˆme classe, ce qui exclut des choix comme A0,y0,1,p2 dont l’inverse Ay0,0,1,1/p2
ne s’e´crit pas A0,y′0,1,p′2. Nous verrons par la suite que cette contrainte est fondamentale pour
pouvoir composer plus de deux angles. De l’e´quation 17, on de´duit le re´sultat suivant :
Ax0,y0,p1,p2 ◦ Ax′0,y′0,p′1,p′2 = Ay0,y0,1, p2p1 ◦ Ax′0,p1(y′0−x0)+y0,p1p′1,p1p′2 (18)(
Ax0,y0,p1,p2 ◦ Ax′0,y′0,p′1,p′2
)−1
= A
x′0,x
′
0,1,
p′1
p′
2
◦ Ay0,− 1p′1 (y′0−x0)+x′0, 1p1p′1 , 1p′1p2 (19)
Si l’on pose m =
x′0+y0
2
, h =
x′0−y0
2
, w =
√
p′1
p1
(y′0 − x0), η1 = ln p1p′1, η2 = ln p2p′2, α =
ln p′2p1 − ln(p1p
′
1)+ln(p2p
′
2)
2
, alors :
Aη1,η2,α,m,h,w = Ax0,x0,1,p2 ◦ Ax′0,y′0,p′1,p′2 ,
(Aη1,η2,α,m,h,w)
−1 = A−η1,−η2,α,m,−h,−w ,
(η1, η2, α,m, h, w) ∈ R6 .
avec : x0 = m−h, p2 = e
η2−η1
2
−α et x′0 = m+h, y
′
0 = e
η1/2w+m−h, p′1 = eη1 , p′2 = eα+
η1+η2
2 . η1
et η2 sont des mesures des pentes des asymptotes de la compose´e, α est une mesure de l’e´cart
entre la pente centrale et a` la pente moyenne des asymptotes. Si w = 0, alors y′0 − x0 = 0 et
la compose´e d’angles n’a plus qu’un seul sommet : w est une mesure de l’e´cartement entre les
deux sommets de la fonction compose´e. Enfin, m et h peuvent eˆtre vues comme des mesures
de la position horizontale et verticale de la fonction compose´e.
les fonctions compose´es de n angles Notons simplement A4 un angle a` 4 parame`tres, et A2
un angle a` deux parame`tres (de type Ax0,x0,1,p). Nous sommes inte´resse´s par la forme que
peut reveˆtir une composition du type A4 ◦A′4 · · · ◦A′′′4 . Nous avons vu pre´ce´demment que toute
compose´e de type A4◦A′4 pouvait s’e´crire sous la forme A2◦A4. Un argument de commutativite´
permet facilement d’e´tendre ce re´sultat : On a vu pre´ce´demment que(
A
′
η1,η2,α,m,h,w
)−1
= A′−η1,−η2,α,m,−h,−w ,
15
et donc que (A′)−1 est de la meˆme forme que A′ = A2 ◦ A4. Or, on a aussi
(
A
′
η1,η2,α,m,h,w
)−1
de la forme A−14 ◦ A−12 , et si une bonne parame´trisation permet a` A−12 de reveˆtir la meˆme
forme que A2, alors l’on pourra e´crire que toute compose´e d’angle peut s’e´crire sous la forme
A2 ◦ A4 ou A′4 ◦ A′2. De par notre choix pre´ce´dent pour A2, de la forme Ay,y,1,p, on a bien
(Ay,y,1,p)
−1 = Ay,y,1,p′, avec p
′ = 1/p, et A−12 appartient a` la meˆme classe que A2. Or, a` partir
de l’e´quation 17, on peut e´tablir :
Ax0,y0,p1,p2 ◦ Ax′0,y′0,p′1,p′2 = Ax′0− y′0−x0p′
1
,y0,p1p′1,p2p
′
1
◦ A
x′−0,x′0,1,
p′2
p′
1
.
En utilisant ce re´sultat ou en calculant l’inverse de l’e´quation 19, on obtient lorsque y0 = x0 et
p1 = 1,
Ax0,x0,1,p2 ◦ Ax′0,y′0,p′1,p′2 = A− 1p′
1
(y′0−x0)+x
′
0,x0,p
′
1,p
′
1p2
◦ A
x′0,x
′
0,1,
p′
2
p′
1
. (20)
Il s’ensuit que l’on peut e´tablir le re´sultat suivant :
Lemme 1 Toute composition de deux angles peut s’e´crire sous la forme de la compose´e de deux
angles a` 2 et 4 parame`tres,
A4 ◦ A′4 = A′′4 ◦ A2 = A′2 ◦ A′′′4 ,
ou` les A2 de´signent des angles a` deux parame`tres, du type Ax0,x0,1,p, x0 ∈ R, p > 0, ayant leur
sommet sur la diagonale d’e´quation y = x, et leur premie`re pente e´gale a` 1.
Il est aise´ d’e´crire toute composition de n angles a` 4 parame`tres sous la forme :
(A4 ◦ A′4) ◦ A′′4 ◦ · · · = (A2 ◦ A′′′4 ) ◦ A′′4 ◦ · · · = A2 ◦ (A′′′4 ◦ A′′4) ◦ · · · = A2 ◦ (A′2 ◦ A′′′′4 ) ◦ . . . .
Il est ainsi possible de se ramener a` une composition d’angles a` deux parame`tres, a` l’exception
du dernier, a` 4 parame`tres. La proprie´te´ de commutativite´ pre´ce´demment e´voque´e permet
ensuite de se ramener a` une situation ou` l’angle a` 4 parame`tres peut occuper n’importe quelle
position.
The´ore`me 1 Toute compose´e de n angles peut se ramener a` une composition de un angle a`
4 parame`tres avec n − 1 angles a` 2 parame`tres du type Ax0,x0,1,p, quelle que soit la position
choisie pour l’angle a` 4 parame`tres. En particulier, toute composition d’angle peut s’e´crire sous
la forme
A′4 ◦ A′′4 ◦ A′′′4 ◦ · · · = A4 ◦ A2 ◦ A′2 ◦ . . . ,
ou de fac¸on plus ge´ne´rale
A
◦(n)
4 = A
◦(k)
2 ◦ A4 ◦ A◦(n−1−k)2 , 0 6 k 6 n− 1 ,
ou` A
◦(k)
p = A′p ◦A′′p ◦ · · · ◦A′′′′p de´signe la compose´e de k angles a` p parame`tres, p ∈ {2, 4}, avec
A
◦(0)
p = Id. Les A2 de´signent des angles a` deux parame`tres, du type Ax0,x0,1,p, x0 ∈ R, p > 0,
ayant leur sommet sur la diagonale d’e´quation y = x, et leur premie`re pente e´gale a` 1.
Les 2n+2 parame`tres ne´cessaires a` la description de la fonction compose´e se de´composent alors
sous la forme 4 + 2(n − 1), et aucun parame`tre n’est inutile. Le choix de la parame´trisation,
qui jusqu’ici de´coulait d’une simple pre´fe´rence de formulation, est ici important : si l’inverse
de l’angle a` deux parame`tres n’appartenait pas a` la meˆme classe, comme pour A0,x0,1,p2 par
exemple, on ne pourrait plus e´tablir le re´sultat pre´ce´dent sans imposer que A4 soit en dernie`re
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position, meˆme si l’on peut par ailleurs montrer que A2 ◦A4 peut repre´senter toute composition
de deux angles. Finalement, il s’ave`re que lors d’un proce´de´ ite´ratif, nous serons amene´s a`
composer entre eux des angles a` deux parame`tres. Se pencher sur la forme de telles compositions
facilite l’interpre´tation de compositions multiples. Ainsi une compose´e de type A2 ◦A′2 ◦A′′2 ◦ . . .
peut s’e´crire sous la forme :
A01,p2
(
A01,p′2
(
A01,p′′2 (. . . ) + x
′′
0 − x′0
)
+ x′0 − x0
)
+ x0 ,
et les asymptotes en −∞ et +∞ ont pour e´quations respectives y = x et y = (p2p′2p′′2 . . . )x +
(x0 + p2(x
′
0 − x0) + p2p′2(x′′0 − x′0) + . . . ). Ainsi, lors d’un proce´de´ ite´ratif ou` les asympotes
ont de´ja` e´te´ cale´es, il sera possible de supprimer deux parame`tres en fixant la contrainte d’une
asymptote d’e´quation y = 1x+ 0 en +∞.
Fonctions De´calage (Shift) Les fonctions De´calage sont des fonctions dont la de´rive´e va croˆıtre
puis de´croˆıtre, afin par exemple de modifier implicitement les taux de hasard, en taˆchant d’ex-
ploiter l’e´quation 12. On les de´finit pre´cise´ment comme une version lisse´e de la compose´e de
deux angles a` deux parame`tres, du type Ax0,x0,1,p ◦ A¯x′0,x′0,1,p′. On impose de surcroˆıt des direc-
tions asymptotiques unitaires en +∞ et −∞, et p′ = 1/p. Finalement, les fonctions De´calage
sont de´finies comme :
Zm,h,ρ,ǫ = Hm−h,m−h,1,eρ,ǫ ◦Hm+h,m+h,1,e−ρ,ǫ.
Si l’on choisit par exemple h = 0, alors la fonction sera l’identite´, et h peut repre´senter une me-
sure de l’e´cartement des asymptotes de cette fonction, l’asymptote en +∞ ayant pour e´quation
y = x + h(1 − eρ). m est un parame`tre renseignant sur la position centrale horizontale de la
bifurcation, et ρ repre´sente quant-a`-lui la rapidite´ de la bifurcation. On remarque que :
(Zm,h,ρ,ǫ)
−1 = Zm,−h,ρ,ǫ
Ces fonctions agissent dans le meˆme esprit qu’une transforme´e de Wang (voir Wang, 1996) qui
serait ope´re´e progressivement a` partir d’une certaine abscisse. Elles peuvent en conse´quence
reveˆtir un inte´reˆt particulier en assurance dommages, dans les situations ou` seule la queue de
distribution doit eˆtre modifie´e.
Fonctions Bosse (Bump) Ces fonctions peuvent s’obtenir comme une version lisse´e de la com-
position de trois angles de type A2, en imposant des asymptotes d’e´quation y = x en −∞
et +∞, de sorte que l’ajustement soit exclusivement local, si l’on prend l’hypothe`se que les
asymptotes ont de´ja` e´te´ ajuste´es (ou le seront, en exploitant le the´ore`me 1). De fac¸on non
lisse´e, ces bosses correspondent donc a` :
B0x0,p2,x′′0 ,p′′2 = Ax0,x0,1,p2 ◦ Ax′0,x′0,1,p′2 ◦ Ax′′0 ,x′′0 ,1,p2 ,
(B0x0,p2,x′′0 ,p′′2 )
−1 = B0x′′0 ,1/p′′2 ,x0,1/p2 ,
avec p′2 =
1
p2p
′′
2
,
et x′0 =
x′′0(p
′′
2 − 1) + x0p′′2(p2 − 1)
p2p′′2 − 1
.
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Si l’on choisit m =
x0+x′′0
2
, h =
x0−x′′0
2
, ρ =
ln p2+ln p′′2
2
et γ =
ln p2−ln p′′2
2
, alors les versions lisse´es et
non lisse´es de la fonction bosse peuvent s’e´crire :
B¯0m,h,ρ,γ = Am+h,m+h,1,eρ+γ ◦Ax′0,x′0,1,e−2ρ ◦ Am−h,m−h,1,eρ−γ ,
Bm,h,ρ,γ,ǫ = Hm+h,m+h,1,eρ+γ,ǫ ◦Hx′0,x′0,1,e−2ρ,ǫ ◦Hm−h,m−h,1,eρ−γ ,ǫ ,
avec x′0 = m+ h
(
e2ρ − 2eρ−γ + 1
e2ρ − 1
)
, ρ 6= 0 .
On a alors lorsque ρ 6= 0 :
B−1m,h,ρ,γ,ǫ = Bm,−h,−ρ,γ,ǫ .
Le cas ρ = 0 correspond a` la situation de´ge´ne´re´e ou` la bosse est confondue avec l’identite´
(ce cas peut eˆtre ge´re´ en remplac¸ant par exemple γ par un parame`tre d’asyme´trie δ tel que
e−γ = 1 − eρ−1
eρ+1
δ). m de´signe la position horizontale de la bosse, h sa hauteur (on obtient la
fonction identite´ pour h = 0). Les pentes p2 et p
′′
2 influant sur la pente des parties gauche et
droite de la bosse, ρ s’interpre`te comme la rapidite´ du retour a` l’asymptote, et γ comme un
coefficient d’asyme´trie de la bosse (dans le repe`re (O,~i,~j), avec ~i = (1, 1) et ~j = (−1, 1)). Le
choix d’un coefficient d’asyme´trie nul conduit a` la version lisse´e suivante de la bosse :
B′m,h,ρ,ǫ = Hm+h,m+h,1,eρ,ǫ ◦Hx′0,x′0,1,e−2ρ,ǫ ◦Hm−h,m−h,1,eρ,ǫ ,
avec x′0 = m+ h
1−eρ
1+eρ
, qui est de´fini meˆme lorsque ρ = 0. On a alors :
(Bm,h,ρ,ǫ)
−1 = Bm,−h,−ρ,ǫ .
Fonctions compose´es ge´ne´rales d’hyperboles Enfin, il est des situations ou` l’on cherche a` ajou-
ter des parame`tres jusqu’a` l’obtention d’une forme parame´trique monotone (pour la fonction
de survie) qui soit suffisamment fide`le aux donne´es. Dans ces situations, en application du
the´ore`me 1, nous composerons des versions lisse´es d’un angle a` 4 parame`tres, compose´ avec des
versions lisse´es de n− 1 angles a` 2 parame`tres. Le parame`tre de lissage pourra eˆtre commun a`
toutes ses fonctions, si bien que nous e´crirons par exemple :
G(x0,y0,p1,p2,e),(a1,q1),...,(an,qn) = Han,an,1,qn,e ◦ · · · ◦Ha1,a1,1,q1,e ◦Hx0,y0,p1,p2,e .
L’inverse de ces fonctions s’exprime tre`s simplement :
(G(x0,y0,p1,p2,e),(a1,q1),...,(an,qn))
−1 = Hy0,x0, 1p1 ,
1
p2
,e ◦Ha1,a1,1, 1q1 ,e ◦ · · · ◦Han,an,1, 1qn ,e .
D’apre`s le the´ore`me 1 ces fonctions englobent la classe des fonctions continues croissantes
et affines par morceaux a` n + 1 points de ruptures, et l’on pourrait choisir n’importe quelle
position pour l’hyperbole a` 5 parame`tres. Nous verrons au paragraphe 4.4 que des valeurs
d’initialisation peuvent eˆtre aise´ment obtenues pour chacun des parame`tres. Si l’interpre´tation
des parame`tres devient plus de´licate, ces fonctions seront bien adapte´es a` la de´termination
d’une forme parame´trique monotone et inversible sur un jeu de donne´es. Ce type de situation
se rencontrera notamment lors de simulations, ou` le besoin sera de simuler simplement des
variables ale´atoires de re´partition suffisamment proche d’une re´partition empirique.
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4 Estimation et convergence de l’ajustement ite´ratif
4.1 Me´thodologie d’estimation
On souhaite transformer une fonction de survie S0 ∈ S de telle sorte qu’elle s’approche
d’une fonction de survie S ∈ S. La distance que nous utilisons ici sur S est la distance D
de´finie par
D(S, S ′) =
∫ +∞
0
|S(t)− S ′(t)| dt .
Cette distance est bien de´finie et finie pour tout couple de S2 graˆce a` l’hypothe`se de finitude
de l’espe´rance des variables conside´re´s.
Remarque 2 SoientX etX ′ deux variables ale´atoires positives de fonctions de survie respectives
S et S ′. On a
|EX ′ − EX| 6 D(S, S ′) .
La distance D permet donc de controˆler la diffe´rence entre espe´rances de variables ale´atoires.
En se restreignant a` la famille de transformations (Tfθ)θ obtenue a` partir de la famille de
fonction (fθ)θ parame´trise´e par le vecteur θ, on obtient :
S1 = Tfθ∗0
(S0) ,
ou`
θ∗0 = argmin
θ
D(Tfθ(S0), S) .
Si la fonction S1 ainsi de´finie n’est pas suffisamment proche de S, on ite`re le proce´de´ de fac¸on
a` de´finir une deuxie`me approximation S2 par
S2 = Tfθ∗2,1
(Tfθ∗2,0
(S0)) ,
ou`
(θ∗2,0, θ
∗
2,1) = argmin
θ0,θ1
D(Tfθ1 (Tfθ0 (S0)), S) .
En continuant de cette manie`re, on de´finit une suite (Sn)n de fonctions de survie.
4.2 Forme des ite´re´es
Nous avons vu que toutes les fonctions fonctions d’alte´ration conside´re´es pouvaient eˆtre vues
comme des versions lisse´es de compose´es d’angles. Nous nous inte´resserons donc ici en premier
lieu a` la forme des ite´re´es pour des compositions de fonctions « angle ». Conside´rons la fonction
de survie S∗0 ∈ S, de´finie par
S∗0(x) =
{
1 si x 6 0,
logit−1(1− x) si x > 0.
Nous e´tudions ici la forme que prennent les transforme´es ite´re´es de S0 = S
∗
0 par T , dans le
cas de l’utilisation de la famille (Aθ)θ des fonctions « angle ». Pour toute suite Θ = (θn)n =
((xn, yn, αn, βn))n de R
4 et n ∈ N∗, notons Sn(θ0, . . . , θn−1) la fonction de survie de´finie par
re´currence par
Sn = TAθn−1 (Sn−1) ,
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et ℓn la fonction de´finie sur R
∗
+ par
ℓn(θ0, . . . , θn−1) = logit(Sn(θ0, . . . , θn−1)) ,
de sorte que, pour tout x > 0,
ℓn(θ0, . . . , θn−1)(x) = Aθn−1 ◦ · · · ◦ Aθ0(1− x) .
On remarque que ℓn est une fonction continue, affine par morceaux, dont les points de rupture
de pente sont les xi, i = 0, . . . , n−1. Notons An l’ensemble des fonctions de R∗+ dans R continues
strictement croissantes et affines par morceaux ayant au plus n points de rupture de pente, et
A = ∪nAn. On vient de voir que ℓn ∈ An. Conside´rons maintenant un e´le´ment f de An. Notons
0 = x−1 < x0 < . . . < nn−1 ses points de rupture de pente, et, pour i = −1, . . . , n − 1, −αi
la pente de f sur l’intervalle ]xi, xi+1[ (avec la convention xn = +∞), et yi = f(xi). Posons
maintenant
θ0 = (x0, y0, α−1, α0) ,
et, pour i = 1, . . . , n− 1,
θi = (xi, xi, 1, αi/αi−1) .
On ve´rifie aise´ment qu’avec cette valeur des parame`tres θi, ℓi co¨ıncide avec f sur ]1, xi[ pour
tout i, et en particulier
ℓn(θ0, . . . , θn−1) = f .
Ainsi, finalement, toute fonction de An peut s’e´crire comme une transforme´e ite´re´e n fois de
logit(S0) par des fonctions « angle », c’est-a`-dire que
{ℓn(θ0, . . . , θn−1), θ0, . . . , θn−1 ∈ R4} = An ∀n ∈ N∗ . (21)
4.3 Convergence
Nous allons ici nous attacher a` ve´rifier que les principales fonctions d’alte´ration propose´es
respectent la contrainte C4 que nous avions pose´. Pour S ∈ S, on notera
a∗(S) = sup{x, S(x) = 1} ∈ R∗+, b∗(S) = inf{x, S(x) = 0} ∈ R∗+ ∪ {+∞},
M(S) =]a∗(S), b∗(S)[ .
The´ore`me 2 Soient S ∈ S et S0 ∈ S telles que
1. a∗(S0) 6 a
∗(S) 6 b∗(S) 6 b∗(S0) ;
2. S0 est strictement de´croissante sur ]a
∗(S0), b
∗(S0)[.
Alors, pour les familles (Aθ)θ et (Hθ)θ, ainsi que pour les familles construites par composition
a` partir de celles-ci, comme (Gθ)θ,
lim
n→∞
D(Sn, S) = 0 .
Remarque 3 La condition (1) est tout a` fait naturelle. En effet, si x est tel que a∗(S) < x <
a∗(S0), Sn(x) = 1 pour tout n alors que S(x) < 1. Donc, si a
∗(S) < a∗(S0),∫ a∗(S0)
a∗(S)
|Sn(t)− S(t)| dt = δ > 0 ,
ce qui empeˆche la convergence de D(Sn, S) vers ze´ro. Il en est de meˆme pour la condition sur
les bornes b∗.
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Pour montrer ce re´sultat, nous utiliserons le lemme suivant d’approximation de fonctions de
survie :
Lemme 2 Soit S ∈ S, 0 6 a < b < +∞, et ε > 0. Alors il existe une suite finie (ti)06i6n de
[a, b] telle que toute fonction de survie S ′ ∈ S qui co¨ıncide avec S sur les ti ve´rifie∫ b
a
|S ′(t)− S(t)| dt < ε .
Preuve du lemme 2:
Soit N un entier ve´rifiant (2 + b − a)/N < ε. Construisons la suite (ti)i, ainsi qu’un sous-
ensemble J de N par re´currence de la manie`re suivante. On pose tout d’abord t0 = b et J = ∅,
puis :
– si S(t−i ) > S(ti) + 1/N , alors on ajoute i a` J , et on pose
ti+1 = max(ti − 1/N2, a) ;
– sinon, on pose
ti+1 = max(inf{t, S(t) 6 S(ti) + 1/N}, a) ,
de sorte que (du moins si ti+1 > a)
S(ti+1) 6 S(ti) + 1/N et S(t
−
i+1) > S(ti) + 1/N .
On arreˆte la construction de`s qu’un ti atteint a : on note n cet indice final. La suite (ti)i ainsi
de´finie est strictement de´croissante et pour tout i < n− 2, S(ti+2) > S(ti) + 1/N . Cette suite
est donc bien finie, de taille au plus 2N . Conside´rons maintenant une fonction S ′ ∈ S telle que,
pour tout i ∈ {0, . . . , n}, S ′(ti) = S(ti). Comme de plus S ′ et S sont de´croissantes,∫ b
a
|S ′(t)− S(t)| dt =
n∑
i=1
∫ ti−1
ti
|S ′(t)− S(t)| dt
6
n∑
i=1
∫ ti−1
ti
(S(ti)− S(ti−1)) dt
6
∑
i∈J
1
N2
+
∑
i6∈J
ti−1 − ti
N
6
2
N
+
b− a
N
< ε .

Nous pouvons maintenant de´montrer le the´ore`me de convergence :
Preuve du the´ore`me 2:
Commenc¸ons par le cas ou` la famille (fθ)θ utilise´e est la famille des fonctions « angle ».
Fixons une valeur de ε > 0. Comme S ∈ S, ∫ +∞
0
S(t) dt converge, et il existe donc un re´el
b < b∗(S) tel que
S(b) > 0 et
∫ +∞
b
S(t) dt < ε .
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Posons par ailleurs a = a∗(S) + ε, de sorte que S(a) < 1. Soit (ti)06i6n la suite de´finie par le
lemme 2 pour S sur l’intervalle [a, b]. Soit f l’application croissante affine par morceaux de´finie
sur I0 = [logit(S0(b)), logit(S0(a))] par ses points de rupture de pente :
f(logit(S0(ti))) = logit(S(ti)) ∀i ∈ {0, . . . , n} .
Comme Tf (S0) co¨ıncide avec S sur les ti,∫ b
a
|Tf(S0)(t)− S(t)| dt < ε .
La fonction f est croissante par construction. Assurons-nous qu’elle est strictement croissante
en de´finissant la fonction affine par morceaux strictement croissante f˜ par
f˜(t) = f(t) + ε
t− logit(S0(b))
(b− a)(logit(S0(a))− logit(S0(b))) ∀t ∈ I0 ,
de telle sorte que
|f˜(t)− f(t)| < ε
b− a .
Comme la fonction
t 7→ logit−1(t) = 1
1 + e−t
a une de´rive´e infe´rieure a` un, on obtient la majoration
|Tf˜(S0)(t)− Tf(S0)(t)| <
ε
b− a ∀t ∈ [a, b] ,
et ainsi ∫ b
a
|Tf˜(S0)(t)− S(t)| dt < 2ε . (22)
Soit b0 un re´el supe´rieur a` b+ ε pour lequel∫ +∞
b0
S0(t) dt < ε .
Prolongeons maintenant continuˆment f˜ sur R en la de´finissant sur R\I0 de la manie`re suivante :
1. f˜ est affine sur [logit(S0(a)), logit(S0(a
∗(S)))], et
f˜(logit(S0(a
∗(S))) + u) = u+max
(
logit
(
1− ε
a∗(S)
)
, f˜(logit(S0(a))) + 1
)
∀u > 0 .
On obtient ainsi
Tf˜ (S0)(t) >
1− ε
a∗(S)
∀t > a∗(S) ,
de sorte que ∫ a∗(S)
0
(1− Tf˜ (S0)(t)) dt 6 ε . (23)
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2. f˜ est affine sur [logit(S0(b+ ε)), logit(S0(b))], et, pour t 6 logit(S0(b+ ε)),
f˜(t) = t+min
(
0, logit
ε
b′ − (b+ ε) − logit(S0(b+ ε)), f˜(logit(S0(b)))− 1
)
.
On obtient ainsi f˜(t) 6 t pour t 6 logit(S0(b+ ε)), de sorte que
Tf˜(S0)(t) 6 S0(t) ∀t > b+ ε ,
et ainsi ∫ +∞
b0
Tf˜(S0)(t) dt 6
∫ +∞
b0
S0(t) dt < ε . (24)
Par ailleurs,
f˜(t) 6 logit
ε
b′ − (b+ ε) ∀t 6 logit(S0(b+ ε)) ,
de sorte que
Tf˜ (S0)(t) 6
ε
b′ − (b+ ε) ∀t > b+ ε ,
et ainsi ∫ b0
b+ε
Tf˜ (S0)(t) dt < ε . (25)
Enfin, comme a = a∗(S) + ε et Tf˜ (S0)(t) et S(t) appartiennent a` [0, 1],∫ a
a∗(S)
|Tf˜(S0)(t)− S(t)| dt < ε et
∫ b+ε
b
|Tf˜(S0)(t)− S(t)| dt < ε . (26)
En regroupant les ine´galite´s (22), (23), (24), (25) et (26), on voit que la fonction f˜ ∈ A permet
de transformer S0 en une bonne approximation de S :
D(Tf˜(S0), S) < 7ε .
Ainsi, si N est un entier tel que f˜ ∈ AN , la relation (21) implique que
D(Sn, S) < 7ε ∀n > N .
On a ainsi montre´ que
lim
n→∞
D(Sn, S) = 0
dans le cas des fonctions « angle ». Le cas des fonctions hyperboliquesHθ s’en de´duit imme´diatement
car les fonctions Aθ sont des cas particuliers des fonctions Hθ, il en va de meˆme pour les com-
pose´es d’hyperboles et pour toutes les classes de fonctions fonctions d’alte´ration englobant les
angles ou les hyperboles. 
4.4 Valeurs d’initialisation
Nous avons propose´ dans les sections pre´ce´dentes d’utiliser comme fonctions d’alte´ration soit
des compose´es de fonctions angles, soit des versions lisse´es de celles-ci, a` savoir des compose´es
d’hyperboles. Lors de l’estimation des parame`tres, il est ne´cessaire de disposer d’une valeur
initiale pour l’estimation du vecteur parame`tre. Il est envisageable de proce´der de plusieurs
fac¸ons :
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– Le vecteur parame`tre initial peut correspondre a` une fonction d’alte´ration identite´, si la
fonction de survie source n’est pas trop e´loigne´e de la fonction de survie cible. Ce choix
peut ne´anmoins conduire de nombreux algorithmes d’optimisation a` une solution e´loigne´e
de la solution optimale.
– Pour les compose´es de plusieurs fonctions, il est plus aise´ d’estimer se´pare´ment les pa-
rame`tres optimaux pour chacune des de´formations, ce qui peut conduire a` des valeurs ini-
tiales pour les parame`tres agre´ge´s de la fonction compose´e. Ce choix se heurte ne´anmoins
aux situations ou` deux effets antagonistes des compose´es se compensent, par exemple
lorsqu’une premie`re fonction d’alte´ration cause un e´loignement de la cible pour permettre
a` une deuxie`me fonction d’alte´ration de mieux s’en rapprocher ensuite.
– Enfin, l’estimation simultane´e de tous les parame`tres d’une fonction compose´e est la solu-
tion susceptible de fournir les meilleurs re´sultats, pour peu que le vecteur parame`tre initial
ne soit pas trop e´loigne´ du vecteur optimal. Nous nous pencherons sur ce dernier cas en
essayant de proposer des valeurs d’initialisation conduisant a` une premie`re approximation
correcte de la fonction cible.
Les fonctions d’alte´ration conside´re´es sont toutes des compose´es d’hyperboles, pour lesquelles
le parame`tre de lissage n’est vraisemblablement pas le plus de´licat a` estimer. Nous nous focali-
serons donc sur l’estimation de compose´es d’angles a` deux et a` quatre parame`tres. En pratique,
nous disposons d’un ensemble fini d’abscisses, {xi}i ∈ I, avec I = {1..p}, pour lequels sont
donne´es les valeurs de la fonction de survie cible et son logit li = logitS(xi), ainsi que le lo-
git de la fonction de survie en cours a` de´former αi = logit Ŝ(xi), pour i ∈ I. Ce nuage de
point est un ensemble fini d’une courbe que nous noterons l(α). Nous cherchons fθ tel que les
points {(li, fθ(αi))}i∈I soient aussi proches que possible de la diagonale ∆ d’e´quation y = x.
Une possibilite´ est de rechercher une application f̂θ qui associerait li a` certains des αi, pour
un sous ensemble de points i ∈ Ik, Ik ⊂ I. Pour ces points, nous serions alors assure´s d’avoir
{(li, fθ(αi))}i∈Ik inclus dans ∆. Peut-on trouver une compose´e d’angles proche d’une fonction
passant par un sous-ensemble {(li, αi)}i∈Ik de points, Ik ⊂ I ? Nous allons voir que cela est
relativement simple, graˆce a` la proposition suivante.
Proposition 6 Soit un ensemble de points successifs {(ui, vi)}i∈{1,..,3+k} d’une courbe croissante,
avec u1 6 · · · 6 u3+k et v1 6 · · · 6 v3+k, k > 0. La compose´e d’angle de type
G
(k)
θ = Aak ,ak,1,qk ◦ · · · ◦ Aa1,a1,1,q1 ◦Ax0,y0,p1,p2, si k > 1 ,
G
(k)
θ = Ax0,y0,p1,p2, si k = 0 ,
est telle que :
G
(k)
θ (ui) = vi, pour tout i ∈ {1, . . . , 3 + k} ,
de`s lors que :
x0 = u2, y0 = v2, p1 = (v2 − v1)/(u2 − u1), p2 = (v3 − v2)/(u3 − u2),
et que :
ak = v2+k et qk =
(
v3+k − v2+k
u3+k − u2+k
)(
u2+k − u1+k
v2+k − v1+k
)
, k > 1 .
Preuve :
On ve´rifie facilement que Ax0,y0,p1,p2(u1) = v1, Ax0,y0,p1,p2(u2) = v2 et Ax0,y0,p1,p2(u3) = v3.
On ve´rifie ensuite par re´currence que pour tout i 6 k, G(k)(ui) = vi puis que G
(k)(u4+k) =
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v2+k
v3+k−v2+k
u3+k−u2+k
(u4+k − u2+k) et G(k+1)(u3+k+1) = G(k+1)(u4+k) = v4+k. 
Nous utiliserons en conse´quence le proce´de´ suivant pour l’initialisation du vecteur parame`tre :
un sous-ensemble (ui, vi) de points sera extrait de l’ensemble (li, αi), en faisant en sorte de
choisir des points aussi e´loigne´s que possible les uns des autres : nous prendrons par exemple
le point d’abscisse minimum, le point d’abscisse maximum, puis k + 1 points interme´diaires
re´gulie`rement espace´s (soit k + 2 intervalles interme´diaires) :
(uj, vj) = (αs(j), ls(j)) ,
avec s(j) = inf
i6p
{
L(i) >
L(n)
k + 2
(j − 1)
}
, j = 1, . . . , k + 3 ,
et L(i) = |li − l1| .
Nous en de´duirons par la proposition pre´ce´dente des valeurs d’initialisation pour toutes les
combinaisons pre´ce´demment pre´sente´es de type A2 ◦ . . . A2 ◦ A4. En fixant la valeur initiale
du parame`tre de lissage ǫ a` une valeur faible non nulle, par exemple dans nos applications
ǫ = 1, nous obtiendrons des valeurs d’initialisation pour les fonctions d’alte´ration du type
H2 ◦ . . .H2 ◦ H4. Le choix d’une valeur d’initialisation non nulle pour ǫ s’explique par des
conditions de continue diffe´rentiabilite´ qui facilitent la convergence des principaux algorithmes
d’optimisation. Il est e´galement possible d’obtenir tre`s simplement des valeurs d’initialisation
pour les parame`tres des fonctions de type H4 ◦ H2 ◦ · · · ◦ H2 : il suffit pour cela d’ajuster la
fonction inverse de l(α) en intervertissant les roˆles des li et des αi. L’inverse de l’ajustement
obtenu, de type A2 ◦ . . . A2 ◦ A4, sera A−14 ◦ A−12 ◦ · · · ◦ A−12 dont les parame`tres se de´duisent
imme´diatement, et qui est bien de meˆme nature que A′4 ◦A′2 ◦ · · · ◦A′2. Nous aurions e´galement
pu choisir pour Li d’autres fonctions croissantes, comme par exemple
∣∣∣Ŝ(xi)− Ŝ(x1)∣∣∣, ou encore
comme la part cumule´e de l’observation nume´ro i dans l’erreur globale,
∑i
k=1
∣∣∣Ŝ(xi)− S(xi)∣∣∣,
qui induisent des re´partitions diffe´rentes des points de contacts initiaux entre Ŝ et S. A titre
d’illustration, dans le cas d’ajustement local (bosses lie´es a` un e´ve`nement catastrophique), nous
avons parfois utilise´
∑i
k=1 e
−|bS(xi)−S(xi)| lorsque cette re´partition donnait de meilleurs re´sultats.
5 Applications nume´riques
Il est possible de proposer des applications des transformations ite´re´es de fonctions de survie
a` de nombreux domaines. Nous avons choisi ici de pre´senter des applications a` l’analyse des
dure´es de survie. Nous nous baserons dans cette section sur des tables de mortalite´ issues du site
Internet Human Mortality Database (2008), tables donne´es par anne´e de de´ce`s, pour les pays
Etats-Unis et France (tables par tranche d’aˆge d’une anne´e et tranche d’anne´e de de´ce`s de une
anne´e, de´signe´es par l’expression 1× 1). Nous nommerons ces deux tables respectivement USA
et FRANCE. En l’absence de pre´cision concernant le sexe, les tables de´signent celles disponibles
pour la totalite´ de la population, hommes et femmes. Dans le cas discret, il est indispensable de
se doter d’une mesure de la distance entre la fonction cible et son ajustement qui soit adapte´e au
proble`me. Nous disposons ici d’un ensemble de points correspondant aux valeurs des fonctions
de survie a` l’e´tape n, sni = S
n(xi) et de l’ensemble des valeurs de la fonction de survie cible
si = S(xi), pour les diffe´rentes abscisses xi, i ∈ {1, . . . , p}. Nous utiliserons comme mesure de
la qualite´ de l’ajustement a` l’e´tape nume´ro n :
InQ = − log10
(
1
p
p∑
i=1
|sni − si|
)
.
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France France France USA USA USA
H5 H2 ◦H5 Gompertz H5 H2 ◦H5 Gompertz
x0 -94.09334665 -95.78211241 -114.2086702 -102.6014363
y0 0.5117481008 -1.504117646 1.3712451764 0.7420644703
p1 0.4643066083 0.439815211 2.4981606661 0.727987894
p2 0.06252572 0.2108655161 0.0424709347 0.0666009078
ǫ 5.7654445858 0.9843955044 26.536409759 10.800577777
a1 - 0.630550249 - 6.5281238533
q1 - 0.324782732 - 0.00078401
a - - 0.082599221 - - 0.0766073843
b - - -9.595051243 - - -9.047939578
IQ 2.824361353 2.9225066156 1.7229331698 3.0056691098 3.2141510129 1.8248654389
Tab. 1 – ajustements de tables de mortalite´ pour l’anne´e de de´ce`s 2005, par une loi Gompertz
ou par de´formations hyperboliques ite´re´es d’exponentielle de parame`tre 1.
Cet indicateur donne une ide´e directe du nombre de de´cimales correctes de l’ajustement utilise´.
5.1 Ajustement de tables de mortalite´
Nous chercherons tout d’abord a` de´teminer la capacite´ des de´formations a` servir d’ajuste-
ment initial de mortalite´, pour les tables USA et FRANCE, pour l’anne´e de de´ce`s 2005, pour
tous les aˆges de 0 a` 110 ans, et pour les fonctions d’alte´ration de type Hyperbole et Hyperboles
compose´es. Les de´formations sont applique´es a` un premier ajustement non parame´tre´ par la
fonction de survie S0(x) = exp(−x), e´videmment tre`s e´loigne´ de la mortalite´ humaine, avec
une epse´rance de vie a` la naissance de une anne´e et une absence de vieillissement. En pra-
tique, d’autres choix pour L(i) ou S0(x) peuvent naturellement conduire a` de meilleures qualite´
d’ajustement. Le propos ici e´tant de montrer la faisabilite´ pratique d’un ajustement sans in-
formation a priori sur la fonction de survie, nous ne tenterons pas d’ame´liorer ces parame`tres.
Nous noterons cependant que la modification de S0 peut servir la construction de classes beau-
coup plus vastes de fonctions de survie, sans modifier en rien la complexite´ de la proce´dure.
Ces ajustements seront compare´s a` ceux fournis par un ajustement classique en assurance vie
de type Gompertz a` deux parame`tres (ajustement que l’on peut facilement inverser), avec pour
taux instantane´ de mortalite´ µx = e
ax+b, et S(x) = e(e
b−µx)/a. L’estimation est ope´re´e pour ce
dernier ajustement en exploitant la line´arite´ de ln(− ln(1− qx)) = ax+(b+ ln(ea − 1)− ln(a)).
Les ajustements pre´sente´s dans le tableau 1 seront des ajustements de type : H5 = Hx0,y0,p1,p2,ǫ
ou H2 ◦H5 = Ha1,a1,1,q1,ǫ ◦Hx0,y0,p1,p2,ǫ.
Au final, nous pouvons observer qu’il est aise´ d’obtenir avec 5 ou 7 parame`tres des ajuste-
ments conduisant a` des e´carts de l’ordre de 10−3 sur la fonction de survie, ce qui, lors d’une
inversion, pour un aˆge de 65 ans par exemple, repre´sente des diffe´rences d’aˆge de l’ordre du
mois. L’ajustement de la table USA a` l’aide d’une fonction d’alte´ration de type H2 ◦ H5 est
illustre´ dans la figure 1. A titre indicatif, l’indice de qualite´ relatif a` l’ajustement de la table
franc¸aise par la table ame´ricaine non transforme´e (ou` l’inverse) est de 1.6240037397. Il est par-
fois possible d’ame´liorer conside´rablement l’indice de qualite´ en choisissant une tranche d’aˆge
d’analyse plus courte, comme cela apparaˆıt dans la table 2. Ainsi, pour la table franc¸aise, sur
la tranche 20-60 ans, nous obtenons un indice de qualite´ le´ge`rement supe´rieur a` 4 pour une
mode´lisation de type H2 ◦H5, ce qui repre´sente une erreur absolue moyenne de 10−4 entre les
fonctions de survie cible et ajuste´es, avec l’utilisation d’une fonction de survie initiale exponen-
tielle pourtant tre`s e´loigne´e de la re´alite´. Pour la table ame´ricaine, au prix de deux parame`tres
supple´mentaires, nous obtenons un indice de qualite´ proche de 4.5, ce qui repre´sente une erreur
absolue moyenne de l’ordre de 3 · 10−5.
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tranche 20-60 ans
France France USA USA
H5 H2 ◦H5 H5 H2 ◦H2 ◦H5
x0 -41.44818439 -51.9131699 -44.2289858 -47.36803472
y0 3.6727504339 2.8303184115 3.1120792017 2.8992555156
p1 0.0793804677 0.0761580284 0.0712430456 0.0719719785
p2 0.0556743609 0.0919693101 0.0479084682 0.0635147139
ǫ 0.056367023 0.105885775 0.2017659419 0.0818666745
a1 - 3.5826627318 - 3.3633496933
q1 - 0.5887705559 - 0.6106991574
a2 - - - 3.9627332679
q2 - - - 2.0129504234
a - - - -
b - - - -
IQ 3.6676370336 4.0456978917 3.6659281404 4.4486252598
Tab. 2 – Ajustements de tables de mortalite´ pour l’anne´e de de´ce`s 2005, sur une tranche d’aˆge
re´duite de 20 a` 60 ans.
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Fig. 1 – Ajustement de la fonction de survie USA pour l’anne´e 2005 par de´formation de type
H2 ◦H5 d’une exponentielle de parame`tre 1 (IQ ≃ 3.2, courbes pratiquement confondues).
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Bosse sym. Bosse asym. H5 H2 ◦H5 H2 ◦H2 ◦H5
m -0.131679921 -1.564937408
h 1.4611733816 -2.67357656
ρ -1.609080286 0.8600668251
γ -1.187224754
ǫ 0.405428658 0.2689129359 0.025933307 0.203347333 0.4931553975
x0 0.9697545225 1.100854581 0.0444691012
y0 -0.477215771 -0.410166997 -1.019698507
p1 0.7611150965 0.7457718552 0.9095122669
p2 3.4347630872 5.4453018072 0.004080047
a1 1.4366535801 -1.025350693
q1 0.1736984168 1882.6778835
a2 1.4179376797
q2 0.0672308606
IQ 1.6763399649 2.2496987566 1.9712125335 2.2204988662 2.6610658769
Tab. 3 – Ajustement de la fonction de survie pour l’anne´e 1915 par de´formations de la fonction
de survie de 1913.
5.2 Mode´lisation d’un e´ve´nement catastrophique
Pour cette application nous allons de´former la table franc¸aise pour l’anne´e de de´ce`s 1913,
afin de s’approcher de la table franc¸aise pour l’anne´e de de´ce`s 1915, dans les premie`res anne´es
de la premie`re guerre mondiale. La de´formation obtenue vise a` illustrer la capacite´ des fonctions
d’alte´rations propose´es a` mode´liser un changement catastrophique sur une table, meˆme lorsque
celui-ci affecte de fac¸on tre`s diffe´rente les probabilite´ de survie aux diffe´rents aˆges, et touche
ici en particulier les jeunes adultes. Bien qu’il puisse eˆtre pertinent d’analyser les diffe´rences
de de´formation selon le sexe, nous avons utilise´ ici les meˆmes tables que pre´ce´demment, tous
sexes confondus. Les fonctions de survie utilise´es correspondent ici a` un produit de probabilite´s
annuelles de survie, comme si la mortalite´ e´tait continuellement conforme a` celle observe´e au
cours de l’anne´e conside´re´e, 1913 ou 1915. Le mode`le applique´ ici est le suivant :
S1915 = TfS
1913 .
Il est de´licat d’ajuster une de´formation locale, et les re´sultats ne conduisent pas a` une aussi
bonne pre´cision que lors de l’ajustement d’une table entie`re. Avec 4 parame`tres, nous trouvons
un indice de qualite´ proche de 2 en utilisant une bosse syme´trique, ou un peu meilleur avec
davantage de parame`tres.
Nous proposons ici des ajustements qui minimisent l’e´cart entre les fonctions de re´partitions
cible et fonctions de re´partition ajuste´es. Il faut garder a` l’esprit que ce choix peut conduire a`
des diffe´rences sur les probabilite´s annuelles de de´ce`s, par exemple. Selon l’exploitation future
de la de´formation, il pourra eˆtre pre´fe´rable d’utiliser d’autres crite`res d’optimisations, que nous
ne de´taillons pas ici.
La tranche d’aˆge utilise´e est de 0 a` 104 ans (prendre une tranche plus e´tendue ame´liorerait
artificiellement l’indice de qualite´), et les re´sultats sont fournis dans la table 3. Pour les ajus-
tements de moins de cinq parame`tres, il semble ici pre´fe´rable d’utiliser les fonctions bosses, qui
exploitent le fait que la table est peu modifie´e aux aˆges avance´s. La fonction bosse ayme´trique
permet d’ame´liorer de fac¸on importante la qualite´ de l’ajustement, avec l’ajout d’un unique
parame`tre. Ce dernier ajustement est illustre´ dans la figure 2. L’indice de qualite´ pour cette
dernie`re fonction a` 5 parame`tres est meilleur que celui avec 7 parame`tres obtenu par compo-
sition d’hyperboles, et la connaissance de proprie´te´s particulie`res de la fonction d’alte´ration
nous a donc ici permis de gagner deux parame`tres. La tentative d’ame´lioration de la pre´cision
conduit a` l’utilisation de compose´es d’hyperboles, qui ne permettent toutefois pas de repre´senter
la table de 1915 aussi fide`lement que celle de 2005, du fait de son caracte`re plus erratique.
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Fig. 2 – Ajustement de la fonction de survie pour l’anne´e 1915 par de´formation de la fonction
de survie de 1913 par bosse asyme´trique (TfS
1913 en pointille´s, IQ ≃ 2.25).
5.3 Mode´lisation prospective, de´formation statique
Nous taˆcherons ici de fournir un ajustement parame´trique de la fonction de survie par aˆge
et par anne´e de de´ce`s, afin de tenir compte de l’e´volution de l’espe´rance de vie au fil des ans.
Il est d’autant plus de´licat d’obtenir un ajustement de bonne qualite´ sur de longues pe´riodes,
l’e´volution de la mortalite´ au fil des ans se re´sumant difficilement a` deux ou trois parame`tres.
Nous aborderons ici deux mode´lisations : l’une exploitant une unique de´formation de fonctions
variant au fil des ans, de´taille´e ici, l’autre exploitant une de´formation par an d’une unique
distribution initiale, de´taille´e au paragraphe suivant.
La premie`re mode´lisation consiste a` approcher les tables prospectives au moyen d’un ajuste-
ment rudimentaire de type Gompertz, dont les parame`tres e´voluent line´airement. Afin d’ame´liorer
la qualite´ de l’ajustement, une de´formation identique pour toutes les anne´es de de´ce`s est ap-
plique´e. Ce premier mode`le se re´sume donc ainsi, en notant x l’aˆge conside´re´ et t l’anne´e de
de´ce`s conside´re´e (par rapport a` une anne´e de re´fe´rence) :
S(x, t) = Tfθ(S
Gompertz
a0+δat,b0+δbt
(x)),
θ ne de´pendant pas de t. Nous ope´rerons ce type d’ajustement pour les tables franc¸aises et
ame´ricaines. Afin de cerner au mieux le gain apporte´ par la de´formation Tfθ , nous avons op-
timise´ les parame`tres de la de´formation de Gompertz en vue de minimiser l’e´cart entre les
fonctions de survie, ce qui permet d’ame´liorer le´ge`rement l’indice de qualite´ de l’ajustement
initial par rapport aux ajustements de Gompertz des paragraphes pre´ce´dents. Nous avons choisi
d’ajuster les fonctions de survie sur les 30 dernie`res anne´es de donne´es disponibles, c’est-a`-dire
sur la pe´riode [1975, 2005]. L’anne´e de re´fe´rence sera ici 1975, et t repre´sentera donc la diffe´rence
entre l’anne´e de de´ce`s conside´re´ et 1975, t ∈ {0, .., 30}. L’ajustement de Gompertz conside´re´
correspond toujours a` un taux instantane´ de mortalite´ µx,t = e
atx+bt , et une fonction de sur-
vie SGompertz(x, t) = e(e
b
t−µx,t)/at , avec des parame`tres at et bt e´voluant selon l’anne´e de de´ce`s
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France 1975-2005 USA 1975-2005
a0 -0.491289836 -0.361101767
b0 70.063157305 44.101327024
δa 0.0002907186 0.0002223594
δb -0.040132231 -0.026831193
IQ moyen 1975-2005 1.8705173846 1.9926931009
IQ min (anne´e) 1.8351969465 (1991) 1.9177576017 (1975)
IQ max (anne´e) 1.9166623069 (2005) 2.043199272 (1999)
Tab. 4 – Ajustements simultane´s des fonctions de survie pour les anne´es de 1975 a` 2005 par
une loi de Gompertz avec e´volution line´aire des parame`tres
France 1975-2005 USA 1975-2005
x0 -1.861284225 3.5001285387
y0 5.1712241962 5.6546689349
p1 2.3908915996 1.2556625787
p2 0.2357981499 0.0000250609
ǫ 8.3736456237 34.837517538
IQ moyen 1975-2005 2.5423560775 2.5848441805
IQ min (anne´e) 2.2850246327 (2003) 2.2979580277 (1975)
IQ max (anne´e) 2.725839914 (1995) 2.8075256348 (1990)
Tab. 5 – Ajustements simultane´s des fonctions de survie pour les anne´es de 1975 a` 2005 par
de´formation statique d’une loi de Gompertz dont les parame`tres e´voluent line´airement
conside´re´e :
at = a0 + δat, bt = b0 + δbt .
Cet ajustement initial compte parmi les plus simples que l’on puisse imaginer pour mode´liser
des tables prospectives de mortalite´. Les re´sultats obtenus sont indique´s dans la table 4.
L’ajustement est correct, mais pour des besoins de simulation, une erreur de l’ordre de 10−2
sur S correspond a` un e´cart de l’ordre d’une anne´e sur x, pour un aˆge de 60 ans pour l’anne´e
de de´ce`s 1980, ou encore d’avantage pour les aˆges plus faibles. Il peut s’ave´rer important
de re´duire cette erreur, et nous allons voir que si il est difficile, avec un nombre tre`s limite´
de parame`tres, de gagner une de´cimale sur S pour chacune des 31 tables de 1975 a` 2005,
nous pourrons ne´anmoins ame´liorer sensiblement la qualite´ de l’estimation. Afin d’ame´liorer la
pre´cision de l’ajustement, nous allons de´former par une unique de´formation statique tous les
ajustements Gompertz (dont les parame`tres e´voluent line´airement). Nous avons choisi ici pour
fonction d’alte´ration une hyperbole a` 5 parame`tres, l’e´volution de l’indice de qualite´ nous ayant
pas paru tre`s importante lors de l’ajout de parame`tres supple´mentaires par composition, les
re´sultats obtenus apparaissent dans la table 5.
Ici, l’erreur a e´te´ ramene´e sur la majorite´ des tables entre 2·10−3 et 3·10−3, ce qui repre´sente
une ame´lioration de l’erreur absolue moyenne d’un facteur avoisinant 4, avec simplement 5
parame`tres supple´mentaires, et en gardant l’inversibilite´ analytique de la fonction de survie, ce
qui pourra eˆtre utile pour des simulations.
5.4 Mode´lisation prospective, de´formation dynamique
Une seconde mode´lisation consiste a` repre´senter chaque table a` l’aide d’une hyperbole ou
d’une compose´e d’hyperbole, les parame`tres e´voluant au fil du temps. Le mode`le est le suivant :
S(x, t) = Tfθ(t)(S
0(x)) .
le vecteur θ(t) de´pendant ici de t, et S0 repre´sentant la fonction de survie d’une loi exponentielle
de parame`tre 1. Afin d’obtenir un ajustement d’indice de qualite´ proche de 3, nous utiliserons
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France 1975-2005 USA 1975-2005
valeur en t0 variation annuelle δ... valeur en t0 variation annuelle δ...
x0 -41.53863841 -0.842434497 -93.31499759 -0.286202887
y0 28.769734752 0.2211269332 0.2788635868 0.0578831192
p1 0.5203056857 0.0072216002 0.4488498422 0.0093110481
p2 0.3563170509 0.017845381 0.1110527388 0.0002171147
ǫ 5.0355587846 0.0676164418 3.7147851699 0.1180810776
a1 0.5285555707 0.0046795803 4.6840510287 0.0770143004
q1 0.1191526406 -0.001668731 0.145247124 -0.000537494
IQ moyen 2.7183640463 2.6993190644
IQ min. (anne´e) 2.4151646347 (2004) 2.4670385128 (1975)
IQ max. (anne´e) 3.0722898974 (1995) 3.0415419452 (2001)
Tab. 6 – Ajustements simultane´s des fonctions de survie pour les anne´es de de´ce`s de 1975
a` 2005, par de´formations dynamiques d’une loi exponentielle de parame`tre 1, avec e´volution
temporelle line´aire des parame`tres des de´formations.
comme fonction d’alte´ration la fonction fθt de type H2 ◦H5, qui donnait de bons re´sultats sur
une unique anne´e :
fθ(t) = Hat1,at1,1,qt1,ǫt ◦Hxt0,yt0,pt1,pt2,ǫt .
Pour l’e´volution du vecteur parame`tre θ(t) au fil du temps, nous ferons le choix tre`s simple
d’une e´volution line´aire. Il faut noter que de ce fait, les re´sultats pourront de´pendre fortement
de la parame´trisation choisie. En particulier, une e´volution line´aire sur une pente p n’aurait pas
le meˆme impact qu’une e´volution line´aire sur le logarithme ρ de cette pente.
Les parame`tres seront repre´sente´s en fonction d’une anne´e de re´fe´rence. Pour des tables
donne´es sur des anne´es de de´ce`s 1975-2000, nous prendrons comme anne´e de re´fe´rence le milieu
de la tranche, soit t0 = 1990. La tranche d’aˆge conside´re´e correspond toujours a` l’inte´gralite´ des
donne´es disponibles, de 0 a` 110 ans. Les parame`tres de la fonction fθt seront suppose´s e´voluer
line´airement au fil des anne´es de de´ce`s conside´re´es :
θt = (x
t
0, y
t
0, p
t
1, p
t
2, ǫ
t, at1, q
t
1) = (x
0
0+ tδx0, y
0
0+ tδy0 , p
0
1+ tδp1, p
0
2+ tδp2 , ǫ
0+ tδǫ, a
0
1+ tδa1 , q
0
1+ tδq1) ,
t repre´sentant ici la diffe´rence entre l’anne´e de de´ce`s conside´re´e et l’anne´e de re´fe´rence t0.
Les re´sultats de ces de´formations dynamiques sont donne´s dans la table 6. On aurait pu
craindre ici une plus grande instabilite´ de la qualite´ de l’ajustement, mais aucune anne´e de
de´ce`s ne conduit a` un ajustement de qualite´ infe´rieure a` 2.4 (Le pire ajustement est repre´sente´
dans la figure 3). Une majorite´ d’ajustements ont un indice de qualite´ supe´rieur a` 2.6, ce qui
repre´sente une erreur sur S de l’ordre de 2.5 · 10−3, la moyenne des ajustements repre´sentant
une erreur de l’ordre de 2 · 10−3.
Enfin, la conside´ration de tranches d’aˆges moins e´tendues (ici de 0 a` 110 ans), de plage
d’anne´es de de´ce`s plus restreintes (ici des anne´es 1975 a` 2005), conduirait comme pre´ce´demment
a` une ame´lioration sensible de la qualite´ de l’ajustement. Le nombre de parame`tres utilise´ est
ici de 14, dont quelques-uns ont une utilite´ re´duite. Ce nombre n’est pas si important au regard
du volume de donne´es ajuste´. Certains parame`tres restent relativement stables au fil du temps.
La re´flexion pour de´terminer quels parame`tres conserver n’a pas e´te´ de´veloppe´e ici, l’objet de
ce paragraphe e´tant de montrer la faculte´ d’adaptation des fonctions d’alte´rations conside´re´es
dans un cadre prospectif. Nous aurions pu adopter une autre mode´lisation, en proposant de
mode´liser l’ensemble des tables sur la pe´riode 1975 − 2005 par une de´formation d’une table
d’une anne´e de re´fe´rence, par exemple celle de 1990, en e´crivant :
S(x, t) = Tfθ(t)(S(x, 1990)) .
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Fig. 3 – Pire ajustement obtenu lors de l’ajustement simultane´ des fonctions de survie pour les
anne´es de 1975 a` 2005 (table France, fonction de survie de l’anne´e de de´ce`s 2004 en trait plein,
Tfθ(t)S
0 en pointille´, IQ ≃ 2.4).
Il semble a priori beaucoup plus simple d’adapter une table de mortalite´ de l’anne´e 1990 plutoˆt
qu’une exponentielle de parame`tre 1 extreˆmement inadapte´e a` la mode´lisation de la mortalite´
humaine. A titre d’illustration l’indice de qualite´ obtenu en ajustant une table de l’anne´e de
de´ce`s 2005 en fonction de celle de 1990, pour une fonction d’alte´ration de type H2 ◦H5, est de
3, 13 pour les tables franc¸aises, 3.32 pour les tables ame´ricaines. L’ame´lioration n’est donc que
de l’ordre de 0.1 a` 0.2 pour l’indice de qualite´, par rapport a` la de´formation d’une exponentielle
de parame`tre 1. Nous avons en outre pris ici le parti de conserver une expression parame´trique
continue dont la fonction inverse est aise´e a` obtenir de fac¸on analytique.
5.5 Impact de la parame´trisation sur les de´formations dynamiques
Enfin, nous avons e´galement essaye´ d’utiliser une mode´lisation comple´tement syme´trique (au
sens de´fini dans l’axiome C5) avec une e´volution line´aire des parame`tres. Dans ce dernier cas,
nous utilisons une fonction d’alte´ration de type H¯2◦H¯5, ou` les parame`tres e´voluent line´airement.
Cela revient notamment a` supposer que les logarithmes des pentes des hyperboles e´voluent
line´airement, plutoˆt que les pentes elles-meˆmes.
fθ(t) = H¯0,ρ′t2 ,0,h′t2 ,et ◦ H¯ρt1,ρt2,ht1,ht2,et ,
avec
θt = (ρ
t
1, ρ
t
2, h
t
1, h
t
2, e
t, ρ′t2 , h
′t
2 ) = (ρ
0
1+tδρ1 , ρ
0
2+tδρ2 , h
0
1+tδh1 , h
0
2+tδh2 , e
0+tδe, ρ
′0
2 +tδρ′02 , h
′0
2 +tδh′2) ,
t repre´sentant ici la diffe´rence entre l’anne´e de de´ce`s conside´re´e et l’anne´e de re´fe´rence t0. Les
re´sultats obtenus avec cette mode´lisation comple`tement syme´trique sont tre`s proches de ceux
obtenus avec une parame´trisation non comple`tement syme´trique, avec pour les tables France
et USA un meˆme indice de qualite´ le´ge`rement supe´rieur a` 2.7. Ces re´sultats apparaissent dans
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France 1975-2005 USA 1975-2005
valeur en t0 variation annuelle δ... valeur en t0 variation annuelle δ...
ρ1 -0.752373066 0.0010759827 -0.631686318 0.0262924511
ρ2 -1.230137561 0.0205771249 -1.411088309 0.037514726
h1 35.012554839 0.2472455037 37.997016123 0.5652152238
h2 -13.19736708 -0.502650324 -15.2462469 -0.219197073
e 3.9697980803 -0.035415201 4.0934229086 0.0849409362
ρ′2 -1.948417765 0.0029115404 -1.871937492 -0.017363335
h′2 0.3459137795 -0.000503276 -0.537955434 -0.022157972
IQ moyen 2.7060637572 2.7162917298
IQ min. (anne´e) 2.4053924319 (2004) 2.5047983294 (1979)
IQ max. (anne´e) 3.0432242972 (1995) 2.9357837381 (1996)
Tab. 7 – Ajustements simultane´s des fonctions de survie pour les anne´es de de´ce`s de 1975 a` 2005,
par de´formations dynamiques comple`tement syme´triques d’une loi exponentielle de parame`tre
1, avec e´volution temporelle line´aire des parame`tres des de´formations.
la table 7. Les pentes e´voluant peu dans ces applications relatives a` la mortalite´ humaine, ce
re´sultat n’est pas ici tre`s surprenant : le choix de la parame´trisation pourrait reveˆtir un impact
plus notable dans des applications ou` l’e´volution temporelle a un impact beaucoup plus marque´
sur les fonctions de survie.
La` encore, il est possible de re´duire notablement le nombre de parame`tres. La re´duction
du nombre de parame`tres peut avoir notamment comme inte´reˆt une meilleure maˆıtrise de
l’e´volution des fonctions de survie au fil du temps, en limitant les effets antagonistes lorsque
plusieurs parame`tres e´voluent. Elle peut eˆtre un pre´alable a` certaines projections, afin de de´finir
une tendance qui ne soit pas noye´e par un degre´ de liberte´ trop important. A titre d’exemple,
une manipulation errone´e nous avait conduit a` fixer δh1 = δh2 = δe = 0. L’impact avait e´te´
relativement faible, conduisant pour les tables France et USA a` un meˆme indice de qualite´ moyen
de 2.67. La supposition de tous les parame`tres constants a` l’exception de ht1 et h
t
2 me`ne quant-a`-
elle a` un indice de qualite´ encore tre`s correct, proche de 2.6. Le choix des parame`tres significatifs
reste naturellement un proble`me de´licat, qui demeure lie´ au choix de la parame´trisation.
5.6 Simulations stochastiques
Supposons que l’on sache calculer la re´ciproque de la fonction de survie de de´part S. La
contrainte d’inversibilite´ sur les transformations de fonction de survie que nous manipulons
permet de simuler facilement (par la me´thode d’inversion) la loi obtenue apre`s transformation.
En effet, la fonction de re´partition F de la loi transforme´e s’e´crit
F (x) = 1− Ŝ(x) = 1− Tf (S(x)) ,
de sorte que
F−1(y) = S−1(Tf−1(1− y)) .
Ainsi, si U est une variable ale´atoire de loi uniforme sur ]0, 1[,
X = S−1(Tf−1(U))
a pour fonction de survie Ŝ. Remarquons aussi aussi que, pour tout u ∈ R, la simulation de
la loi conditionnelle de X sachant X > u peut tout aussi bien eˆtre effectue´e par la me´thode
d’inversion : la fonction de re´partition Fu de cette loi conditionnelle s’e´crit
Fu(t) = P [X 6 t|X > u] = P [X > u]− P [X > t]
P [X > u]
= 1− Ŝ(t)
Ŝ(u)
,
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de sorte que
F−1u (y) = Ŝ
−1((1− y)Ŝ(u)) = S−1
(
Tf−1
(
(1− y)Tf(S(u))
))
.
En reprenant l’exemple nume´rique d’ajustement d’une table de mortalite´ de la section 5.1,
la dure´e de vie re´siduelle Xu d’un individu ayant de´ja` atteint l’aˆge u pourra eˆtre simule´e de
manie`re tre`s efficace par la formule suivante :
Xu = − ln
[
Tf−1
(
V · Tf (e−u)
)]
− u ,
ou` V est simule´e suivant la loi uniforme sur ]0, 1[ (on utilise simplement la valeur renvoye´e
par le ge´ne´rateur pseudo-ale´atoire). Ainsi, lorsque la fonction d’alte´ration de´pend d’un vecteur
parame`tre explicatif ou bien e´volue au fil du temps (comme dans la section 5.4), ce proce´de´
permet de simuler des dure´es de vie re´siduelles conformes a` une table de mortalite´ de´pendant
d’un ou plusieurs parame`tres, par exemple prospective. A titre illustratif, notons ft la fonction
d’alte´ration a` appliquer a` une fonction de survie de re´fe´rence S pour mode´liser la loi de survie
d’un individu de date de naissance t. Pour un individu de cette ge´ne´ration ayant atteint l’aˆge
u, un tirage de la dure´e de survie re´siduelle X tu s’obtient a` partir d’un tirage V uniforme sur
]0, 1[, par :
X tu = S
−1
[
Tf−1t
(
V · Tft(S(u))
)]
− u .
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