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Photoprotection: extending lessons learned from
studying natural sunscreens to the design of
artificial sunscreen constituents
Lewis A. Baker,a Barbara Marchetti,b Tolga N. V. Karsili,*c Vasilios G. Stavros*a and
Michael N. R. Ashfold *d
Evolution has ensured that plants and animals have developed eﬀective protection mechanisms against
the potentially harmful eﬀects of incident ultraviolet radiation (UVR). Tanning is one such mechanism in
humans, but tanning only occurs post-exposure to UVR. Hence, there is ever growing use of
commercial sunscreens to pre-empt overexposure to UVR. Key requirements for any chemical filter
molecule used in such a photoprotective capacity include a large absorption cross-section in the UV-A
and UV-B spectral regions and the availability of one or more mechanisms whereby the absorbed
photon energy can be dissipated without loss of the molecular integrity of the chemical filter. Here we
summarise recent experimental (mostly ultrafast pump–probe spectroscopy studies) and computational
progress towards unravelling various excited state decay mechanisms that afford the necessary photo-
stability in chemical filters found in nature and those used in commercial sunscreens. We also outline
ways in which a better understanding of the photophysics and photochemistry of sunscreen molecules
selected by nature could aid the design of new and improved commercial sunscreen formulations.
1. Introduction
The causal link between excessive sun exposure and the develop-
ment of skin erythema and tanning has been known for millennia,
even if the reason for this link has only begun to be understood
much more recently. Ancient civilisations, such as the Egyptians
and the Greeks, took steps to protect themselves with varying
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success; rice bran, jasmine and olive oil were applied to the skin,
often for cosmetic reasons, but these formulations also provided
some photoprotection and are thus amongst the earliest
recorded sunscreens.1–3 Other landmark discoveries in this field
include the identification of ultraviolet (UV) radiation (UVR) by
Ritter (in 1801) and the experiments of Widmark in 1889 proving
that UVR caused erythema solare (sunburn); suggestions to use
chemical sunscreens in order to protect the skin were already
gaining traction by the end of the 19th century.4–6
One of the first successful commercial sunscreen products
was developed by Schueller (in 1935), who went on to found the
company now known as L’Oreal. The sunscreen was called
‘Ambre Solaire’, an oily substance containing the UV absorber
benzylsalicylate. In subsequent years many other potential
compounds were investigated spectroscopically, leading to
the widespread adoption of para-aminobenzoic acid4,6–10 and,
later, benzophenones.11 By now, many dozens of UV absorbing
molecules find regular use in commercial products,12–14 which
fuel a global industry, and international regulations control both
the identities and the concentrations of specific UV absorbing
molecules approved for use in such products. These regulations
have developed, in part, as a result of concerns that some of the
sunscreen components might have an adverse effect on the
human skin or physiology. These concerns, often referred to as
the ‘sunscreen controversy’,12,15 have caused a surge of research
focussed on gaining a deeper understanding of how sunscreen
constituents operate and provide photoprotection. Through under-
standing such photoprotective mechanisms, we might hope to
learn lessons about the properties of what constitutes a good
sunscreen molecule and, ultimately, apply this knowledge to
the design of new or improved compounds.
The remainder of this Introduction overviews some of the ways
photoprotection is achieved in nature and then outlines ways in
which we can alleviate the deleterious eﬀects of UVR. This is
followed by a further four sections. The first is a short photo-
chemistry primer, wherein we introduce photoexcited states and
some of the many possible decay mechanisms for excited state
molecules, then focus onmechanisms that enable (ultrafast) popu-
lation transfer back to the starting ground state configuration – a
key requirement for a chemical filter suitable for use in a com-
mercial sunscreen. We then survey some of the contemporary
experimental and theoretical methods by which the early time
dynamics of photoexcited molecules can be probed and under-
stood. This is followed by a description of several recent case
studies of the ultrafast decay of natural and commercial molecular
sunscreen components. Finally, we outline various experimental
and theoretical prospects that can be expected to enhance this
currently rather small but fast growing field of study.
Natural photoprotection
The UV wavelengths are the most energetic part of the solar
spectrum reaching the surface of the Earth. These are usually
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sub-divided into three regions: UV-A (spanning the wavelength
range 400–315 nm), UV-B (315–280 nm) and UV-C (280–100 nm).
UV-C radiation is now almost completely absorbed and scattered
by our ozone-rich atmosphere, but it has not always been so. In
the early Archean period of the Earth’s history (some 4 billion
years ago), the atmosphere was dominated by carbon dioxide
and nitrogen. The concentration of oxygen was very low.18 Thus
there was nothing to attenuate the higher energy (UV-C) compo-
nents within the solar spectrum prior to their reaching the
Earth’s surface. Early organisms (e.g. phototrophs) developing
in these harsh conditions thus had two choices. One was to
migrate away from the surface. The other was to develop protec-
tion mechanisms whereby damage from the short wavelength
components within the incident solar radiation was minimised,
whilst the longer wavelength components required for photo-
synthesis could still be harnessed. Similar selective pressures
may well have led to many of the DNA-repair mechanisms
observed in present-day organisms.19,20 This is a classic example
of the so-called burden of disease,21 where solar radiation is
required for photosynthesis, but can also lead to damage. Thus
some equilibrium needs to be struck.
A similar balance with regard to UVR exposure continues to
exist across the Earth’s biosphere – as illustrated by the burden of
disease curve (for humans and plants) shown in Fig. 1. We start
by considering the effects of UVR exposure and physiological
responses in humans. More than 90% of the body’s vitamin D
requirements are satisfied by the UV-B mediated conversion
of 7-dehydrocholesterol to previtamin D3, a precursor of
vitamin D.22 Underexposure to UV-B can thus lead to a deficiency
in vitamin D, which can lead to the development of skeletal
disease and osteoporosis.22,23 Conversely, overexposure to UVR is
the primary cause of skin cancers, e.g. basal and squamous cell
carcinomas, and malignant melanomas. The latter are estimated
to be responsible for some 55000 fatalities world-wide, annually.21
Overexposure to UVR is also deemed responsible for some
3 million cases of cataracts per year, globally, and has even
been linked to some mental illnesses.21
The body has many mechanisms in place to reduce the
eﬀects of UVR exposure. For example, DNA checkpointing and
repair processes can identify and rectify much of the damage
caused by UVR.20,25 But these are post-UVR damage processes.
The primary photoprotective mechanism is skin pigmentation
which, among its many physiological roles,26,27 reduces UVR
damage occurring in the first place. Human skin pigmentation
consists of a class of UV absorbing molecules termed melanins.
These sub-divide into eumelanin, a black-brown pigment,
pheomelanin, a reddish-yellow pigment, and neuromelanin, a
dark brown pigment found only in the brain.26,27 Eumelanin
and pheomelanin (particularly the former) are mainly respon-
sible for photoprotection against UVR, and we henceforth focus
on these pigments.
Eumelanin and pheomelanin, the structures of which are
shown in Fig. 2, are synthesised through a tyrosine-driven
biochemical pathway. Tyrosine is first converted to dopaqui-
none enzymatically. If no cysteine is present, dopaquinone can
be converted to dihydroxyindole or dihydroxyindole carboxylic
acid. These polymerise to form eumelanin. In the presence of
cysteine, however, dopaquinone is converted to isomers of
cysteinyldopa before forming benzothiazine intermediates,
which polymerise to form pheomelanin.28,29
As Fig. 3 shows, specialised cells termed melanocytes
are distributed throughout the stratum basale layer.30 These
synthesise vesicles termedmelanosomes which, in turn, synthesise
melanin.30,31 Melanocytes form long projections (dendrites) out to
surrounding skin keratinocytes (the dominant cell type in the
epidermis) in the stratum basale and stratum spinosum layers;
typically, one melanocyte reaches upwards of 40 keratinocytes.32
Melanin-containing melanosomes are transferred to the ends
of the dendrites through cytoskeletal assisted processes, and
Fig. 1 A burden of disease curve exhibited by humans and plants in
response to exposure to UVR. There are a number of ailments due
to acute and chronic under or overexposure to UVR. Gene-regulated
pathways (dashed arrows) exist to respond to changing UVR exposure in
order to perturb the incidence of disease to a minimum. This figure is
adapted from ref. 24.
Fig. 2 The UV-visible absorption spectra of eumelanin (black) and
pheomelanin (red) in water.16 The high degrees of polymerisation of the
chromophores give both pigments a broad absorption profile. Sinapoyl
malate (blue) in dioxane,17 on the other hand exhibits a relatively narrow
absorption band, mostly in the UV-B region.
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thence to surrounding keratinocytes.32,33 Once the melano-
somes are inside their host keratinocyte, they are positioned
around the nucleus forming a supranuclear cap in the path
of incident UVR. The overall photoprotection provided will
depend on the concentration and distribution of melanocytes,
and their size and morphology, as well as the concentration
of melanin inside the melanosomes – properties which are
regulated by a set of genes via processes collectively known as
melanogenesis.25,30,34
Melanogenesis turns a static picture of photoprotection into
a dynamic, adaptive, photoprotective process. For example,
when skin is subjected to high levels of UVR, against which
the current level of skin pigmentation oﬀers insuﬃcient protec-
tion, signalling pathways up-regulate melanogenesis, thereby
increasing the number of melanocytes and melanosome produc-
tion, causing facultative skin colour (tanning).35 Melanogenesis
thus enables the body to respond to changing levels of UVR
as well as metabolic requirements, which helps to maintain an
adventitious position within the burden of disease (Fig. 1).
Whether natural sunscreens are fully optimised remains a moot
point, however. For example, we note recent work highlighting
the phototoxic properties of melanin.36 As such, the optimal
position in the burden of disease may be a fine balance between
photoprotection versus phototoxicity.
Plants have an analogous burden of disease relationship
with UVR, as was also shown in Fig. 1. Exposure to too much
UVR can, for example, damage vital photosynthetic machinery
and thus reduce the eﬃcacy of photosynthesis, whilst too little
UVR (particularly UV-B) can render a plant more susceptible to
invading pathogens and reduce the UV-B signal transduction
pathways that underpin many physiological processes.38,39
Plants often employ sinapate ester derivatives as chemical filters
to protect against overexposure to UVR. For example, sinapoyl
malate (shown in Fig. 2) has been identified as such a sunscreen
molecule in thale cress (Arabidopsis thaliana).40,41 In this case,
the phenylpropanoid pathway is the gene regulated response
to changing levels of UVR. When overexposed to UVR, the
phenylpropanoid pathway can be up-regulated to synthesise more
metabolites – e.g. sinapate esters like sinapoylmalate – and deposit
them in the vacuoles of the upper epidermis, thereby increasing
UVR protection for sensitive cells in lower layers of the plant leaf.
The foregoing serves as a brief overview of some of the
natural photoprotective responses prevailing in both humans
and plants to changing levels of UVR. There remains an obvious
issue, however: the response is not immediate. Immediate
tanning actually provides little additional photoprotection,
since it involves oxidation of pre-existing melanin. Additional
photoprotection develops over 3 days or more,42,43 by which time
photodamage may well already have occurred. Further, given the
recent growth in travel and tourism, as well as current cosmetic
trends in tanning,43,44 people are increasingly becoming exposed
to UVR environments against which their skin is not protected –
necessitating additional photoprotection via other means.
Artificial photoprotection
Fortunately, there are many ways by which one can reduce
the potentially damaging eﬀects of UVR.45–47 Environmental
factors – e.g. time of day, season, latitude, altitude and the
terrestrial environment – all influence the local intensity of
UVR. Clearly, avoiding high-UVR environments, or preparing
for them appropriately by, for example, taking shade, wearing
appropriate clothing, or using sun glasses, will substantially
reduce the likelihood of UVR damage.
Whilst such behaviours will obviously help mitigate against
damage from UVR, there remains a demand for additional photo-
protection – not least because we want to sunbathe. Sunscreen
products are the almost universally accepted ‘solution’. These
are applied to the upper epidermis of the skin and serve to
complement the natural photoprotection provided by skin
pigmentation. They contain components which are responsible
for intercepting UVR and dissipating the energy through safe
processes.
These components typically partition into two classes: chemical
filters and inorganic particulate filters.13,48,49 Chemical filters
(sometimes referred to as organic filters) are typically aromatic
molecules with a high degree of charge conjugation. They display
intense, broad absorptions across the UV-A and/or UV-B regions,
typically associated with p*’ p electronic transitions. Following
photoexcitation, an eﬀective chemical filter molecule will dissipate
the absorbed energy as heat to its immediate surroundings, via
one or more non-destructive pathways24 of the types described
later in this Review. The inorganic filters used in commercial
sunscreens are typically nanosized particles that, again, display
broad absorption across the UV-A/B wavelength range. These
particulates also scatter incoming radiation away from the skin;
indeed, they are sometimes termed inorganic scatterers. The
relative eﬃciencies of absorption and scattering depends on the
particle properties (e.g. diameter, surface coating, etc.).50
Appropriate combinations of chemical and inorganic parti-
culate filters can obviously provide the broad spectral coverage that
serves as one of the defining properties of any good sunscreen
product. However, there are several other important considera-
tions when designing a commercial sunscreen product: the
Fig. 3 Schematic representation of the upper epidermal layers of the skin.
Melanocytes in the stratum basale layer extend out to surrounding
keratinocytes in the stratum basale and spinosum layers. Melanocytes
synthesise melanin-containing melanosomes which are transferred to
the surrounding keratinocytes. The melanosomes form a supranuclear
cap above the nucleus of the host keratinocyte, in the path of incoming
UVR. This figure is adapted from ref. 24.
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texture, ease of application, degree of water-resistance, required
frequency of application, suitability for a broad range of skin
types and conditions, odour, and production costs all need to
be factored in when designing the product. As such, a typical
sunscreen product contains many ingredients for reasons other
than simply providing protection from UVR, as shown in Fig. 4.
Beyond these design criteria, there are further physiological
requirements. It must be safe to apply the product to the skin. No
harmful components must be absorbed into the blood stream.
Such concerns are central to the aforementioned ‘sunscreen
controversy’: incidences of skin cancer continue to rise,51 but
there are also a growing number of studies that flag concerns
regarding some of the commonly used filters.14,15,52–54
2. Requirements of a chemical filter
A basic photochemical perspective
The molecular constituents present within natural or commer-
cial sunscreens are required to dissipate the absorbed photon
energy eﬃciently and, as best as possible, without detriment to
their integrity. Photoexcitation is viewed as the instantaneous
promotion of an electron from one orbital to a higher energy
orbital, resulting in an excited state (henceforth labelled S1)
with an electronic configuration diﬀerent from that of the
ground state (S0). The excited state molecule will have a finite
(short) lifetime before decaying. The mechanism of this decay
is typically dependent on the molecule, the excitation energy,
and the environment. Many of these possible decay mechan-
isms were first systematised by Jablonski, in the form of a
diagram that still carries his name.55,56 This distinguishes
radiative and non-radiative decay processes. Radiative decay
between states of the same spin multiplicity is called fluores-
cence. The rate constant for the S1 - S0 fluorescence decay
process is directly related to the strength of the corresponding
S1 ’ S0 absorption. Non-radiative decay processes recognised
in a traditional Jablonski diagram include internal conversion
(IC, i.e. an energy conserving transfer of population between
states of the same spin multiplicity) and intersystem crossing
(ISC, whereby population transfers to a state of diﬀerent multi-
plicity, e.g. S1 T1, where T1 represents the lowest energy state
of triplet spin multiplicity). Other possible non-radiative decay
processes include ‘reaction’, e.g. isomerisation, bond fission,
etc. (which will often be energetically feasible when exciting a
molecule at near UV wavelengths) and, in solution, collisional
quenching and even bimolecular reaction. The particular photo-
physical properties required of a chemical filter for potential
use as a sunscreen are (i) a large absorption cross-section in the
UV-A/B region, together with (ii) a high (ideally 100%) prob-
ability for the resulting excited state population to decay by
IC to the S0 state, followed by (iii) relaxation to the original
ground state geometry (i.e. minimal permanent conversion to
another isomer).
Though informative, the traditional Jablonski diagram does
not advise on the relative probabilities of the various decay
mechanisms or on the eventual outcomes. Nowadays, a much
clearer picture of the excited state dynamics can be obtained by
monitoring the way in which the energy of a molecule changes
as a function of variations in the nuclear geometry. Analogous
calculations for ground state molecules can be traced back to
the early days of quantum mechanics and the introduction of
the Born–Oppenheimer approximation (the assumed separa-
tion of the electronic and nuclear contributions to the total
energy of a molecule), and underpin traditional concepts like a
reaction path from reactants to products proceeding through a
transition state. Several of the figures later in this review show
such potential energy curves (PECs), though these too are
clearly over-simplifications. 3N-6 coordinates are required to
describe fully the nuclear motions in a non-linear N-atom
molecule, and a full description of the evolution from reactants
to products thus requires a suitably multi-dimensional potential
energy or free energy surface.
An excited state formed upon photoexcitation has a diﬀerent
electronic configuration to that of the ground state molecule,
and the ways in which the energy of any particular excited state
varies with changes in nuclear geometry will generally be
diﬀerent to that of other excited states and of the ground state.
Given the diﬀerent topographies of the ground and excited state
potential energy surfaces (PESs), there will often be regions
of configuration space where the energy diﬀerence between
Fig. 4 The typical formulation of commercial sunscreen products.37 The
European symbol of UV-A protection is shown. SPF defines the sun
protection factor, a laboratory measure of the fraction of sun burning
radiation that reaches the skin, e.g. an SPF of 25 means 1/25th of the
radiation reaches the skin if a layer of 2 mg cm2 sunscreen is applied,
compared to skin with no sunscreen use.
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diﬀerent electronic states becomes small or zero. Such points of
degeneracy often constitute so-called conical intersections (CIs).
A full discussion of CIs is outside the scope of this review.
Detailed descriptions can be found elsewhere.57–60 For current
purposes, it suffices to recognise that CIs between PESs
are ubiquitous in polyatomic molecules and that these are
now recognised as pivotal in defining photochemically-driven
phenomena, including (ultrafast) IC processes by which excited
state population is channelled back to the S0 state in molecules
defined as being photostable. Passage through a CI is termed non-
adiabatic, since the instantaneous switch from one (adiabatic)
PES to another involves intimate coupling between the electronic
and nuclear degrees of freedom (which are otherwise viewed as
separable within the Born–Oppenheimer approximation).
The probability of transition through a given CI depends on
the strength of the coupling between the states involved in
creating the CI. The reactive coordinate that drives a molecule
towards a given CI contains components of one or more of the
3N-6 normal mode eigenvectors along which the potential
gradient towards the CI is favourable. The dominant eigenvector
of this nuclear coordinate is generally termed the gradient
diﬀerence (g) vector. At the point of degeneracy, another normal
mode is required to enhance the coupling between the electronic
states in order to permit the radiationless transition. This deriva-
tive coupling vector (h) is orthogonal to the g vector. Put simply,
small motions along the h dimension facilitate the change in
electronic configuration and thus electronic state. The g and h
vectors are the dimensions along which the double-cone topo-
graphy of the CI exists. The remaining 3N-8 degrees of freedom
belong to the seam space and do not promote electronic state
changes at small nuclear displacements. Various geometries
and types of CIs are possible. Their geometric positions
are often dictated by symmetry but can also be altogether
accidental in larger and more complex polyatomic molecules.
We revisit some of these ideas when discussing specific examples
in the next section.
Mechanisms of photostability
Here we describe several generic types of CI geometry that are
known to facilitate the IC of excited state population to the
ground state. In each case, we start with a simple ‘prototype’
molecule, and describe the ways in which a specific mechanism
extrapolates and changes with increasing molecular complexity.
Any energetically accessible CI between the excited and
ground state PESs can facilitate non-radiative transfer of excited
(e.g. S1) state population back to the S0 state and thus potentially
reform the starting parent molecule. The probability of any such
route to molecular photostability depends on several factors:
(i) the topography of the excited state PES connecting the
Franck–Condon region (i.e. the geometry with which the excited
state molecule is ‘born’ upon photoexcitation from the S0 state)
to the CI geometry, (ii) the topography of the ground state PES
between this CI geometry and the S0 minimum energy geometry,
and (iii) the vectors associated with the nuclear kinetic energy
along a particular driving coordinate – the components of
which largely depend on the potential gradients experienced
prior to and following IC through the CI. Local environments
that surround a given molecule (such as solvation) can influence
the PES and thus the vectors associated with the nuclear kinetic
energies. The overall dynamics in the presence of proximal
solvent molecules will also be influenced by classical processes
like thermal energy transfer and collisional deactivation.61,62
The first decay mechanism we consider is photodissocia-
tion, a primary process that runs counter to the requirements
for photostability. Photodissociation is the fragmentation of a
molecule following photon absorption, which we first illustrate
by reference to water.63–67 The valence orbitals of water can be
pictured as two O–H centred s orbitals, the two corresponding
O–H centred antibonding s* orbitals and a 2px lone pair orbital
perpendicular to the molecular plane. Considering just these
orbitals and without invoking symmetry, the ground state
electronic configuration of water is: (s)2(s)2(2px)
2(s*)0(s*)0.
Photoexcitation promotes an electron from the highest occu-
pied 2px orbital to one of the s* orbitals, yielding a
1ns* excited
state with configuration (s)2(s)2(2px)
1(s*)1(s*)0 and 1P term
symbol (at linear geometry). Electronic excitation weakens one
of the O–H bonds, to the extent that the excited state PES is
dissociative with respect to extension of one O–H bond, yield-
ing H + OH radicals. As Fig. 5(a) shows, the ground and excited
state potentials intersect in this coordinate at linear geometries
(i.e. H–O–H bond angle = 1801). Motion along the bending coordi-
nate (i.e. along the h vector) lifts the degeneracy of the 1P state,
leads to the characteristic double cone topography of the symmetry
allowed CI between the 1P (A0) and S0(A0) states but has relatively
little effect on the potential energy of the other 1P (A00) component
(wherein the singly occupied px orbital is orthogonal to the nuclear
plane). Other hydride molecules with similarly low lying, dissocia-
tive 1ns* states include methanol (forming CH3O + H)
68–72 and
higher alcohols, hydrogen sulphide (forming SH + H),65,73 alkyl
thiols, ammonia (forming NH2 + H)
65,66,74 and alkyl amines.
Replacing one H atom in water with a phenyl group yields
phenol, a molecule whose photodissociation dynamics have
attracted much recent attention.75–79 The presence of the p
system (cf. H2O) ensures that the first excited (i.e. S1) state has
1pp* character. As Fig. 5(b) shows, this state is bound with
respect to O–H bond elongation. The analogue of the 1ns* state
of water is the S2 state in phenol. This state is best viewed as
having 1ps* character, as the O(2px) lone pair is stabilised (and
thus lowered in energy) via conjugation with the p system. As in
water, the 1ps* state is dissociative with respect to O–H bond
extension and crosses the S0 potential at RO–HB 2 Å, leading to
a symmetry allowed 1ps*/S0 CI – for which the h vector involves
out-of-plane motion (notably O–H torsion). A second CI is
also evident, between the 1pp* and 1ps* states at smaller RO–H.
Experiments have shown that photoexcitation to both the S1 and
S2 states of phenol results in O–H bond fission. The latter is
unsurprising, and driven by direct dissociation. The former
involves initial tunnelling from the 1pp* state to the 1ps* state,
through the barrier created by the 1pp*/1ps* CI, and subsequent
bond extension on the 1ps* PES.80
Photodissociation acts counter to the requirements of
photostability, and reversing the ballistic motion in the case
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of a light, fast, departing H atom is improbable. But Fig. 5
serves to illustrate a much wider family of molecules where a CI
along a bond extension coordinate could facilitate IC between
an excited state and the ground state. Firstly, the local topography
in the region of the CI is important in determining the relative
probabilities of bond fission (photodamage) and IC (and thus
potential photostability). Second, non-adiabatic coupling in the
vicinity of the CI may well be greater in the case of heavier,
more slowly separating leaving groups. Third, the foregoing
discussion has implicitly assumed collision-free conditions,
but a surrounding solvent cage can encourage geminate recom-
bination, re-sampling of the CI region and another opportunity
to access the S0 potential.
81
Even a molecule as small as phenol has suﬃciently high
dimensionality to ensure the existence of many other CIs
between the S1 and S0 PESs (and between other excited states),
any of which could facilitate IC if the molecule has suﬃcient
internal energy to sample the relevant regions of configuration
space. Many of these alternative CI geometries can be pictured
more easily in the context of phenol’s close brother: benzene.57
Fig. 5(c) provides schematic depictions of two out-of-plane (oop)
ring deformations in phenol that are representative CI geometries
in many conjugated cyclic systems.
Motion towards such CIs in the specific case of phenol is
hampered by a potential barrier between the Franck–Condon
and CI geometries. But CIs with oop ring puckered geometries
are known to facilitate the ultrafast IC of excited state popula-
tion back to the S0 state (ultimately leading to photostability) in
many larger and more complex molecules. Notable examples
include the DNA and RNA nucleobases,82–84 for each of which
the potential energy profile linking the Franck–Condon region
and at least one CI with an oop ring puckered geometry is
barrierless. This quite striking difference in the relative importance
of oop CIs in enabling IC in phenol and in the nucleobases can be
traced to a combination of effects arising from incorporating
N atoms in the ring and substituent effects.85
These oop ring deformation CIs can be viewed as extensions
of another well-known class of CI found in alkenes. Ethene,86
for example, shows a CI between its S1 and S0 PESs upon
rotation about the CQC double bond. Analogues of this CI
enable the well-known E - Z photoisomerism intrinsic to all
aliphatic alkenes, and such E- Z CIs are known to dominate
the ultrafast excited state dynamics of many biologically and
industrially relevant molecules.87 An equivalent twist about a
CQC bond in a cyclic aromatic system like benzene inevitably
leads to the oop ring-deformation CI. Hence the frequent
reference to oop ring deformation CIs in aromatic systems as
‘ethylenic’ CIs.88
The final classes of CI geometry considered here are those
arising via proton-transfer (PT) reactions. These can occur
within or between molecules, yielding intra-89–91 and inter-
molecular PT,92–94 respectively. Regardless of this distinction,
all PT reactions require an acidic proton donor (DH) and a basic
acceptor (A), and are known to facilitate excited state/ground
state curve-crossings in hydrogen-bonded complexes (i.e. DH–A)
as depicted in Fig. 6. These are commonly termed proton coupled
electron transfer (PCET) reactions. Photoinduced PCET in a
hydrogen-bonded complex starts with promotion of an electron
from an acidic donor (D) orbital to an unoccupied orbital
localised on the basic acceptor (A). This creates a D+H–A
Fig. 5 (a) Potential energy surfaces of the ground (X(1A0)) and lowest
singlet excited states (A(1A00) and B(1A0)) of water computed along the
O–H stretch (RO–H) and H–O–H bending (yH–O–H) coordinates. The CI at a
linear geometry is clearly identifiable at an extended O–H bond distance
(RO–H B 1.5 Å). (b) Potential energy curves for the ground and lowest
singlet excited states (1pp* and 1ps*) for phenol along RO–H. (c) Potential
energy curves for these same three singlet states of phenol along two
out-of-plane (oop) ring deformation coordinates (Qoop(1) and Qoop(2)). The
corresponding 1pp*/S0 CIs are indicated by the grey circles with the
relevant optimised geometries at each CI shown in each panel.
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charge-separated or charge-transfer (CT) excited state, which is
neutralised by the transfer of proton from D to A. A CT excited
state almost always involves a favourable driving force for PT
(i.e. a decrease in potential energy upon PT). The S0 state, in
contrast, is stable in the closed-shell DH–A configuration, and its
PES exhibits a large potential barrier to PT. Inevitably, therefore,
the CT and S0 PESs cross along the PT coordinate and, as Fig. 6
shows, non-adiabatic coupling at the resulting CI could lead to
formation of the D–HA adduct and/or reformation of the original
DH–A pair. These limiting pathways can be viewed as photo-
reactivity and photostability, respectively.
3. Overview of experimental and
theoretical methods
Experimental methods
Here we focus on contemporary methods designed to shed light
on the early time dynamics that determine the eﬃcacy (or
otherwise) of a given chemical filter in a photoprotective role.
A number of spectroscopic techniques have been used to probe
the ultrafast excited state dynamics of such molecules in the
gas-phase. These include both frequency- and time-domain
methods. We choose not to discuss the former, but readily
acknowledge the important role of such studies in revealing
the energetics of relaxation processes and the vibrations that
may facilitate these non-radiative decay pathways in related
biomolecules; further discussion of such studies can be found in
the literature.95–101 Studies in the solution-phase are somewhat
closer to real life applications. Both absorption and fluorescence
techniques can be applicable. Here we focus on absorption-based
techniques, but recognise that fluorescence probe methods
can offer advantage on occasion. Finally, we must emphasise
that ‘more traditional’, steady-state methods (UV/Vis absorp-
tion, NMR spectroscopies, etc.) have provided, and continue
to offer, many important and complementary insights into
dynamical processes occurring on longer timescales, which
may lead to photoproduct formation.
The gas-phase; time-resolved mass-spectroscopy. Time-resolved
mass-spectroscopy (TR-MS) experiments employ a skimmed mole-
cular beam of the molecule of interest, generated by seeding its
vapour pressure in a buﬀer gas, typically He or Ar. The gas is
admitted into vacuum using a pulsed valve, and intercepted by
femtosecond pump and probe laser pulses in the centre of an
interaction region bounded by a carefully designed set of ion
optics as illustrated in Fig. 7. UV photoexcitation by the pump
pulse defines the start (Dt = 0) of the photochemical and photo-
physical processes that ensue. The probe pulse, delayed in time
relative to the pump pulse, then ionises species (e.g. excited
state parent molecules, photoproducts, etc.) within the beam.
Given appropriate voltages on the diﬀerent electrodes within
the ion optics assembly, the resulting ions will be accelerated
out of the interaction region, pass through a drift region, and
eventually impact on a time and position sensitive detector.
The ions entering the drift tube all have the same kinetic
energy, but their respective velocities vary according to their
mass-to-charge (m/z) ratios. Ions with diﬀerent masses thus
separate along the flight axis: lighter fragment ions reach the
detector before heavier fragment ions and the parent ions, and
a mass spectrum can thus be obtained.
The dynamical behaviour of the photoexcited molecule
is revealed by monitoring how the yield of particular ion
masses vary with the time delay between the pump and probe
pulses (Dt).102,103 Such parent and/or fragment ion transients can
then be modelled using appropriate functions (e.g. exponential
rise and decay functions) to describe the observed kinetics.
These kinetic analyses yield time-constants that can be related
to the underlying photochemical and photophysical processes
in operation.
The solution-phase; transient absorption spectroscopy. A widely-
used technique for probing the excited state dynamics of a target
molecule in solution is transient absorption spectroscopy,
Fig. 6 Potential energy curves illustrating the variation in energy of the
ground (S0) state and a charge transfer (
1CT) state as a function of the
proton transfer coordinate (RD–H).
Fig. 7 Key features of a typical gas-phase experiment, including a mole-
cular beam and a time of flight (TOF) mass spectrometer. The molecular
beam is intercepted by the pump, hnpu, and probe, hnpr, laser pulses, which
are represented, respectively, by the red and blue arrows. A suitably biased
set of ion optics accelerates the ions formed by the probe laser towards a
detector. The last section of such an apparatus consists of a field-free flight
tube (see main text), so that ions reach the detector at diﬀerent times
depending on their m/z ratio. Figure adapted from ref. 95.
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wherein the change in absorption of a photoexcited molecular
ensemble is tracked as a function of pump–probe time delay.
This technique employs a flowing sample of the molecule of
interest dissolved in an appropriate solvent. Dt = 0 is defined by
a UV pump pulse that initiates the photophysics, which are
then monitored via the transmission of a time-delayed probe
pulse through the photoexcited region of the flowing sample. In
most contemporary experiments, the probe pulse spans a broad
range of wavelengths and is spectrally dispersed after passage
through the sample using a spectrometer. Standard set-ups
employ a broad-band white light continuum (WLC) – to
monitor the UV/vis (electronic) spectrum104–106 – or an optical
parametric amplifier (OPA) operating in the infrared (IR) to
monitor selected regions of the (vibrational) spectrum,107–109 as
illustrated in Fig. 8. A mechanical chopper, operating at half
the repetition rate of the laser, is typically placed in the path of
the pump beam, thereby ensuring that the probe pulse samples
alternating ‘pumped’ and ‘unpumped’ molecular ensembles.
Thus, one can determine the (wavelength dependent) change
in absorbance, usually reported as DOD (optical density), as a
function of Dt. Such transient spectra can display a range of
characteristic signatures attributable to, for example, a ground
state bleach (GSB), an excited state absorption (ESA), stimulated
emission (SE) and photoproduct absorption.
A good sunscreen filter should display a particularly simple
transient spectrum. Oxybenzone (OB, a chemical filter featured
as one of our case studies in Section 4) comes close to this ideal,
as illustrated by Fig. 9, which shows transient UV/vis and
IR absorption data obtained following 325 nm photoexcitation
of OB in solution in cyclohexane.110 The former spectrum is
dominated by an ESA feature that peaks B366 nm but spans
almost all of the wavelength range accessible with the available
WLC and exhibits an ultrafast decay (characterised by fs and
ps time constants, the interpretation of which is discussed in
Section 4). The transient IR spectrum is dominated by a GSB
feature atB1620 cm1, the bulk of which recovers with aB8 ps
time constant. This latter time constant is largely determined
by the rate at which photoexcited species relax by transferring
vibrational energy to the surrounding solvent molecules and
thereby repopulate the starting level of the S0 state. (No similar
GSB signal is evident in Fig. 9(a) simply because the electronic
absorption spectrum of OB in its S0 state barely extends to
340 nm, the short wavelength limit of the WLC probe.) Kinetic
information is derived by modelling such transient absorption
spectra recorded at many diﬀerent pump–probe time delays
using global fitting techniques.111–114
We re-emphasise that several other techniques can provide
dynamical insights complementary to those revealed by TR-MS
and/or transient absorption spectroscopies. In the gas-phase,
for example, time-resolved velocity map imaging methods
allow one to track photofragment and/or photoelectron velocity
distributions, the analysis of which oﬀers a route to untangling
Fig. 8 Schematic showing a typical ‘combined’ experimental set-up for
transient electronic absorption and transient vibrational absorption
spectroscopy (TEAS and TVAS, respectively). The experiment employs
OPAs seeded by the output of a Ti:sapphire regenerative amplifier laser.
Other components shown include: white light supercontinuum generation
(WLG) in a CaF2 disk; delay stage (DS); dispersion grating (DG); mercury
cadmium telluride detector (MCT-D); and fibre couple spectrometer (FCS).
Fig. 9 (a) False colour plot showing the transient electronic spectrum
(DOD as a function of probe wavelength and pump–probe time delay)
following 325 nm photoexcitation of OB in cyclohexane, with the decay of
the transient ESA signal centred at B366 nm, represented by the black
dashed line. (b) Transient IR spectra measured at different pump–probe
delays (specified in the inset) in the range 1500–1650 cm1 following
325 nm photoexcitation of OB in cyclohexane along with the steady-state
Fourier transform IR spectrum of the precursor solution (shown by the
bolder black line). The inset kinetic trace shows the best exponential fit to
the integrated GSB signal (centred on B1620 cm1, which blueshifts for
larger pump–probe time delays as shown by the solid arrow) recovery. The
original data are taken from ref. 110.
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at least some of the various relaxation pathways.115,116 In the
solution-phase, time-resolved fluorescence utilising optical
Kerr gating,117,118 and frequency up-conversion119,120 or stimu-
lated Raman scattering121 methods could all provide insights
complementary to those revealed by the transient absorption
methods outlined above, but have yet to be applied decisively to
studies of the kinds of chemical filters used in sunscreens.
We also emphasise that steady state measurements have
long been used to explore photophysical properties of many
sunscreen components, individually and in mixtures. Diﬀerences
in the UV/vis absorption spectra of samples illuminated using, for
example, an arc lamp and non-illuminated samples can provide
information on photochemical stability, unwanted photoinduced
production of singlet oxygen, and/or signatures of photodegrada-
tion products,17,122 with NMR spectroscopy oﬀering another route
to product identification.123 Such ‘classical’ photochemical
studies have been crucial in the development of the many
commercial sunscreens used today but are not discussed further
since they do not report directly on the excited state photo-
physics that is the primary focus of this Review.
Computational and theoretical methods
Computational studies are equally necessary when it comes to
any detailed description of likely IC mechanisms in the kinds of
chemical filters used in sunscreens. Theoretical photochemists
seek to determine (at least) approximate excitation energies,
transition strengths and the likely dynamics along important
nuclear coordinates, thereby oﬀering an in-depth assessment of
the feasibility of a given excited state reaction pathway. Existing
computational methods are all challenged when it comes to
calculating excited state energies, particularly in the regions
of CI between electronic states that enable the ultrafast IC
required for molecular photostability. The challenges stem
from the multi-reference nature of CIs. The participating states
(e.g. the S0 and S1 states) have comparable energies but diﬀerent
electronic configurations. The S0 state wavefunction represents
the lowest energy occupied orbitals in a single Slater determinant.
Most methods use this determinant to construct a new set of
reference ground state orbitals, which are then used to compute
excitation energies.
However, the use of a single determinant reference configu-
ration causes problems when states with diﬀerent electronic
configurations approach in energy. Multi-reference methods
(such as CASSCF,124,125 CASPT2,126,127 MRCI128) circumvent
this problem and have been used in many recent computa-
tional photochemical studies. Such calculations are expensive,
however, and thus limited to relatively small molecular
systems. Multi-reference calculations are not yet feasible for
large systems, and we remain reliant on single-reference excited
state methods (such as TD-DFT,129,130 EOM-CCSD,131 CC2132
and ADC(2)133) which, when used with suitable caution, can
provide valuable qualitative pictures of excited state decay
processes.134–137 These methods can be combined with classical
theories in order to include environmental effects. Such calcula-
tions employ mixed quantum and classical (QM/MM) methods,
where the chromophore is treated using high level electronic
structure methods, while the surroundings (e.g. solvent molecules)
are treated classically.138–142
The foregoing methods solve the time independent
Schro¨dinger equation at selected nuclear geometries to deter-
mine the topography of the PES(s) for a given reaction path.
They give no explicit information about the reaction dynamics.
Timescales for an excited state reaction can be obtained by
simulating the nuclear dynamics. Full quantum dynamics
simulations, in which the nuclear degrees of freedom are
tracked exactly by solving the time dependent Schro¨dinger
equation (TDSE) represent the ‘gold standard’. Such quantum
dynamics calculations have traditionally been limited to PESs
of reduced dimensionality on account of the computational
expense. Simulations on multi- and full-dimensional PES(s) are
starting to appear, but are currently restricted to very short
(B100 fs) propagation times.
Much longer (41 ps) timescales can be explored using semi-
classical methods. Here, the electronic coordinates are com-
puted by numerically integrating the TDSE (thereby retaining
the possibility of non-adiabatic coupling between states),
while the nuclear coordinates are driven classically by solving
Newton’s classical equations of motion. This is the premise behind
Tully’s fewest switches surface hopping (FSSH) algorithm,143 that
is now included in several QM packages.144–146 FSSH can be used
in combination with available PESs or can be programmed
so that, at each time-step along the nuclear propagation, the
energies and gradients of the various electronic states are
computed ‘on-the-fly’ using a suitable QM or QM/MM electronic
structure method(s).
Another important recent development has been the advent of
the GPU-accelerated ab initio multiple spawning (AIMS) method
for treating excited state dynamics. In AIMS, the nuclear dynamics
and electronic structure problems are solved simultaneously,
thereby allowing quantum behaviour (e.g. tunnelling) of the
nuclei. GPU-accelerated AIMS has been successful in modelling
the photoinduced ring-opening of an isolated molecule as large as
provitamin D3 (a 51 atom system)
147 and used to treat the excited
state dynamics of a range of solvated chromophores.148 It is safe
to predict that GPU-accelerated dynamics methods will become
increasingly popular and important for simulating photochemical
process in complex environments.
4. Case studies
Molecular constituents in natural sunscreens
Natural sunscreen molecules play a key role in protecting the
vital genetic material contained within an organism. Thus, they
tend to be present nearer the surface of most organisms.
Natural sunscreen molecules will also exhibit the fundamental
photophysical properties identified in Section 2 – namely (i) a
high absorption cross-section for incident UVR (typically satis-
fied by a conjugated p system) and (ii) one or more mechanisms
whereby the absorbed photon energy can be dissipated without
loss of molecular integrity. Here we summarise results
from recent studies that seek to unravel dynamical details of
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these dissipation mechanisms in both plant and mammalian
sunscreens.
Plant sunscreens. Lignin is one of the most abundant
naturally occurring biopolymers on Earth.149 It provides struc-
tural support, water transport and protection against micro-
organisms in vascular plants.149,150 The composition of lignin
is species dependent, but all lignins, though species-dependent,
are cross-linked phenolic polymers, mostly derived from three
monolignols (p-coumaryl, coniferyl and sinapyl alcohols),149,150
and all are highly photostable against exposure to UVR.
Eﬀorts to understand the photostability of lignin include gas-
phase studies of the excited state dynamics of phenol, guaiacol
and syringol following photoexcitation to their respective
S1(
1pp*) states.152,153 Fig. 10 compares these model chromo-
phores (henceforth abbreviated as ArOH) with the relevant
monolignols and a small section of lignin polymer. The
measured quantities in this study were the respective S1 state
lifetimes and the H atom yields (attributed to ArO–H bond
fission) measured at the longest available pump–probe time
delay (Dt = 1.2 ns). On the basis that ArO radical formation
drives photodegradation,154 the relative photostabilities were
found to be ordered: guaiacol4 syringol4 phenol. Intriguingly,
this order matches that of the relative abundances of the
monolignol building blocks in natural lignins,155 which are
often dominated by coniferyl alcohol (which shares the same
aromatic motif as guaiacol) with little (o10%) of the simplest
phenol-based analogue, p-coumaryl alcohol.
The relative photostabilities of these model chromophores
are seen to correlate with the extent of intramolecular hydrogen
bonding. O–H bond fission in each case involves tunnelling
through the potential barrier associated with the CI between
the 1pp* and 1ps* states (recall Fig. 5(b)), which offers greatest
impediment at planar geometries. Excited state tunnelling
probabilities are thus reduced if out-of-plane (torsional) motion
of the O–H moiety is constrained by intramolecular H-bonding
with the O atom in the one (in guaiacol) or two (in syringol)
neighbouring –OCH3 groups. The extent to which these gas-
phase findings translate into the condensed phase remains an
open question. Transient absorption studies show that the
relative behaviours persist in a weakly interacting solvent like
cyclohexane: ArO radicals were clearly visible within 1 ns when
exciting phenol in cyclohexane156 whereas, even at pump–probe
delays Dt = 8 ns, it was hard to discern any ArO radical formation
following UV photoexcitation of guaiacol in cyclohexane.61 Thus
it is tempting to speculate that such behaviour might extrapolate
to nature, given that solvation (by H2O) will be discouraged by
the hydrophobic nature of the biopolymer (lignin).154
Sinapoyl malate was introduced earlier (Fig. 2) as a promi-
nent example of a naturally occurring sunscreen molecule. It
contains the syringol motif and is also a cinnamate derivative.
Cinnamates are aromatic, unsaturated salts and esters derived
from cinnamic acid – many of which have been studied both
theoretically and experimentally.157 Gas-phase UV spectroscopy
studies of sinapoyl malate, sinapic acid, and other sinapate
esters show that they all absorb strongly in the UV-B region.
Unlike the others, however, the absorption spectrum of sinapoyl
malate is broad and featureless, even under jet-cooled conditions.158
In each case, the UV absorptions are attributed to p* ’ p
excitations, involving orbitals that are delocalised across the
ring and the conjugated side-chain. IR-UV double resonance
studies serve to exclude spectral congestion (e.g. from the
presence of different conformers) as the cause of the apparently
featureless absorption of sinapoyl malate. Rather, it is taken as
evidence that the 1pp* state is short-lived, and couples efficiently
with a near resonant, optically ‘dark’ excited state (i.e. another
excited state with a very small absorption cross-section from the
S0 state). Evidence in support of this conjecture is provided by
TD-DFT calculations, which suggest that the dark state is a 1np*
state with substantial charge-transfer character.158
The steady-state fluorescence spectrum following excitation
of an aqueous solution of sinapoyl malate at its UV absorption
maximum shows a large Stokes shift and a low fluorescence
quantum yield, fflB 3  103 – suggesting that population in
this 1np* state also undergoes efficient non-radiative decay.
Given the prior work on syringol, it is unlikely that the rate of
Fig. 10 Model chromophores of the cross-linked phenolic polymer lignin,
with increasing functionalisation and molecular complexity. Phenol-based
chromophores: (a) phenol, (b) guaiacol, (c) syringol, and the more complex
monolignols: (d) p-coumaryl, (e) coniferyl and (f) sinapyl alcohol. These form
the building blocks of beech lignin,151 a subunit of which is shown in (g).
Hollow arrows indicate the directions of further polymerisation.
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O–H bond fission could be sufficient to account for this decay.
Further insights into the decay mechanism have been provided
by ultrafast UV pump – UV/vis absorption probe studies of
sinapoyl malate in a range of solvents (dioxane, acetonitrile
and methanol),17 which confirm that photoexcitation of the
majority E-isomer atB330 nm results in ultrafast deactivation.
Global fitting the measured transient absorption spectra
revealed three decay processes with respective time constants
t1 (sub-ps), t2 (B1–5 ps) and t3 (B20–30 ps), the precise values
of which are solvent dependent. Two possible relaxation
mechanisms were proposed. Both assume initial photoexcita-
tion to a strongly absorbing 11pp* state. One assumes that the
population evolves on the initially excited state, while the other
assumes efficient non-adiabatic coupling to another excited
state (e.g. the CT state suggested by Zwier and coworkers).158 In
either scenario, the excited molecule is assumed to distort –
most plausibly (by analogy with the documented photophysics
of other cinnamates) – along the E–Z isomerisation coordinate
towards a region of CI with the S0 PES. Vibrational energy
transfer to the surrounding solvent cools the resulting S0
molecules. In no case did the parent absorption spectrum
recover fully within the maximum time delay available (Dt = 2 ns),
suggesting that some S0 molecules initially cool into the higher
energy Z-isomer.
Though appealing, this description still leaves a lot of room for
refinement. For example, recent excited state quantum dynamics
calculations coupled with classical molecular dynamics (MD)
simulations of the ultrafast non-radiative decay of sinapic acid –
in isolation, and when microsolvated with methanol – offer
additional insights into the early time excited state dynamics of
this precursor to sinapoyl malate.159 Specifically, these simula-
tions suggest an important role for proton transfer, enabled
both by intramolecular (in the case of the bare molecule) and
intermolecular (in the complex with methanol) hydrogen bonds
in the photoexcited molecule.
The latter finding, in particular, may help account for
the solvent dependent excited state decay kinetics observed
following UV photoexcitation of sinapoyl malate. Whilst some
mechanistic details remain to be resolved, there is no question
that sinapoyl malate undergoes ultrafast decay to regenerate
(predominantly) the original ground state molecule – justifying
its use as a photoprotective sunscreen in plant leaves. As noted
earlier, lignins are ubiquitous in nature. Could it be that
evolution has favoured constituents that offer a multiplicity
of ultrafast excited state decay pathways, capable of functioning
in a range of different environments? Sinapoyl malate is not
used in commercial sunscreen products, but further studies of
this and related naturally occurring systems will surely provide
further insights into the design of new, and/or the optimisation
of existing, sunscreens.
Mammalian sunscreens. The mammalian body contains
many molecular components that act as UV filters and display
the necessary photophysical properties, i.e. a conjugated
p-system for eﬀective UV absorption and fast non-radiative
decay pathways that enable eﬃcient reformation of the ground
state parent molecule.
We start with arguably the most famous class of photostable
biomolecular systems: the DNA/RNA nucleobases and nucleo-
sides. Adenine, thymine, guanine, cytosine and uracil (and
their nucleosides) are DNA/RNA constituents and carry the
genetic code in all biotic systems. Their primary role is to code
for and subsequently generate proteins that maintain biotic life.
However, the structural properties of the DNA/RNA nucleobases,
nucleobase pairs and nucleosides oﬀer secondary benefits,
including acting as a sunscreen and thus protecting genetic
information stored within the cell. DNA/RNA nucleobases
are known to undergo intrinsic ring-centred oop deformations
following UV photoexcitation that mediate ultrafast IC and eﬃ-
cient reformation of the ground state parent molecule.85,160–163
Such oop deformation-based IC routes are also intrinsic to the
DNA/RNA base pairs and isolated nucleosides, but these can also
undergo IC along PCET reaction paths – which are proposed to
account for themuch shorter excited state lifetimes of nucleosides
compared to the isolated nucleobases.85,135,164 Within the cellular
medium, strands of RNA, ADP or ATP, that contain analogous
molecular moieties to that of DNA nucleobases and nucleosides, are
also expected to show some degree of photostability – protecting
their molecular integrity and the local environment by absorbing
(and thus reducing) the incident UV flux. Nucleobases and
nucleosides are generally contained well within the cellular
environment, however, and are only exposed in abnormally
harsh and penetrating UV-environments.
Other molecular sunscreens exist nearer the surface of the
mammalian body. Consider the eye, for example. Its primary
function is to direct light to photoreceptors located on the
retina called cones and rods. The latter contain the protein
rhodopsin, which houses the chromophore retinal. Retinal is
extremely photostable and has been the focus of many experi-
mental and theoretical studies. Retinal, and its protonated
Schiﬀ base, are both known to undergo ultrafast IC via low energy
CIs located along Z/E photoisomerism coordinates.87,165–171
The lens, which focuses light onto the retina, contains many
molecular constituents that help protect it (and the surrounding
environment) from hard UV radiation. Kynurenines (see inset
of Fig. 11) are one such class of molecular constituents, which
are biosynthesised by the tryptophan dioxygenase enzyme.
Experimentally, kynurenines have been shown to undergo
fast excited state decay following photoexcitation.172 Theory
suggests that the dominant mechanism in this case is IC via a
CI located along a PCET coordinate as shown in Fig. 11.134
Kynurenines contain acidic amino donor and basic carbonyl
acceptor groups which, in at least some of the low energy
conformations, are linked by strong intramolecular hydrogen
bonds that facilitate the proton transfer.
The part of a human or mammal that is most exposed to
light is the skin. Molecular sunscreens thus play their most
significant roles on and in the skin. Sunscreens present on
the epidermis manifest either via synthesis from skin cells (see
Section 1) or in sweat. An example of the latter is urocanic acid
(UA) which, as Fig. 12 shows, has some structural similarities to
sinapic acid – with an imidazole ring in place of the substituted
benzene. UA absorbs strongly in the UV and displays an
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ultrashort excited state lifetime in both the gas-phase and in
aqueous solution. Electronic structure calculations and FSSH
MD simulations identify the dominant relaxation path as IC
via CIs located along an E/Z isomerism coordinate.173,174
As Fig. 12(a) shows, population evolving through this CI can
either reform UA in its global minimum ground state geometry
(the E isomer) or branch into the minimum of the Z isomer.
Both routes are thought to confer photostability, since the PE
profiles suggest the reversible reformation of E or Z isomers
by re-excitation.
However, we note an additional caveat. The lowest energy Z
isomer has an intramolecular hydrogen bond between the OH
(of the carboxylic acid group) and an acceptor N atom in the
imidazole ring. This introduces another possible excited state
decay path, PCET, which could drive reformation of the ground
state parent molecule (and thus photostability). But it could also
lead to formation of an imino product, which would likely act to
reduce the eﬃcacy of UA as a sunscreen. Recalling Section 2, we
recognise ps* state-mediated N–H bond fission as another
possible (and potentially harmful) excited state decay pathway
if UA is exposed to shorter (i.e. UV-C) wavelengths.
The final but arguably the most important class of natural
sunscreen constituents considered here are epidermal based
melanins. As outlined in Section 1, eumelanin and pheomela-
nin are ubiquitous in the human skin and contain structural
elements that appear to be specifically adapted to filtering UVR.
Eumelanin is a dark pigment, with common polymeric chains of
cross-linked 5,6-dihydroxyindole (DHI), indole-5,6-dione, hydroxy-
indolone and 5,6-dihydroxyindole-2-carboxylic acid (DHICA)
motifs (recall Fig. 2). The structure(s) of eumelanin are still
under debate,175 but oligomeric structures (shown in Fig. 13)
Fig. 11 Potential energy curves of the ground and first three singlet
excited states of (a) syn and (b) anti kynurenine obtained by a constrained
relaxed scan along the N–H bond elongation coordinates (RN(1)–H and
RN(2)–H) in the S0 state (full black circles) and in the
1np*(CT) state (full red
circles) – representing intramolecular proton transfer. The vertical excita-
tion energies of the lowest 1np* (empty red circles) and two 1pp* states
(empty blue and green circles) from the relaxed S0 geometries, and the
vertical energies of the ground state (empty black circles) from the relaxed
1np*(CT) geometries are shown also. The data are taken from ref. 134.
Fig. 12 Potential energy curves of the lowest three singlet states of
urocanic acid as functions of (a) E/Z isomerism (j), (b) the intramolecular
proton transfer that may occur after E/Z isomerisation and (c) the poten-
tially deleterious N–H bond fission (RN–H). The data are taken from ref. 173.
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are recognised with branched and p-stacked configurations.
Many theoretical studies have sought to decompose and inter-
pret the measured absorption profile in terms of weighted
contributions from diﬀerent plausible motifs.
Thus, for example, it is now concluded that absorption associated
with oligomer chains containing fully hydrogenated DHIs lies in the
near-UV, whereas that from partially (i.e. hydroxylindolone) or fully
(i.e. indole-5,6-dione) dehydrogenated oligomers also contributes
to the long wavelength tail of the measured absorption spectrum.
Even the presence of just one non-fully hydrogenated form in
the oligomer chain leads to a large bathochromic shift in the
vertical excitation energy (cf. bare DHI).175
The excited state photophysics occurring following photo-
excitation of small building blocks and/or oligomeric units
present in melanins has been explored computationally and
via solution-phase, ultrafast pump–probe studies.157,176–179
Electronic structure calculations on DHI180,181 suggest facile
ps*-state mediated O–H bond extension following p* ’ p
excitation (recall Section 2) which, in this case, has the net
effect of migrating an H atom from the pendant OH to
a neighbouring ring carbon atom. Photoprotection in this
scenario is afforded primarily by the resulting isomeric species,
6-hydroxy-4-dihydro-indol-5-one, which is predicted to absorb
strongly in the UV and visible spectral regions and to support
excited states that undergo ultrafast IC to the S0 state via a
PCET mechanism.
Recent ultrafast pump–probe studies of DHICA and DHICA-
derived oligomers offer another insight into the potentially
complex modus operandi of natural sunscreen components.182
These studies conclude that DHICA dimers are almost as
efficient at dissipating UV-energy as the full polymeric pigment,
and more than 1000-times more efficient in this role than the
bare monomer – suggesting that the stellar photoprotective
properties of black eumelanin pigments are a particular pro-
perty of coupled DHICA units. Further, the authors identify
two ultrafast excited state decay mechanisms (both intra- and
intermolecular PT pathways) and find the dissipation rates
to be relatively insensitive to the details of the sub-unit
couplings.182 Again, this deduced multiplicity of efficient decay
pathways accords with the view that nature will have selected a
particularly robust photoprotection strategy.
However, we end this section by reiterating the point that
natural sunscreens are unlikely to be completely free of deleterious
side eﬀects. As noted earlier in this Review, melanin – known for
its photoprotective properties – has recently also been shown to
be potentially carcinogenic.36 Similarly, the Z-isomer of urocanic
acid has been observed to contribute to UV-induced skin cancer,
likely through immunosuppression.183,184
Molecular constituents in commercial sunscreens
We now focus attention on chemical filters that find use in
commercial sunscreen lotions designed to work alongside natural
sunscreens and provide additional UV protection. Fig. 14 shows
selected chemical filter molecules currently used in commercial
sunscreens.185 These broadly partition into seven classes,
i.e. derivatives of: para-aminobenzoates; cinnamates; salicylates;
Fig. 13 Structures associated with various polymeric configurations of
eumelanin.
Fig. 14 Structures of some of the molecular constituents present in
commercially available sunscreen products.
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anthranilates; camphor; dibenzoyl methanes; and benzophenones.
All bear at least some resemblance to components present in
plant sunscreens.
Aromatic acids are the basis for several of these chemical
filters, including caﬀeic acid (CA) and ferulic acid (FA). The
latter finds greater use in commercial sunscreens, on account
of its superior photostability.186 Both can be viewed as sub-
stituted phenols and, as such, both could be prone to decay via
ps* state-mediated O–H bond fission following UV excitation.
CA has two OH groups, only one of which can be ‘protected’ by
an intramolecular H-bond, whereas the O–CH3 bond is the
pendant bond in the lowest energy conformer of FA. Analogy
with prior (gas-phase) photofragmentation studies of phenol,
anisole and catechol suggests that the free O–H bond in CA will
be most susceptible to photodissociation.187–189 Any such
excited state bond fission will be in direct competition with
non-radiative IC paths and thus reduce the photostability of CA.
Several theoretical studies have addressed the strong near-UV
absorption of FA,190–193 while others have used highly corre-
lated multi-reference methods to explore its possible excited
state decay mechanisms.191 These identify E - Z isomerism
(Fig. 15), reminiscent of that prevailing in UA, as the dominant
relaxation path following UV excitation of FA.
CA and FA can be viewed as building blocks for the more
complex aromatic esters included in many commercial sunscreen
products. Examples of such esters include octyl methoxycinnamate
(OMC), cinoxate (CO), methyl anthranilate (MA), octocrylene (OC),
homosalate (HS), and octyl salicylate (OS). As Fig. 14 shows, the
structures of CO, OMC and OC have some analogies with FA and
CA, and all contain aliphatic side-chains with conjugated CQC
double bonds. Thus, it is reasonable to predict that similar E/Z
isomerism pathways will contribute to the ultrafast decay of these
species following absorption of UVR.
OMC is one of the most studied of these aromatic esters,
and is chosen here as the first of three exemplars. Its excited
state photophysics has been explored via both gas- and solution-
phase experiments. Frequency-resolved gas-phase measurements
reveal the existence of multiple rotamers.194 Linewidth analysis
implies a sub-ps lifetime for the 11pp* excited state. However,
TR-MS measurements using a 193 nm probe to ionise excited
state molecules formed following UV excitation to the 11pp*
origin level returned an excited state lifetime of B20 ns.194
These apparently contradictory findings were corroborated by
later TR-MS studies with much higher pump–probe time
resolution,123 and confirmed the previously proposed operation
of two photophysical processes: ultrafast non-adiabatic coupling
from the ‘bright’ 11pp* state to an optically ‘dark’ (in terms of
absorption from the S0 state)
1np* state, which then decays on a
much slower timescale. Such a mechanism is reminiscent of the
excited state behaviour summarised earlier in the case of sina-
poyl malate, and consistent with the deduced energetic ordering
of the 1pp* and 1np* excited states in several other cinnamate
derivatives.195–197 Neither TR-MS experiment used sufficiently
energetic probe photons to confirm (or refute) the assumption
that the slower decay provides a measure of the rate of E - Z
isomerism required to couple population from the 1np* state to
the S0 state. Such conclusions are also consistent with those
advanced to explain TR-MS gas-phase results obtained for
the simpler analogue, methyl-4-methoxycinnamate,198 though a
recent combined experimental and computational (TD-DFT)
study has also argued the need for a triplet state pathway to
reconcile the observed dynamics.199
Eﬀorts to extend such measurements to the solution-phase
include gas-phase microsolvation studies involving MMC.194,197,198
TR-MS studies of MMC–H2O clusters show that microsolvation
accelerates the excited state relaxation. This has been explained
by assuming that the proximity of the polar H2O molecule
destabilises the 1np* state, thereby reducing (or even switching
off) the coupling between the 1pp* and 1np* states and allowing
the rival 1pp* S0 IC process (again mediated by E - Z
isomerism) to be kinetically competitive.196,198,200
Solution-phase studies have led to similar conclusions. The
NMR data shown in Fig. 16(a) confirms that steady-state
UV illumination of the lower energy (E-) isomer of OMC in
cyclohexane and methanol results in some conversion to the
Z-isomer.123 Fig. 16(b) shows that the molar extinction coeﬃ-
cient of Z-OMC in the UV-A/B spectral region is significantly
smaller than that of E-OMC. Thus the observed decline in the
peak absorbance of samples comprising initially pure E-OMC in
cyclohexane or methanol upon prolonged exposure to UVR
provides further (indirect) evidence for E - Z isomerism.201
Time-resolved fluorescence measurements for both E-OMC and
Z-OMC in cyclohexane solution returned excited state lifetimes
o30 ps (the instrument response time).201,202 These studies
served to encourage higher time-resolution pump–probe tran-
sient electronic absorption measurements that provide further
insights into the early time dynamics following photoexcitation
at the wavelength of peak absorption (lmax) of E-OMC, in both
cyclohexane and in methanol.123 Specifically, the E-OMC (1pp*)
molecules prepared by photoexcitation are deduced to distort
along the E - Z isomerisation coordinate and couple to a
Fig. 15 Potential energy curves of the lowest four singlet states of ferulic
acid computed along the E/Z isomerism coordinate (j). The data are taken
from ref. 191.
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region of CI with the S0 state with a 1–2 ps time constant; a
much longer (4ns) transient feature was assigned to the long-
lived Z-OMC isomer. Again, we note the obvious similarities
between the excited state decay mechanisms deduced for
this synthetic chemical filter and for the natural sunscreen
sinapoyl malate.
Benzophenones are generally the most abundant synthetic
chemical filters in commercial sunscreens. Examples include
oxybenzone (OB), dioxybenzone (DOB), sulisobenzone (SB) and
avobenzone (AB) – see Fig. 14 – the simplest of which is OB, our
second exemplar, for which we showed transient absorption
data in Section 3. Recent theory191,203 and transient absorption
experiments (exciting OB at 325 nm, in cyclohexane and in
methanol solution)110,204 both conclude that PCET, wherein the
OH centred protonmigrates to the carbonyl O atom (i.e. enol–keto
tautomerism), represents the dominant relaxation path. Photo-
excitation populates the planar S2 (1
1pp*) state, in which the
p and p* orbitals are delocalised over the entire molecule.
PCET is mediated by coupling and subsequent IC to a (optically
dark) S1(1
1np*) state, which develops progressive charge transfer
character upon migration of the proton from the OH to the CO,
on a B100 fs timescale. The S1 state links to the S0 state via a
11np*/S0 CI, the minimum energy geometry of which requires
loss of planarity (one ring twists relative to the other about the
central aliphatic C–C bond). Following IC, the time constant for
which is B400 fs, reverse H atom transfer on the S0 PES and
vibrational energy transfer to the surrounding solvent results
in reformation of the original enol isomer with a (solvent
dependent) time constant in the range B5–8 ps. The ground
state population does not fully recover within the maximum
available experimental time delay (2 ns), leading to the sugges-
tion that B10% of the excited state molecules form a photo-
product. Transient vibrational absorption studies identify the
presence of the E-keto isomer (a logical product following full
1801 rotation about the C–C bond).110,204 Other studies have
suggested some phenoxyl radical formation.205 DOB and SB are
structurally similar to OB, and we thus anticipate similarities in
the decay mechanisms of their excited states formed upon
exposure to UV-A/-B.205
Our final case study is avobenzone (AB). AB also has obvious
structural similarities with OB but, as Fig. 14 shows, its lowest
energy tautomer lacks an OH group. Nonetheless, AB tends to
exist in a H-bonded enol form (characterised by an intra-
molecular H-bond),206 and the most detailed current picture
regarding its excited state photophysics stems from transient
absorption studies of AB in cyclohexane, acetonitrile and
methanol by Crim and coworkers.207 The excited H-bonded
enol form (termed a chelated enol in the original work)207 of AB
formed by absorption of a 350 nm photon is deduced to decay
on a sub-ps timescale, yielding several diﬀerent non-H-bonded
(or non-chelated) enols. One of the proposed non-H bonded
structures simply involves 1801 torsion of the O–H bond, but
others involve E- Z isomerism about the C–C bond adjacent
to one or other carbonyl group. The relative yields of these
various non-H-bonded forms, and the rates with which they relax
to the starting S0 (H-bonded) state are sensitive to the choice of
solvent.206,207 As in so many of these examples, complete ground
state recovery is not observed, implying some (low) probability
for forming a long-lived photoproduct, possibly a stable keto-AB
isomer.207,208
5. Discussion
Manipulating the photostability and eﬃcacy of chemical filters
One key consideration in any sunscreen development is that a
filter should absorb at the relevant UV-A/-B wavelengths, be
photostable, and exhibit one or more eﬃcient, non-radiative,
photodeactivation pathways.48 The examples considered in this
review display such pathways, but identifying and understanding
what characteristics are key to ensuring the required photo-
stability and photoprotective eﬃciency in one chemical filter
could guide our manipulation of such properties in another. As
shown in Section 4, details of the excited state photophysics can
vary with choice of solvent and/or the solvent polarity,207,209 but
this is unlikely to be a viable option for a commercial product.
Another manipulation strategy could be to alter the electron
density distribution in the filter molecule by, for example,
chemical substitution. Simply introducing an electron donating
Fig. 16 (a) 1H NMR spectra of E-OMC and peak assignments following
irradiation at lmax = 290 nm (CHX) and 316 nm (methanol). Adapted from
ref. 123. (b) Absorption spectra of E and Z OMC in cyclohexane (CHX) and
ethanol (EtOH). Adapted from ref. 201.
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or withdrawing group – at ring positions remote from the
reaction coordinate – has been shown to have major impact on
the rate of the ps* state-mediated O–H bond fission process in a
range of substituted phenols.210 It is not unrealistic to imagine
that a similar aromatic substitution strategy might affect the UV
photodynamics displayed by, for example, some of the cinnamate
species used as chemical filters – boosting their deactivation
efficiency by, for example, increasing the relaxation rate and/or
the probability of parent ground state recovery.
Pursuing a synthetic line of thinking further, can we learn from
nature and improve the photostability of a given chemical filter by
coupling the monomer units – covalently, as in DHICA,182,211 or
non-covalently,212 as in the case of the DNA-bases? Such questions
apply not just to chemical filters currently used in sunscreen
formulations but also, and perhaps more importantly, to potential
filters that might have been investigated in the past and rejected
on the basis that they displayed inadequate photostability when
in monomer form.
Outlook of challenges and future prospects
This review began by summarising the natural photoprotective
mechanisms shown by humans in response to changing levels
of UVR, and highlighted situations when such mechanisms are
inadequate and the burden-of-disease increases (Fig. 1). Sunscreens
are now the almost universal solution to pre-empting overexposure
to UVR. Given their prevalence, it is perhaps inevitable that the
eﬃcacy and the health consequences of sunscreen use continue to
attract close scrutiny.12,14,15
This review focuses on the photophysical properties of
chemical filters, and how these are increasingly being revealed
using combinations of theory and ultrafast laser chemistry. Gas-
phase measurements together with ab initio electronic structure
calculations can reveal the ultrafast excited state photophysics in
isolated chemical filter molecules. Solution-phase studies take
us a step closer to the actual environment in which such
chemical filters are used as a sunscreen, and allow study of
the full deactivation pathway back to the starting ground state
molecule. Such studies provide a useful first cut at assessing the
likely eﬃcacy of a chemical filter, and to screen for the formation
of rival photoproducts – which can be the root cause of some of
the adverse effects associated with sunscreen use.54
Following such a ‘bottom-up’ approach has resulted in
impressive advances in our understanding of the ultrafast
decay following UV photoexcitation of many of these chemical
filters, but many questions remain to be answered before
we can start to claim to understand the full gamut of photo-
protective mechanisms provided in nature. This review ends by
outlining some of the outstanding questions.
(i) Given that sunscreen products contain many tens of
individual components, how are the dynamics of one compo-
nent aﬀected by the presence of another? This question is not
new. Many components are included in commercial sunscreens
in particular combinations precisely because of the way they
interact. Adding octocrylene, for example, is a recognised route
to enhancing the photostability of avobenzone.48,213–216 The inter-
actions between different ingredients need not be synergistic,
however, so it remains important to examine the behaviour of
one component in the presence of others. Extending the types
of experimental study reviewed here to include multiple com-
ponents is relatively simple if the signals from each are well
separated – spectrally or temporally – as demonstrated, for
example, by our own recent ultrafast UV pump–probe studies of
oxybenzone in the presence of titanium dioxide (one of the
commonly used inorganic filters).217
(ii) Are any photoproducts safe? Many studies deduce (via
observation of an incomplete ground state bleach recovery) or
actually observe photoproduct formation. Identifying that
photoproduct can be challenging, however. NMR and GC-MS have
shown success in identifying products after photoexcitation.123,218
Identification alone does not ensure adequate evaluation of the
safety of the component in a sunscreen product, however. Any
full assessment also requires that we investigate the fates of the
(potentially reactive) excited states formed when these photo-
products themselves interact with UV light. This could be
problematic if photoexcitation results in radical formation,
for example. Armed with such knowledge, however, it may be
possible to mitigate the problem by adding a suitable radical
scavenger species to the blend. Further, we recognise that
natural sunscreens such as melanins are continually replaced
as they degrade. Conventional sunscreen products, in contrast,
require frequent re-applications. A robust sunscreen that
requires less frequent replacement would be particularly attrac-
tive to the end-user.
(iii) If, as has been demonstrated in several cases within this
review, the excited state dynamics displayed by a chemical filter
change upon switching from the gas- to solution-phase, what
happens in an actual sunscreen product? Unarguably, studying
the chemical filter in the solution-phase provides a better
approximation (cf. the gas-phase) of the environment prevailing
in a sunscreen, but it is still quite far from the case of the
chemical filter in a formulation containing many other compo-
nents in the form of an oil or paste. The challenge presented by
multi-molecular systems has been touched on in (i) above, but
the fact that the solution-phase remains a poor mimic of the
native environment in a commercial product still needs to be
addressed. Studies involving thin-film samples are a logical
next step,157,219 while clinical trials involving skin samples will
inevitably remain necessary for evaluating the safety and eﬃ-
cacy of any product in ways that are not assessable via any of
the photophysical techniques considered in this review.
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