This paper presents a comparative study between two constraint-tightening approaches for tube-based stochastic nonlinear model predictive control (SNMPC) with and without terminal constraints. A simple constraint-tightening method based on the exponential decay rate of a δ-Lyapunov function is extended to the stochastic setting. This method uses the notion of incremental stabilizability to alleviate the need for offline, but involved computation of terminal constraints. The proposed method is compared to a SNMPC formulation that employs terminal constraints and Lipschitz constant-based constraint tightening. A comparative analysis is presented on a benchmark continuous stirred-tank reactor problem. Practical approximations for computing terminal sets are discussed in the context of this comparison.
INTRODUCTION
Model predictive control (MPC) is an optimization-based control method widely used for control of constrained systems with multivariable dynamics. However, the performance of standard MPC may deteriorate in the presence of system uncertainties. Robust and stochastic MPC (RMPC and SMPC, respectively) have been developed to systematically address this issue (Bemporad and Morari, 1999; Mesbah, 2016) . RMPC generally assumes that uncertainties are deterministic and lie in bounded sets, whereas SMPC can accommodate probabilistic descriptions of uncertainties. Thus, SMPC can enforce state constraints in a probabilistic sense, termed chance constraints, so that an acceptable level of constraint violation is permitted.
Various SMPC approaches for nonlinear systems have been proposed, for example, based on linearization, Monte-Carlo sampling, and generalized polynomial chaos (Paulson and Mesbah, 2017) . However, these approaches do not necessarily guarantee controller properties, such as chance constraint satisfaction, stability, and recursive feasibility. One way to address this issue is by employing tubebased MPC, which is based on the idea of bounding the state trajectories of the uncertain system about a nominal trajectory (Chisci et al., 2001; Langson et al., 2004 ). An important benefit of tube-based MPC is that the online computational cost is similar to that of nominal MPC, while guaranteeing the aforementioned controller properties (Kouvaritakis and Cannon, 2016) . However, classical constraint-tightening approaches based on K-functions or the Lipschitz constant are difficult to implement for nonlinear systems and can be conservative (Limón et Santos et al., 2019) . On the other hand, linearization around the nominal trajectories facilitates the online optimization at the expense of prediction accuracy, especially for highly nonlinear systems (Cannon et al., 2009 ). Furthermore, to guarantee the theoretical properties of the controller, a terminal constraint is typically enforced such that once the system enters the terminal region, it is guaranteed to remain within it under the specified control law (Chisci et al., 2001) . However, constructing these sets for nonlinear systems generally poses a significant computational challenge (Fiacchini et al., 2007) .
Alternative MPC approaches that avoid Lipschitz-based constraint tightening as well as the need for terminal constraints have recently been proposed. Most notably, the work by Köhler et al. (2018c) presents a robust constrainttightening approach for nonlinear systems based on incremental stabilizability, which requires no terminal set to guarantee controller properties. In this paper, we extend this approach to stochastic nonlinear systems with chance constraints, where the empirical cumulative distribution of disturbances is used for constraint tightening. A nonlinear continuous reactor example is used to compare the proposed approach, i.e., incremental stabilizability SNMPC without terminal constraints, to a Lipschitz-based SNMPC approach with terminal constraints (Santos et al., 2019) .
Notation. Given integers a and b, Z [a,b] := {j ∈ Z : a ≤ j ≤ b}. The quadratic norm of a symmetric, positivedefinite matrix Q = Q is denoted by ||x|| 2 Q = x Qx. λ min (Q) and λ max (Q) represent the minimum and maximum eigenvalues of matrix Q, respectively. The Pontryagin difference C = A B is defined as the set C = {x ∈ R n : x + b ∈ A, ∀b ∈ B}. A function α : R >0 → R >0 is said to be a K-function if it is continuous, α(0) = 0, and is strictly increasing. A function f : R → R is said to be Lipschitz continuous if there exitsts a constant L c ∈ R >0 , such that |f (x 1 ) − f (x 2 )| ≤ L c |x 1 − x 2 |, where L c is the Lipschitz constant.
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PRELIMINARIES

System Description
Consider the nonlinear, discrete-time system
with states x ∈ R n , inputs u ∈ R m , additive disturbances w ∈ R n , and time step k ∈ N. Furthermore, w is bound by a compact set W = {w : ||w(k)|| ≤ŵ ∈ R ≥0 }, which contains the origin. In addition, the system is subject to hard constraints on both states and inputs, as well as individual chance constraints on states
Without loss of generality, the following assumptions are made in order to simplify the computations: (i) the origin is an equilibrium point of the nonlinear system (1), such that f (0, 0) = 0, and (ii) the individual chance constraints (3) are linear. Furthermore, the latter can be re-formulated into deterministic constraints by defining the modified set
Dual-mode Prediction Paradigm
To ensure that the state constraints are satisfied for an infinite prediction horizon, as well as to guarantee stability and convergence properties, the dual-mode prediction paradigm is invoked (Kouvaritakis et al., 2010) . Consider the control law parametrization 1
where v(k) are the (N −1) decision variables, K is the gain of the prestabilizing controller, and N is the prediction horizon.
Mode 1 encompasses the first N steps over which the control actions are free to be chosen by varying the decision variables v(k). Mode 2 includes the steps k ∈ [N + 1, ∞) in which there are no decision variables since v(k) are set to 0. In this mode, constraints are incorporated implicitly through a terminal constraint (Kouvaritakis et al., 2010) . Note that an explicit description of the terminal set may or may not be required depending on the chosen constrainttightening method; however, its existence is key to proving the theoretical properties of the MPC.
The closed-loop system is thus described by
(5) Consequently, constraints (2) and (3) can be mapped to
f π (x(k), v(k)) ∈ X * .
(7) The idea behind tube-based MPC is to bound the state trajectories of an uncertain system about a nominal trajectory, i.e., within a tube, by tightening the constraints of the nominal system (Chisci et al., 2001; Langson et al., 2004) . For an arbitrary initial conditionx(0), the nominal predictions of (5) are denoted bỹ (8) where (6) and (7) can be used to define the initial tightened constraint sets Z π,0 = Z π and X * 1 = X * .
Terminal Constraints and Set Invariance
A classical formulation of an MPC problem involves the use of a terminal constraint X f . Intuitively, if after N steps the system ends up in x(N ) ∈ X f , the mode 2 closed-loop system dynamics are guaranteed to remain in X f , ∀w(k) ∈ W, ensuring recursive feasibility. That is,
corresponds to the definition of positive invariant sets for autonomous systems. Consequently, any robust positive invariant (RPI) set is an acceptable candidate for the terminal set. Ideally, one would choose the maximal RPI set, which contains all invariant sets (Limón et al., 2008) , though this may be challenging to compute.
In the linear case, methods for the computation of invariant sets are well-established (Borrelli et al., 2017) . Invariant sets for nonlinear systems, on the other hand, are less straightforward to compute and often depend on the complexity of the system dynamics. To this end, one approach is to use the existing linear tools, where the system is separated into linear and nonlinear parts
x(k + 1) = A cl x(k) + g cl (x(k)) + w(k). Then, instead of computing the RPI set for the original system subject to the disturbance w(k), one computes the RPI set for the linear system subject to the disturbance g cl (x(k))+w(k). This approach is conservative, often yielding empty sets. However, it can markedly simplify offline computations at the expense of closed-loop performance.
Other nonlinear methods have also been proposed to reduce the level of conservativeness. A useful approach can be found in Magni et al. (2001) , whereby the invariant set is inner approximated by an ellipsoid. Then, its size is minimized subject to some constraints that ensure stability. In practice, an iterative procedure is applied, such that the size of the ellipse is reduced until constraint satisfaction is achieved (Chen and Allgöwer, 1998) .
Local Incremental Stabilizability
Classical (Lipschitz-based) MPC approaches with terminal constraints can be modified by using the notion of local incremental stabilizability to avoid the need for an explicit description of terminal constraints (Köhler et al., 2018c) . Assumption 1. (Local incremental stabilizability): There exists a δ-Lyapunov function V δ : X × X → R ≥0 satisfying V δ (x, x) = 0 ∀x ∈ X , a control law κ : X × X × U → R m , and parameters c δ,u , c δ,l , δ loc , k max ∈ R >0 , ρ ∈ (0, 1), such that the following hold for all (x, z) IFAC DYCOPS Florianópolis -SC, Brazil, April 23-26, 2019 with
x + = f (x, κ(x, z, v) )
It is important to note that an explicit description of the controller κ or the δ-Lyapunov function V δ is not required for the MPC implementation. The Lyapunov function is introduced to prove the stability of the system around the origin. The auxiliary variable z allows us to switch from the origin to an equilibrium point/trajectory of interest. In this case, the problem is formulated in such a way that the state x is stabilized around the nominal predictions z, which will be driven to the origin by the MPC.
To determine the parameters in (9)-(13), a linearized description of the system around point r = [0, 0] , i.e., x(k + 1) = Ax(k) + Bu(k) , can be used for calculating the LQR gain K with A cl = A + BK, Q * = Q + K RK, where Q and R are user-defined weight matrices. The parameters are then defined as (Köhler et al., 2018a) c δ,u = λ max (P ), c δ,l = λ min (P ), k max = ||K||, where P is the solution to the discrete Lyapunov equation P − (A + BK) P (A + BK) = Q * . Moreover, the exponential decay rate of the δ-Lyapunov function for linear systems can be used as a bound of the true decay rate (Köhler et al., 2018a,b,c) (Köhler et al., 2018c) , Assumption 1 can be verified by maximizing V δ subject to (9)-(13) to determine δ loc .
TUBE-BASED SNMPC
This section presents the incremental stabilizability-based and Lipschitz-based approaches to constraint tightening in tube-based SNMPC with chance constraints. We also discuss chance constraint approximation using the empirical cumulative distribution function of disturbances.
Incremental Stabilizability-based Constraint Tightening
The concept of incremental stabilizability results in a simple constraint-tightening approach that circumvents complex offline computations required for the terminal set. This constraint-tightening approach, which is based on the exponential decay rate of a δ-Lyapunov function and a scalar tunable tightening parameter, is applied to the hard constraints (2) of the form X = {x ∈ R n |Hx ≤ 1 p }, U = {u ∈ R m |Lx ≤ 1 q }. The constraint tightening parameter ε k is defined as
k ∈ {0, ..., N − 1}, ε 0 = 0, where the exponential decay rate ρ is given in (11) and ε is a scalar tunable tightening parameter (Köhler et al., 2018c) . The tightened constraints then take the form
To tighten the chance constraints (3), they must first be transformed into deterministic constraints (4). Then, we can set X * 1 = X * and use the robust tightening method
16) for k = 2, ..., N . Note that the choice of ε determines the size of the admissible disturbance (Köhler et al., 2018c) . As expected, a larger ε will make the constraints tighter, enabling the controller to reject a larger disturbance. However, note that as ε increases, and for a given prediction horizon N , the constraints may be tightened to a point where the constraint set becomes empty for some k ≤ N , thus rendering the problem infeasible.
When a terminal constraint is not employed, the prediction horizon should be above a certain threshold N 0 to enable the controller to steer the system in a region in which it will decay to the origin (Köhler et al., 2018c) . This implies that the condition for explicit imposition of a terminal constraint is replaced with a minimum prediction horizon, after which the system is guaranteed to have entered the terminal region. Nevertheless, explicit computation of the terminal set is not required.
Lipschitz-based Constraint Tightening
To obtain an explicit description of the tube, one needs to bound the one-step ahead disturbance propagation of the nominal predictions (8). This is done by constructing a sequence of sets {S 0 , S 1 , ..., S N }, defined for every pair (x(0), v [0,j−1] ) and for allx(0) such thatx(0) − x(0) ∈ W. The nominal prediction should then satisfỹ φ π (j,x(0), v [0,j−1] ) ∈φ π (j,x(0), v [0,j−1] ) ⊕ S j (Limón et al., 2010; Santos et al., 2019) . Provided that (5) is defined such that |f π (x(0), v) − f π (x(0), v)| ≤ σ x (|x(0) − x(0)|) and that W = {w : |w| ≤ŵ}, we can define S j as
where σ x (·) is a K-function (Limón et al., 2010) . Usually, this is simplified by replacing the K-function with the Lipschitz constant L c , since σ x (|x|) ≤ L c |x|. This simplification is likely to make the results more conservative.
The sets S j can then be used to recursively define the tighter constraints, which are applied to the nominal system (Santos et al., 2019) . Using (6) and (7) as the starting point, we can now define
Optimal Control Problem
We consider the stage cost
with Q = Q 0, R = R 0. Given the state x(k) at sampling time k, the optimal control problem (OCP) P N (x(k)) can be formulated as IFAC DYCOPS Florianópolis -SC, Brazil, April 23-26, 2019 x
The optimal solution to the OCP is denoted by v * [0,N −1] = {v * (0), ..., v * (N − 1)}. The OCP is implemented on a receding horizon, where the control input at each timestep k takes the form of u(k) = Kx(k)+v * (0). Constraints (21c), (21d), and (21e) should be modified depending on the SNMPC formulation. In the Lipschitz-based SNMPC approach with terminal constraints, (18) and (19) are used as the tightened constraints, whereas in the incremental stabilizability SNMPC approach without terminal constraints, (14), (15), and (16) are used. In addition, constraint (21e) indicates that a terminal constraint is used in the former approach, whereas a minimum prediction horizon in enforced in the latter.
Empirical Cumulative Distribution of Disturbances
The individual chance constraints (3) provide a systematic way of allowing a predetermined probability of constraint violation. The backoff parameters γ * j can be computed exactly using (4), which only requires knowledge of the probability distribution of w(k). Alternatively, γ * j can be estimated using non-parametric statistical methods (Lorenzen et al., 2017; Owen, 2001; Tempo et al., 2012) . Since γ * j = min γ j (subject to constraints in (4)), any other γ j , sayγ j , will satisfyγ j ≥ γ * j . An estimate of the backoff parametersγ j can be obtained using the empirical cumulative distribution function (ECDF) of disturbances. Given the sequence of (normalized) disturbance samples, say {h j w 1 , h j w 2 , ..., h j w Ns }, we can define the ECDF of the stochastic process h j W aŝ
where 1(h j w j ≤ q) = 1 if h j w j ≤ q and 1(h j w j ≤ q) = 0 otherwise.
Hence, we can writê
This allows rewriting the initial tighter constraint as
.., n c }. Note that the ECDF approach can be used even when disturbances are not independent and identically distributed (iid), as it provides a consistent estimator even when the random variables are correlated (Azriel and Schwartzman, 2015) .
CASE STUDY AND DISCUSSION
The two SNMPC approaches are applied to a nonlinear continuous stirred-tank reactor (CSTR) system
where C A is the concentration of species A, T is the reactor temperature, T c is the temperature of the refrigerant in the cooling jacket, and C Af , T f , and q are the feed concentration, temperature, and flow, respectively. Furthermore, the normalized variables are defined as
The model parameters can be found in Limón et al. (2011) . The state and input constraints are defined as 3.5, 3 .5] , the allowable constraint violation of the individual chance constraints on x 1 and x 2 is set to 20%, and w = [w 1 , w 2 ] is assumed to be iid. The support of the disturbance distribution is selected to be |w| ≤ŵ ≈ 3 × 10 −4 due to the disturbance level that can be handled by the incremental stabilizability-based SNMPC. Although the Lipschitzbased SNMPC approach can handle larger disturbances, a commonŵ is chosen for comparison purposes.
Four NMPC approaches based on different variations of the OCP (21) are implemented, namely, NMPC approaches with and without chance constraints and with and without terminal constraints. Hereafter, the NMPC formulations without chance constraints are referred to as robust NMPC approaches (RNMPC), whereas the formulations with chance constraints are referred to as stochastic NMPC (SNMPC). In each case, the OCP is solved in Python using the CasADi toolbox for nonlinear optimization (Andersson et al., 2018) . All the set computations and polyhedron operations for constraint tightening and terminal sets are carried out in MATLAB using the MPT toolbox (Kvasnica et al., 2004) and the Invariant Set Toolbox (Kerrigan, 2005) .
The estimated region of attraction (ROA) of the robust and stochastic formulations for incremental stabilizabilitybased NMPC without terminal constraints is compared in Fig. 1. 2 As expected, the stochastic ROA is larger than the robust one due to allowing for a predetermined level of constraint violation in the chance constraints. Here, the constraint tightening is not based on the Lipschitz constant, but rather on the exponential decay rate of a δ-Lyapunov function with a user-defined scaling (14), (15), (16). In this approach, instead of enforcing a terminal constraint, a requirement of a minimum prediction horizon N ≥ N 0 is imposed. Typically, N turns out to be much larger than in Lipschitz-based approaches, which are practically constrained by a maximum prediction horizon due to the fact that the constraint sets often become empty after a few iterations. As a result, the robust and stochastic NMPC approaches based on incremental stabilizability tend to be less conservative than their Lipschitz-based counterparts since predictions are made further ahead into the future.
Furthermore, a sample closed-loop trajectory of the incremental stabilizability-based SNMPC approach is shown in Fig. 1 . As evidenced, the closed-loop trajectory can reach the desired setpoint despite starting at a point outside the state constraints owing to the chance constraint formulation. In this case, a meaningful comparison with RMPC trajectories cannot be made, since, by definition, such trajectories cannot start at a point outside the original state constraints. Note that the initial tightened constraint for the stochastic case comes from the ECDF of disturbances by assuming a normal distribution for the disturbances and generating 10 6 disturbance samples for computing (22).
An advantage of the incremental stabilizability-based SN-MPC approach is that explicit computation of the terminal set is not required. This circumvents complex offline computations that may lead to conservative approximations of the terminal region. Furthermore, there exists an upper bound on the optimal open-loop cost, V max , such that for any initial condition within the ROA, the perturbed closed-loop system (5) stabilizes the RPI set around the origin (Köhler et al., 2018c) . Although the computation of such an RPI set is not required for this analysis, its existence is vital to establishing the theoretical properties of the MPC. In addition, for these conditions to hold, the disturbance must be within certain limits. The expressions for the disturbance bounds, given in Köhler et al. (2018c) , are determined by an array of other factors, most importantly, the degree of constraint tightening and the prediction horizon N . Therefore, when estimating the ROA, we are not only interested in whether the problem is feasible, but also in whether the open-loop cost is below some threshold value. This consideration gives rise to a slightly modified definition of the ROA:
In this case study, choosing ε = 0.06, and V max = 34, we obtain N 0 = 38 andŵ ≈ 3×10 −4 using the tools presented in Section 2.4.
From an implementation standpoint, the terminal constraint is substituted by the requirement N ≥ N 0 , which in turn is a function of V max . In theory, one would choose the desired V max and use the corresponding N 0 to achieve the desired objective. However, this often leads to very long prediction horizons, rendering the OCP very expensive to solve online due to the increased number of decision variables. Therefore, an iterative procedure is applied to find the best compromise between the ROA and a reasonable prediction horizon. In addition, ε is tuned to balance the size of the admissible disturbance and the extent to which the constraints are tightened, which also affects the ROA. Fig. 2 shows the ROA of the Lipschitz-based stochastic and robust NMPC approaches. Here, the constraints are tightened using (18) and (19). Lipschitz constant of the system is calculated to be L c = 3. As the tubes grow unbounded by design, the constraint sets quickly become empty after a few iterations. Therefore, the prediction horizon is chosen to be the maximum N for which the constraints are not empty; N = 6 in this case study. Note that other formulations can be alternatively employed to bound the worst-case disturbance propagation set S j , such as K-function-based approaches. These may yield a less conservative result at the expense of increased complexity in the offline computations. Note that the ellipsoidal terminal set is estimated according to the method presented in Section 2.3 as X f = x :
x P x ≤ 0.11 , where P is the solution to the discrete Lyapunov equation.
A comparison between Fig. 1 and Fig. 2 reveals that for the incremental stabilizability-based SNMPC approach without terminal constraints: (i) the ROA is larger, and (ii) the chance constraints allow a greater expansion of the ROA than in the Lipschitz-based approach. This is mainly due to the difference in the prediction horizon N between the two approaches, as a higher value of N is expected to yield a larger ROA. It is important to recognize that the maximum N was chosen in the Lipschitz-based approach, whereas the minimum N was chosen in the incremental stabilizability approach, with the latter being larger than the former. In this context, the relative magnitudes of N are mainly determined by the choice of approach, i.e., incremental stabilizabilitybased vs. Lipschitz-based. For example, highly nonlinear problems may pose a practical limitation to the value of N since only a few steps can be solved in the desired sampling time. On the other hand, some functions may be bounded by an excessively high value of L c , rendering the constraint tightening feasible for very few steps. Hence, if the problem is solvable online for a higher value of N , one may choose to implement the incremental stabilizabilitybased SNMPC approach without terminal constraints in an effort to increase the ROA. In this case study, we were limited by the high value of the Lipschitz constant and the relatively small size of the terminal region. Consequently, the ROA in Fig. 2 is much smaller than the region defined by the state constraints. This in turn reduces the potential performance improvement that can be achieved using the chance constraints. Nevertheless, the ROA is enlarged under the stochastic implementation and the state constraints are violated when the system is allowed to do so, as shown by the area crossing the boundary defined by the state constraints.
CONCLUSION
A tubed-based SNMPC approach with individual chance constraints is presented. The proposed approach uses the notion of incremental stabilizability to alleviate the need for computing terminal constraint sets, which are required in Lipschitz-based approaches to tube-based NMPC. The comparative study between the incremental stabilizabilitybased SNMPC without terminal constraints and Lipschitzbased SNMPC with terminal constraints reveals that the former approach can give an enlarged region of attraction, a longer prediction horizon, yet a smaller admissible disturbance set compared to the latter. Future work will focus on enlarging the region of attraction of the two tube-based SNMPC approaches.
