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Abstrat
In this diploma thesis we disuss the deformation theory of Lie algebroids and
Dira strutures. The rst hapter gives a short introdution to Dira strutures on
manifolds as introdued by Courant in 1990. We also give some physial appliations
of Dira strutures. In the seond hapter we present the deformation theory of
Lie algebroids following a reent work of Craini and Moerdijk. We disuss the
subjet from three dierent points of view and show the equivalene of these dierent
interpretations. In the third hapter we give denitions for smooth and formal
deformations of Dira strutures on Courant algebroids. To investigate the formal
theory, we write the Courant braket with the use of the Rothstein super-Poisson
braket as a derived braket. As the main result we show that the obstrution for
extending a given formal deformation of a ertain order lies in the third Lie algebroid
ohomology of the Lie algebroid given by the undeformed Dira struture.
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Einleitung
Die Behandlung der klassishen Mehanik mit Hilfe der symplektishen Geometrie hat sih in
den letzten 40 Jahren als äuÿerst gewinnbringend herausgestellt. Zum einen wurde durh eine
geometrishe Beshreibung erreiht, dass die Theorie unabhängig von Koordinatensystemen
formuliert werden kann. Zum anderen zeigt die Phasenraumreduktion für Systeme mit Sym-
metrien, die sogenannte Marsden-Weinstein-Reduktion der gleihnamigen Autoren, dass auh
durhaus Phasenräume mit komplizierten Geometrien in der Physik eine Rolle spielen.
Für die Formulierung der Hamiltonshen Gleihungen muss der Phasenraum jedoh niht
zwingend mit einer symplektishen Struktur ausgestattet sein. Notwendig ist lediglih eine
Poisson-Klammer für die Funktionen auf dem Phasenraum. Dies führt auf den Begri der
Poisson-Mannigfaltigkeiten, als Beispiel seien hier die Euler-Gleihungen des starren Körpers
auf dem Phasenraum so(3) genannt, siehe z.B. [36℄.
Dira-Strukturen können als eine Verallgemeinerung von symplektishen Mannigfaltigkeiten
und Poisson-Mannigfaltigkeiten aufgefasst werden. Darüberhinaus können aber auh Systeme,
die durh Zwangsbedingungen eingeshränkt sind, mit Hilfe einer geeigneten Dira-Struktur
auf dem Phasenraum beshrieben werden. Dira-Strukturen wurden 1990 von Courant [11℄
in Zusammenarbeit mit Weinstein einführt. Weitere Arbeiten sind unter anderem von Bursz-
tyn, Craini, Liu, Radko, Roytenberg, Weinstein und Xu [33, 40, 42, 41, 43, 9, 8℄ ershienen.
Dabei wurde auh eine Axiomatisierung der Theorie vorgenommen, was zu Dira-Strukturen
in Courant-Algebroiden führte.
Bei der Betrahtung von Systemen mit Eihfreiheitsgraden, die durh eine Lagrangefunktion
auf dem Kongurationsraum TQ gegeben sind, ist es niht ohne weiteres möglih, zu einer
Hamiltonshen Formulierung zu gelangen. Bezeihnen wir mit M ⊆ T ∗Q das Bild von TQ
unter der Legendretransformation, so ist auf M immer noh eine Dira-Struktur gegeben. Die
Bewegungsgleihungen auf M können dann mit Hilfe dieser Dira-Struktur formuliert werden.
Die konkrete Lösung dieser Gleihungen entspriht gerade dem Dira-Algorithmus [15℄ zur Be-
handlung solher Systeme, was auh den Namen Dira-Struktur erklärt. In Anwendungen zur
Feldtheorie, in der solhe Systeme mit Eihfreiheitsgraden vorkommen, werden die zu betra-
htenden Mannigfaltigkeiten in der Regel natürlih niht endlihdimensional sein. Man hot
jedoh, durh die Betrahtung endlihdimensionaler Problemen Kenntnisse zu erlangen, die
anshlieÿend auh zu einem bessere Verständnis von Eihtheorien beitragen.
Behandelt man Systeme mit Symmetrien, so treten Dira-Strukturen auf natürlihe Weise auf.
Setzt man eine Observable wie beispielsweise den Drehimpuls auf einen bestimmten Wert fest,
so wird das System auf eine Untermannigfaltigkeit N des gesamten Phasenraums eingeshränkt,
auf der im Allgemeinen keine symplektishe Struktur mehr gegeben ist. Jedoh haben wir auf
N immer noh eine Dira-Struktur, mit deren Hilfe wir die Mehanik beshreiben können.
In der Kontrolltheorie nden Dira-Strukturen aufgrund ihrer Eigenshaft, Systeme mit
Zwangsbedingungen beshreiben zu können, vielfah Verwendung. Dabei werden auh verallge-
meinerte oder niht integrable Dira-Strukturen zur Behandlung von Systemen mit nihtholono-
men Zwangsbedingungen diskutiert. Hier sind insbesondere Arbeiten von Blankenstein, Mashke
iii
und van der Shaft [3, 4, 14, 14℄ zu nennen. Für die Behandlung von nihtlinearen Dierential-
gleihungen, die in der Kontrolltheorie auftreten, wurde von Dorfman eine algebraishe Version
von Dira-Strukturen entwikelt [16℄, die auh für solhe unendlihdimensionalen Probleme
geeignet ist.
In dieser Arbeit soll die Deformationstheorie für Dira-Strukturen betrahtet werden. Eine
algebraishe Deformationstheorie für assoziative Algebren wurde in den 60er Jahren von Ger-
stenhaber [20, 21℄ entwikelt. Um dabei keine (im Allgemeinen sehr komplizierten) analytishen
Probleme behandeln zu müssen, erfolgt die Deformation in einem formalen Rahmen, d.h., man
fasst das zu deformierende Objekt als eine formale Potenzreihe in einem formalen Deformation-
sparameter auf. Falls man sogar eine Deformation ndet, die glatt von diesem Deformationspa-
rameter abhängt, entspriht die formale Reihe der Taylorentwiklung dieser glatten Deformation
an der Stelle Null.
Für die Physik sind Deformationstheorien unter dem Gesihtspunkt kinematisher oder dy-
namisher Stabilitätsanalysen wihtig. Damit ist gemeint, dass das Verhalten der Kinematik
bzw. Dynamik eines Systems unter kleinen Störungen analysiert werden soll. Jede Störungs-
theorie kann damit als Beispiel für eine Deformationstheorie dienen. Aber auh die spezielle
Relativitätstheorie kann als eine Deformation der Newtonshen Mehanik aufgefasst werden,
wobei der Deformationsparameter das Inverse der Lihtgeshwindigkeit ist.
Als wihtige Anwendung einer Deformationstheorie ist weiter die Deformationsquantisierung
zu nennen. Deformiert wird dabei das assoziative, kommutative Produkt der klassishen Ob-
servablen zu einem zwar weiterhin assoziativen, aber niht mehr kommutativen Produkt, einem
sogenannten Sternprodukt. Die Rolle des Deformationsparameters übernimmt dabei das Plank-
she Wirkungsquantum ~. Die Deformationsquantisierung wurde 1978 von Bayen, Flato, Frøns-
dal, Lihnerowiz und Sternheimer [2, 19, 32℄ eingeführt.
Die Deformation von Dira-Strukturen ist nun in zweierlei Hinsiht interessant. Zum einen,
um wie oben beshrieben, eine Stabilitätsanalyse durhzuführen. Zum anderen erhot man
sih, durh die klassishe Deformationstheorie wihtige Informationen zu sammeln, die für eine
spätere Quantisierung hilfreih sein können. Dabei spielt insbesondere das Formalitätstheorem
von Kontsevih eine wihtige Rolle [25, 26℄. Demnah sind die Äquivalenzklassen von Stern-
produkten auf Poisson-Mannigfaltigkeiten in Bijektion zu den Äquivalenzklassen von Deforma-
tionen des Poisson-Tensors. Es lässt sih deshalb zumindest vermuten, dass für ein noh zu
denierendes Sternprodukt auf einer Dira-Mannigfaltigkeit die klassishe Deformationstheorie
ebenfalls wihtig sein wird.
Das Ziel dieser Arbeit ist, eine Denition der formalen Deformationstheorie für Dira-Struk-
turen zu geben und deren Eigenshaften zu untersuhen. Dabei soll insbesondere gezeigt werden,
dass die Obstruktionen für die Fortsetzbarkeit einer gegebenen Deformation einer bestimmten
Ordnung durh eine Kohomologieklasse gegeben sind.
Im ersten Kapitel werden die grundlegenden Denitionen zu Dira-Strukturen sowie einige
wihtige Resultate und Anwendungen vorgestellt. Wir betrahten dazu zunähst lineare Dira-
Strukturen, d.h. Dira-Strukturen auf Vektorräumen, um die Fragen, die im Bereih der linearen
Algebra liegen, zu diskutieren. Anshlieÿend werden wir dann zu Dira-Mannigfaltigkeiten
übergehen, wobei eine zusätzlihe Integrabilitätsbedingung an die Dira-Strukturen gestellt
wird. Wir folgen dabei, soweit nihts anderes erwähnt wird, hauptsählih der Arbeit Courants
[11℄. Zum Abshluss dieses Kapitels geben wir mit den Impliziten Hamiltonshen Systemen
und der Dirashen Theorie von Zwangsbedingungen noh zwei wihtige physikalishe Anwen-
dungsbeispiele für Dira-Strukturen.
Bevor wir uns der Deformation von Dira-Strukturen zuwenden, studieren wir im zweiten
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Kapitel zunähst die Deformationstheorie von Lie-Algebroiden. Dabei betrahten wir, auf-
bauend auf einer Arbeit von Craini und Moerdijk [13℄, drei vershiedene Formulierungen
von Lie-Algebroiden sowie den entsprehenden Deformationstheorien und zeigen deren Äquiv-
alenz. Dies dient einerseits als Einführung in die formale Deformationstheorie, ist aber an-
dererseits auh unter dem Gesihtspunkt interessant, dass Dira-Strukturen insbesondere auh
Lie-Algebroide sind. Dieses Kapitel ist jedoh weitgehend unabhängig von den anderen.
Im dritten Kapitel soll shlieÿlih die Deformation von Dira-Strukturen untersuht werden.
Zuvor werden wir jedoh die Objekte, mit denen wir uns befassen, noh weiter verallgemein-
ern, d.h. im Folgenden werden wir Dira-Strukturen in einem Courant-Algebroid betrahten.
Anshlieÿend wollen wir eine Denition für glatte Deformationen von Dira-Strukturen sowie
einen Äquivalenzbegri dafür angeben.
Um zur formalen Deformationstheorie übergehen zu können, müssen wir unser Problem
zunähst auf geeignete Weise umformulieren. Dies ist notwendig, weil die formale Deformation-
stheorie verlangt, dass von den zu deformierenden Objekten formale Reihen gebildet werden
können. Da Dira-Strukturen aber Untervektorbündel sind, ist dies auf direktem Weg niht
möglih. Wir betrahten eine Deformation Lt einer Dira-Struktur L ⊆ E in einem Courant-
Algebroid E deshalb, zumindest lokal, als den Graphen einer Abbildung ωt : L → L′ in einer
geeigneten Aufspaltung E = L⊕L′, wobei L = L0 der Graph von ω0 = 0 ist. Damit können wir
jetzt die formale Deformationstheorie formulieren. Wir werden eine Gleihung für ωt herleiten,
die die Bedingung an Lt, eine Dira-Struktur zu sein, kodiert und diese Gleihung untersuhen.
Um dies systematish durhführen zu können, geben wir an, wie die Courant-Klammer in dem
Courant-Algebroid E mit Hilfe der Rothstein-Klammer als abgeleitete Klammer im Sinne von
[40℄ geshrieben werden kann, ein Resultat, dass siher auh für sih allein interessant ist. Damit
können wir zeigen, dass die Deformationsbedingung ein rekursives, kohomologishes System von
Gleihungen für eine Deformation ωt = tω1+ t
2ω2+ . . . liefert. Wir erhalten damit auh für die
Deformation von Dira-Strukturen das Ergebnis, dass die Obstruktionen für die Fortsetzbarkeit
von Deformationen in einer dritten Kohomologie, in diesem Fall der Lie-Algebroid-Kohomologie
von L, liegen.
Im Anhang A wird eine kurze Einführung zu Lie-Algebroiden, Lie-Bialgebroiden und damit
verwandten Themen gegeben. Shlieÿlih bendet sih im Anhang B noh eine sehr kurze
Einführung in die Theorie der formalen Potenzreihen, die für uns im Zusammenhang mit den
formalen Deformationen gebrauht werden.
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1 Dira-Strukturen auf Mannigfaltigkeiten
Dira-Mannigfaltigkeiten, d.h. Mannigfaltigkeiten mit einer Dira-Struktur, stellen eine Verall-
gemeinerung von symplektishen Mannigfaltigkeiten und Poisson-Mannigfaltigkeiten dar. Denn
ist eine symplektishe Form ω ∈ Ω2(M) auf einer Mannigfaltigkeit M gegeben, so deniert der
Graph von ω eine Dira-Struktur auf M . Dabei wird ω durh die Denition X 7→ iXω für X ∈
TM als eine Abbildung ω : TM → T ∗M aufgefasst, es gilt also graph(ω) ⊆ TM⊕T ∗M . Genau-
so ist der Graph eines Poisson-Tensors π ∈ X2(M), interpretiert als Abbildung π : T ∗M → TM ,
eine Dira-Struktur. Jedoh brauht niht jede Dira-Struktur von der Form eines dieser bei-
den Beispiele zu sein. In dem allgemeineren Rahmen der Dira-Mannigfaltigkeiten lassen sih
dadurh unter anderem auh physikalishe Systeme behandeln, die durh Zwangsbedingungen
einshränkt sind. Ebenso ein Beispiel für Dira-Mannigfaltigkeiten sind präsymplektishe Man-
nigfaltigkeiten, also Mannigfaltigkeiten mit einer geshlossenen, eventuell jedoh ausgearteten
Zweiform. Systeme dieser Art treten auf, wenn man für eine nihtreguläre Lagrangefunktion
zum Hamiltonshen Formalismus übergeht.
In diesem Kapitel sollen die grundlegenden Denitionen sowie einige Aussagen zu Dira-
Strukturen auf Mannigfaltigkeiten gegeben werden. Dabei folgen wir weitgehend der Arbeit
Courants [11℄, in der Dira-Strukturen zum ersten mal vorgestellt wurden. Im Anshluss an
den mathematishen Teil, den wir zunähst bearbeiten müssen, werden wir am Ende diese
Kapitels shlieÿlih noh zwei für die Physik wihtige Anwendungen vorstellen.
1.1 Lineare Dira-Strukturen
Bevor wir uns der Betrahtung von Dira-Strukturen auf Mannigfaltigkeiten zuwenden, wollen
wir zunähst lineare Dira-Strukturen, d.h. Dira-Strukturen auf Vektorräumen, betrahten.
Diese Ergebnisse können anshlieÿend punktweise auf Mannigfaltigkeiten übertragen werden.
1.1.1 Denition und Beispiele
Sei V ein Vektorraum mit einer Bilinearform (· , ·). Ein Untervektorraum W ⊆ V heiÿt genau
dann isotrop, wenn W ⊆W⊥ gilt, wobei W⊥ := {v ∈ V |(v,w) = 0 ∀ w ∈W} den Orthogonal-
raum zu W bezeihnet. Ist (· , ·) niht ausgeartet, dann gilt dimW +dimW⊥ = dimV und für
W isotrop folgt damit wegen dimW 6 dimW⊥, dass dimW 6 dimV2 . Ein isotroper Unterraum
W heiÿt maximal isotrop, wenn es keinen isotropen Unterraum W ′ gibt, so dass W ein ehter
Unterraum von W ′ ist.
Lemma 1.1.1. Sei V ein endlihdimensionaler Vektorraum mit einer niht ausgearteten sym-
metrishen Bilinearform (· , ·), W ein isotroper Unterraum. Sei U ein Komplement von W in
W⊥, d.h. wir haben eine orthogonale Zerlegung
W⊥ = W ⊥ U.
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2 1 Dira-Strukturen auf Mannigfaltigkeiten
Shlieÿlih sei w1, . . . wk eine Basis von W . Dann gibt es Vektoren v1, . . . vk in U
⊥
, so dass
(vi, vj) = 0, (wi, vj) = δij
für i, j = 1, . . . , k gilt, und V die orthogonale Summe
V = span(w1, v1) ⊥ . . . ⊥ span(wk, vk) ⊥ U
ist.
Beweis. Sei U1 = span(w2, . . . , wk) ⊕ U . Dann gilt U1  W⊥ ⇒ W⊥⊥ = W  U⊥1 . Wir
wählen u1 ∈ U⊥1 \W , also ist (u1, w1) 6= 0 und wir können annehmen, dass (u1, w1) = 1. Sei
P1 = span(w1, u1). Wir nden ein α ∈ R, so dass
(αw1 + u1, αw1 + u1) = 2α(w1, u1) + (u1, u1) = 0,
und setzen v1 = αw1 + u1. Damit gilt also
(w1, w1) = 0, (v1, v1) = 0, (w1, v1) = 1.
Sei nun W1 = span(w2, . . . , wk). W1 ist isotrop und es gilt W
⊥
1 = W1 ⊥ P1 ⊥ U. Für k =
dimW = 1 sind wir fertig, sonst folgt die Behauptung durh Induktion.
Folgerung 1.1.2. Sei V ein n-dimensionaler Vektorraum mit einer niht ausgearteten sym-
metrishen Bilinearform (· , ·), deren Matrix in Normalform q mal 1 und p mal −1 enthält.
Sei W ein isotroper Unterraum. Dann gilt dimW ≤ min(q, p) und es gibt einen isotropen
Unterraum W ′ mit dimW ′ = min(q, p), so dassW ⊆W ′. Maximal isotrope Unterräume haben
also alle die Dimension min(q, p).
Beweis. Sei dimW = k. Wir wissen shon, dass k ≤ dimV2 . Sei weiter w1, . . . , wk eine Basis
von W . Nah Lemma 1.1.1 gibt es v1, . . . , vk und u1, . . . , un−2k, so dass die Matrixdarstellung
von (· , ·) in der Basis w1, . . . , wk, v1, . . . , vk, u1, . . . , un−2k die folgende Gestalt hat: 0 EkEk 0 0
0 A

.
Wählen wir als neue Basisvektoren ai =
1
2 (wi + vi), bi =
1
2(wi − vi), i = 1, . . . , k und geeignete
ui's, in denen die Matrix A Normalform annimmt, so wird die Bilinearform dargestellt durh
Ek 0
0 −Ek 0
0
Eq−k 0
0 −Ep−k

.
An dieser Form kann man zum einen sehen, dass k = dimW ≤ min(q, p) gelten muss. Ander-
erseits ist jetzt auh klar, wie W zu einem isotropen Unterraum W ′ der Dimension min(q, p)
erweitert werden kann.
Beispiel 1.1.3. Betrahte V = R4 mit der Minkowski-Metrik (v,w) = v1w1−v2w2−v3w3−v4w4.
Abgesehen vom Nullraum sind die isotropen Unterräume alle eindimensional. Die Elemente der
isotropen Unterräume werden in diesem Fall lihtartig genannt.
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Sei V ein endlihdimensionaler reeller Vektorraum, dimV = n. Durh die Denition
〈(x, η), (y, µ)〉 = η(y) + µ(x)
ist auf V ⊕ V ∗ auf kanonishe Weise eine symmetrishe Bilinearform 〈 · , · 〉 gegeben.
Denition 1.1.4. Eine Dira-Struktur auf einem endlihdimensionalen reellen Vektorraum V
ist ein Untervektorraum L ⊆ V ⊕V ∗, der bezüglih der kanonishen Bilinearform 〈 · , · 〉 maximal
isotrop ist. Die Menge aller Dira-Strukturen auf V bezeihnen wir mit Dir(V ).
Bemerkung 1.1.5. Nah Folgerung 1.1.2 sind Dira-Strukturen also genau die n-dimensionalen,
isotropen Unterräume von V ⊕V ∗. (Oensihtlih gibt es n-dimensionale isotrope Unterräume,
z.B. V selbst, und diese müssen bereits maximal sein.)
Bemerkung 1.1.6. Für (x, η) und (y, µ) ∈ L gilt
〈(x, η), (y, µ)〉 = η(y) + µ(x) = 0 ⇒ η(y) = −µ(x),
〈(x, η), (x, η)〉 = 2η(x) = 0.
Im weiteren bezeihnen wir mit ρ : V ⊕ V ∗ −→ V bzw. ρ∗ : V ⊕ V ∗ −→ V ∗ die kanonishen
Projektionen auf V bzw. V ∗.
Lemma 1.1.7. Sei L ⊆ V ⊕ V ∗ eine lineare Dira-Struktur auf V und W ⊆ V ein Untervek-
torraum. Sei ferner W ◦ := {λ ∈ V ∗|λ(w) = 0 ∀w ∈ W} der Annihilatorraum von W . Dann
gilt
ρ(L)◦ = L ∩ V ∗,
ρ∗(L)◦ = L ∩ V.
Bemerkung 1.1.8. Wir shreiben für L ∩ (V ⊕ {0}) einfah L ∩ V und fassen L ∩ V je nah
Situation als Unterraum von V oder von L auf. Entsprehendes gilt für L ∩ V ∗.
Beweis. Sei λ ∈ L∩V ∗, und sei x ∈ ρ(L). Dann gibt es ein µ ∈ V ∗ mit (x, µ) ∈ L, und es folgt
0 = 〈(x, µ), (0, λ)〉 = λ(x) ⇒ λ ∈ ρ(L)◦.
Sei nun umgekehrt λ ∈ ρ(L)◦ vorausgesetzt. Angenommen, es gilt λ /∈ L∩V ∗. Wir bilden dann
den Unterraum L′ = L⊕ span(λ), wobei L eht in L′ enthalten ist. Weiter ist L′ isotrop, denn
seien (x, µ), (y, η) ∈ L und λ1, λ2 ∈ span(λ), dann folgt
〈(x, µ) + λ1, (y, η) + λ2〉 = λ1(y) + λ2(x) = 0.
L war aber bereits maximal isotrop, d.h. unsere Annahme führt zu einem Widerspruh. Es
folgt also λ ∈ L ∩ V ∗, womit die erste Gleihung gezeigt ist. Die zweite Gleihung lässt sih
analog nahweisen.
Beispiel 1.1.9. Sei (V, ω) ein präsymplektisher Vektorraum, d.h ein Vektorraum V mit einer
antisymmetrishen Bilinearform ω. Wir fassen die präsymplektishe Form als eine Abbildung
ω : V −→ V ∗, v 7→ ω(V, ·) auf. Dann ist graph(ω) = {(v, ω(v))|v ∈ V } ⊆ V ⊕ V ∗ eine
Dira-Struktur auf V .
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Beispiel 1.1.10. Sei (V, π) ein Vektorraum zusammen mit einer linearen antisymmetrishen
Abbildung π : V ∗ −→ V . Dann ist graph(π) = {(π(λ), λ)|λ ∈ V ∗} eine Dira-Struktur auf V .
Diese beiden Beispiele können gewissermaÿen als Spezialfälle des folgenden Satzes angesehen
werden.
Satz 1.1.11. Eine Dira-Struktur L auf V ist äquivalent zu:
1. Einem Untervektorraum R von V zusammen mit einer antisymmetrishen Bilinearform
ΩL auf R.
2. Einem Untervektorraum K von V zusammen mit einer antisymmetrishen Bilinearform
πL auf (V/K)
∗
, d.h. einem Bivektor auf V/K.
Dabei gilt R = ρ(L) und K = V ∩ L = kerΩ.
Bemerkung 1.1.12. Wenn Verwehslungen ausgeshlossen sind, lassen wir im folgenden den
Index L an ΩL und πL weg.
Beweis. Sei L eine Dira-Struktur. Wir setzen R = ρ(L) und denieren eine Bilinearform Ω auf
K durh Ω(ρ(v)) = ρ∗(v)|R, also Ω(x) = η|R für ein η ∈ V ∗ mit (x, η) ∈ L. Ω ist wohldeniert,
denn für x ∈ L mit ρ(x) = 0 folgt ρ∗(x) ∈ ρ(L)◦ = R◦. Weiter ist Ω antisymmetrish, denn mit
v1 = (x, η), v2 = (y, µ) ∈ L gilt η(y) = −µ(x) und es folgt
Ω(x, y) = η(y) = −µ(x) = −Ω(y, x).
Auÿerdem ist kerΩ = L ∩ V . Genauso können wir eine antisymmetrishe Bilinearform π auf
ρ∗(L) denieren, und mit dem kanonishen Isomorphismus ρ∗(L)∗ = V/ρ∗(L)◦ = V/V ∩ L
erhalten wir shlieÿlih einen Bivektor π auf V/K, wobei K = V ∩ L.
Ist umgekehrt ein Unterraum R mit einer Bilinearform Ω wie in 1. gegeben, so denieren wir
einen isotropen Unterraum durh
L = {(x, η)|x ∈ R, η ∈ V ∗ mit η|R = Ω(x)},
und da L die komplementären Unterräume (R, ∗) und (0, R◦) enthält, ist dimL = dimV und
damit eine Dira-Struktur. Im zweiten Fall denieren wir
L = {(x, η)|x ∈ V, η ∈ K◦ mit [x] = π(η)},
wobei wir wieder (V/K)∗ mit K◦ identizieren, und [x] die Äquivalenzklasse von x in V/K
bezeihnet. L ist isotrop und enthält die Unterräume (∗,K◦) und (K, 0).
Bemerkung 1.1.13. Denieren wir auf V ⊕ V ∗ eine antisymmetrishe Bilinearform durh
〈(x, η), (y, µ)〉
_
= η(x) − µ(y),
dann ist Ω durh die Gleihung
ρ∗LΩ =
1
2
i∗〈 · , · 〉
_
bestimmt, wobei ρL = ρ|L die Einshränkung von ρ auf die Dira-Struktur und i : L→ V ⊕V ∗
die Einbettung ist.
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Ist die Dira-Struktur als Graph einer Zweiform auf V oder V ∗ gegeben, dann entspriht die
Denition bereits einer der beiden Charakterisierungen aus Satz 1.1.11. Es ist interessant, auh
die jeweils andere Beshreibung zu betrahten.
Beispiel 1.1.14. Ist die Dira-Struktur durh eine antisymmetrishe Bilinearform Ω auf V
gegeben, so ist π wegen ker π = L ∩ V ∗ = {0} eine niht ausgeartete antisymmetrishe Bi-
linearform auf (V/ ker Ω)∗ und es gilt π−1 = Ωred, wobei Ωred die induzierte symplektishe
Form auf V/ ker Ω bezeihnet.
Beispiel 1.1.15. Ist die Dira-Struktur durh eine antisymmetrishe Bilinearform π auf V ∗
gegeben, so ist K = {0}, R = imπ und Ω ist die durh π induzierte symplektishe Form auf
R. (Es gilt ker Ω = K = {0}.) Genauer ist Ω gegeben durh Ω(x) = η|im π für ein η ∈ V ∗ mit
π(η) = x.
1.1.2 Dira-Abbildungen
Seien V undW Vektorräume. Wir wollen untersuhen, wie eine lineare Abbildung φ : V −→W
Abbildungen Fφ : Dir(V ) −→ Dir(W ) und Bφ : Dir(W ) −→ Dir(V ) induziert. Falls φ ein
Isomorphismus ist, so können wir φ−1 und (φ−1)∗ bilden und es ist klar, wie Fφ und Bφ zu
denieren sind. Durh die zwei vershiedenen Charakterisierungen von Dira-Strukturen nah
Satz 1.1.11 können wir aber auh im Allgemeinen beide induzierten Abbildungen denieren.
Ist LW eine Dira-Struktur auf W , so denieren wir eine Dira-Struktur LV auf V durh
ρ(LV ) = φ
−1(ρ(LW )) und ΩV = φ
∗ΩW . Umgekehrt ist zu einer gegebenen Dira-Struktur auf
V durh die Vorgaben KW = φ(KV ) und πW = φ∗πV eine Dira-Struktur aufW gegeben. Dies
kann zur Denition der Abbildungen Bφ und Fφ dienen, etwas mehr Übersiht bringt aber der
folgende Weg nah [9℄.
Wir übertragen die grundlegenden Denitionen aus der Theorie der kanonishen Relationen
[51℄ vom symplektishen Fall auf Vektorräume mit einer niht ausgearteten symmetrishen
Bilinearform der Signatur Null. Alles was wir hier brauhen ist in [1, Abshnitt 5.3℄ zu nden,
die Beweise lassen sih direkt übertragen.
Seien (Ei, gi), i = 1, 2, 3 Vektorräume mit symmetrishen niht ausgearteten Bilinearformen
der Signatur Null. Mit Ei bezeihnen wir Ei zusammen mit der Form −gi. Eine kanonishe
Relation L ⊆ E1 × E2 ist ein maximal isotroper Unterraum von E1 × E2. Die Menge der
kanonishen Relationen auf E1×E2 bezeihnen wir in Analogie zu Lagrangeshen Unterräumen
von symplektishen Vektorräumen mit Lag(E1 × E2).
Für zwei kanonishe Relationen L1 ⊆ E1×E2 und L2 ⊆ E2×E3 denieren wir eine Verknüp-
fung ◦ durh
L1 ◦ L2 = {(e1, e3) ∈ E1 × E3 | ∃ e2 ∈ E2 mit (e1, e2) ∈ L1 und (e2, e3) ∈ L2}.
Man sieht leiht, dass L1 ◦L2 ein isotroper Unterraum von E1×E3 ist. Tatsählih ist L1 ◦L2
sogar maximal isotrop [1, Prop. 5.3.12℄.
Seien nun V und W Vektorräume, und sei φ : V → W eine lineare Abbildung. Wir setzen
E = (V ⊕ V ∗, 〈· , ·〉) und F = (W ⊕W ∗, 〈· , ·〉). Dann sind
Fφ := {(φ(x), η, x, φ∗η) | x ∈ V, η ∈W ∗} ⊆ F × E
Bφ := {(x, φ∗η, φ(x), η) | x ∈ V, η ∈W ∗} ⊆ E × F
kanonishe Relationen.
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Bemerkung 1.1.16. Sei U ein weiterer Vektorraum und ψ : W → U linear sowie H = (U ⊕
U∗, 〈· , ·〉). Dann zeigt eine kurze Rehnung
Fψ ◦ Fφ = F(ψ ◦ φ) ∈ Lag(H × E)
Bφ ◦ Bψ = B(ψ ◦ φ) ∈ Lag(E ×H).
Durh die Identikation von Dira-Strukturen auf V bzw. W mit kanonishen Relationen
auf E × {0} bzw. F × {0} erhalten wir jetzt die gesuhten Abbildungen
Fφ : Dir(V ) −→ Dir(W )
LV 7−→ Fφ ◦ LV
und
Bφ : Dir(W ) −→ Dir(V )
LW 7−→ Bφ ◦ LW .
Die Symbole Fφ und Bφ stehen jetzt einerseits für kanonishe Relationen und andererseits für
Abbildungen auf Mengen von Dira-Strukturen. Aus dem Kontext geht aber hervor, was jeweils
gemeint ist. Weiter übertragen sih die Gleihungen aus Bemerkung 1.1.16 oensihtlih auh
auf die zweite Interpretation von Fφ bzw. Bφ. Eine kleine Rehnung führt auf die folgenden
expliziten Formeln:
Fφ(LV ) = {(φ(x), η)|x ∈ V, η ∈W ∗, (x, φ∗η) ∈ LV },
Bφ(LW ) = {(x, φ∗η)|x ∈ V, η ∈W ∗, (φ(x), η) ∈ LW}.
Man beahte, dass die Abbildungen Fφ und Bφ im allgemeinen niht invers zueinander sind.
Ist aber φ injektiv, so ist Bφ◦Fφ = id, und ist φ surjektiv, dann gilt Fφ◦Bφ = id. Der nähste
Satz stellt die Verbindung zu der anfangs erwähnten alternativen Denition her.
Satz 1.1.17. Sei φ : V −→W eine lineare Abbildung, und seien LV ∈ Dir(V ), LW ∈ Dir(W ).
1. Ist LW = Fφ(LV ), dann gilt ker ΩLW = φ(ker ΩLV ) und πLW = φ∗(πLV ).
2. Ist LV = Bφ(LW ), dann gilt ρ(LV ) = φ−1(ρ(LW )) und ΩLV = φ∗(ΩLW ).
Beweis. Sei LW = Fφ(LV ). An der expliziten Form für Fφ(LV ) sehen wir, dass
ker(ΩLW ) = W ∩ LW = {φ(x) |x ∈ V, (x, 0) ∈ LV },
und da ker(ΩLV ) = V ∩ LV = {x |x ∈ V, (x, 0) ∈ LV } folgt ker(ΩLW ) = φ(ker(ΩLV )).
Die Abbildung φ : V → W induziert eine Abbildung V/(V ∩LV )→W/φ(V ∩LV ) = W/(W ∩
LW ) auf den Quotienten und φ∗πLV ist für η ∈ W/(W ∩ LW ) deniert durh die Gleihung
φ∗πLV (η) = φ(πLV (φ
∗η)). Nah der Denition von πLV gilt weiter φ(πLV (φ
∗η)) = φ(x) für ein
x ∈ V mit (x, φ∗η) ∈ LV . Ebenso ist πLW (η) = y für ein y ∈ W mit (y, η) ∈ LW . Ist nun
LW = Fφ(LV ) so ist (y, η) ∈ LW genau dann, wenn y = φ(x) und (x, φ∗η) ∈ LV . Es folgt also
πLW = φ∗πLV .
Der zweite Teil des Satzes folgt genauso wie das eben gezeigte.
Bemerkung 1.1.18. Falls LV = graph(π) für einen Bivektor π auf V , so gilt also Fφ(LV ) =
graph(φ∗π). Ebenso folgt für LW = graph(Ω) mit einer 2-Form Ω, dass Bφ(LW ) = graph(φ∗Ω).
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Denition 1.1.19. Seien V und W Vektorräume mit Dira-Strukturen LV und LW , und sei
φ : V →W eine lineare Abbildung.
1. φ heiÿt forward-Dira-Abbildung, wenn LW = Fφ(LV ).
2. φ heiÿt bakward-Dira-Abbildung, wenn LV = Bφ(LW ).
Da Fφ und Bφ im Allgemeinen niht invers zueinander sind, sind die beiden Denitionen
niht äquivalent.
Beispiel 1.1.20. Ist i : W → V ein Untervektorraum und LV = graph(Ω) mit einer 2-Form Ω
sowie LW = graph(i
∗Ω), dann ist LW = Bi(LV ) und i damit eine bakward-Dira-Abbildung.
Beispiel 1.1.21. Sei L ∈ Dir(V ). Auf V/ ker(Ω) denieren wir die Dira-Struktur L˜ = graph(πL).
Dann ist die Projektion V → V/ ker(ΩL) eine forward-Dira-Abbildung. Ist insbesondere
L = graph(Ω), dann folgt L˜ = graph(Ωred), wobei Ωred durh Ω = π
∗Ωred gegeben ist.
1.2 Dira-Mannigfaltigkeiten
Wir erweitern jetzt die Denition von Dira-Strukturen auf Mannigfaltigkeiten, indem wir Un-
terbündel in der (faserweisen) direkten Summe von Tangentialbündel und Kotangentialbündel
betrahten, die punktweise Dira-Strukturen sind. Zusätzlih werden wir aber noh eine Inte-
grabilitätsbedingung fordern, die im linearen Fall niht auftauht.
Sei also M eine Mannigfaltigkeit. Auf dem Vektorbündel TM ⊕ T ∗M haben wir durh
〈(X, η), (Y, µ)〉 = η(Y ) + µ(X)
kanonish eine Bilinearform sowie durh
〈(X, η), (Y, µ)〉
_
= η(Y )− µ(X)
eine antisymmetrish Form gegeben, wobei X,Y ∈ Γ∞(TM) und η, µ ∈ Ω1(M).
Denition 1.2.1. Eine verallgemeinerte Dira-Struktur auf M ist ein bezüglih 〈 · , · 〉 maximal
isotropes Untervektorbündel L von TM ⊕ T ∗M .
Weiter denieren wir die Vektorbündelhomomorphismen
ρ : TM ⊕ T ∗M → TM ρ∗ : TM ⊕ T ∗M → TM
(X,α) 7→ X (X,α) 7→ α
und erhalten wie im linearen Fall für eine Dira-Struktur L punktweise die Gleihungen
ρ(L)◦ = L ∩ T ∗M,
ρ∗(L)◦ = L ∩ TM.
Beispiele 1.2.2. Die Beispiel, die wir im Fall linearer Dira-Strukturen gegeben haben, übertra-
gen sih auf oensihtlihe Weise:
1. Sei ω ∈ Ω2(M). Dann ist graph(ω) ⊆ TM ⊕ T ∗M eine verallgemeinerte Dira-Struktur.
2. Sei π ∈ X2(M) = Γ∞(∧2TM). Dann ist graph(π) ⊆ TM ⊕ T ∗M eine verallgemeinerte
Dira-Struktur.
Denition 1.2.3. Seien M,N Mannigfaltigkeiten mit verallgemeinerten Dira-Strukturen LM
und LN . Sei φ : M → N eine glatte Abbildung. Dann heiÿt φ forward-Dira-Abbildung, wenn
Tmφ : TmM → Tφ(m)N für alle m ∈ M eine forward-Dira-Abbildung ist. Entsprehend heiÿt
φ bakward-Dira-Abbildung, wenn Tmφ für alle m ∈M eine bakward-Dira-Abbildung ist.
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1.2.1 Courant-Klammer und Integrabilität
Wir haben gesehen, dass der Graph einer Zweiformen ω auf M eine verallgemeinerte Dira-
Struktur deniert. Man ist aber natürlih besonders an solhen Formen ω interessiert, die
geshlossen sind. Ebenso wird man vor allem solhe Graphen von Bivektorfeldern π betrahten
wollen, für die die Bedingung [π, π] = 0 erfüllt ist. Dabei bezeihnet [ · , · ] die Shouten-
Nijenhuis-Klammer auf M , siehe A.8. Wir werden deshalb jetzt auf Γ∞(TM ⊕ T ∗M) eine
Verknüpfung einführen, mit deren Hilfe wir eine Bedingung an die Dira-Strukturen stellen
können, die eine Verallgemeinerung der beiden oben genannten Forderungen darstellt.
Denition 1.2.4. Die Courant-Klammer
[ · , · ] : Γ∞(TM ⊕ T ∗M)× Γ∞(TM ⊕ T ∗M)→ Γ∞(TM ⊕ T ∗M)
ist für (X, η), (Y, µ) ∈ Γ∞(TM ⊕ T ∗M) durh
[(X, η), (Y, µ)] = ([X,Y ],LXµ− iY dη)
gegeben.
Bemerkung 1.2.5. Abweihend von [11℄ denieren wir die Courant-Klammer in der niht-anti-
symmetrishen Form, da dies die heute gebräuhlihere Denition ist. Zur Äquivalenz der
vershiedenen Denitionen siehe [40, Prop 2.6.5℄ sowie [33℄.
Wir verwenden für die Courant-Klammer auf TM ⊕T ∗M die gleihe Bezeihnung wie für die
Lieklammer von Vektorfeldern bzw. wie für die Shouten-Nijenhuis-Klammer (siehe A.8) von
Multivektorfeldern. Dies ist unproblematish, da die Einshränkung aller drei Klammern auf
X(M) = Γ∞(TM) übereinstimmt.
Denition 1.2.6. Eine verallgemeinerte Dira-Struktur L heiÿt integrabel oder kurz Dira-
Struktur, wenn L bezüglih der Courant-Klammer abgeshlossen ist,
[Γ∞(L),Γ∞(L)] ⊆ Γ∞(L).
Lemma 1.2.7. 1. Sei ω ∈ Ω2(M). Dann ist graph(ω) genau dann eine Dira-Struktur,
wenn ω geshlossen ist,
dω = 0.
2. Sei π ∈ X2(M). Dann ist graph(π) genau dann eine Dira-Struktur, wenn gilt
[π, π] = 0,
wobei [ · , · ] die Shouten-Nijenhuis-Klammer auf M bezeihnet.
Beweis. Der erste Teil folgt aus der Gleihung (vgl. A.8)
i[X,Y ]ω = LXiY ω − iY LXω = LXiY ω − iY diXω − iY iXdω,
der zweite ergibt sih mit (siehe [30℄)
1
2
iβiα[π, π] = π(Lπ(α)β − iπ(β)dα) − [π(α), π(β)].
Wir werden diese beiden Aussagen später (Abshnitt 3.3.4 und 3.3.5) aber auh aus allge-
meineren Betrahtungen wiedergewinnen.
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Ist φ : M → M ein Dieomorphismus, dann haben wir durh (Tφ, T∗φ) : TM ⊕ T ∗M →
TM ⊕ T ∗M mit T∗φ = (Tφ−1)∗ einen kanonishen Lift von φ auf TM ⊕ T ∗M gegeben. Ist L
eine Dira-Struktur, dann gilt Fφ(L) = (Tφ, T∗φ)(L). Man sieht leiht, dass (Tφ, T∗φ) eine
Isometrie von 〈 · , · 〉 sowie natürlih bezüglih der Courant-Klammer ist, mit anderen Worten
ein Automorphismus von TM ⊕ T ∗M ist. Somit sind Fφ(L) und Bφ(L) = Fφ−1(L) ebenfalls
Dira-Strukturen.
Denition 1.2.8 (Eihtransformationen). Sei B eine Zweiform auf M. Betrahten wir B
als eine Abbildung B : TM → T ∗M , dann ist durh τB(X,α) = (X,B(X)+α) eine Abbildung
τB : TM ⊕ T ∗M → TM ⊕ T ∗M deniert. Wir nennen τB eine Eihtransformation.
Lemma 1.2.9. τB erhält genau dann die Courant-Klammer auf TM⊕T ∗M , wenn B geshlossen
ist.
Beweis. Dass τB den Anker erhält, ist klar. Weiter folgt aus der Antisymmetrie von B, dass
τB eine Isometrie von 〈 · , · 〉 ist. Damit bleibt noh, das Verhalten der Courant-Klammer unter
τB zu untersuhen,
[τB(X,α), τB(Y, β)] = [(X,B(X) + α), (Y,B(Y ) + β)]
= ([X,Y ],LXβ − iY dα+ LXiYB − iY diXB)
= [(X,α), (Y, β)] + LX iYB − iY LXB + iY iXdB
= [(X,α), (Y, β)] + i[X,Y ]B + iY iXdB
= τB([(X,α), (Y, β)]) + iY iXdB.
Die Courant-Klammer bleibt also genau dann erhalten, wenn B geshlossen ist.
Für spätere Anwendungen formulieren wir hier noh folgendes Lemma.
Lemma 1.2.10. Sei φ ein Dieomorphismus von M und B eine Zweiform. Dann gilt
τB ◦ (Tφ, T∗φ) = (Tφ, T∗φ) ◦ τφ∗B .
Beweis. Für X ∈ X(M) und α ∈ Ω1(M) gilt
τB ◦ (Tφ, T∗φ)(X,α) = (Tφ(X), B(Tφ(X)) + T∗(α))
= (Tφ(X), (φ∗B)(X) ◦ Tφ−1 + T∗φ(α))
= (Tφ(X), T∗φ((φ
∗B)(X) + α))
= (Tφ, T∗φ) ◦ τφ∗B(X,α).
Lemma 1.2.11. Seien e1 = (X1, α1), e2 = (X2, α2), e3 = (X3, α3) ∈ Γ∞(TM ⊕ T ∗M). Für
die Courant-Klammer gelten folgende Identitäten:
1. Jaobi-Identität in der Form
[e1, [e2, e3]] = [[e1, e2], e3] + [e2, [e1, e3]].
10 1 Dira-Strukturen auf Mannigfaltigkeiten
2. Leibniz-Identität:
[e1, fe2] = f [e1, e2] + (ρ(e1)f)e2
= f [e1, e2] + LX1f e2.
3. Defekt in der Antisymmetrie:
[e1, e2] + [e2, e1] = (0,d〈e1, e2〉),
insbesondere also [e1, e1] =
1
2(0,d〈e1, e1〉).
4. LX1〈e2, e3〉 = 〈[e1, e2], e3〉+ 〈e2, [e1, e3]〉.
Beweis. Der Beweis erfolgt durh direktes Nahrehnen.
Aus den ersten beiden Punkten folgt nun unmittelbar:
Lemma 1.2.12. Sei L ⊆ TM⊕T ∗M eine verallgemeinerte Dira-Struktur. Dann ist L zusam-
men mit der auf L eingeshränkten Courant-Klammer und dem auf L eingeshränkten Anker
genau dann ein Lie-Algebroid (siehe A.1), wenn L integrabel ist.
Aus der Theorie der Lie-Algebroide erhalten wir folgendes Lemma.
Lemma 1.2.13. Sei L ⊆ TM ⊕ T ∗M eine Dira-Struktur (also integrabel). Dann ist ρ(L) ⊆
TM eine integrable singuläre Distribution (siehe [45℄ oder [37, 3.21℄). D.h. es gibt eine (sin-
guläre) Blätterung von M , so dass die Tangentialräume der Blätter punktweise mit ρ(L) übere-
instimmen. Singulär bedeutet dabei, dass die Dimensionen der einzelnen Blätter niht überein-
stimmen müssen.
Beweis. Seien s1, . . . , sn lokale Basisshnitte der Dira-Struktur L, und seien durh
[si, sj ] = c
k
ijsk
lokale Funktionen ckij deniert. Dann spannen die Vektorfelder ρ(e1), . . . , ρ(sn) lokal die Distri-
bution ρ(L) ⊆ TM auf, und es gilt
[ρ(ei), ρ(ej)] = c
k
ijρ(ek),
womit die Integrabilität folgt
1
, vgl. [45, Abshnitt 8℄.
Lemma 1.2.14. Sei L eine verallgemeinerte Dira-Struktur und seien e1, e2, e3 ∈ Γ∞(L). Wir
denieren eine Abbildung
T : Γ∞(L)× Γ∞(L)× Γ∞(L) −→ R
durh
T (e1, e2, e3) = 〈[e1, e2], e3〉.
Dann ist T antisymmetrish und C∞(M)-linear, also T ∈ Γ∞(∧3L∗), und L ist genau dann
integrabel, wenn T = 0 gilt.
1
Man beahte, dass diese Bedingung stärker ist als nur die Involutivität, welhe bei singulären Distributionen
für die Integrabilität bekanntlih noh niht hinreihend ist.
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Beweis. Die Funktionenlinearität in den ersten beiden Argumenten zeigt man mit Lemma 1.2.11
unter Beahtung der Isotropie von L, die Funktionenlinearität im letzten Argument ist klar.
Unter Ausnutzung der Isotropie vom L lässt sih T umformen zu
T ((X, η), (Y, µ), (Z, ν)) = iXdiY ν − iY diXν + iZdiXµ
−dω(Y,Z)− dµ(Z,X) − dν(X,Y )
= −12
(
iXd〈(Y, µ), (Z, ν)〉_ + iY d〈(Z, ν), (X,ω)〉_
+iZd〈(X,ω), (Y, µ)〉_
)
−dω(Y,Z)− dµ(Z,X) − dν(X,Y ),
womit die Antisymmetrie von T folgt. Ist L integrabel, so ist oensihtlih T = 0. Da aber L
maximal isotrop ist, gilt auh die Umkehrung.
1.2.2 Präsymplektishe Blätterung
Wenn wir Lemma 1.1.11 punktweise auf eine Dira-Struktur anwenden, erhalten wir eine anti-
symmetrishe Abbildung
Ω : ρ(L)× ρ(L)→ R,
wobei für X,Y ∈ ρ(L) mit (X,α), (Y, β) ∈ L gilt, dass
Ω(X,Y ) = α(Y ) = −β(X).
Sei i : N →֒ M ein Blatt zu der Distribution ρ(L), und sei ΩN die auf N eingeshränkte
Zweiform Ω. Weiter sei ρN die auf L|N eingeshränkte Projektion, ρN = ρ|LN . Dann haben
wir folgendes Diagramm
TN = ρ(L)|N
  @
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
L|N

ρNoooo 
 i // TM ⊕ T ∗M

N
i //M
wobei jetzt alle Abbildungen Vektorbündelhomomorphismen sind. Wie im linearen Fall gilt
jetzt
ρ∗NΩN =
1
2
i∗〈 · , · 〉
_
,
womit folgt, dass ΩN eine glatte Zweiform auf N ist.
Seien jetzt X1 = ρ(e1), X2 = ρ(e2), X3 = ρ(e3) ∈ Γ∞(TN) ⊂ Γ∞(ρ(L)). Es lässt sih zeigen
[11℄, dass die Gleihung
dΩN(X1,X2,X3) = −T (e1, e2, e3)
gilt, und wir erhalten die
Folgerung 1.2.15. Eine integrable Dira-Struktur hat eine Blätterung mit präsymplektishen
Blättern, d.h. auf jedem Blatt N ist eine geshlossene Zweiform ΩN gegeben.
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Beispiel 1.2.16. War L der Graph einer präsymplektishen Form, so ist ρ(L) = TM und das
einzige Blatt ist die Mannigfaltigkeit M selbst. Im Falle, dass L der Graph einer Poisson-
Struktur π ist, haben wir ρ(L) = π(T ∗M). Ist N ein Blatt dieser Distribution, so folgt mit
ker ΩN = L∩TM |N = {0}, dass (N,ΩN ) eine symplektishe Mannigfaltigkeit ist. Wir erhalten
also die bekannte Blätterung einer Poisson-Mannigfaltigkeit durh symplektishe Blätter [10,
Abshnitt 5.1℄.
1.2.3 Die Poisson-Algebra der zulässigen Funktionen
Denition 1.2.17. Eine Funktion f ∈ C∞(M) heiÿt zulässig, wenn df |m ∈ ρ∗(L) für alle
m ∈M .
Bemerkung 1.2.18. In der Physik spielen die zulässigen Funktionen die Rolle der eihinvarianten
Funktionen, vgl. Satz 1.2.23.
Ist f eine zulässige Funktion, dann gibt es ein Vektorfeld Xf , so dass (Xf ,df) ∈ Γ∞(L). Wir
nennen Xf ein Hamiltonshes Vektorfeld zu f . Im Allgemeinen ist Xf jedoh niht eindeutig.
Trotzdem ist für zwei zulässige Funktionen f, g durh
{f, g}
L
= Xf (g) = ΩL(Xf ,Xg)
eine Klammer deniert. Denn sei X ′f ein zweites Vektorfeld mit (X
′
f ,df) ∈ Γ∞(L), dann folgt
Xf −X ′f ∈ Γ∞(L ∩ TM) = ρ∗(L)◦, und damit (Xf −X ′f )(g) = 0.
Bemerkung 1.2.19. Ist Xf ein Hamiltonshes Vektorfeld zu einer zulässigen Funktion f , so
verläuft der Fluss zu Xf innerhalb eines Blattes der verallgemeinerten Distribution ρ(L), denn
es gilt ja (Xf ,df) ∈ Γ∞(L) und damit Xf ∈ Γ∞(ρ(L)). Die Blätterung einer Dira-Struktur
bildet also eine Art Superauswahlregel.
Satz 1.2.20 ([11, Prop. 2.5.1℄). Die Menge der zulässigen Funktionen zusammen mit der
eben denierten Klammer { · , · }
L
ist eine Poisson-Algebra.
Beweis. Es ist klar, dass die zulässigen Funktionen einen R-Vektorraum bilden. Seien f, g und
h zulässige Funktionen und Xf ,Xg und Xh zugehörige Hamiltonshe Vektorfelder. Dann ist
durh
g(Xf ,df) + f(Xg,dg) = (gXf + fXg,d(fg))
ein Shnitt in L deniert, womit die Abgeshlossenheit der zulässigen Funktionen unter der
Multiplikation folgt. Weiter gilt
{fg, h}
L
= gXf (h) + fXg(h) = g{f, h}L + f{g, h}L ,
und damit die Leibnizregel für { · , · }
L
. Für die Abgeshlossenheit unter { · , · }
L
berehnen wir
[(Xf ,df), (Xg,dg)] = ([Xf ,Xg],LXf dg) = ([Xf ,Xg],d{f, g}L)
und shlieÿlih ist die Jaobi-Identität äquivalent zu der Integrabilität von L, denn es gilt
T
(
(Xf ,df), (Xg,dg), (Xh,dh)
)
= 〈([Xf ,Xg],d{f, g}L), (Xh,dh)〉
= [Xf ,Xg](h) +Xh({f, g}L)
= Xf ({g, h}L )−Xg({f, h}L) +Xh({f, g}L)
= {f, {g, h}
L
}
L
+ {g, {h, f}
L
}
L
+ {h, {f, g}
L
}
L
.
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1.2.4 Dira-Mannigfaltigkeiten und Reduktion
Sei L ⊆ TM ⊕ T ∗M eine Dira-Struktur. Wir betrahten die Distribution kerΩ = L ∩ TM =
ker ρ∗|L auf M . Mit der Integrabilität von L folgt sofort, dass L ∩ TM involutiv ist.
Folgerung 1.2.21. Hat die Distribution L ∩ TM konstante Dimension, so ist sie integrabel.
Bemerkung 1.2.22. Im Fall, dass L der Graph einer präsymplektishe Form ω mit konstantem
Rang ist, folgt wegen L ∩ TM = kerω die Integrabilität der harakteristishen Distribution [1,
Abshnitt 4.3℄.
Satz 1.2.23 ([11, Corollary 2.6.3℄). Sei die Dimension von L∩TM konstant, und bezeihne
F die induzierte Blätterung. Ist M/F eine Mannigfaltigkeit und die Projektion π : M →M/F
eine glatte Submersion, dann existiert auf M/F eine Poisson-Struktur, so dass die Projektion
eine forward-Dira-Abbildung ist.
Beweis. Man überlegt sih, dass Funktionen auf M/F mit den zulässigen Funktionen auf M
identiziert werden können. Dadurh wird C∞(M/F) zu einer Poisson-Algebra. Die letzte
Aussage folgt wie in Beispiel 1.1.21.
Sei L ∈ TM ⊕T ∗M eine verallgemeinerte Dira-Struktur und sei i : N →֒M eine Unterman-
nigfaltigkeit. Wir denieren
LN =
L ∩ (TN ⊕ T ∗M)
L ∩ TN◦
und identizieren LN punktweise mit einem Unterraum von TN ⊕ T ∗N , wobei LN punktweise
maximal isotrop ist. Ist LN sogar ein glattes Unterbündel, dann folgt, dass LN eine verallge-
meinerte Dira-Struktur auf N ist. Es gilt nun der folgende Satz, für einen Beweis siehe [11,
Abshnitt 3.1℄.
Satz 1.2.24. Gelten die oben genannten Voraussetzungen, dann sind äquivalent:
i.) L ∩ (TN ⊕ T ∗M) hat konstante Dimension.
ii.) L ∩ TN◦ hat konstante Dimension.
Falls eine (und damit beide) dieser Bedingungen gelten, so ist LN eine verallgemeinerte Dira-
Struktur auf N und die Inklusion i : N →֒M ist eine bakward-Dira-Abbildung. War auÿerdem
L integrabel, so ist auh LN integrabel.
Beispiel 1.2.25 (Marsden-Weinstein-Reduktion, [1, Theo. 4.3.1℄). Sei (M,ω) eine symplektishe
Mannigfaltigkeit und J : M → g∗ eine äquivariante Impulsabbildung zu einer symplektishen
Gruppenaktion auf M . Weiter sei i : J−1(µ) →֒ M für µ ∈ g∗ eine Untermannigfaltigkeit
sowie L = graph(ω). Man ndet, dass die Bedingungen von Satz 1.2.24 erfüllt sind und dass
LJ−1(µ) = graph(i
∗ω). Weiter gilt aufgrund der Voraussetzungen an Gruppenaktion und Im-
pulsabbildung, dass ker(i∗ω) = LJ−1(µ) ∩ T
(
J−1(µ)
)
konstante Dimension hat. Bezeihnet F
die durh ker(i∗ω) denierte Foliation von J−1(µ), dann erhalten wir unter den in Satz 1.2.23
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genannten Voraussetzungen insgesamt folgendes Diagramm:
M
J−1(µ)
+

i
88qqqqqqqqqqq
π
&& &&L
LL
LL
LL
LL
L
J−1(µ)/F
In diesem Fall gehört die Poisson-Struktur auf J−1(µ)/F sogar zu einer symplektishen Form
ωred. Die Aussage, dass i eine bakward- und π eine forward-Dira-Abbildung ist, überträgt
sih zu
π∗ωred = i
∗ω.
War M eine Poisson-Mannigfaltigkeit, so erhalten wir unter den entsprehenden Voraussetzun-
gen, dass auh J−1(µ)/F eine Poisson-Mannigfaltigkeit ist, siehe [11, Abshnitt 3.3℄.
1.3 Anwendungen
1.3.1 Implizite Hamiltonshe Systeme
Als Anwendungsbeispiel für Dira-Strukturen geben wir eine kurze Darstellung der Grundlagen
Impliziter Hamiltonsher Systeme. Für weiterführende Informationen siehe z.B. [14, 4, 3, 48℄.
Denition 1.3.1. Sei M eine Mannigfaltigkeit mit (verallgemeinerter) Dira-Struktur L und
Hamiltonfunktion H ∈ C∞(M). Das (verallgemeinerte) implizite Hamiltonshe System ist die
Menge aller glatten Kurven γ : R ⊃ I →M mit(
γ˙(t), dH|γ(t)
) ∈ L.
Die Isotropie der Dira-Struktur stellt siher, dass die Hamiltonfunktion eine Erhaltungsgröÿe
ist, dass heiÿt es gilt
d
dt
H(γ(t)) = 〈dH, ˙γ(t)〉 = 0.
Die Bewegungsgleihung für ein implizites Hamiltonshes System hat im Allgemeinen niht
durh jeden Punkt von M eine Lösung. Dies ist shon deshalb klar, da die Gleihung nur für
Punkte m ∈M mit dH|m ∈ ρ∗(L) überhaupt erfüllt sein kann. Tatsählih müssen wir aber im
Allgemeinen zu einer noh kleineren Teilmenge von M übergehen, um die Bewegungsgleihung
überall lösen zu können. Weiter muss die Lösung, falls eine existiert, auh niht eindeutig sein.
Die Lösungskurven γ(t) zu einem impliziten Hamiltonshen System verlaufen immer in einem
bestimmten Blatt der Distribution ρ(L). Shränken wir uns auf ein Blatt i : N →֒ M ein, so
entspriht die Lösung des implititen Hamiltonshen Systems der Lösung der Hamiltonshen
Gleihungen auf der präsymplektishen Mannigfaltigkeit (N,ΩN ) zur Hamiltonfunktion H|N .
Siehe dazu auh den nähsten Abshnitt über Dirashe Zwangsbedingungen.
Wir wollen sehen, wie die Bewegungsgleihungen lokal aussehen. Sei deshalb jetzt M = Rn.
Nehmen wir weiter an, dass ρ∗(L) konstante Dimension n− k hat. Wir denieren dann wie in
Satz 1.1.11 beshrieben eine Abbildung J : ρ∗(L)→ (ρ∗(L))∗ = TM/(L∩TM), die wir beliebig
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zu einer Abbildung J : T ∗M → TM/(L ∩ TM) fortsetzen. Seien nun g1, . . . , gk Basisshnitte
von L ∩ TM = (ρ∗(L))◦ und g : Rk → L ∩ TM die dadurh gegebene Abbildung. Dann folgt
dH ∈ ρ∗(L) ⇔ g∗dH = dH ◦ g = 0.
Identizieren wir nun noh TM/(L∩TM) mit einem zu L∩TM komplementären Unterbündel
von TM , so übersetzt sih die Bedingung (x˙,dH) ∈ L in die folgenden Gleihungen:
x˙ = J(dH|x) + λigi|x
0 = g∗dH
Dabei sind die Lagrangeshen Multiplikatoren λ1, . . . , λk Funktionen von t und durh die
Forderung der zweiten Gleihung eingeshränkt. Im Allgemeinen werden dadurh niht alle
λi's bestimmt sein. Für den Fall, dass die Dira-Struktur der Graph eines Poisson-Tensors
J : T ∗M → TM ist, gilt L ∩ TM = (ρ∗(L))◦ = {0} und damit g = 0, und wir erhalten die
gewöhnlihen Hamiltonshen Gleihungen.
Ebenso können wir, sofern ρ(L) konstante Dimension n− k hat, eine Abbildung ω : ρ(L)→
ρ(L)∗ denieren und diese zu einer Abbildung ω : TM → ρ(L)∗ erweitern. Sind jetzt p1, . . . , pk
Basisshnitte von L ∩ T ∗M = (ρ(L))◦ und somit p : Rk → L ∩ T ∗M , erhalten wir die Hamil-
tonshen Gleihungen
dH = ix˙ω + λipi
0 = p∗(x˙)
mit Lagrangeshen Multiplikatoren λi, wobei wir noh ρ(L)
∗
mit einem zu ρ(L)◦ komplemen-
tären Unterbündel identiziert haben.
Beispiel 1.3.2 (Kinematishe Zwangsbedingungen). SeiQ der Kongurationsraum eines physikalis-
hen Systems. Seien (q1, . . . , qn) lokale Koordinaten und seien r Zwangsbedingungen lokal durh
n∑
j=1
αij(q)q˙
j = 0, für i = 1, . . . , r
als Bedingung an die Lösungskurven q(t) gegeben. Die aij sind dabei lokal denierte Funktionen
auf Q. Wir wollen annehmen, dass es k global denierte Einsformen αi gibt, so dass die
Zwangsbedingungen in der Form αi(γ˙) = 0 geshrieben werden können, wobei γ eine Kurve in
Q bezeihnet. Sei τ : T ∗Q → Q die Projektion, dann denieren wir eine Dira-Struktur L auf
M = T ∗Q durh die Forderung
L ∩ T ∗M = span{τ∗α1, . . . , τ∗αr}
sowie durh die Einshränkung der kanonishen symplektishen Zweiform ω0 ∈ Ω2(T ∗Q) auf
ρ(L) = (L ∩ T ∗M)◦, vergleihe Satz 1.1.11. Man kann zeigen, dass die so denierte verall-
gemeinerte Dira-Struktur genau dann integrabel ist, wenn die Zwangsbedingungen holonom
sind [14℄. Sei nun H : M → R eine Hamiltonfunktion. Die Gleihungen des durh (M,L,H)
gegebenen impliziten Hamiltonshen Systems können wir damit shreiben als
dH = ix˙ω + λrτ
∗αr
0 = α(Tτ(x˙))
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oder, wenn wir zu der oben zuerst genannten Formulierung übergehen und auÿerdem kanonishe
Koordinaten verwenden,
q˙i =
∂H
∂pi
p˙j = −∂H
∂qj
+ λrα
r
i
0 = αri
∂H
∂pi
.
Dies sind die Hamiltonshen Gleihungen für Systeme mit niht-holonomen Zwangsbedingun-
gen, siehe z.B. [5, Abshnitt 5.8℄. Ist die kinetishe Energie durh eine positiv denite Metrik
auf Q gegeben, so kann man zeigen [14℄, dass die Hamiltonshen Gleihungen durh jeden Punkt
der Untermannigfaltigkeit
MC = {x ∈ T ∗Q |dH|x ∈ ρ∗(L)} ⊆ T ∗Q
eine eindeutige Lösung haben.
1.3.2 Dirashe Theorie der Zwangsbedingungen
Sei Q der Kongurationsraum eines physikalishen Systems mit einer Lagrangefunktion L ∈
C∞(TQ). Wir denieren durh
FL(v)(w) =
d
dt
∣∣∣
t=0
L(v + t w)
die Faserableitung FL : TQ → T ∗Q. Ist FL ein Dieomorphismus, so können wir die Hamil-
tonfunktion H ∈ C∞(T ∗Q) als die Legendretransformierte von L denieren,
H ◦ FL(v) = FL(v)v − L(v).
Ist FL kein Dieomorphismus, so ist die Hamiltonfunktion im Allgemeinen niht deniert. In
bestimmten Situationen können wir jedoh eine Hamiltonfunktion auf dem Bild der Faser-
ableitung denieren. Nehmen wir an, dass M := FL(TQ)
i→֒ T ∗Q eine Mannigfaltigkeit ist,
sowie dass die Urbilder von Punkten in M unter FL zusammenhängend sind, dann können wir
zeigen, dass die Funktion v 7→ FL(v)v − L(v) auf dem Urbild eines Punktes α ∈ M konstant
ist. Sei dazu v1, v2 ∈ FL−1(α) und γ : [0, 1] → FL−1(α) eine dierenzierbare Kurve2 von v1
nah v2. Dann folgt
3
d
dt
(
FL(γ(t))γ(t) − L(γ(t))
)
= α(γ˙(t))− FL(γ(t))γ˙(t) = 0.
Damit ist H durh die obige Gleihung aufM wohldeniert. Indem wir die kanonishe symplek-
tishe Form ω0 von T
∗Q aufM zurükziehen, ω := i∗ω0, wird (M,ω) zu einer präsymplektishen
2
Wir nehmen hier also zusätzlih an, dass je zwei Punkte von FL−1(α) durh eine dierenzierbare Kurve
verbunden werden können.
3
Man beahte beim Dierenzieren von L(γ(t)), dass die Kurve γ immer im Tangentialraum über dem gleihen
Punkt verläuft.
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Mannigfaltigkeit. Lösungen der Hamiltonshen Gleihungen sind jetzt Kurven γ : I → M mit
I ⊆ R , die die Gleihung iγ˙(t)ω = dH erfüllen. Dies entspriht der Gleihung
(γ˙(t),dH) ∈ L
zu dem impliziten Hamiltonshen System (M,L,H) mit L = graph(ω). Wir wollen jetzt zusät-
zlih annehmen, dass ker(ω) konstante Dimension hat. Da ω im Allgemeinen ausgeartet ist,
können wir niht mehr damit rehnen, dass durh jeden Punkt vonM Lösungen dieser Gleihung
führen. Dira gab in [15℄ ein Verfahren an, wie zusätzlihe Zwangsbedingungen eingeführt wer-
den können, so dass auf einem dadurh weiter eingeshränkten Phasenraum das Hamiltonshe
Vektorfeld iXHω = dH an jedem Punkt existiert. (Siehe auh [23, 44℄ für eine Darstellung
dieses Verfahrens sowie [22℄ für eine geometrishe Beshreibung.)
Die Menge der zulässigen Funktionen auf M bzgl. der Dira-Struktur L = graph(ω) ist
gegeben durh
{f ∈ C∞(M) | df ∈ ρ∗(L) = (L ∩ TM)◦ = (kerω)◦}.
Die zulässigen Funktionen sind also die Funktionen, die entlang der harakteristishen Distri-
bution ker(ω) konstant sind und auf diesen ist damit eine Poisson-Klammer deniert.
Sei nun N
j→֒M die durh den Dira-Algorithmus gewonnene Teilmenge von M , die wir als
glatte Untermannigfaltigkeit annehmen wollen. Nah Konstruktion von N können wir jetzt die
Gleihung
iXHω = dH
eingeshränkt auf N mit XH ∈ TN lösen. Man beahte, dass dies niht damit übereinstimmt,
die Gleihung iXH j
∗ω = j∗dH zu lösen. XH ist im Allgemeinen jedoh niht eindeutig bes-
timmt. Lokal können wir die Bestimmung von XH auh auf das Lösen der Gleihung
iXHω0 = dH˜
zurükführen, wobei H˜ eine lokale Fortsetzung von H auf T ∗Q ist. Um dies einzusehen, wählen
wir eine oene Umgebung U ⊆ T ∗Q von p ∈ N und Funktionen φ1, . . . , φk ∈ C∞(U) derart,
dass
M ∩ U =
k⋂
i=1
φ−1i (0)
und die dφi auf U linear unabhängig sind. Sei nun H
′
eine beliebige Fortsetzung von H|U∩M
auf U . Man kann zeigen [23, Appendix 1.A℄, dass jede lokale Fortsetzung von H durh
H˜ = H ′ + λiφi
mit λi ∈ C∞(T ∗Q) gegeben ist. Betrahten wir also die Gleihung
iXHω0 = dH˜ = dH
′ + λidφi,
die jetzt für jedes λ = (λ1, . . . , λk) eine eindeutige Lösung hat, so ist durh die Forderung
XH ∈ TN , die nah Konstruktion von N auh erfüllt werden kann, die Freiheit bei der Wahl
der λi's auf dimker(ω) Parameter eingeshränkt. Ist M koisotrop und damit ker(ω) = TM ∩
TM⊥ = TM⊥, so bleiben alle λi's frei wählbar. Ist dagegen M symplektish, also ker(ω) = 0,
so sind alle λi's eindeutig bestimmt.
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2 Lie-Algebroid-Deformation
Die formale Deformationstheorie von kommutativen Algebren wurde in [20℄ von Gerstenhab-
er vorgestellt und später auf Lie-Algebren und weitere Strukturen wie symplektishe Formen
und Poisson-Tensoren erweitert. Die Betrahtung im Rahmen der formalen Potenzreihen (siehe
Anhang B) ermögliht dabei eine rein algebraishe Beshreibung. Zwar ist in physikalishen
Anwendungen im Allgemeinen eine glatte Deformationstheorie zu fordern, also beispielsweise
eine Deformation πt einer Poisson-Struktur π = π0, die glatt von dem Parameter t abhängt.
Eine systematishe Untersuhung glatter Deformationen ist jedoh sehr kompliziert und nur
in einigen besonders einfahen Fällen wirklih konkret durhführbar. Man betrahtet deshalb
zunähst die formale Deformationstheorie, um zumindest etwaige Obstruktionen für die De-
formierbarkeit zu bestimmen. In einem zweiten Shritt wäre dann der Übergang zur glatten
Deformationstheorie zu vollziehen, was sih aber, wie gesagt, in den meisten Fällen als auÿeror-
dentlih shwierig wenn niht gar unmöglih herausstellt.
In der Physik spielt die Deformationstheorie die Rolle einer Störungstheorie zur dynamishen
oder kinematishen Stabilitätsanalyse. Bei der dynamishen Stabilitätsanalyse betrahtet man
eine Deformation der die Dynamik generierenden Hamiltonfunktion bzw. des Hamiltonshen
Vektorfeldes. Als Beispiel sei hier das Kolmogorov-Arnold-Moser-Theorem (KAM-Theorem)
zur Störung integrabler Systeme genannt, siehe z.B. [46℄. Die Deformationen, die wir be-
trahten, dienen dagegen zur kinematishen Stabilitätsanalyse. Im Gegensatz zu dem eben
erwähnten dynamishen Fall betrahten wir dabei niht Störungen der Hamiltonfunktion, son-
dern Deformationen der Bewegungsgleihungen selbst. Ein derartiges Vorhaben mag zunähst
verwundern, da ja die Bewegungsgleihungen Teil der physikalishen Theorie sind und nor-
malerweise niht als mit Messfehlern behaftet angesehen werden. Doh kann beispielsweise der
Übergang von der nihtrelativistishen Mehanik zur speziellen Relativitätstheorie als Anwen-
dung einer Deformationstheorie betrahtet werden. Das Objekt, dass dabei deformiert wird, ist
die Galileigruppe, und es ist ja durhaus ein Ergebnis von Messungen, dass diese Gruppe als
Transformationsgruppe in der Mehanik Verwendung ndet. Und tatsählih stellt sih bei noh
genaueren Messungen heraus, dass die Galileigruppe die Transformationen nur näherungsweise
beshreibt. Die Deformationstheorie der Galileigruppe zeigt andererseits, dass diese Gruppe
niht stabil unter Deformationen ist, d.h. wir können die Galileigruppe auf nihttriviale Weise
deformieren, wobei der Deformationsparameter die Rolle von
1
c
mit der Lihtgeshwindigkeit
c spielt. Damit erhalten wir zumindest einen Hinweis darauf, dass die Galileigruppe einer
genügend genauen experimentellen Prüfung mögliherweise niht standhält. Andererseits stellt
sih die Lorentzgruppe als stabil unter (physikalish sinnvollen) Deformationen heraus und wir
erhalten einen guten Anhaltspunkt dafür, dass die spezielle Relativitätstheorie auh weiteren
Prüfungen standhält.
Ein zweites Beispiel für eine Deformationstheorie ist die Deformationsquantisierung. Dabei
wird das kommutative Produkt der klassishen Observablen auf dem Phasenraum unter Beah-
tung gewisser physikalisher Nebenbedingungen zu einem nihtkommutativen Produkt defor-
miert. Auh hier liefert die Instabilität der klassishen Observablenalgebra einen Hinweis darauf,
dass sih die klassishe Theorie bei ausreihend genauer Messung als niht haltbar erweist. Als
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deformierte Theorie erhält man dann eine möglihe Quantisierung und die Rolle des Deforma-
tionsparameters wird von ~ übernommen.
Diese Beispiele zeigen, dass die Beshäftigung mit Deformationstheorien auh für die Physik
fruhtbar ist. Im folgenden werden wir deshalb die Deformationstheorie von Lie-Algebroiden
studieren. Lie-Algebroide treten in der Physik an vershiedenen Stellen auf. Sei beispielsweise
ein Phasenraum M gegeben, auf dem eine Symmetriegruppe G operiert. Indem wir zu den
innitesimalen Erzeugern dieser Gruppe, also ihrer Lie-Algebra g, übergehen, lässt sih diese
Operation als eine Abbildung φ : g → Γ∞(TM) beshreiben. Das Wirkungs-Lie-Algebroid
zu der Wirkung φ ist dann durh E = M × g gegeben. Zur Denition der Lieklammer auf
Γ∞(E) sowie des Ankers siehe z.B. [10, Abshnitt 16.2℄. Damit ist die gesamte Information,
die in Phasenraum, Symmetriegruppe und in der Art der Wirkung enthalten sind, in einem
einzigen Objekt, dem Wirkungs-Lie-Algebroid, enthalten. Da wir am Beispiel der Galileigruppe
bereits gesehen haben, dass sih die Untersuhung der Deformation von Liegruppen physikalish
auszahlen kann, sollte es niht verwundern, wenn selbiges auh auf die Deformation von Lie-
Algebroiden zutrit.
Lie-Algebroide treten aber auh in der Form von integrablen Unterbündeln E ⊆ TM des
Tangentialbündels auf, wobei E◦ ⊆ T ∗M die Zwangsähe zu in den Impulsen linearen Zwangs-
bedingungen ist, siehe [17℄.
Die Deformationstheorie von Lie-Algebroiden sollte damit hinreihend motiviert sein. Zu-
nähst wollen wir aber zur Einführung die Deformationstheorie von Liealgebren nah Gersten-
haber untersuhen.
2.1 Deformationen von Lie-Algebren
Sei V ein endlihdimensionaler R-Vektorraum. Wir bezeihnen für n > 0 mit Mn(V ) =⊗n V ∗⊗V die multilinearen und mit An(V ) = ∧n V ∗⊗V die antisymmetrishen multilinearen
Abbildungen f : V × . . .×V −→ V . Weiter seiM0(V ) = A0(V ) = V sowieMn(V ) = An(V ) =
{0} für n < 0. Shlieÿlih denieren wir
M•(V ) =
⊕
n∈Z
Mn(V )
sowie
A•(V ) =
⊕
n∈Z
An(V ).
Eine Algebra-Struktur auf V deniert damit ein Element inM2(V ). Ist V = g eine Liealgebra,
dann ist durh die Lieklammer gemäÿ µ(x, y) = [x, y] ein Element µ ∈ A2(g) gegeben.
Es soll nun auf M•(V ) bzw. auf A•(V ) eine Algebra-Struktur erklärt werden, mit der im
ersten Fall die Assoziativität und im zweiten Fall die Jaobi-Identität für eine auf V vorhandene
Algebra-Struktur kontrolliert werden kann. Die folgende Konstruktion geht zurük auf Gersten-
haber [20, 21℄. Man beahte, dass dafür nur die Vektorraumstruktur von V benutzt wird. Wir
denieren zunähst für f ∈ Mm(V ) und g ∈ Mn(V ) sowie 1 ≤ i ≤ m eine Verknüpfung ◦i
durh
(f ◦i g)(x1, . . . , xm+n−1) := f(x1, . . . , xi−1, g(xi, . . . , xi+n−1), xi+n, . . . , xm+n−1)
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wobei x1, . . . , xm+n−1 ∈ V , und denieren dann das Gerstenhaber-Produkt als
f ◦ g :=
m∑
i=1
(−1)(i−1)(n−1)f ◦i g,
sowie für f ∈ Am(V ), g ∈ An(V ) das antisymmetrisierte Gerstenhaber-Produkt durh
(f ⋄ g)(x1, . . . , xm+n−1) =
∑
π
(−1)πf (g(xπ(1), . . . , xπ(n)), xπ(n+1), . . . , xπ(n+m−1)) ,
wobei die Summe über alle (n,m − 1)-Shues1 geht. Man überlegt sih leiht, dass f ⋄ g bis
auf einen Vorfaktor tatsählih die Antisymmetrisierung von f ◦ g ist.
Die so erhaltenen Produkte sind zwar im allgemeinen niht assoziativ, dennoh lässt sih
zeigen, dass durh die Gerstenhaberklammer
[f, g]
G
= f ◦ g − (−1)(m−1)(n−1)g ◦ f
eine Super-Lieklammer auf M•(V ) bzw. durh die Nijenhuis-Rihardson-Klammer [38℄
[f, g]
NR
= f ⋄ g − (−1)(m−1)(n−1)g ⋄ f
eine Super-Lieklammer auf A•(V ) deniert ist. Ist µ ∈ M2(V ), so ist µ assoziativ genau
dann, wenn [µ, µ]
G
= 0. Ist µ ∈ A2(V ), so erfüllt µ die Jaobi-Identität genau dann, wenn
[µ, µ]
NR
= 0.
Im weiteren beshränken wir uns auf den antisymmetrishen Fall. Sei also durh µ ∈ A2(g)
eine Lieklammer [ · , · ] auf g gegeben, d.h. [µ, µ]
NR
= 0. Wir denieren eine Abbildung
δµ : A•(g) −→ A•+1(g)
f 7−→ [µ, f ]
NR
,
und mit der Super-Jaobi-Identität zeigt man unter Verwendung von [µ, µ]
NR
= 0 die Gleihung
δ2µ = 0. Mit einer kleinen Rehnung folgt, dass für f ∈ An(g) die Beziehung δµf = (−1)nδCEf
gilt, wobei δCE das Chevalley-Eilenberg-Dierential zu µ ist,
δCEf(x1, . . . , xn+1) =
n+1∑
i=1
(−1)i+1µ(xi, f(x1,
i
ˆ. . . , xn+1))
+
∑
1≤i<j≤n+1
(−1)i+jf(µ(xi, xj), x1,
i
ˆ. . .
j
ˆ. . . , xn+1).
Wir betrahten jetzt für eine Folge µi ∈ A2(g) eine formale Deformation µt = µ0 + tµ1 +
t2µ2 + . . . ∈ A2(g)[[t]] von µ0 = [ · , · ], der Lieklammer auf g. µt erfüllt die Jaobi-Identität
genau dann, wenn
[µt, µt]NR = 0
1
Eine Permutation
pi =
(
1 2 . . . p p+ 1 . . . p+ q
pi(1) pi(2) . . . pi(p) pi(p+ 1) . . . pi(p+ q)
)
∈ Sp+q
ist ein (p, q)-Shue, wenn die Zahlen pi(1), pi(2), . . . , pi(p) und pi(p + 1), pi(p + 2), . . . , pi(p + q) aufsteigend
geordnet sind.
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gilt. Diese Bedingung in den einzelnen Ordnungen von t ausgewertet führt auf ein System von
Gleihungen
t0 : [µ0, µ0]NR = 0
t1 : [µ0, µ1]NR + [µ1, µ0]NR = −2δµ1 = 0
tk, k ≥ 2 : [µ0, µk]NR + [µ1, µk−1]NR + . . .+ [µk, µ0]NR = −2δµk +
k−1∑
i=1
[µi, µk−i]NR = 0,
wobei wir jetzt kurz δ für δµ0 shreiben.
Zunähst folgt aus der ersten Gleihung [µ0, µ0]NR = 0, dass µ0 die Jaobi-Identität erfüllen
muss, d.h. die undeformierte Klammer muss bereits eine Lieklammer sein. Die zweite Gleihung
δµ1 = 0 bedeutet, dass µ1 ein Chevalley-Eilenberg-Kozyklus sein muss. Angenommen, man hat
bereits µ0, . . . , µk−1 gefunden, so dass die obigen Gleihungen bis zur Ordnung k − 1 erfüllt
sind. Die Frage ist, ob die Deformation mit einem µk bis zur Ordnung k fortgesetzt werden
kann. Es ist also die Gleihung
2δµk =
k−1∑
i=1
[µi, µk−i]NR
zu lösen. Dies ist nur möglih, wenn die rehte Seite der Gleihung ein Kozyklus ist. Mit Hilfe
der Super-Jaobi-Identität für die Klammer [· , ·]
NR
sowie der Gültigkeit der Gleihungen für die
niedrigeren Ordnungen lässt sih jedoh tatsählih zeigen, dass
∑k−1
i=1 [µi, µk−i]NR geshlossen
ist. Für die Lösbarkeit der Gleihung ist es aber notwendig, dass die auftretende Summe exakt
ist. Es ergibt sih also eine Obstruktion in der dritten Chevalley-Eilenberg-Kohomologie H3CE(g)
für unser Deformationsproblem.
2.1.1 Triviale Deformationen
Denition 2.1.1. Sei µ0 ∈ A2(g) eine Liealgebrastruktur auf g.
1. Zwei formale Deformationen µt = µ0 + t µ1 + . . . und µ
′
t = µ0 + t µ
′
1 + . . . von µ0 heiÿen
äquivalent, wenn es eine R[[t]]-lineare Abbildung
φt = id+t φ1 + . . . : g[[t]] −→ g[[t]]
gibt, so dass
µ′t(x, y) = φ
−1
t
(
µt(φt(x), φt(y))
)
als Gleihung in formalen Potenzreihen.
2. Eine Deformation µt = µ0 + t µ1 + . . . heiÿt trivial, wenn µt äquivalent zu µ0 ist.
Sind µt und µ
′
t äquivalente Deformationen, so erhalten wir, indem wir die Bedingung für
Äquivalenz in erster Ordnung von t betrahten, die Gleihung
µ′1 − µ1 = [µ0, φ1]NR = δφ1,
d.h. µ′1 und µ1 denieren das gleihe Element in H
2
CE(g). Es gilt nun das folgende
Lemma 2.1.2 ([21, Prop. 1℄). Sei µt eine formale Deformation von µ0. Dann ist µt äquiv-
alent zu einer Deformation µ′t = µ0 + t
nµ′n + . . ., wobei das erste niht vershwindende µ
′
n
geshlossen, jedoh niht exakt ist.
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Beweis. Ist µ′n = δφn exakt, so liefert φt = id+t
n φn eine Äquivalenztransformation auf eine
Deformation der Form µ0 + t
n+1µ′′n+1 + . . .
Damit ergibt sih die
Folgerung 2.1.3. Ist H2CE(g) = 0, so ist g starr, d.h. alle formalen Deformationen sind trivial.
2.2 Lie-Algebroid-Strukturen als Multiderivationen
Wir wollen jetzt versuhen, die Konstruktion von Gerstenhaber auf Lie-Algebroide anzuwen-
den. Dabei folgen wir [13℄. Die direkte Übertragung der obigen Überlegungen würde nur zu
einer Deformation der Lie-Algebra-Struktur auf Γ∞(E) führen, die Leibniz-Regel wäre im All-
gemeinen für die deformierte Klammer allerdings niht mehr erfüllt. Es zeigt sih jedoh, dass
die Gerstenhaberkonstruktion, angewandt auf einen Unterkomplex von A•(Γ∞(E)), das gewün-
shte liefert. Dieser Unterkomplex ist der Komplex der Multiderivationen Der•(E) von E, den
wir jetzt vorstellen wollen.
Denition 2.2.1. Eine Multiderivation vom Grad n ≥ 0 ist eine antisymmetrishe, multilineare
Abbildung
D : Γ∞(E)× . . .× Γ∞(E)︸ ︷︷ ︸
n+1 mal
−→ Γ∞(E)
derart, dass es eine Abbildung
σD : Γ
∞(E)× . . . × Γ∞(E)︸ ︷︷ ︸
n mal
−→ Γ∞(TM)
gibt, so dass für X0, . . . ,Xn ∈ Γ∞(E), f ∈ C∞(M) die Gleihung
D(X0,X1, . . . ,Xn−1, fXn) = fD(X0, . . . ,Xn) + σD(X0, . . . ,Xn−1)(f)Xn
gilt. Wir nennen σD das Symbol vonD. Für n ≥ 0 seiDern(E) der Raum der Multiderivationen
auf E. Weiter setzen wir Der−1(E) = Γ∞(E) sowie Dern(E) = {0} für n ≤ −2. Shlieÿlih sei
Der•(E) =
⊕
n∈Z
Dern(E).
Die Abbildung σD ist oensihtlih ebenfalls antisymmetrish. Man kann weiter zeigen, dass
für Vektorbündel mit Faserdimension ≥ 2 folgt, dass σD sogar C∞(M)-linear ist, also
σD ∈ Γ∞(
∧nE∗ ⊗ TM).
Für Faserdimension = 1 ist ohnehin Derk(E) = 0 für k > 0, so dass nur Symbole σ ∈ X(M) =
Γ∞(TM) auftauhen.
Wir übertragen jetzt die Gerstenhaberkonstruktion auf Der•(E). Dabei wählen wir gemäÿ
[13℄ eine vom vorherigen Abshnitt leiht abweihende Normierung und Vorzeihenkonvention.
Für D1 ∈ Derp(E) und D2 ∈ Derq(E) setzen wir das Gerstenhaberprodukt fest als
D1 ◦D2(s0, . . . , sp+q) =
∑
π
(−1)πD1
(
D2(sπ(0), . . . , sπ(q)), sπ(q+1), . . . , sπ(p+q)
)
,
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wobei die Summe über alle (q + 1, p)-Shues läuft. Die Super-Lieklammer ist jetzt
[D1,D2]CM = (−1)pqD1 ◦D2 −D2 ◦D1,
was bis auf ein Supervorzeihen der Nijenhuis-Rihardson-Klammer, eingeshränkt
auf die Multiderivationen Der•(E), entspriht. Man kann zeigen, dass mit D1 ∈ Derp(E)
und D2 ∈ Derq(E) folgt, dass [D1,D2]CM ∈ Derp+q(E) gilt, d.h. Der•(E) ist unter der
Gerstenhaberklammer abgeshlossen. Genauer rehnet man nah, dass
σ[D1,D2]CM = (−1)
pqσD1 ◦D2 − σD2 ◦D1 + [σD1 , σD2 ],
wobei
σD1 ◦D2 (s1, . . . , sp+q) =
∑
π
(−1)πσD1(D(sπ(1), . . . , sπ(q+1)), sπ(q+2), . . . , sπ(q+p))
mit der Summe über alle (q + 1, p)-Shues, sowie
[σD1 , σD2 ] (s1, . . . , sp+q) =
∑
π
(−1)π[σD1(sπ(1), . . . , sπ(p)), σD2(sπ(p+1), . . . , sπ(p+q))],
summiert über alle (p, q)-Shues.
Wegen Dern(E) ⊆ An+1(Γ∞(E)) ist damit klar, dass (Der•(E), [· , · ]
CM
) eine gradierte Lieal-
gebra ist, und dass ein Element m ∈ Der1(E) genau dann eine Liealgebra-Struktur auf Γ∞(E)
deniert, wenn [m,m]
CM
= 0 gilt. Tatsählih ist in diesem Fall durh m sogar eine Lie-
Algebroid-Struktur auf E gegeben, wobei der Anker ρ = σm das Symbol von m ist. Die
Leibniz-Identität ist dabei bereits durh die Voraussetzung m ∈ Der1(E) erfüllt.
Gegeben ein Element m ∈ Der1(E) mit [m,m]
CM
= 0, so denieren wir eine Abbildung
δm : Der
k(E) → Derk+1(E) durh D 7→ [m,D]
CM
, wobei mit der Super-Jaobi-Identität für
[ · , · ]
CM
wieder δ2m = 0 folgt. Wir erhalten also einen Kokettenkomplex
Der−1(E)
δm // Der0(E)
δm // Der1(E)
δm // Der2(E)
δm // . . .
sowie die dazugehörigen Kohomologieklassen, die wir hier mit Hkm,CM (E) für Craini-Moerdijk
bezeihnen wollen. Durh eine kleine Rehnung erhalten wir für D ∈ Derp(E) die Gleihung
σδm(D) = σ[m,D]CM = δ(σD) + (−1)
pρ ◦D,
wobei jetzt
δ(σD)(s1, . . . , sp+1) =
p+1∑
i=1
(−1)i+1[ρ(si), σD(s1,
i
ˆ. . ., sp+1)]
+
∑
i<j
(−1)i+jσD([sj , sj ], s1,
i
ˆ. . .
j
ˆ. . ., sp+1).
gemeint ist.
Bemerkung 2.2.2. Ist E = TM mit m ∈ Der1(TM) der Lieklammer auf Vektorfeldern und
ρ = id, dann gilt σD ∈ Derp−1(TM) sowie δ(σD) = δm(D) = [m,D]CM , also
σδm(D) = δm(σD) + (−1)pD
woraus sofort folgt
Hpm,CM(TM) = 0.
2.3 Deformationen linearer Poisson-Strukturen 25
Wie vorher bei der Deformation von Lie-Algebren betrahten wir eine formale Reihe mt =
m0 + tm1 + t
2m2 + . . . ∈ Der1(E)[[t]] und fordern [mt,mt]CM = 0. Analog zu den Überlegun-
gen im vorherigen Abshnitt erhalten wir, dass die Obstruktionen für die Deformationen in
H2m0,CM (E) zu suhen sind.
2.3 Deformationen linearer Poisson-Strukturen
Ein Lie-Algebroid (π : E → M, [· , · ]
E
, ρ) deniert bekanntlih eine Poisson-Struktur auf dem
dualen Bündel τ : E∗ −→ M . Bezeihnet man mit sˆ = J (s) ∈ C∞(E∗) die durh s ∈ Γ∞(E)
gegebene faserweise lineare Funktion auf E∗, und sei I0 die Umkehrabbildung dazu, so ist die
Poisson-Struktur auf E∗ durh die Forderung der Gleihung
I0({sˆ1, sˆ2}) = [s1, s2]E , s1, s2 ∈ Γ∞(E)
sowie der Leibnizregel für die Poisson-Klammer eindeutig bestimmt. Es gilt dann mit f, g ∈
C∞(M), s ∈ Γ∞(E)
{sˆ, τ∗f} = τ∗ (ρ(s)f) , {τ∗f, τ∗g} = 0.
Poisson-Strukturen dieser Art können durh das Eulervektorfeld harakterisiert werden. Dabei
ist für ein Vektorbündel π : E →M das Eulervektorfeld ξ ∈ Γ∞(TE) deniert als das Vektorfeld
zu dem Fluss Φξt (vm) = e
tvm, vm ∈ Em = π−1(m). Ist nun P ∈ X2(E∗) = Γ∞(
∧2TE∗) der
Poisson-Tensor zu der Poisson-Struktur auf E∗, so lässt sih zeigen, dass LξP = −P gilt (siehe
z.B. [35, Prop. 5.3.3℄ und Abshnitt 2.3.2).
2.3.1 Homogene Multivektorfelder
Wir wollen unsere Betrahtungen ein wenig verallgemeinern und mahen dazu folgende Deni-
tion.
Denition 2.3.1. Seien p, k ∈ Z. Die Multivektorfelder X ∈ Xp(E) = Γ∞(∧pTE∗) mit
LξX = kX
heiÿen homogen vom Grad k. Als Bezeihnung sei
Xp,k(E) = {X ∈ Xp(E) | LξX = kX}
vereinbart.
Bemerkung 2.3.2. Es gilt Xp,k(E) = 0 für k < −p. Zur Begründung überlegt man sih zunähst,
dass für Funktionen f ∈ C∞(E) = X0(E) die Dierentialgleihung Lξf = kξ nur für k ≥ 0
auf ganz E glatte Lösungen hat. Seien xi, vα lokale Koordinaten von E, wobei die xi durh
Koordinaten auf M induziert und die vα durh eine passende lokale Trivialisierung gegeben
sind. Dann gilt
Lξ ∂
∂xi
= 0, Lξ ∂
∂vα
= − ∂
∂vα
.
Damit ergibt sih
Lξ
(
f
∂
∂xi1
∧ . . . ∧ ∂
∂xir
∧ ∂
∂vα1
∧ . . . ∧ ∂
∂vαs
)
= (Lξf) ∂
∂xi1
∧ . . . ∧ ∂
∂xir
∧ ∂
∂vα1
∧ . . . ∧ ∂
∂vαs
−sf ∂
∂xi1
∧ . . . ∧ ∂
∂xir
∧ ∂
∂vα1
∧ . . . ∧ ∂
∂vαs
.
26 2 Lie-Algebroid-Deformation
Da Funktionen mindestens den Homogenitätsgrad Null haben, folgt daraus die Behauptung.
Man sieht leiht, dass f ∈ C∞(E) genau dann faserweise konstant ist, wenn Lξf = 0 gilt. Es
gibt dann eine eindeutig bestimmte Funktion g ∈ C∞(M) mit f = π∗g.
Lokal ist jedes P ∈ Xp,k(E) Summe von Termen der Form
f i1...ip−rα1...αr
∂
∂xi1
∧ . . . ∧ ∂
∂xip−r
∧ ∂
∂vα1
∧ . . . ∧ ∂
∂vαr
mit r ≥ −k und f i1...ip−rα1...αr ∈ X0,k+r(E).
Lemma 2.3.3. Sei p, k, r ∈ Z, p ≥ 0, k ≥ −p und 0 ≤ r ≤ p sowie X ∈ Xp,k(E). Seien weiter
f1, . . . , fr ∈ C∞(M) Funktionen auf M und s1, . . . , sp−r ∈ X0,1(E) lineare Funktionen auf E.
Dann gilt
iX(π
∗
df1 ∧ . . . ∧ π∗dfr ∧ ds1 ∧ . . . ∧ dsp−r) ∈ X0,p+k−r(E)
und damit für r > p+ k
iX(π
∗
df1 ∧ . . . ∧ π∗dfr ∧ ds1 ∧ . . . ∧ dsp−r) = 0
Beweis. Man überlegt sih leiht, dass Lξπ∗dfi = 0 sowie Lξdsi = dsi gilt. Mit der Identität
[Lξ, iX ] = i[ξ,X] rehnet man nah, dass
LξiX(π∗df1 ∧ . . . ∧ π∗dfr ∧ ds1 ∧ . . . ∧ dsp−r)
= i[ξ,X](π
∗
df1 ∧ . . . ∧ π∗dfr ∧ ds1 ∧ . . . ∧ dsp−r)
+iXLξ(π∗df1 ∧ . . . ∧ π∗dfr ∧ ds1 ∧ . . . ∧ dsp−r)
= kiX(π
∗
df1 ∧ . . . ∧ π∗dfr ∧ ds1 ∧ . . . ∧ dsp−r)
+(p− r)iX(π∗df1 ∧ . . . ∧ π∗dfr ∧ ds1 ∧ . . . ∧ dsp−r)
= (p+ k − r) iX(π∗df1 ∧ . . . ∧ π∗dfr ∧ ds1 ∧ . . . ∧ dsp−r),
d.h. es gilt
iX(π
∗
df1 ∧ . . . ∧ π∗dfr ∧ ds1 ∧ . . . ∧ dsp−r) ∈ X0,p+k−r(E)
und der betrahtete Ausdruk ist für r > p+ k gleih Null.
Bemerkung 2.3.4. Sei P ∈ Xp,k(M) mit −p ≤ k ≤ 0. Dann folgt mit dem eben gezeigten
Lemma, dass P lokal bereits durh Angabe von
P (dvα1 , . . . ,dvαp)
.
.
.
P (dxi1 , . . . ,dxip+k ,dvα1 , . . . ,dvα−k)
bestimmt ist, wobei wie oben die xi durh eine Karte auf M und die vα ∈ X0,1(E) durh eine
Vektorbündelkarte gegeben sind.
Lemma 2.3.5. Sei X ∈ X1,0(E) ein vollständiges lineares Vektorfeld und sei Φt der dazuge-
hörige lokale Fluss. Dann ist Φt ein Vektorbündelisomorphismus, d.h. Φt bildet Fasern wieder
auf Fasern ab, und es gilt für x ∈M , v,w ∈ Ex sowie α ∈ R die Gleihung
Φt(αv +w) = αΦt(v) + Φt(w).
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Ist umgekehrt Φt ein t-abhängiger Vektorbündelisomorphismus, so ist durh
Xs(v) =
d
dt
∣∣∣
t=s
Φt(Φ
−1
s (v))
ein zeitabhängiges Vektorfeld Xs ∈ X1,0(E) deniert.
Beweis. Sei zunähst X ∈ X1,0(E). Wegen LξX = [ξ,X] = 0 vertaushen die zu den Vektor-
feldern gehörenden Flüsse,
Φt ◦ Φξs = Φξs ◦ Φt
d.h. es gilt für v ∈ E und alle s ∈ R
Φt(e
sv) = esΦt(v).
Damit gilt also die Gleihung
π(Φt(v)) = π(e
sΦt(v)) = π(Φt(e
sv)),
und wenn wir den Limes s→ −∞ bilden, folgt mit der Stetigkeit der beteiligten Abbildungen
π(Φt(v)) = π(Φt(0)),
womit gezeigt ist, dass Φt Fasern auf Fasern abbildet. Auÿerdem folgt auh, dass für α ≥ 0
Φt(αv) = αΦt(v).
Da aber
d
dt
∣∣∣
t=0
(−Φt(v)) = −X(Φt(v)) = X(−Φt(v))
sowie −Φ0(v) = −v und der Fluss eindeutig ist, gilt also
−Φt(v) = Φt(−v),
und die obige Gleihung gilt für alle α ∈ R.
Jetzt betrahten wir die Kurve
γt = Φt(v + w)− Φt(v)− Φt(w),
die aufgrund der Fasertreue von Φt wohldeniert ist. Wir wollen γ˙ in einer Karte bestimmen,
d.h. wir beshränken uns auf den Fall E = U ×Rk mit U ⊆ Rn oen. Seien xi Koordinaten in
U sowie vα Koordinaten in Rk. X hat dann die Gestalt
X(x, v) = ai(x)
∂
∂xi
+ bαβ(x)v
β ∂
∂vα
mit ai, bαβ : U → R Funktionen. Den Fluss zu X shreiben wir als
Φt(x, v) = (φt(x, v),Ψt(x, v)),
so dass
γt = (φt(x, v),Ψt(x, v + w)−Ψt(v)−Ψt(w)).
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Zunähst folgt φ˙t(x, v) = a
i(x) ∂
∂xi
und φt hängt damit nur von x ab. Weiter ist
Ψ˙t(x, v) = b
α
β(φt(x))Ψ
β
t (x, v)
∂
∂vα
und wir erhalten
γ˙t = a
i(φt(x))
∂
∂xi
+ bαβ (φt(x))
(
Ψβt (x, v + w)−Ψβt (x, v)−Ψβt (x,w)
) ∂
∂vα
= X(φt(x),Ψt(x, v + w)−Ψt(v)−Ψt(w))
= X(γt),
also ist γt eine Integralkurve von X mit Anfangswert γ0 = (x, 0). Nun ist aber X|M =
ai(x) ∂
∂xi
∈ TM , d.h. M ist invariant unter dem Fluss Φt zu X. Somit ist γt = (φt(x), 0)
für alle t, für die γt deniert ist. Die Kurve γt verläuft also im Nullshnitt des Bündels U × Rk.
Das ist aber eine koordinatenunabhängige Aussage, so dass wir auh für nihttriviale Bündel er-
halten, dass die Kurve γt im Nullshnitt verläuft, womit die erste Aussage des Lemmas bewiesen
wäre. Die umgekehrte Rihtung ist aber klar.
2.3.2 Lineare Poisson-Deformation
Sei nun π ∈ X2,−1(E∗) ein linearer Poisson-Tensor auf τ : E∗ →M . Durh die Vorshrift
̂[s1, s2] = {sˆ1, sˆ2} = iπ(dsˆ1 ∧ dsˆ2), s1, s2 ∈ Γ∞(E)
ist eine Lieklammer auf den Shnitten von E deniert. Weiter denieren wir den Anker ρ :
E → TM durh
τ∗ (ρ(s)f) = {sˆ, τ∗f}.
Dass ρ dadurh wohldeniert ist, folgt aus Lemma 2.3.3, denn damit gilt
Lξ{sˆ, τ∗f} = Lξiπ(dsˆ ∧ dτ∗f) = 0.
Damit ist die Funktion {sˆ, τ∗f} faserweise konstant. Weiter gilt aufgrund von {τ∗f, τ∗g} =
iπ(τ
∗
df ∧ τ∗dg) = 0, dass ρ sogar C∞(M)-linear und damit tatsählih ein Vektorbündelhomo-
morphismus ist. Man sieht leiht, dass (E, [· , · ], ρ) mit den obigen Denitionen ein Lie-Algebroid
wird. Wir haben also eine eindeutige Beziehung zwishen Lie-Algebroid-Strukturen auf E und
linearen Poisson-Strukturen auf E∗. Dies kann verallgemeinert werden zu der folgenden Aus-
sage.
Proposition 2.3.6. Sei π : E →M ein Vektorbündel, und sei τ : E∗ →M das duale Bündel.
Dann gibt es für jedes k ≥ 0 einen Isomorphismus
Ik : Xk,1−k(E∗) −→ Derk−1(E).
Dabei ist die Abbildung I0 das Inverse zu der Abbildung s 7→ sˆ, die einem Shnitt s ∈ Γ∞(E) die
entsprehende lineare Funktion sˆ ∈ X0,1(E∗) zuordnet. Für k ≥ 1 ist Ik für ein P ∈ Xk,1−k(E∗)
deniert durh
Ik(P )(s1, . . . , sk) = I0(iP dsˆ1 ∧ . . . ∧ dsˆk) s1, . . . , sk ∈ Γ∞(E).
Weiter ist das Symbol σIk(P ) für eine Funktion f ∈ C∞(M) durh
σIk(P )(s1, . . . , sk−1)(f) = I0(iP dsˆ1 ∧ . . . ∧ dsˆk−1 ∧ d τ∗f)
gegeben.
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Beweis. Zunähst überlegt man sih mit Hilfe von Lemma 2.3.3, dass für P ∈ Xk,1−k(E∗) folgt,
dass
iP dsˆ1 ∧ . . . ∧ dsˆk ∈ X0,1(E∗),
und Ik(P ) damit wohldeniert ist. Weiter ist Ik(P ) oensihtlih antisymmetrish. Um die
Derivationseigenshaft nahzurehnen, überlegt man sih zunähst für die Abbildungen s 7→ sˆ
und ihr Inverses I0 die Gleihungen
f̂ s = τ∗f sˆ bzw. I0(τ∗f sˆ) = fI0(sˆ).
Damit folgt jetzt
Ik(P )(s1, . . . , fsk) = I0(iP dsˆ1 ∧ . . . ∧ d(τ∗f sˆk))
= I0(τ∗f iPdsˆ1 ∧ . . . ∧ dsˆk + iP dsˆ1 ∧ . . . ∧ d τ∗f sˆk)
= fIk(P )(s1, . . . , sk) + σP (s1, . . . , sk−1)(f)sk,
wobei
σP (s1, . . . , sk−1)(f) = I0(iP dsˆ1 ∧ . . . ∧ d τ∗f)
mit der Kurzshreibweise σP für σIk(P ) gilt. Dabei folgt wieder mit Lemma 2.3.3, dass σP
wohldeniert ist. Weiter ist σP (s1, . . . , sk−1) eine Derivation von C
∞(M) und deniert deshalb
ein Vektorfeld auf M . Indem man nohmals Lemma 2.3.3 zu Hilfe nimmt, sieht man, dass σP
in den Argumenten s1, . . . , sk−1 auh C
∞(M)-linear ist. Umgekehrt sieht man mit Bemerkung
2.3.4, dass für einD ∈ Derk−1(E) mit Symbol σD durh die angegebenen Gleihungen eindeutig
ein P ∈ Xk,1−k(E∗) mit I(P ) = D deniert ist, womit die Bijektivität von I folgt.
Wollen wir jetzt die Deformation von Lie-Algebroiden untersuhen, so können wir äquivalent
dazu auh die Deformation von linearen Poisson-Strukturen auf Vektorbündeln untersuhen.
Aus der Deformationstheorie für Poisson-Mannigfaltigkeiten wissen wir, dass die zweite und
dritte Poisson-Kohomologie mit den Deformationen zusammenhängen, siehe z.B. [10, 50℄. Wir
geben jetzt einen Unterkomplex an, der die Deformation von linearen Poisson-Strukturen regelt.
Zunähst ein
Lemma 2.3.7. Sei π : E →M ein Vektorbündel und seien P ∈ Xp,k(E), Q ∈ Xq,l(E) homogene
Multivektorfelder. Dann gilt
[P,Q] ∈ Xp+q−1,k+l(E),
d.h. die homogenen Multivektorfelder sind unter der Shouten-Nijenhuis-Klammer abgeshlossen.
Beweis. Mit Hilfe des Eulervektorfeldes ξ rehnen wir nah, dass
Lξ[P,Q] = [ξ, [P,Q]] = [[ξ, P ], Q] + [P, [ξ,Q]]
= k[P,Q] + l[P,Q]
= (k + l)[P,Q].
Ist jetzt π ∈ X2,−1(E) ein linearer Poisson-Tensor, so gilt nah Lemma 2.3.7 für das zugehörige
dπ = [π, · ], dass
dπ(X
p,k(E)) ⊆ Xp+1,k−1,
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und wir erhalten für k ≥ 0 die Unterkomplexe
X0,k(E)
dpi // X1,k−1(E)
dpi // X2,k−2(E)
dpi // . . .
Wir interessieren uns natürlih für den Komplex, der die linearen Bivektorfelder enthält, also
X0,1(E)
dpi // X1,0(E)
dpi // X2,−1(E)
dpi // X3,−2(E)
dpi // . . .
und die dazugehörige Kohomologieklassen
Hkπ,lin(E) =
ker(dπ : X
k,1−k(E) −→ Xk+1,−k(E))
im(dπ : Xk−1,2−k(E) −→ Xk,1−k(E)) .
Sei nun πt = π0 + tπ1 + t
2π2 + . . . ∈ X2(M)[[t]] eine formale Deformation von π0. Damit πt
ein linearer Poisson-Tensor ist, müssen die Gleihungen
[πt, πt] = 0 und Lξπt = −πt
gelten. Die erste Bedingung liefert wie üblih die Gleihungen
dπ0πn =
1
2
n−1∑
i=1
[πi, πn−i]
für die einzelnen πn, die zweite Bedingung ist einfah
Lξπn = −πn.
Wenn wir aber die Lösungen der ersten Gleihung niht in dem ganzen Poisson-Komplex suhen,
sondern unseren Unterkomplex verwenden, ist die zweite Gleihung oenbar automatish erfüllt.
Damit liegt die Obstruktion für die Deformation von linearen Poisson-Strukturen in der dritten
linearen Poisson-Kohomologie H3π0,lin(E).
Damit haben wir jetzt zwei äquivalente Möglihkeiten, wie die Bedingungen für die Existenz
von Deformationen von Lie-Algebroiden beshrieben werden können. In der Tat gilt der folgende
Satz.
Satz 2.3.8. Seien P ∈ Xp,1−p(E∗) und Q ∈ Xq,1−q(E∗) Multivektorfelder. Dann gilt für die
Abbildung
I• : X•,1−•(E∗) −→ Der•−1(E)
die Gleihung
Ip+q−1([P,Q]) = (−1)(p−1)(q−1)[Ip(P ),Iq(Q)]CM .
Für den Beweis brauhen wir ein Lemma.
Lemma 2.3.9. Sei M eine Mannigfaltigkeit, P ∈ Xp(M) und seien α1 . . . αr ∈ Ω1(M), r ≥ p
Einsformen. Dann gilt
iP α1 ∧ . . . ∧ αr =
∑
π
(−1)π(iP απ(1) ∧ . . . ∧ απ(p))απ(p+1) ∧ . . . ∧ απ(r),
wobei die Summe über alle (p, r − p)-Shues läuft.
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Beweis. Sei q = r − p und Q ∈ Xq(E) beliebig. Dann gilt einerseits (Summen jeweils über alle
(p, q)-Shues)
iP∧Q α1 ∧ . . . ∧ αp+q = (−1)
p+q
2
(p+q−1)(P ∧Q)(α1, . . . , αp+q)
= (−1) p+q2 (p+q−1)
∑
π
(−1)πP (απ(1), . . . , απ(p))Q(απ(p+1), . . . , απ(p+q))
= (−1)pq
∑
π
(iP απ(1) ∧ . . . ∧ απ(p)) (iQ απ(p+1) ∧ . . . ∧ απ(p+q))
= (−1)pq iQ
(∑
π
(iP απ(1) ∧ . . . ∧ απ(p))απ(p+1) ∧ . . . ∧ απ(p+q)
)
.
Andererseits ist aber
iP∧Q α1 ∧ . . . ∧ αp+q = (−1)pq iQ∧P α1 ∧ . . . ∧ αp+q
= (−1)pqiQ
(
iP α1 ∧ . . . ∧ αp+q
)
womit die Behauptung folgt.
Damit können wir jetzt den Satz beweisen.
Beweis. Seien also P ∈ Xp,1−p(E∗) und Q ∈ Xq,1−q(E∗) Multivektorfelder sowie DP = I(P ) ∈
Derp−1(E) und entsprehend DQ = I(Q). Dann ist
i[P,Q] = [LP , iQ] = LP iQ − (−1)(p−1)qiQLP
= iPdiQ − (−1)pdiP iQ − (−1)(p−1)qiQiPd+ (−1)(p−1)q+piQdiP
Seien weiter si ∈ Γ∞(E) Shnitte, die wir mit linearen Funktionen auf E∗ identizieren.
Beahtet man noh, dass
(−1)(p−1)q+p = −(−1)(p−1)(q−1),
dann folgt (Summen über alle (p, q − 1)-Shues)
i[P,Q]ds1 ∧ . . . ∧ dsp+q =
(
iPdiQ − (−1)(p−1)(q−1)iQdiP
)
ds1 ∧ . . . ∧ dsp+q
=
∑
π
(−1)πiP d(DQ(sπ(1), . . . , sπ(q))) ∧ dsπ(q+1) ∧ . . . ∧ dsπ(p+q−1)
−(−1)(p−1)(q−1)
∑
π
(−1)πiQ d(DP (sπ(1), . . . , sπ(p))) ∧ dsπ(p+1) ∧ . . . ∧ dsπ(p+q−1)
=
∑
π
(−1)πDP (DQ(sπ(1), . . . , sπ(q)), sπ(q+1), . . . , sπ(p+q−1))
−(−1)(p−1)(q−1)
∑
π
(−1)πDQ(DP (sπ(1), . . . , sπ(p)), sπ(p+1), . . . , sπ(p+q−1))
=
(
DP ◦DQ − (−1)(p−1)(q−1)DQ ◦DP
)
(s1, . . . , sp+q−1)
= (−1)(p−1)(q−1)[DP ,DQ]CM (sq, . . . , sp+q−1)
32 2 Lie-Algebroid-Deformation
Satz 2.3.10. Sei π ∈ X2,−1(E∗) mit [π, π] = 0 und m = I2(π) ∈ Der1(E). Dann gilt
[m,m]
CM
= 0 und die Abbildung I• hat die Eigenshaft
δm ◦ I (P ) = (−1)p−1I ◦ δπ(P ) für P ∈ Xp,1−p(E∗),
d.h I• induziert einen Isomorphismus der Kohomologie
H•π,lin(E
∗) ∼= H•−1m,CM (E).
Beweis. Zunähst ist [m,m] = [I(π),I(π)] = −I([π, π]) = 0, also ist durh δm = [m, · ] ein
Dierential deniert. Weiter ist für P ∈ Xp,1−p(E∗)
δm ◦ I (P ) = [I(π),I(P )] = (−1)p−1I([π, P ]) = (−1)p−1I ◦ δπ(P )
womit die Behauptung gezeigt ist.
2.3.3 Triviale Deformationen
Denition 2.3.11. 1. Zwei formale Deformationen πt und π
′
t von π0 ∈ X2,−1(E∗) heiÿen
äquivalent, wenn es eine formale Reihe von Automorphismen der Form
φt = exp(LXt) =
∞∑
k=0
tk
k!
(LXt)k
mit einer formalen Reihe von Vektorfeldern
Xt = tX1 + t
2X2 + . . .
gibt, so dass π′t = φt(πt). Dabei ist (LXt)kπ = [Xt, [. . . [Xt, π] . . .]] gemeint.
2. Eine Deformation πt von π0 heiÿt trivial, wenn πt äquivalent zu π0 ist.
Da wir verlangen, dass φt lineare Poisson-Strukturen auf lineare Poisson-Strukturen abbildet,
muss gelten
exp(LXt)Lξπt = − exp(LXt)πt = −π′t = Lξπ′t = Lξ exp(LXt)πt,
woraus folgt, dass [Lξ,Lt] = L[ξ,Xt] = 0, d.h. Xt ∈ X1,0(E∗)[[t]].
Bemerkung 2.3.12. Im Rahmen der allgemeinen Deformationstheorie einer Poisson-Mannig-
faltigkeit M kann gezeigt werden, dass die Menge der formalen Dieomorphismen exp(LXt)
von M mit der Gruppe der homogenen Automorphismen der Gerstenhaberalgebra (X•(M)[[t]],
[ · ,· ],∧) vom Grad Null, welhe in unterster Ordnung mit der Identität beginnen, übereinstimmt,
siehe z.B. [50, Prop. 4.2.39℄. Da X•,1−•(E∗) unter dem Dahprodukt niht abgeshlossen
ist, gilt diese Aussage hier niht. Wegen der Abgeshlossenheit unter der Lieklammer bilden
die formalen Dieomorphismen exp(LXt) mit Xi ∈ X1,0(E∗) aufgrund der Baker-Campbell-
Hausdor-Formel aber trotzdem eine Gruppe.
Sei πt = π0 + t
nπn + . . . eine formale Deformation von µ0 und sei πn = δπ0(X) = [π0,X] mit
X ∈ X1,0(E∗). Wir setzen φt = exp(tnLX) und bilden
φt(πt) = (id+t
nLX + . . .)(π0 + tnπn + . . .) = π0 + tn(πn + [X,π0]) + tn+1(. . .) = π0 + tn+1(. . .)
Es gilt also
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Folgerung 2.3.13. IstH2π0,lin(E
∗) = 0, so ist die Poisson-Mannigfaltigkeit (E∗, π0) starr bezüglih
der Deformation linearer Poisson-Strukturen.
Ist π0 die kanonishe symplektishe Poisson-Struktur auf T
∗M , dann gilt Lξπ0 = −π0 [50,
Satz 3.2.6℄, also π ∈ X2,−1(T ∗M). Ist weiter m0 = I(π0) die Lieklammer auf TM , so ergibt
Bemerkung 2.2.2 zusammen mit Satz 2.3.10
H•π0,lin(T
∗M) = H•−1m0,CM (TM) = {0},
womit gilt:
Folgerung 2.3.14. Das Lie-Algebroid TM ist starr.
Haben wir eine Deformation der linearen Poisson-Struktur π0 gegeben, so erhalten wir mit
dem Isomorphismus I eine Deformation der Lie-Algebroid-Struktur m0 = I(π0). Sind weiter πt
und π′t äquivalente Deformationen mit π
′
t = exp(LXt)πt für Xt = tX1+ t2X2 + . . ., so erhalten
wir durh Konjugation von exp(LXt) mit I eine Äquivalenztransformation zwishen mt = I(πt)
und m′t = I(π′t), genauer gilt
m′t = exp(adDt)mt
wobei Dt = I(Xt) sowie adDt D′ = [Dt,D′] für D′ ∈ Derk(E) gesetzt wurde. Man kann zeigen,
dass dies auh äquivalent dazu ist, dass die Gleihung
Ttmt(s1, s2) = m
′
t(Tts1, Tts2) mit Tt = exp(Dt)
gilt, siehe [50, Prop. 6.2.19℄.
2.4 Lie-Algebroid-Strukturen als Derivationen der
Grassmannalgebra
Wir haben jetzt bereits zwei möglihe Betrahtungsweisen für Lie-Algebroide kennengelernt,
sowie die entsprehenden Deformationstheorien untersuht und auh formal gezeigt, dass diese
äquivalent sind. In diesen Abshnitt werden wir noh eine dritte Sihtweise auf Lie-Algebroide
kennenlernen. Weiter werden wir die dadurh gegebene Deformationstheorie untersuhen sowie
die Äquivalenz zu dem bisherigen zeigen.
Ist (E, [· , · ], ρ) ein Lie-Algebroid, dann ist auf Ω•(E) = Γ∞(∧•E∗) durh die Gleihung
dEα(s1, . . . , sk+1) =
k+1∑
i=1
ρ(si)α(s1,
i
ˆ. . ., sk+1) +
∑
i<j
α([si, sj], s1,
i
ˆ. . .
j
ˆ. . ., sk+1)
eine Derivation
dE : Ω
k(E) −→ Ωk+1(E)
bezüglih des ∧-Produktes deniert, und man rehnet nah, dass dE2 = 0 gilt. Ist umgekehrt
für ein Vektorbündel E → M eine solhe Derivation von Ω•(E) gegeben, so lässt sih mit der
obigen Formel eine Lie-Algebroid-Struktur auf E denieren, indem man für s1, s2 ∈ Γ∞(E),
f ∈ C∞(M) die Gleihungen
α([s1, s2]) = dE(α(s2))(s1)− dE(α(s1))(s2)− dEα(s1, s2),
ρ(s1)(f) = dEf(s1)
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fordert. Wir wollen die Deformation von Lie-Algebroiden nun als Deformation von Dierentialen
auf Ω•(E) auassen. Das folgende ist bis auf eine leihte Verallgemeinerung auf Lie-Algebroide
aus [24, Abshnitt 8℄ übernommen.
Denition 2.4.1. Sei F →M ein Vektorbündel. Dann bezeihnen wir die ∧-Superderivationen
von Ω•(F ), die vom Grad k sind, mit
DerkΩ(F ),
d.h. D ∈ DerkΩ(F ) ist eine Abbildung
D : Ω•(F ) −→ Ω•+k(F )
und mit α ∈ Ωp(F ), β ∈ Ωq(F ) gilt
D(α ∧ β) = Dα ∧ β + (−1)pkα ∧ Dβ.
Weiter sei auf
Der•Ω(F ) =
⊕
k∈Z
DerkΩ(F )
für D1 ∈ DerkΩ(F ), D2 ∈ DerlΩ(F ) der Superkommutator durh
[D1,D2] = D1 ◦D2 − (−1)klD2 ◦ D1
deniert.
Ist insbesondere dF ∈ Der1Ω(F ), so folgt
[dF ,dF ] = dFdF + dFdF = 2d
2
F ,
d.h. dF deniert genau dann eine Lie-Algebroid-Struktur auf F , wenn [dF ,dF ] = 0 gilt. In
diesem Fall erhalten wir mit δ
dF
= [dF , · ] einen Kokettenkomplex
Der−1Ω(F )
δ
dF // Der0Ω(F )
δ
dF // Der1Ω(F )
δ
dF // . . .
und die zugehörigen Kohomologieklassen bezeihen wir mit
Hk
dF
(Ω(F )).
2.4.1 Algebraishe Derivationen
Denition 2.4.2. Eine Derivation D ∈ DerkΩ(F ) heiÿt algebraish, wenn D|C∞(M) = 0.
Sei nun D ∈ DerkΩ(F ) eine algebraishe Derivation. Dann gilt für ω ∈ Ω(F ) und f ∈
C∞(M), dass D(f ω) = f D(ω), d.h. D ist tensoriell und wir können für x ∈ M die Ein-
shränkung Dx ∈ Derk(
∧•Fx) betrahten. Als Derivation ist Dx durh die Einshränkung auf
1-Formen,
Dx|F ∗x : F ∗x →
∧k+1F ∗x
eindeutig bestimmt. Bilden wir die duale Abbildung,
Kx ∈
∧k+1F ∗x ⊗ Fx,
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so erhalten wir einen glatten Shnitt
K ∈ Γ∞(∧k+1F ∗ ⊗ F ∗) =: Ωk+1(F,F ),
d.h. eine k+1-Form auf F mit Werten in F . Wir bezeihnen D jetzt mit iK und für Einsformen
ω ∈ Ωk(F ) gilt
D(ω) = iKω = ω ◦K.
Wie üblih setzen wir
Ω(F,F ) =
⊕
k∈Z
Ωk(F,F ).
Wir sehen auh, dass DerkΩ(F ) = 0 für k < −1 sowie Der−1Ω(F ) = {is| s ∈ Γ∞(F )}, denn
eine Derivation D vom Grad < 0 ist notwendigerweise algebraish und daher von der Form
D = is für s ∈ Γ∞(F ).
2.4.2 Die Lieableitung
Sei jetzt wieder E ein Lie-Algebroid und dE das zugehörige Dierential.
Denition 2.4.3. Für K ∈ Ωk(E,E) ist die Lieableitung LK : Ωl(E) −→ Ωk+l(E) durh
LK = [iK ,d] = (−1)k−1δdE (iK)
deniert. Man beahte, dass hiermit aufgrund X(M) = Ω0(TM,TM) die gewöhnlihe Lieab-
leitung von Dierentialformen verallgemeinert wird.
Es gilt damit also [dE ,LK ] = (−1)k−1δ2
dE
(iK) = 0. Ist der Anker ρ : E → TM injektiv, so
auh die Abbildung L : Ω•(E,E) −→ Der•Ω(E). Im Allgemeinen gilt mit LK = 0, also iK
geshlossen, dass K ∈ Ω(E, ker ρ), d.h. K ist eine Form auf E mit Werten in ker ρ. Denn ist
LK eine algebraishe Derivation (also z.B. LK = 0), dann folgt für alle f ∈ C∞(M), dass
LKf = ρ(K)(f) = 0
und deshalb ρ(K) = 0. Nur wenn ρ injektiv ist, folgt daraus K = 0. Ist weiter iK exakt, so ist
iK insbesondere geshlossen und wir haben ebenfalls K ∈ Ω(E, ker ρ).
Wir betrahten jetzt die Abbildung
i|Ω(E,ker ρ) : Ω(E, ker ρ) −→ i(Ω(E, ker ρ)) ⊂ {algebraishe Derivationen}.
Lemma 2.4.4. i(Ω(E, ker ρ)) ist abgeshlossen unter δ
dE
= [dE , · ].
Beweis. Sei K ∈ Ωk(E, ker ρ) und f ∈ C∞(M). Dann ist
δ
dE
(iK)f = (−1)k−1[d, iK ]f = (−1)k−1ρ(K)f = 0,
also δ
dE
(K) eine algebraishe Derivation. Wir nden deshalb ein eindeutig bestimmtes M ∈
Ω(E,E), so dass iM = δdE(iK). Wir haben aber bereits gesehen, dass jetzt sogar M ∈
Ω(E, ker ρ) folgt.
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Dieses Lemma liefert uns jetzt einen Unterkomplex von Der•Ω(E):
. . .
δ
dE // i(Ωk(E, ker ρ))
δ
dE // i(Ωk+1(E, ker ρ))
δ
dE // . . .
Seien u und s1, . . . , sk+1 Shnitte in E, wobei u ∈ ker ρ sei. Es gilt
ρ([u, s1]E ) = [ρ(u), ρ(s1)] = 0,
d.h. ker ρ ist ein Lie-Ideal. Insbesondere ist dann für K ∈ Ωk(E, ker ρ) auh der Ausdruk
[s1,K(s2, . . . , sk+1)]E ∈ ker ρ und wir können durh
dK(s1, . . . , sk+1) =
k+1∑
i=1
(−1)i+1[si,K(s1,
i
ˆ. . ., sk+1)]
+
∑
i<j
(−1)i+jK([si, sj], s1,
i
ˆ. . .
j
ˆ. . ., sk+1)
eine Abbildung d : Ωk(E, ker ρ)→ Ωk+1(E, ker ρ) denieren. Mit einer kleinen Rehnung erhält
man, dass d2 = 0 gilt.
Satz 2.4.5. Die Abbildung
i : (Ω•(E, ker ρ), d) −→ (i(Ω•(E, ker ρ)), δ
dE
)
ist ein Isomorphismus von Kokettenkomplexen.
Beweis. Da für K ∈ Ω(E, ker ρ) die Abbildung iK eine algebraishe Derivation ist, genügt es
für Einsformen α ∈ Ω1(E, ker ρ) zu zeigen, dass
id(K)α = δdE iKα = [dE, iK ]α,
was wir jetzt nahrehnen wollen. Zunähst gilt (man beahte ρ ◦K = 0)
iKdEα(s1, . . . , sk+1) =
1
k!
∑
σ∈Sk+1
(−1)σdEα(K(sσ(1), . . . , sσ(k)), sσ(k+1))
=
1
k!
∑
σ∈Sk+1
(−1)σ
(
ρ(K(sσ(1), . . . , sσ(k)))α(sσ(k+1))
−ρ(sσ(k))(α(K(sσ(1), . . . , sσ(k))))
−α([K(sσ(1), . . . , sσ(k)), sσ(k+1)])
)
= (−1)k+1
k+1∑
i=1
(−1)i+1ρ(s1)α(K(s1,
i
ˆ. . ., sk+1))
+(−1)kα
( k+1∑
i=1
(−1)i+1[si,K(s1,
i
ˆ. . ., sk+1)]
)
.
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Weiter haben wir
dEiKα(s1, . . . , sk+1) =
k+1∑
i=1
(−1)i+1ρ(si)iKα(s1,
i
ˆ. . ., sk+1)
+
∑
i<j
(−1)i+j iKα([si, sj ], s1,
i
ˆ. . .
j
ˆ. . ., sk+i)
=
k+1∑
i=1
(−1)i+1ρ(si)α(K(s1,
i
ˆ. . ., sk+1))
+α
(∑
i<j
(−1)i+jK([si, sj ], s1,
i
ˆ. . .
j
ˆ. . ., sk+i)
)
,
womit wir mit [dE , iK ] = dEiK − (−1)k−1iKdE die Behauptung erhalten.
Bezeihnen wir die Kohomologieklassen zu dem Komplex Ω•(E, ker ρ) mit H•(E, ker ρ), so
bedeutet der obige Satz, dass
H•(E, ker ρ) ∼= {iK | K ∈ Ω(E, ker ρ), iK geshlossen}{iK | K ∈ Ω(E, ker ρ), iK exakt} .
2.4.3 Transitive Lie-Algebroide
Wir wollen in diesem Abshnitt kurz einige Eigenshaften von Der•Ω(E) für ein transitives
Lie-Algebroid E, d.h. für Lie-Algebroide E mit surjektivem Anker, angeben. Insbesondere
gelten also die folgenden Aussagen für E = TM mit der Lie-Klammer auf Vektorfeldern und
ρ = id.
Satz 2.4.6. Sei E ein Lie-Algebroid mit surjektivem Anker ρ : E → TM und sei D ∈
DerkΩ(E). Dann existieren K ∈ Ωk(E,E) und L ∈ Ωk+1(E,E), so dass
D = LK + iL.
D ist algebraish genau dann, wenn K ∈ Ωk(E, ker ρ).
Beweis. Seien s1, . . . , sk ∈ Γ∞(E). Dann ist durh f 7→ D(f)(s1, . . . , sk) eine Derivation von
C∞(M) deniert. Wir nden deshalb ein Vektorfeld X(s1, . . . , sk) ∈ Γ∞(TM) mit
D(f)(s1, . . . , sk) = X(s1 . . . , sk)(f).
Oensihtlih ist X alternierend und C∞(M)-linear in den si. Ist nun ρ : E → TM surjektiv,
so nden wir ein K ∈ Ωk(E,E) mit2
X(s1, . . . , sk)(f) = ρ(K(s1, . . . , sk))(f) = dEf ◦K(s1, . . . , sk) = LKf(s1, . . . , sk).
Damit folgt
(D− LK)|C∞(M) = 0,
2
Lokal ist das wegen der Linearität von ρ klar. Durh eine Partition der Eins erhalten wir die Aussage auh
global, wobei wir wieder die Linearität von ρ verwenden.
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d.h. wir nden ein L ∈ Ωk+1(E,E) mit
D = LK + iL.
Durh die Konstruktion ist klar, dass für D algebraish notwendigerweise K ∈ Ω(E, ker ρ) sein
muss. Umgekehrt ist klar, dass L(Ω(E, ker ρ)) ⊆ {algebraishe Derivationen}.
Ist nun D = LK + iL ∈ DerkΩ(E) geshlossen, so ist auh iL geshlossen und damit L ∈
Ωk+1(E, ker ρ). Ist auÿerdem D = L′K + i′L eine andere Darstellung, so folgt
iL − i′L = [dE , i′K − iK ],
so dass iL und i
′
L das gleihe Element in H
k+1
dE
(Ω(E)) repräsentieren. Insgesamt erhalten wir
damit [13, Corollary 4℄:
Folgerung 2.4.7. Für Lie-Algebroide mit surjektivem Anker gilt
H•
dE
(Ω(E)) ∼= {iK | K ∈ Ω(E, ker ρ), iK geshlossen}{iK | K ∈ Ω(E, ker ρE), iK exakt}
∼= H•(E, ker ρ).
Ist insbesondere E = TM mit der Lieklammer für Vektorfelder und ρ = id ergibt sih die
Folgerung 2.4.8. Sei D ∈ DerkΩ(M). Dann gibt es eindeutig bestimmte K ∈ Ωk(M,TM) =
Γ∞(
∧kT ∗M ⊗ TM) und L ∈ Ωk+1(M,TM), so dass D = LK + iL. Es ist L = 0 genau dann,
wenn D geshlossen ist, und es ist K = 0 genau dann, wenn D algebraish ist. Weiter gilt für
alle Kohomologieklassen
Hk
dE
(Ω(M)) = 0.
2.4.4 Der Zusammenhang mit den Multiderivationen
Wir werden jetzt die Verbindung zu dem Komplex der Multiderivationen auf E herstellen,
vergleihe auh [13, Abshnitt 2.5℄.
Satz 2.4.9. Die Abbildungen
Rk : DerkΩ(E) −→ Derk(E),
die für k ≥ 0, D ∈ DerkΩ(E) und s1, . . . , sk+1 ∈ Γ∞(E) durh
α(Rk(D)(s1, . . . , sk+1) ) = (−1)k+1
k+1∑
i=1
(−1)iD(α(si))(s1,
i
ˆ. . ., sk+1)− Dα(s1, . . . , sk+1)
sowie durh R−1(is) = s ∈ Der−1(E) deniert sind, liefern einen Isomorphismus von gradierten
Liealgebren.
Beweis. Wir geben zunähst die zu R inverse Abbbildung L : Derk(E) → DerkΩ(E) an.
Zunähst gilt natürlih Ls = is. Für D ∈ Derk(E) mit k ≥ 0 reiht es, LD auf Funktionen und
Einsformen festzulegen. Für Funktionen f ∈ C∞(M) gilt
LD f(s1, . . . , sk) = σD(s1, . . . , sk)
2.4 Lie-Algebroid-Strukturen als Derivationen der Grassmannalgebra 39
und für Einsformen α ∈ Ω1(E) brauht man nur die obige Formel umzustellen, und man erhält
LD α(s1, . . . , sk+1) = (−1)k+1
k+1∑
i=1
(−1)iσD(s1,
i
ˆ. . ., sk+1)(α(si))− α(D(s1, . . . , sk+1)).
Seien jetzt D1 ∈ Derp(E), D2 ∈ Derq(E) sowie ω ∈ Ωk(E). Wir denieren
σD1 ◦ ω (s1, . . . , sp+k) =
∑
(−1)πσD1(sπ(k+1), . . . , sπ(k+p))(ω(sπ(1), . . . , sπ(k)))
wobei die Summe über alle (k, p)-Shues zu bilden ist, sowie
ω ◦D1 (s1, . . . , sp+k) =
∑
(−1)πω(D1(sπ(1), . . . , sπ(p+1)), sπ(p+2), . . . , sπ(p+1))
mit der Summe über alle (p + 1, k − 1)-Shues. Damit lässt sih nun nahrehnen, das die
Abbildung L durh
LD1 ω = (−1)pkσD1 ◦ ω − ω ◦D1
gegeben ist.
Damit rehnen wir einerseits nah, dass
L[D1,D2] ω = (−1)pq+pk+qk(σD1 ◦D2) ◦ ω − (−1)pk+qk(σD2 ◦D1) ◦ ω
+(−1)pk+qk[σD1 , σD2 ] ◦ ω − (−1)pqω ◦ (D1 ◦D2) + ω ◦ (D2 ◦D1),
wobei σ[D1,D2] = (−1)pqσD1 ◦D2 − σD2 ◦D1 + [σD1 , σD2 ] verwendet wurde, sowie andererseits
[LD1 ,LD2 ] = (−1)pk+qk
(
(−1)qpσD1 ◦ (σD2 ◦ ω)− σD2 ◦ (σD1 ◦ ω)
)
+(−1)pq+pk((σD1 ◦ ω) ◦D2 − σD1 ◦ (ω ◦D2))
−(−1)qk((σD2 ◦ ω) ◦D1 − σD2 ◦ (ω ◦D1))
−((−1)pq(ω ◦D1) ◦D2 − (ω ◦D2) ◦D1).
Durh Nahrehnen lassen sih nun die folgenden Gleihungen zeigen (vgl. auh [20, Theo. 2℄
für die dritte Aussage).
1. [σD1 , σD2 ] ◦ ω = (−1)pqσD1 ◦ (σD2 ◦ ω)− σD2 ◦ (σD1 ◦ ω)
2. (σD1 ◦ ω) ◦D2 − σD1 ◦ (ω ◦D2) = (−1)qk(σD1 ◦D2) ◦ ω
3. (−1)pq(ω ◦D1) ◦D2 − (ω ◦D2) ◦D1 = (−1)pqω ◦ (D1 ◦D2)− ω ◦ (D2 ◦D1)
Damit folgt jetzt
[LD1 ,LD2 ] = L[D1,D2],
d.h. L bzw. R sind Isomorphismen von gradierten Lie-Algebren.
Folgerung 2.4.10. Sei d ∈ Der1Ω(E) mit [d, d] = 0 und m = R1(d). Dann induziert R einen
Isomorphismus
H•
d
(Ω(E)) ∼= H•m,CM (E)
der Kohomologien.
Beweis. Zunähst gilt [R(d),R(d)] = R([d,d]) = 0, so dass δR(d) tatsählih ein Dierential
deniert. Weiter ist δm ◦ R(D) = [R(d),R(D)] = R[d,D] = R ◦δd(D), womit die Behauptung
folgt.
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Triviale Deformationen Eine Äquivalenz
m′t = exp(adDt)mt
von Lie-Algebroid Strukturen mit Dt = tD1 + t
2D2 + . . . ∈ Der0(E)[[t]] überträgt sih wieder
zu einer Äquivalenz
d
′
t = exp(adLDt )dt
der zugehörigen Dierentiale.
2.5 Triviale Deformationen im glatten Fall
Um die Denitionen, die wir für die Äquivalenz von Deformationen im formalen Rahmen
gegeben haben, zu motivieren, werden wir in diesem Abshnitt glatte Deformationen von Lie-
Algebroiden betrahten, da in diesem Falle der Äquivalenzbegri oensihtlih ist. Zunähst
aber einige vorbereitende Bemerkungen.
Sei Φ : E → E ein Vektorbündelisomorphismus über φ : M →M . Wie üblih denieren wir
die Anwendung von Φ auf einen Shnitt s ∈ Γ∞(E) durh
Φ∗s = Φ−1 ◦ s ◦ φ ∈ Γ∞(E).
Weiter sei die duale Abbildung Φˇ : E∗ → E∗ mit Fuÿpunktabbildung φ−1 für αm ∈ E∗m durh
Φˇ(αm) = αm ◦Φ|E
φ−1(m)
∈ E∗φ−1(m)
deniert, und entsprehend die Anwendung auf Shnitte α ∈ Γ∞(E∗) durh
Φˇ∗α =
(
Φˇ
)−1 ◦ α ◦ φ−1 ∈ Γ∞(E).
Es gilt also
〈Φˇ(αm), sφ−1(m)〉 = 〈αm,Φ(sφ−1(m))〉 = 〈αm,
(
Φ−1
)∗
s |m〉
sowie
〈Φˇ∗α|m, sm〉 = 〈αφ−1(m),Φ−1(sm)〉.
Sei Dt ∈ Der0(E) eine zeitabhängige Derivation mit Symbol σt ∈ X(M), wobei Dt jetzt eine
glatte Deformation von D0 sein soll. Der Fluss
3 Φt,s zu D ist deniert als ein Vektorbündeliso-
morphismus, bestimmt durh die Gleihungen [12, Appendix A℄
1. Φt,s ◦ Φs,u = Φt,u, Φt,t = id
2.
d
dt
|t=sΦ∗t,se = Ds(e) mit e ∈ Γ∞(E)
Für die Fuÿpunktabbildung φt,s zu Φt,s folgt dann
d
dt
∣∣∣
t=s
φt,s(m) = σs(m),
d.h. φt,s ist der Fluss zu σs.
3
Wir verwenden hier, wie in der Literatur üblih, die Bezeihnung Fluss auh für die Zeitentwiklungen zu
zeitabhängigen Vektorfeldern.
2.5 Triviale Deformationen im glatten Fall 41
Lemma 2.5.1. Sei Dt ∈ Der0(E) eine zeitabhängige Derivation, Xt = I−1(Dt) ∈ X1,0(E∗) das
zugehörige zeitabhängige lineare Vektorfeld auf E∗ sowie LDt ∈ Der0Ω(E) die durh Dt gegebene
zeitabhängige Derivation von Ω(E). Sei weiter Φt,s : E → E ein Vektorbündelisomorphismus
über dem Dieomorphismus φs,t mit Φt,s ◦ Φs,u = Φt,u sowie Φt,t = id. Dann sind folgende
Behauptungen äquivalent
1. Φt,s ist der Fluss zu Ds, d.h für e ∈ Γ∞(E) gilt
d
dt
∣∣∣
t=s
Φ∗t,se = Ds(e).
2. Φˇ−1t,s : E
∗ → E∗ ist der Fluss zu dem Vektorfeld Xt, d.h. für αm ∈ E∗ gilt
d
dt
∣∣∣
t=s
Φ−1t,s (αm) = Xs(αm).
3. Für die Abbildung
(
Φˇ−1t,s
)∗
: Ω(E) −→ Ω(E) gilt für α ∈ Γ∞(E∗)
d
dt
∣∣∣
t=s
(
Φˇ−1t,s
)∗
α = LDs α.
Beweis. Wir beweisen das Lemma durh eine Rehnung in lokalen Koordinaten. Nehmen
wir also an, dass E = U × Rk mit U oen in Rn. Sei m = (x1, . . . , xn) = (xi) sowie
v = (x1, . . . , xn, v1, . . . , vk) = (xi, vµ) ∈ Ex und dazu dual α = (xi, αµ) ∈ E∗x. Ein Vektor-
bündelisomorphismus Φ ist dann gegeben durh
Φ(x, v) = (φ(x),Ψ(x)νµv
µ)
mit einer linearen Abbildung Ψ(x). Weiter shreiben wir Φ−1 als
Φ−1(x, v) = (φ−1(x), Ψ˜(x)νµv
µ)
und es folgt Ψ˜(φ(x)) = (Ψ(x))−1. Sei nun r = (rµ) ∈ Γ∞(E). Dann folgt
d
dt
∣∣∣
t=s
Φ−1t,s
(
r(φt,s(x))
)
=
d
dt
∣∣∣
t=s
Ψ˜t,s
(
φt,s(x)
)ν
µ
rµ(φs,t(x))
=
(
d
dt
∣∣∣
t=s
Ψ˜t,s
(
φt,s(x)
)ν
µ
)
rµ(x) +
∂rµ
∂xi
(x)σis(x)
= −
(
d
dt
∣∣∣
t=s
Ψt,s(x)
ν
µ
)
rµ(x) +
∂rµ
∂xi
(x)σis(x).
Weiter erhalten wir für α ∈ E∗x
d
dt
∣∣∣
t=s
Φˇ−1t,s (α) =
(
d
dt
∣∣∣
t=s
φt,s(x), αν
d
dt
∣∣∣
t=s
Ψ˜t,s(φt,s(x))
ν
µ
)
=
(
σs(x), αν
d
dt
∣∣∣
t=s
Ψ˜t,s
(
φt,s(x)
)ν
µ
)
=: Xs(α).
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Für die Funktion rˆ ∈ C∞(M) gilt r(α) = ανrν(x) und damit ∂rˆ∂xi = αν ∂r
ν
∂xi
sowie
∂rˆ
∂αν
= rν . Wir
erhalten somit
iXs(α)drˆ = αν
∂rν
∂xi
σis(x) + αν
(
d
dt
∣∣∣
t=s
Ψ˜t,s
(
φt,s(x)
)ν
µ
)
rµ(x)
=
〈
α,
d
dt
∣∣∣
t=s
Φ∗t,sr
〉∣∣∣
x
Damit folgt wegen I(Xs)(r) = I0(iXsdrˆ) die Äquivalenz der ersten beiden Aussagen. Für einen
Shnitt α(x) = αµ(x) ∈ Γ∞(E∗) gilt weiter
d
dt
∣∣∣
t=s
Φˇt,s (α(φt,s(X))) =
d
dt
∣∣∣
t=s
αν(φt,s(x))Ψt,s(x)
ν
µ
=
∂αµ
∂xi
(x)σis(x) + αν(x)
d
dt
∣∣∣
t=s
Ψt,s(x)
ν
µ.
Daraus ergibt sih nun〈
d
dt
∣∣∣
t=s
(
Φˇ−1t,s
)∗
α , r
〉∣∣∣
x
= σs(x)(α(r)) + αν(x)
d
dt
∣∣∣
t=s
Ψt,s(x)
ν
µ − σis(x)αµ(x)
∂rµ
∂xi
(x)
= σs(x)(α(r)) − α
(
d
dt
∣∣∣
t=s
Ψ∗t,sr
)
.
Erinnern wir uns nun an die Denition 〈LD, r〉 = σD(α(r)) − α(D(r)) für D ∈ Der0(E), so
folgt auh die Äquivalenz der ersten und dritten Aussage.
Für glatte Deformationen haben wir den folgenden natürlihen Äquivalenzbegri.
Denition 2.5.2. Zwei glatte Deformationen mt und m
′
t einer Lie-Algebroid-Struktur m =
m0 ∈ Der1(E) heiÿen äquivalent, wenn die dadurh gegebenen Lie-Algebroide (E,mt, ρt) und
(E,m′t, ρ
′
t) für alle t isomorph sind, d.h wenn es einen zeitabhängigen Vektorbündelisomorphis-
mus Φt gibt, so dass die Gleihungen
Φ∗t (m
′
t(s1, s2)) = mt(Φ
∗
t s1,Φ
∗
t s2)
sowie
ρt ◦Φ = Tφt ◦ ρ′t
für alle t gelten, wobei φt : M → M die Fuÿpunktabbildung zu Φt ist. Eine Deformation mt
von m0 ∈ Der1(E) heiÿt trivial, wenn mt äquivalent zu m0 ist.
Seien jetzt also mt und m
′
t zwei äquivalente glatte Deformationen der Lie-Algebroid-Struktur
m0 mit der Äquivalenztransformation Φt. Mit einer kleinen Rehnung zeigt man, dass dies
äquivalent dazu ist, dass für πt = I−1(mt) und π′t = I−1(m′t) die Gleihung(
Φˇ−1t
)∗
π′t = πt
gilt. Ebenso ist mit dt = Lmt und d
′
t = Lm′t dann auh die Aussage
(Φˇ−1t )
∗ ◦ d′t = dt ◦ (Φˇ−1t )∗
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äquivalent zu den beiden oben genannten. Wir denieren die zeitabhängige Derivation Dt ∈
Der0(E) für e ∈ Γ∞(E) durh
Ds(e) =
d
dt
∣∣∣
t=s
Φ∗t (e)
und setzen Xt = I−1(Dt). Seien weiter mt = m0 + tm1 + . . . und m′t = m0 + tm′1 + . . . die
formalen Taylorentwiklungen. Ableiten nah t bei t = 0 liefert dann jeweils
1. Φ∗t (m
′
t(s1, s2)) = mt(Φ
∗
t s1,Φ
∗
t s2)
d
dt
|t=0  (m′1 −m1)(s1, s2) = −D0(m0(s1, s2)) +m0(D0(s1), s2)
+m0(s1,D0(s2))
= [m0,D0](s1, s2) = δm0(D0)(s1, s2)
2.
(
Φˇ−1t
)∗
π′t = πt
d
dt
|t=0  π′1 − π1 = [π0,X0] = δπ0(X0)
3. (Φˇ−1t )
∗ ◦ d′t = dt ◦ (Φˇ−1t )∗
d
dt
|t=0  d′t − dt = d0 LD0 −LD0 d0 = [d0,LD0 ] = δd0(LD0)
In erster Ordnung haben wir damit auh die formale Äquivalenz in allen drei Betrahtungsweisen
wiedergewonnen. Durh das Bilden von höheren Ableitungen sieht man, dass gilt:
Satz 2.5.3. Die formale Äquivalenz der formalen Taylorreihen ist eine notwendige Bedingung
für die glatte Äquivalenz.
Allerdings ist auh dann, wenn die formalen Taylorreihen zweier glatter Deformationen mt
und m′t formal äquivalent sind, keineswegs gesagt, dass mt und m
′
t auh im glatten Sinne
äquivalent sind.
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3 Deformation von Dira-Strukturen
Im ersten Kapitel haben wir das Vektorbündel E = TM⊕T ∗M mit der darauf kanonish gegebe-
nen symmetrishen Bilinearform betrahtet und auf den Shnitten Γ∞(E) eine R-bilineare
Verknüpfung, die Courant-Klammer, eingeführt. Weiter betrahteten wir maximal isotrope
Unterbündel L von E, so dass Γ∞(L) unter der Courant-Klammer abgeshlossen war. Solhe
Unterbündel haben wir Dira-Strukturen genannt. In diesem Kapitel soll nun eine Deformation-
stheorie für Dira-Strukturen entwikelt werden. Zuvor wollen wir jedoh unsere Betrahtungen
noh weiter verallgemeinern und von dem speziellen Vektorbündel TM ⊕ T ∗M zu einem be-
liebigen Vektorbündel E →M mit einer niht ausgearteten Bilinearform und einer R-bilinearen
Verknüpfung auf Γ∞(E), für die wir die in Lemma 1.2.11 angegebenen Eigenshaften fordern,
übergehen.
3.1 Courant-Algebroide
Denition 3.1.1. Ein Courant-Algebroid ist ein Vektorbündel E zusammen mit einer nih-
tausgearteten symmetrishen Bilinearform 〈 · , · 〉, einer bilinearen Verknüpfung [ · ,· ]
C
: Γ∞(E)×
Γ∞(E)→ Γ∞(E) und einem Vektorbündelhomomorphismus ρ : E → TM , dem Anker, so dass
für alle e1, e2, e3 ∈ Γ∞(E) und f ∈ C∞(M) folgende Bedingungen gelten:
1. Jaobi-Idendität in der Form
[e1, [e2, e3]C ]C = [e1, e2]C , e3]C + [e2, [e1, e3]C ]C .
2. [e1, e2]C + [e2, e1]C = D〈e1, e2〉, wobei D : C∞(M)→ Γ∞(E) durh
〈Df, e〉 = ρ(e)f
deniert ist.
3. ρ(e1)〈e2, e3〉 = 〈[e1, e2]C , e3〉+ 〈e2, [e1, e3]C〉
Lemma 3.1.2. Seien ei ∈ Γ∞(E) und f ∈ C∞(M). Dann folgt mit den Eigenshaften 2 und
3 aus Denition 3.1.1 bereits die Leibniz-Regel
[e1, fe2]C = f [e1, e2]C + (ρ(e1)f)e2.
Weiter gilt wie im Falle von Lie-Algebroiden die Gleihung
ρ([e1, e2]C ) = [ρ(e1), ρ(e2)].
Für einen Beweis der ersten Aussage siehe [47, 29℄. Die zweite Aussage zeigt man genauso
wie bei Lie-Algebroiden, siehe dazu z.B. [30℄.
45
46 3 Deformation von Dira-Strukturen
Bemerkung 3.1.3. Man rehnet leiht nah, dass im ersten Argument die Gleihung
[fe1, e2]C = f [e1, e2]C − (ρ(e2)f)e1 + 〈e1, e2〉Df
gilt. Weiter kann man die dritte Bedingung von Denition 3.1.1 auh shreiben als
〈[e1, e2]C + [e1, e2]C , e3〉 = ρ(e3)〈e1, e2〉.
Lemma 3.1.4 ([40, Lemma 2.6.2℄). In einem Courant-Algebroid gelten die folgenden Gle-
ihungen:
[e,Df ]
C
= D〈e,Df〉
[Df, e]
C
= 0
ρ ◦ D = 0, d.h. 〈Df,Dg〉 = 0 ∀f, g ∈ C∞(M)
Beweis. Seien e1, e2 ∈ Γ∞(E), dann gilt
〈[e1,Df ]C , e2〉 = −〈Df, [e1, e2]C 〉+ ρ(e1)〈Df, e2〉
= −ρ([e1, e2]C)f + ρ(e1)ρ(e2)f
= ρ(e2)ρ(e1)f
= ρ(e2)〈Df, e1〉
= 〈D〈Df, e1〉, e2〉
womit wir die erste Gleihung gezeigt haben. Damit folgt jetzt auh
[Df, e1]C = −[e1,Df ]C +D〈Df, e1〉 = 0.
Für die letzte Aussage ist
ρ(Df)g = 0 ∀f, g ∈ C∞(M)
zu zeigen. Wir können aber zumindest lokal jede Funktion g ∈ C∞(M) als 〈e1, e2〉 mit e1, e2 ∈
Γ∞(E) shreiben. Damit folgt nun
ρ(Df)〈e1, e2〉 = 〈[Df, e1]C , e2〉+ 〈e1, [Df, e2]C 〉 = 0.
Bemerkung 3.1.5. Natürlih ist TM ⊕T ∗M nah Lemma 1.2.11 mit den entsprehenden Klam-
mern ein Courant-Algebroid. Wir werden deshalb auh im Allgemeinen die Klammer [ · , · ]
C
Courant-Klammer nennen.
Denition 3.1.6. Sei E ein Courant-Algebroid mit gerader Faserdimension und maximal indef-
initer Bilinearform
1
. Eine verallgemeinerte Dira-Struktur L ⊆ E ist ein Untervektorbündel von
E, das bezüglih der gegebenen Bilinearform maximal isotrop ist. Eine verallgemeinerte Dira-
Struktur heiÿt integrabel oder kurz Dira-Struktur, wenn Γ∞(L) unter der Courant-Klammer
abgeshlossen ist,
[Γ∞(L),Γ∞(L)]
C
⊆ Γ∞(L).
1
Mit einer maximal indeniten Bilinearform 〈 · , · 〉 auf einem 2n-dimensionalen Vektorraum meinen wir eine
Bilinearform der Signatur Null. 〈 · , · 〉 kann dann durh geeignete Wahl der Basen als Matrizen der Form
(1 0
0 −1
) oder (0 1
1 0
) mit n-dimensionalen Blöken dargestellt werden.
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Für ein isotropes Unterbündel L ⊆ E folgt mit der dritten Forderung in Denition 3.1.1 für
s1, s2 ∈ Γ∞(L), dass
[s1, s2]C + [s2, s1]C = D〈s1, s2〉 = 0.
Ist L sogar eine Dira-Struktur, können wir wegen der Integrabilität die Courant-Klammer auf
L einshränken. Diese eingeshränkte Klammer ist antisymmetrish und es gelten nah wie vor
die Jaobi-Identität und die Leibniz-Regel. Damit gilt:
Lemma 3.1.7. Eine Dira-Struktur L zusammen mit den Einshränkungen von Courant-
Klammer und Anker auf L ist ein Lie-Algebroid.
Im folgenden werden wir, wenn niht ausdrüklih etwas anderes erwähnt wird, nur Courant-
Algebroide mit gerader Faserdimension und maximal indeniter Bilinearform betrahten.
3.2 Glatte Deformation von Dira-Strukturen
Wir wollen jetzt Dira-Strukturen Lt betrahten, die glatt von einem Parameter t ∈ I abhängen,
wobei I ⊆ R ein oenes Intervall ist. Um dies zu präzisieren, sei zunähst π : E → M ein
beliebiges Vektorbündel. Wir betrahten das mit der Projektion pr : M×I →M zurükgeholte
Bündel pr♯E, wobei
pr♯E = {((m, t), v) ∈ (M × R)× E | m = π(v)},
und denieren eine glatte Familie von Unterbündeln Lt ∈ E als ein glattes Unterbündel L ⊂
pr♯E, wobei Lt = L|M×{t} gilt. Äquivalent können wir eine Familie Lt auh glatt nennen, wenn
für eine beliebige Metrik der Orthogonalprojektor Pt auf Lt glatt von t abhängt, bzw. wenn der
Projektor P : pr♯E → pr♯E, deniert durh P ((m, t), v) = ((t,m), Pt(v)) glatt ist. Im weiteren
werden wir immer annehmen, dass das Intervall I die Null enthält.
Lemma 3.2.1. Sei V ein Vektorraum, dimV = 2n, mit einer niht-ausgearteten, maximal
indeniten Bilinearform ( · , · ) sowie einem Skalarprodukt g. Seien weiter L1, L2 ⊆ V maximal
isotrope Unterräume, so dass
i.) V = L1 ⊕ L2,
ii.) L
⊥g
1 = L2.
Sei weiter P : V → V der g-Orthogonalprojektor auf L1, also imP = L1, im(id−P ) = L2.
Bezeihnet nun P T den bezüglih ( · , · ) adjungierten Projektor zu P , also (Pv,w) = (v, P Tw)
∀v,w ∈ V , dann gilt
P T = id−P,
d.h. P T ist der g-Orthogonalprojektor auf L2.
Beweis. Sei v ∈ L1, w ∈ V . Dann gilt
(P T v,w) = (v, Pw) = 0
da v, Pw ∈ L1 und es folgt P T v = 0 für alle v ∈ L1. Sei nun v ∈ L2, w ∈ V mit w = (w1, w2) ∈
L1 ⊕ L2. Jetzt rehnet man
(P T v,w) = (v, P (w1 + w2)) = (v,w1) = (v,w1) + (v,w2) = (v,w),
womit P T v = v für alle v ∈ L2 folgt. Damit ist gezeigt, dass P T der g-Orthogonalprojektor auf
L2 ist.
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Aus der symplektishen Geometrie ist bekannt, dass zu einem Lagrangeshen Unterbündel
L immer ein Lagrangeshes Komplementärbündel L′ existiert. Um das zu zeigen, konstruiert
man eine mit der symplektishen Form kompatible, fast komplexe Struktur J und deniert
L′ = J(L). Auf gleihe Weise erhalten wir in unserem Fall ein entsprehendes Ergebnis.
Lemma 3.2.2. Sei E ein Vektorbündel mit gerader Faserdimension und einer symmetrishen,
niht-ausgearteten, maximal indeniten Bilinearform ( · , · ). Dann gibt es eine Metrik2 g und
einen Vektorbündelisomorphismus J : E → E mit J2 = id, so dass die Gleihung
g(e1, e2) = (e1, Je2) ∀e1, e2 ∈ Γ∞(E)
gilt und J eine Isometrie von ( · , · ) und damit auh von g ist.
Beweis. Wir wählen eine Metrik k auf E und denieren A : E → E durh k(Ae1, e2) = (e1, e2).
Dann gilt A∗ = A, wobei ∗ die Adjunktion bezüglih der Metrik k bezeihnet. Man beahte,
dass A niht positiv denit ist, da ja auh ( · , · ) niht positiv denit ist. Wir denieren jetzt
(siehe Polarzerlegung, [37, Abshnitt 25.20℄)
B = |A| =
√
AA∗ = exp
(1
2
log(AA∗)
)
,
und erhalten damit einen Vektorbündelisomorphismus B, wobei die Glattheit von B aus der
Invertierbarkeit von A folgt. Dann ist B k-symmetrish, B∗ = B, und positiv denit, somit also
B 6= A. Aus der Denition von B folgt, dass A mit B und folglih auh mit B−1 kommutiert.
Wir setzen jetzt J = B−1A. Dann kommutiert auh J mit A und B und wir rehnen
JJ∗ = B−1AA∗(B−1)∗ = B−1B2(B−1)∗ = id,
also J∗ = J−1. Damit gilt weiter
J−1 = J∗ = (B−1A)∗ = AB−1 = B−1A = J
und so J2 = id. Als nähstes rehnen wir
(Je1, Je2) = k(AJe1, Je2) = k(JAe1, Je2) = k(Ae1, J
∗Je2) = k(Ae1, e2) = (e1, e2),
womit gezeigt wäre, dass J eine Isometrie bezüglih unserer indeniten Bilinearform ist. Shlieÿlih
setzen wir g(e1, e2) = (e1, Je2). Dann ist g symmetrish und für alle m ∈ M , v ∈ E|m mit
v 6= 0 gilt
g(v, v) = (v, Jv) = k(Av, Jv) = k(BJv, Jv) ≥ 0,
da B positiv denit ist.
Folgerung 3.2.3. Sei E wie oben und sei L ⊂ E ein maximal isotropes Unterbündel von E.
Wir wählen nah Lemma 3.2.2 einen Vektorbündelisomorphismus J und eine Metrik g mit
g(e1, e2) = (e1, Je2). Dann ist auh J(L) maximal isotrop und es gilt
E = L⊕ J(L)
sowie
L⊥g = J(L).
2
Mit Metrik ist eine positiv denite Bilinearform gemeint. Verlangen wir nur die Nihtausgeartetheit shreiben
wir Pseudometrik.
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Beweis. Sei e1 ∈ Γ∞(L) und e2 = J(e′2) für ein e′2 ∈ Γ∞(L). Damit folgt
g(e1, e2) = g(e1, Je
′
2) = (e1, J
2e′2) = (e1, e
′
2) = 0
und somit aus Dimensionsgründen J(L) = L⊥g . Dass J(L) isotrop ist, ist klar, da J eine
Isometrie ist, und maximal isotrop folgt wieder aus Dimensionsgründen.
Bemerkung 3.2.4. Ist P der g-Orthogonalprojektor auf L, dann gilt nah Lemma 3.2.1, dass
P T der g-Orthogonalprojektor auf J(L) ist.
Satz 3.2.5. Sei E ein Vektorbündel, I ⊆ R ein oenes Intervall und sei Lt ⊂ E mit t ∈ I ein
glatt von t-abhängiges Unterbündel. Dann gibt es einen glatt von t abhängigen Vektorbündeliso-
morphismus Ut : E → E, so dass
Lt = Ut(L0).
Ist E ein Courant-Algebroid mit Bilinearform ( · ,· ) und Lt eine verallgemeinerte Dira-Struktur,
dann kann zusätzlih erreiht werden, dass Ut eine Isometrie von ( · , · ) ist.
Beweis. Der Beweis verläuft im wesentlihen nah [18, Lemma 1.1.5℄. Ist Lt eine verallgemein-
erte Dira-Struktur, dann nden wir nah Folgerung 3.2.3 einen Vektorbündelisomorphismus J
und eine Metrik g, so dass E für alle t ∈ I die g-orthogonale direkte Summe von Lt und J(Lt)
ist,
E = Lt ⊕ J(Lt) und L⊥gt = J(Lt)
Falls Lt ein beliebiges Unterbündel in einem Vektorbündel E ist, so wählen wir eine niht
weiter bestimmte Metrik auf E. Sei Pt : E → E der g-Orthogonalprojektor auf Lt. Es gilt dann
P ∗t = Pt, wobei
∗
die Adjunktion bezüglih der Metrik g bezeihnet. Ist Lt eine verallgemeinerte
Dira-Struktur, dann haben wir nah Bemerkung 3.2.4 weiter die Gleihung P Tt = id−Pt.
Wir betrahten jetzt die Dierentialgleihung
U˙t = [P˙t, Pt]Ut
mit der Anfangsbedingung U0 = id. Lokal ist diese Gleihung von der Form
d
dt
U(t, x) = A(t, x)U(t, x)
mit x ∈ V ⊆ Rn und A : I × V → Mk(R), und hat eine eindeutig bestimmte, für alle t ∈ I
denierte glatte Lösung Ut, die auÿerdem auh glatt von x abhängt, siehe z.B. [31, Abshnitt
IV.1℄. Aufgrund der Eindeutigkeit fügen sih die lokalen Lösungen zu einer globalen Lösung
Ut : E → E der obigen Gleihung zusammen. Um zu sehen, dass Ut invertierbar ist, betrahten
wir die Gleihung
V˙t = Vt[Pt, P˙t]
mit der Anfangsbedingung V0 = id, die auh eine für alle t ∈ I denierte, glatte Lösung hat.
Dann folgt
d
dt
(UtVt) = U˙tVt + UtV˙t
= [P˙t, Pt]UtVt + UtVt[Pt, P˙t]
=
[
[P˙t, Pt], UtVt
]
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und UtVt ist damit die eindeutig bestimmte Lösung der Gleihung
d
dt
Mt =
[
[P˙t, Pt],Mt
]
mit M0 = id. Oensihtlih ist aber auh Mt = id eine Lösung, so dass UtVt = id folgt.
Auf ähnlihe Weise erhalten wir auh VtUt = id, insgesamt gilt damit U
−1
t = Vt. Da Pt ein
g-Orthogonalprojektor ist, gilt P ∗t = Pt und es folgt
(U˙t)
∗ = U∗t [P
∗
t , (P˙t)
∗]
bzw.
(U∗t )˙ = U
∗
t [Pt, P˙t],
so dass U∗t = Vt = U
−1
t . War Lt eine verallgemeinerte Dira-Struktur, erhalten wir mit P
T
t =
id−Pt weiter
(UTt )˙ = U
T
t [id−Pt,−P˙t] = UTt [Pt, P˙t]
so dass auh UTt = U
∗
t = U
−1
t gilt. Wir müssen jetzt noh zeigen, dass tatsählih Pt = UtP0U
−1
t
gilt. Da Pt ein Projektor ist, P
2
t = Pt, folgen durh Ableiten die Gleihungen P˙t = P˙tPt +PtP˙t
sowie PtP˙tPt = 0. Damit rehnet man nah, dass Pt die Dierentialgleihung
[U˙tU
−1
t , Pt] = P˙t
erfüllt. Man zeigt aber auh, dass UtP0U
−1
t die obige Gleihung zur selben Anfangsbedingung
löst, so dass wegen der Eindeutigkeit der Lösung Pt = UtP0U
−1
t folgt.
Ist E → M ein Vektorbündel und Φ : E → E ein Vektorbündelisomorphismus über einem
Dieomorphismus φ : M → M , dann denieren wir wie üblih für einen Shnitt s : M → E
den Push-forward durh Φ∗s = Φ ◦ s ◦ φ−1 und den Pull-bak durh Φ∗s = Φ−1 ◦ s ◦ φ.
Lemma 3.2.6. Sei E ein Courant-Algebroid mit Bilinearform 〈 · , · 〉, Courant-Klammer [ · , · ]
und Anker ρ. Weiter sei Φt : E → E ein glatt von t abhängiger Vektorbündelisomorphismus.
Wir denieren die t-abhängigen Klammern
〈e1, e2〉t = 〈Φ∗t e1,Φ∗t e2〉
sowie
[e1, e2]t = (Φ
−1
t )
∗[φ∗t e1, φ
∗
t e2]
und einen t-abhängigen Anker
ρt = Tφ
−1
t ◦ ρ ◦ Φt.
Dann ist für jedes t das Vektorbündel E zusammen mit den Klammern 〈 · , · 〉t und [ · , · ]t sowie
dem Anker ρt ein Courant-Algebroid.
Ist Φ0 = id, so nennen wir (E, 〈 · , · 〉t, [ · , · ]t, ρt) das durh Φt deformierte Courant-Algebroid.
Mit Satz 3.2.5 erhalten wir sofort das folgenden Lemma.
Lemma 3.2.7. Sei E ein Courant-Algebroid und sei Lt ein glatt von t abhängiges Untervek-
torbündel in E. Sei Ut die Isometrie aus Satz 3.2.5. Dann ist Lt genau dann für alle t eine
Dira-Struktur, wenn L0 eine Dira-Struktur für jedes durh Ut deformierte Courant-Algebroid
(E, 〈 · , · 〉, [ · , · ]t, ρt) ist.
3.2 Glatte Deformation von Dira-Strukturen 51
3.2.1 Triviale Deformationen
Denition 3.2.8. Sei E →M ein Courant-Algebroid. Ein Courant-Algebroidautomorphismus
ist ein Vektorbündelautomorphismus Φ : E → E über einem Dieomorphismus φ : M →M , so
dass gilt:
i.) Φ ist eine Isometrie der Bilinearform 〈 · , · 〉,
〈Φ∗e1,Φ∗e2〉 = 〈e1, e2〉.
ii.) Φ ist natürlih bezüglih der Courant-Klammer,
[Φ∗e1,Φ
∗e2]C = Φ
∗[e1, e2]C .
Lemma 3.2.9. Sei Φ : E → E ein Courant-Algebroidautomorphismus. Dann gilt für den
Anker ρ die Gleihung
ρ ◦ Φ = Tφ ◦ ρ.
Beweis. Wir rehnen einerseits nah, dass
[Φ∗e1,Φ
∗(fe2)]C = [Φ
∗e1, φ
∗f Φ∗e2]C = Φ
∗(f [e1, e2]C ) + ρ(Φ
∗e1)(φ
∗f)Φ∗e2
gilt. Andererseits haben wir auh die Gleihng
[Φ∗e1,Φ
∗(fe2)]C = Φ
∗[e1, fe2]C = Φ
∗(f [e1, e2]C ) + φ
∗(ρ(e1)f)Φ
∗e2,
womit wir jetzt
φ∗(ρ(e1))(φ
∗f) = φ∗(ρ(e1)f)
= ρ(Φ∗e1)(φ
∗f)
erhalten, d.h.
Tφ−1 ◦ ρ(e1) ◦ φ = ρ(Φ−1 ◦ e1 ◦ φ),
was zu zeigen war.
Satz 3.2.10. Für E = TM ⊕ T ∗M mit der kanonishen Courant-Algebroidstruktur ist jeder
Automorphismus Φ von der Form
Φ = τB ◦ (Tφ, T∗φ),
wobei τB eine Eihtransformation zu einer geshlossenen Zweiform B ∈ Ω2(M) und φ : M →M
ein Dieomorphismus von M ist. B und φ sind dabei eindeutig bestimmt. Die Automorphis-
mengruppe von TM⊕T ∗M ist damit isomorph zu dem semidirekten Produkt Z2(M)⋊Di (M)
mit Z2(M) = ker(d|Ω2(M)), wobei die Verknüpfung durh
(B,φ)(C,ψ) = (B + (φ−1)∗C,φ ◦ ψ)
gegeben ist.
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Beweis. Sei zunähst Φ = (Φ1,Φ2) : TM ⊕ T ∗M → TM ⊕ T ∗M ein Automorphismus über
der Identität. Mit Lemma 3.2.9 folgt dann Φ1(X,α) = ρ(Φ(X,α)) = ρ(X,α) = X. Da Φ
eine Isometrie der kanonishen symmetrishen Bilinearform auf TM ⊕ T ∗M ist, muss folgende
Gleihung gelten:
〈X,Φ2(Y, β)〉+ 〈Y,Φ2(X,α)〉 = 〈X,β〉+ 〈Y, α〉.
Shreiben wir Φ als Blokmatrix bezüglih der direkten Summe TM ⊕ T ∗M ,
Φ =
(
Φ11 Φ12
Φ21 Φ22
)
,
dann folgt, indem wir X = 0 setzen, die Bedingung Φ22(α) = α, und weiter, wenn wir α = β = 0
setzen, die Gleihung
〈X,Φ2(Y, 0)〉+ 〈Y,Φ2(X, 0)〉 = 0,
d.h.
Φ21 +Φ
∗
21 = 0
Also gilt Φ21 = B ∈ Ω2(M) und damit Φ = τB. Mit Lemma 1.2.9 folgt weiter dB = 0, da τB
ein Automorphismus der Courant-Klammer sein muss. Insgesamt haben wir jetzt
Φ =
(
id 0
B id
)
.
Ist nun Φ ein Automorphismus über einem Dieomorphismus φ : M → M , dann ist die
Verknüpfung (Tφ−1, T ∗φ)◦Φ wie eben gezeigt eine Eihtransformation τB zu einer geshlossenen
Zweiform B. Die Eindeutigkeit von B und φ ist klar, und die Behauptung über die Verknüpfung
in dem semidirekten Produkt Z2(M)⋊Di (M) folgt leiht aus Lemma 1.2.10.
Triviale Deformationen Um zu klären, was wir als triviale glatte Deformationen bezeih-
nen wollen, lassen wir uns von den beiden Spezialfällen für Dira-Strukturen, nämlih symplek-
tishe Mannigfaltigkeiten und Poisson-Mannigfaltigkeiten, leiten. Eine Deformation ωt einer
symplektishen Form ω0 auf M heiÿt trivial, wenn es eine glatte Familie von Dieomorphismen
φt : M → M gibt, so dass ωt = φ∗ω0. Entsprehendes gilt für triviale Deformationen πt von
Poisson-Strukturen. Wir wissen aber, dass die Gleihungen
graph(φ∗tω0) = Fφt(graph(ω0))
bzw.
graph(φ∗tπ0) = Fφt(graph(π0))
gelten. Deshalb manhen wir für Dira-Strukturen in TM ⊕ T ∗M folgende
Denition 3.2.11. Zwei glatte Deformationen Lt und L
′
t von L0 ∈ TM ⊕ T ∗M heiÿen äquiv-
alent, wenn es glatt von t abhängige Dieomorphismen φt : M →M gibt, so dass
L′t = Fφt(Lt).
Eine glatte Deformation Lt von L0 ∈ TM ⊕ T ∗M heiÿt trivial, wenn Lt äquivalent zu L0 ist,
Lt = Fφt(L0).
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Man beahte, dass dies nah Lemma 3.2.10 niht damit übereinstimmt, zu verlangen, dass es
einen Courant-Algebroidautomorphismus Φt gibt, so dass Lt = Φt(L0). In diesem Fall wären ja
zusätzlih noh die Eihtransformationen zu geshlossenen Zweiformen dabei, was beispielsweise
dazu führen würde, dass je zwei Deformationen der Form Lt = graph(ωt) und L
′
t = graph(ω
′
t)
äquivalent wären, wobei die Äquivalenztransformation durh τωt−ω′t gegeben ist.
Bemerkung 3.2.12. Im Fall eines allgemeinen Courant-Algebroids E → M haben wir keinen
kanonishen Lift mehr von Dieomorphismen von M zu Automorphismen von E. Damit sind
zwar weiterhin die Automorphismen über der Identität ausgezeihnet, eine Darstellung der
Automorphismengruppe als semidirektes Produkt wie in Lemma 3.2.10 existiert jedoh für
ein beliebiges Courant-Algebroid niht. Im allgemeinen Fall käme für die Menge der Äquiv-
alenztransformationen deshalb nur die ganze Automorphismenruppe in Frage. Wie wir aber
gerade gesehen haben, ist diese im Falle E = TM ⊕ T ∗M zu groÿ, sofern wir für symplektis-
he und Poisson-Mannigfaltigkeiten bekannte Ergebnisse reproduzieren wollen. Bei der Deni-
tion von äquivalenten und trivialen Deformationen beshränken wir uns deshalb auf den Fall
E = TM ⊕ T ∗M .
Bemerkung 3.2.13. Haben wir eine glatte Deformation Lt einer Dira-Struktur L = L0 gegeben,
so liefert dies nah Lemma 3.2.7 insbesondere eine Deformation des Lie-Algebroids L0. Es
gibt jedoh keinen direkten Zusammenhang zwishen den Deformationen von L als Dira-
Struktur und den Lie-Algebroiddeformationen von L. Beispielsweise ist durh eine geshlossenen
Zweiform ω mit Lt = graph(tω) eine glatte Dira-Deformation von L0 = TM gegeben, die aber,
auÿer für ω = 0, keine triviale Deformation sein kann, da ja TM unter den Abbildungen Fφ für
einen Dieomorphismus φ von M erhalten bleibt. Andererseits wissen wir aber aus Folgerung
2.3.14, dass es nur triviale Deformationen von TM als Lie-Algebroid gibt.
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Bevor wir mit der Formulierung einer formalen Deformationstheorie beginnen können, müssen
wir zunähst eine dafür geeignete Beshreibung unseres Problems nden. Dies ist notwendig,
da wir formale Reihen von den zu deformierenden Objekten bilden können müssen, was aber für
Dira-Strukturen als Unterbündel in einem Courant-Algebroid auf direktem Weg niht möglih
ist. Viele Aussagen in den folgenden Abshnitten sind jedoh unabhängig davon, ob wir formale
oder glatte Deformationen betrahten. Auÿerdem werden wir teilweise auh weiterhin glatte
Deformationen betrahten, um Denitionen für den formalen Fall zu motivieren.
3.3.1 Deformierte Dira-Strukturen als Graphen
Sei Lt eine glatt von t abhängige Dira-Struktur in einem Courant-Algebroid E → M . Wir
nden dann eine Metrik g, so dass das g-orthogonale Komplement L⊥ von L maximal isotrop
ist. Mit Hilfe der Bilinearform 〈 · , · 〉 können wir L⊥ mit L∗ identizieren und erhalten dadurh
einen Isomorphismus
3 E ∼= L⊕L∗. Ist M kompakt, so kann Lt für kleine t als Graph einer Ab-
bildung ωt : L→ L∗ beshrieben werden, im Allgemeinen ist dies zumindest lokal möglih. Die
Isotropie von Lt bedeutet gerade ωt ∈ Γ∞(
∧2L∗), wobei wir wieder die Zweiform ωt auf L durh
ω(s1)(s2) = ω(s1, s2) für s1, s2 ∈ Γ∞(L) mit einem Element Γ∞
(
Hom(L,L∗)
)
identizieren.
3
Der Isomorphismus ist natürlih von der Wahl des Komplements L⊥ abhängig
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Weiter ist graph(ω) genau dann integrabel, wenn für alle s1, s2, s3 ∈ Γ∞(L) gilt
0 = 〈[s1 + ω(s1), s2 + ω(s2)]C , s3 + ω(s3)〉
= 〈[s1, s2]C , s3〉
+〈[s1, ω(s2)]C , s3〉+ 〈[ω(s1), s2]C , s3〉+ 〈[s1, s2]C , ω(s3)〉
+〈[s1, ω(s2)]C , ω(s3)〉+ 〈[ω(s1), s2]C , ω(s3)〉+ 〈[ω(s1), ω(s2)]C , s3〉
+〈[ω(s1), ω(s2)]C , ω(s3)〉.
Wir werden die einzelnen Ordnungen in ω getrennt untersuhen. Zunähst ist der erste Term
〈[s1, s2]C , s3〉 = 0, da ja L integrabel ist. Die in ω linearen Terme sind durh das folgende
Lemma erfasst.
Lemma 3.3.1. Bezeihnet dL das Lie-Algebroiddierential von L, dann gilt
dLω(s1, s2, s3) = 〈[s1, ω(s2)]C , s3〉+ 〈[ω(s1), s2]C , s3〉+ 〈[s1, s2]C , ω(s3)〉.
Beweis. Mit Hilfe der in einem Courant-Algebroid gültigen Identitäten rehnen wir:
dLω(s1, s2, s3) = ρ(s1)ω(s2, s3) + ρ(s2)ω(s3, s1) + ρ(s3)ω(s1, s2)
−ω([s1, s2]C , s3) + ω([s1, s3]C , s2)− ω([s2, s3]C , s1)
= ρ(s1)〈ω(s2), s3〉 − ρ(s2)〈ω(s1), s3〉+ ρ(s3)〈ω(s1), s2〉
−ω([s1, s2]C , g) + ω([s1, g]C , s2)− ω([s2, s3]C , e)
= 〈[s1, ω(s2)]C , s3〉+ 〈ω(s2), [s1, s3]C〉+ 〈[ω(s1), s2]C , s3〉
−〈ω(s1), [s2, s3]C 〉
−ω([s1, s2]C , s3) + ω([s1, s3]C , s2)− ω([s2, s3]C , s1)
= 〈[s1, ω(s2)]C , s3〉+ 〈[ω(s1), s2]C , s3〉+ 〈[s1, s2]C , ω(s3)〉.
Um die in ω quadratishen Terme systematish untersuhen zu können, müssen wir etwas
mehr arbeiten. In dem folgenden Abshnitt werden wir eine Klammer auf L∗ denieren,
mit deren Hilfe sih die Gleihung, die eine Deformation ωt erfüllen muss, auf einfahe Weise
shreiben lässt.
3.3.2 Eine verallgemeinerte Shouten-Nijenhuis-Klammer
Falls auh L∗ eine Dira-Struktur und damit ein Lie-Algebroid ist, vershwindet der in ω ku-
bishe Term. In diesem Fall ist graph(ω) genau dann eine Dira-Struktur, wenn die Gleihung
dLω +
1
2
[ω, ω]∗ = 0
erfüllt ist [33℄, wobei [ · , · ]∗ die Shouten-Nijenhuis-Klammer auf L∗ bezeihnet, siehe Denition
A.8.
Es stellt sih die Frage, ob man zu jeder Dira-Struktur L eine komplementäre Dira-Struktur
L′ nden kann. Im Allgemeinen ist dies niht möglih, wie folgendes Beispiel, welhes uns von
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Henrique Bursztyn mitgeteilt wurde, zeigt. Sei E = TM⊕T ∗M und φ eine geshlossene 3-Form
auf M . Wir betrahten die φ-twisted Courant-Klammer
[(X,α), (Y, β)]φ = [(X,α), (Y, β)] + φ(X,Y, ·),
wobei die Klammer auf der rehten Seite die Standart-Courant-Klammer ist. E zusammen mit
[ · , · ]φ, der Standard-Bilinearform und der Projektion auf TM als Anker ist dann ebenfalls ein
Courant-Algebroid, siehe [43℄. In E ist L = T ∗M eine Dira-Struktur, TM ist jedoh unter
[ · , · ]φ niht mehr abgeshlossen. Jedes isotrope Unterbündel L′ komplementär zu T ∗M ist
Graph einer Zweiform ω ∈ Ω2(M). Damit L′ eine Dira-Struktur ist, muss die Bedingung
dω = φ erfüllt sein, siehe ebenfalls [43℄. Ist φ niht exakt, nden wir somit keine zu T ∗M
transversale Dira-Struktur.
Im Allgemeinen können wir also niht davon ausgehen, dass L∗ ein Lie-Algebroid ist und die
Courant-Klammer auf L ⊕ L∗ kann niht einfah auf L∗ eingeshränkt werden. Wir können
jedoh durh
[α, β]∗ = prL∗([α, β]C )
eine Verknüpfung [ · , · ]∗ : Γ∞(L∗) × Γ∞(L∗) → Γ∞(L∗) denieren, wobei prL∗ : L⊕ L∗ → L∗
die Projektion auf L∗ bezeihnet.
Lemma 3.3.2. Die Klammer [ · , · ]∗ ist antisymmetrish und erfüllt eine Leibniz-Regel:
[α, fβ]∗ = f [α, β]∗ + ρ(α)f β ∀α, β ∈ Γ∞(L∗), f ∈ C∞(M).
Beweis. Mit der Isotropie von L∗ folgt
0 = ρ(e)〈α, β〉 = 〈e, [α, β]
C
+ [β, α]
C
〉
und damit die Antisymmetrie von [ · , · ]∗. Die Leibniz-Regel folgt direkt aus der Leibniz-Regel
für die Courant-Klammer.
Bemerkung 3.3.3. Im Allgemeinen wird die Jaobi-Identität für die Klammer [ · ,· ]∗ niht gelten.
Wir werden später sehen (Lemma 3.4.1), dass die Jaobi-Identität für [ · , · ]∗ genau dann gilt,
wenn L∗ eine Dira-Struktur ist.
Wie bei den Lie-Algebroiden (vgl. A.8) erweitern wir jetzt diese Klammer auf alle Formen
ω ∈ Γ∞(∧•L∗), indem wir
[f, g]∗ = 0 ∀f, g ∈ C∞(M),
[α, f ]∗ = ρ(α)f = −[f, α]∗ ∀α ∈ Γ∞(L∗), f ∈ C∞(M)
und für ω ∈ Γ∞(∧kL∗), µ ∈ Γ∞(∧lL∗) sowie η ∈ Γ∞(∧•L∗) die Leibniz-Regel
[ω, µ ∧ η]∗ = [ω, µ]∗ ∧ η + (−1)(k−1)lµ ∧ [ω, η]∗
fordern. Lokal ergeben sih für Formen ω = α1 ∧ . . . ∧ αk, µ = β1 ∧ . . . ∧ βl und f ∈ C∞ die
Gleihungen
[f, ω]∗ =
k∑
i=1
(−1)iρ(αi)fα1∧
i
ˆ. . . ∧αk
und
[ω, µ]∗ =
k∑
i=1
l∑
j=1
(−1)i+j [αi, βj ]∗ ∧ α1
i
ˆ. . . ∧αk ∧ β1∧
j
ˆ. . . ∧βl.
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Wie im Falle der Shouten-Nijenhuis-Klammer bei Lie-Algebroiden überlegt man sih, dass
[ · , · ]∗ : Γ∞(
∧kL∗)× Γ∞(∧lL∗)→ Γ∞(∧k+l−1L∗)
dadurh wohldeniert ist. Die Bedeutung dieser Klammer für uns ergibt sih aus dem dritten
Teil des folgenden Lemmas.
Lemma 3.3.4. Sei α ∈ Γ∞(L∗), ω, µ ∈ Γ∞(∧2L∗) und f ∈ C∞(M) sowie s1, s2, s3 ∈ Γ∞(L).
Dann gilt
i.) [ω, f ]∗(s1) = [ω(s1), f ]∗
ii.) [ω,α]∗(s1, s2) = 〈[ω(s1), α]∗, s2〉 − 〈[ω(s2), α]∗, s1〉+ ρ(α)ω(s1, s2)
iii.) [ω, µ]∗(s1, s2, s3) = 〈[ω(s1), s2]C , µ(s3)〉+ 〈[s1, ω(s2)]C , µ(s3)〉
+〈[ω(s1), µ(s2)]C , s3〉+ 〈[µ(s1), s2]C , ω(s3)〉
+〈[s1, µ(s2)]C , ω(s3)〉+ 〈[µ(s1), ω(s2)]C , s3〉
Beweis. i.) Zunähst überlegt man sih, dass sowohl der Ausdruk links des Gleihheitsze-
ihens als auh der auf der rehten Seite funktionenlinear in ω ist. Deshalb genügt es, die
Behauptung für ω = µ ∧ η zu zeigen:
[µ ∧ η, f ]∗(s) = −(ρ(µ)f)η(s) + (ρ(η)f)µ(s) = [µ(s)η − η(s)µ, f ]∗ = [(µ ∧ η)(s), f ]∗.
ii.) Nah Konstruktion gilt für die linke Seite folgende Leibniz-Regel:
[fω, α]∗ = f [ω,α]∗ + (ρ(α)f)ω.
Mit einer kleinen Rehnung überzeugt man sih davon, dass die selbe Leibniz-Regel auh
für die rehte Seite gilt, so dass es wieder genügt, die Behauptung für ω = µ∧η zu zeigen.
Dann ergibt sih für die linke Seite
[µ ∧ η, α]∗(s1, s2)
= ([µ, α]∗ ∧ η − [η, α]∗ ∧ µ)(s1, s2)
= 〈[µ, α]
C
, s1〉η(s2)− 〈[µ, α]C , s2〉η(s1)− 〈[η, α]C , s1〉µ(s2) + 〈[η, α]C , s2〉µ(s1).
Jetzt zur rehten Seite:
〈[(µ ∧ η)(s1), α]∗, s2〉
= 〈[µ(s1)η − η(s1)µ, α]C , s2〉
= 〈µ(s1)[η, α]C −
(
ρ(α)µ(s1)
)
η, s2〉 − 〈η(s1)[µ, α]C +
(
ρ(α)η(s1)
)
µ, s2〉
= 〈[η, α]
C
, s2〉µ(s1)− 〈[µ, α]C , s2〉η(s1) +
(
ρ(α)η(s1)
)
µ(s2)−
(
ρ(α)µ(s1)
)
η(s2),
〈[(µ ∧ η)(s2), α]∗, s1〉
= 〈[η, α]
C
, s1〉µ(s2)− 〈µ, α]C , s1〉η(s2)−
(
ρ(α)η(s2)
)
µ(s1)−
(
ρ(α)µ(s2)
)
η(s1).
Damit folgt
[µ ∧ η, α]∗(s1, s2)− 〈[(µ ∧ η)(s1), α]∗, s2〉+ 〈[(µ ∧ η)(s2), α]∗, s1〉
= −(ρ(α)η(s1))µ(s2) + (ρ(α)µ(s1))η(s2) + (ρ(α)η(s2))µ(s1)− (ρ(α)µ(s2))η(s1)
= ρ(α)
(
µ(s1)η(s2)− µ(s2)η(s1)
)
= ρ(α)(µ ∧ η)(s1, s2),
womit die zweite Aussage gezeigt ist.
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iii.) Für die linke Seite gelten die Leibniz-Regeln
[ω, fµ]∗ = f [ω, µ]∗ + [ω, f ]∗µ
sowie
[fω, µ]∗ = f [ω, µ]∗ + [f, µ]∗ω.
Mit Hilfe des bisher gezeigten nden wir, dass für die rehte Seite die gleihen Leibniz-
Regeln gelten, sodass es wieder reiht, die Behauptung auf Formen ω = α1∧α2, µ = β1∧β2
zu überprüfen. Wir rehnen also für die linke Seite
[α1 ∧ α2, β1 ∧ β2]∗(s1, s2, s3)
= ([α1, β1]∗ ∧ α2 ∧ β2)(s1, s2, s3)− ([α1, β2]∗ ∧ α2 ∧ β1)(s1, s2, s3)
−([α2, β1]∗ ∧ α1 ∧ β2)(s1, s2, s3) + ([α2, β2]∗ ∧ α1 ∧ β1)(s1, s2, s3).
Für die ersten drei Terme auf der rehten Seite der zu zeigenden Gleihung ergibt sih
〈[(α1 ∧ α2)(s1), s2]∗, (β1 ∧ β2)(s3)〉
= α1(s1)β1(s3)
(
ρ(α2)(β2(s2))
) − α1(s1)β1(s3)〈s2, [α2, β2]C〉
−α1(s1)β2(s3)
(
ρ(α2)(β1(s2))
)
+ α1(s1)β2(s3)〈s2, [α2, β1]C 〉
+α2(s2)β1(s3)
(
ρ(β2)(α1(s1))
)− α2(s2)β2(s3)(ρ(β1)(α1(s1)))
−α2(s1)β1(s3)
(
ρ(α1)(β2(s2))
)
+ α2(s1)β1(s3)〈s2, [α1, β2]C 〉
+α2(s1)β2(s3)
(
ρ(α1)(β1(s2))
)− α2(s1)β2(s3)〈s2, [α1, β1]C 〉
−α1(s2)β1(s3)
(
ρ(β2)(α2(s1))
)
+ α1(s2)β2(s3)
(
ρ(β1)(α2(s1))
)
sowie
〈[s1, (α1 ∧ α2)(s2)]∗, (β1 ∧ β2)(s3)〉
= α1(s2)β1(s3)
(
ρ(β2)(α2(s1))
)
+ α1(s2)β1(s3)〈s1, [α2, β2]C〉
−α1(s2)β1(s3)
(
ρ(α2)(β2(s1))
)− α1(s2)β2(s3)〈s1, [α2, β1]C 〉
+α1(s2)β2(s3)
(
ρ(α2)(β1(s1))
)− α1(s2)β2(s3)(ρ(β1)(α2(s1)))
−α2(s2)β1(s3)
(
ρ(β2)(α1(s1))
)− α2(s2)β1(s3)〈s1, [α1, β2]C 〉
+α2(s2)β1(s3)
(
ρ(α1)(β2(s1))
)
+ α2(s2)β2(s3)〈s1, [α1, β1]C 〉
−α2(s2)β2(s3)
(
ρ(α1)(β1(s1))
)
+ α2(s2)β2(s3)
(
ρ(β1)(α1(s1))
)
und
〈[(α1 ∧ α2)(s1), (β1 ∧ β2)(s2)]∗, s3〉
= α1(s1)β2(s3)
(
ρ(α2)(β1(s2))
)
+ α1(s1)β1(s2)〈s3, [α2, β2]C〉
−α2(s3)β1(s2)
(
ρ(β2)(α1(s1))
) − α1(s1)β2(s2)〈s3, [α2, β1]C〉
+α2(s3)β2(s2)
(
ρ(β1)(α1(s1))
) − α1(s1)β1(s3)(ρ(α2)(β2(s2)))
−α2(s1)β2(s3)
(
ρ(α1)(β1(s2))
) − α2(s1)β1(s2)〈s3, [α1, β2]C〉
+α1(s3)β1(s2)
(
ρ(β2)(α2(s1))
) − α2(s1)β1(s2)〈s3, [α1, β2]C〉
−α1(s3)β2(s2)
(
ρ(β1)(α2(s1))
)
+ α2(s1)β1(s3)
(
ρ(α1)(β2(s2))
)
.
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Die verbleibenden drei Terme erhält man jetzt aus den obigen Gleihungen durh Ver-
taushen der α's und β's. Summiert man nun alles auf der rehten Seite auf, so bleiben
nur Terme der Form α1(s1)β1(s3)〈s2, [α2, β2]C 〉 usw. übrig, und man erkennt, dass diese
verbleibenden Terme gerade die ausmultiplizierte Version der oben berehneten linke Seit-
en darstellen.
Wir haben also insbesondere die Gleihung
1
2 [ω, ω]∗(s1, s2, s3) = 〈[ω(s1), s2]C , ω(s3)〉+ 〈[s1, ω(s2)]C , ω(s3)〉+ 〈[ω(s1), ω(s1)]C , s3〉
gezeigt, d.h. die quadratishen Terme der Deformationsbedingung in Abshnitt 3.3.1 werden
durh
1
2 [ω, ω]∗ erfasst.
Ist L∗ auh eine Dira-Struktur, so ist (L,L∗) ein Lie-Bialgebroid (siehe A.10) [33℄. In diesem
Fall ist dL eine Superderivation vom Grad Eins bezüglih der Shouten-Nijenhuis-Klammer
[ · , · ]∗. Wir werden jetzt zeigen, dass diese Aussage auh im allgemeinen Fall weiterhin rihtig
bleibt.
Im folgenden bezeihnen wir mit prL bzw. prL∗ die Projektion auf L bzw. L
∗
oder benutzen
die kürzeren Shreibweisen eL := prL(e) und eL∗ := prL∗(e) für e ∈ Γ∞(L⊕ L∗). Es gilt dann
für s ∈ Γ∞(L), e1, e2 ∈ Γ∞(L⊕ L∗) und f ∈ C∞(M)
〈dLf, s〉 = ρ(s)f = 〈Df, s〉 = 〈prL∗(Df), s〉 = 〈DfL∗ , s〉
sowie
〈e1|L∗ , e2〉 = 〈prL∗(e1), e2〉 = 〈e1,prL(e2)〉 = 〈e1, e2|L〉.
Lemma 3.3.5. Sei s ∈ Γ∞(L) und α ∈ Γ∞(L∗). Dann gilt
i.) [s, α]L∗ = Lsα
ii.) [α, s]L∗ = −isdLα bzw. 〈[α, s1]C , s2〉 = −dLα(s1, s2) für s1, s2 ∈ Γ∞(L).
Dabei bezeihnet Ls = dL is + is dL die Lieableitung (siehe Def. A.7) auf dem Lie-Algebroid L.
Beweis. Die erste Behauptung ergibt sih aus der folgenden Rehnung, wobei s1, s2 ∈ Γ∞(L),
〈[s1, α]C , s2〉 = −〈α, [s1, s2]C 〉+ ρ(s1)α(s2)
= dLα(s1, s2) + ρ(s2)α(s1)
= 〈is1dLα+ dLis1α, s2〉,
die zweite Behauptung folgt jetzt mit
〈[α, s1]C , s2〉 = −〈[s1, α]C , s2〉+ ρ(s2)α(s1) = −〈is1dLα, s2〉.
Mit diesen beiden Lemmata können wir nun folgendes zeigen:
Lemma 3.3.6. Seien f, g ∈ C∞(M) und α, β ∈ Γ∞(L∗). Dann gilt
i.) dL[f, g]∗ = 0 = [dLf, g]∗ − [f,dLg]∗
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ii.) dL[α, f ]∗ = [dLα, f ]∗ + [α,dLf ]∗
iii.) dL[α, β]∗ = [dLα, β]∗ + [α,dLβ]∗
Beweis. i.) Es gilt
[dLf, g]∗ = ρ(dLf)g = 〈Dg,dLf〉 = 〈Dg,prL∗(Df)〉
sowie
[f,dLg]∗ = −〈Df,prL∗(Dg)〉 = −〈Dg,prL(Df)〉
und damit
[dLf, g]∗ − [f,dLg]∗ = 〈Df,Dg〉 = 0.
ii.) Sei s ∈ Γ∞(L). Dann rehnen wir für die linke Seite
〈dL[α, f ]∗, s〉 = 〈dL(ρ(α)f), s〉 = ρ(s)ρ(α)f = −ρ([α, s]C )f + ρ(α)ρ(s)f
und für die rehte Seite
〈[dLα, f ]∗, s〉 = [dLα(s), f ]∗ = ρ(dLα(s))f = −ρ([α, s]L∗)f
sowie
〈[α,dLf ]∗, s〉 = −〈dLf, [α, s]C 〉+ ρ(α)〈dLf, s〉 = −ρ([α, s]L)f + ρ(α)ρ(s)f.
Damit ist die zweite Aussage gezeigt.
iii.) Zunähst erhalten wir mit s1, s2 ∈ Γ∞(L) für die linke Seite:
dL[α, β]∗(s1, s2) = 〈is1dL[α, β]∗, s2〉 = −〈[[α, β]∗, s1]C , s2〉
= −〈[[α, β]
C
, s1]C , s2〉+ 〈[[α, β]L, s1]C , s2〉
= −〈[α, [β, s1]C ]C , s2〉+ 〈[β, [α, s1]C ]C , s2〉
= 〈[β, s1]C , [α, s2]C〉 − ρ(α)〈[β, s1]C , s2〉
−〈[α, s1]C , [β, s2]C 〉+ ρ(β)〈[α, s1]C , s2〉
= 〈[β, s1]C , [α, s2]C〉+ ρ(α)dLβ(s1, s2)
−〈[α, s1]C , [β, s2]C 〉 − ρ(β)dLα(s1, s2)
Weiter mit der rehten Seite:
[dLα, β]∗(s1, s2) = 〈[dLα(s1), β]C , s2〉 − 〈[dLα(s2), β]C , s1〉+ ρ(β)dLα(s1, s2)
= −〈[β,dLα(s1)]C , s2〉+ 〈[β,dLα(s2)]C , s1〉+ ρ(β)dLα(s1, s2)
= 〈is1dLα, [β, s2]C 〉 − 〈is2dLα, [β, s1]C 〉 − ρ(β)dLα(s1, s2)
= −〈[α, s1]L∗ , [β, s2]C〉+ 〈[α, s2]L∗ , [β, s1]C 〉 − ρ(β)dLα(s1, s2)
[α,dLβ]∗(s1, s2) = −[dLβ, α]∗(s1, s2)
= 〈[β, s1]L∗ , [α, s2]C 〉 − 〈[β, s2]L∗ , [α, s1]C〉+ ρ(α)dLβ(s1, s2)
= 〈[β, s1]C , [α, s2]L〉 − 〈[β, s2]C , [α, s1]L〉+ ρ(α)dLβ(s1, s2)
Damit folgt nun die Behauptung.
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Satz 3.3.7. Das Lie-Algebroiddierential dL ist eine Superderivation vom Grad Eins bezüglih
[ · , · ]∗, d.h. für ω ∈ Γ∞(
∧kL∗) und µ ∈ Γ∞(∧l) gilt
dL[ω, µ]∗ = [dLω, µ]∗ + (−1)k−1[ω,dLµ]∗.
Beweis. Denieren wir für ω ∈ Γ∞(∧kL∗) eine Abbildung adω durh adω(µ) = [ω, µ]∗ für µ ∈
Γ∞(
∧•L∗), dann ist adω aufgrund der Leibniz-Regel für [ · , · ]∗ eine Superderivation bezüglih
des Dahproduktes vom Grad k − 1. Weiter ist dL eine Superderivation vom Grad Eins, und
damit ist der Superkommutator
[dL, adω] = dL ◦ adω − (−1)k−1adω ◦ dL
eine Derivation vom Grad k. Andererseits ist aber auh ad
dLω eine Superderivation vom Grad
k, und nah dem obigen Lemma stimmen beide auf den Erzeugern C∞(M) und Γ∞(L∗) von
Γ∞(
∧•L∗) überein. Damit folgt aber sofort
dL ◦ adω(µ)− (−1)k−1adω ◦ dLµ = addLω(µ)
für alle ω ∈ Γ∞(∧kL∗) und β ∈ Γ∞(∧•L∗).
Wir haben bis jetzt insbesondere gezeigt:
Satz 3.3.8 ([33, Theorem 2.6℄). Seien L und L′ transversale Dira-Strukturen in einem
Courant-Algebroid E. Dann ist (L,L′) ein Lie-Bialgebroid, wobei L′ vermöge der in E gegebenen
Bilinearform mit L∗ identiziert wird, und das dadurh denierte Courant-Algebroid L ⊕ L′
stimmt mit E überein.
Wir wollen jetzt die Gleihung, die ω ∈ Γ∞(∧2L∗) erfüllen muss, damit L = graph(ω) eine
Dira-Struktur ist, mit Hilfe der Klammer [ · , · ]∗ formulieren. Doh sei zuerst noh eine 3-Form
Tω ∈ Γ∞(
∧3L∗) durh
Tω(s1, s2, s3) = 〈[ω(s1), ω(s2)]C , ω(s3)〉
deniert. Die Antisymmetrie von Tω folgt dabei mit der Isotropie von L
∗
, denn es gilt
Tω(s1, s2, s3) = 〈[ω(s1), ω(s2)]C , ω(s3)〉
= −〈[ω(s2), ω(s1)]C , ω(s3)〉+ ρ(ω(s3))〈ω(s1), ω(s2)〉
= −Tω(s2, s1, s3)
sowie
Tω(s1, s2, s3) = 〈[ω(s1), ω(s2)]C , ω(s3)〉
= −〈ω(s2), [ω(s1), ω(s3)]C 〉+ ρ(ω(s1))〈ω(s1), ω(s3)〉
= −Tω(s1, s3, s2).
Aus der Antisymmetrie folgt jetzt auh, dass Tω tensoriell ist, da die C
∞(M)-Linearität im
dritten Argument oensihtlih ist. Damit haben wir den folgenden Satz gezeigt:
Satz 3.3.9. Sei E ein Courant-Algebroid mit Dira-Struktur L. Sei weiter L′ ein isotropes
Komplement von L. Identizieren wir E mit L ⊕ L∗, dann ist graph(ω) für eine Zweiform
ω ∈ Γ∞(∧2L∗) genau dann eine Dira-Struktur, wenn die Gleihung
dLω +
1
2
[ω, ω]∗ + Tω = 0
erfüllt ist.
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3.3.3 Formale Dira-Strukturen
Die Gleihung, die ω in Lemma 3.3.9 erfüllen muss, ist also eine Gleihung in Γ∞(
∧3L∗). Damit
haben wir jetzt eine Möglihkeit gefunden, wie wir die formale Deformationstheorie beshreiben
können.
Denition 3.3.10. Seien die Voraussetzungen von Satz 3.3.9 gegeben. Eine formale Deforma-
tion der Dira-Struktur L = L0 ist eine formale Potenzreihe
ωt = t ω1 + t
2 ω2 + . . . ∈ Γ∞(
∧2L∗)[[t]],
so dass die Gleihung
dLω +
1
2
[ω, ω]∗ + Tω = 0
in jeder Ordnung von t erfüllt ist. Eine formale Deformation der Ordnung N ist ein formale
Reihe ωt = tω1 + . . ., so dass die obige Gleihung bis zur Ordnung N erfüllt ist.
Wählen wir in E ein anderes isotropes Komplement L′ zu L, dann erhalten wir natürlih
einen anderen Isomorphismus E ∼= L ⊕ L∗ und damit eine andere Courant-Algebroidstruktur
auf L⊕L∗. Diese beiden Strukturen sind nah Konstruktion isomorph, und der Isomorphismus
Φ : L⊕ L∗ → L⊕ L∗ zwishen beiden Strukturen ist eingeshränkt auf L die Identität. Da Φ
eine Isometrie ist, folgt ähnlih wie in Lemma 3.2.10, dass Φ von der Form
Φ(e, α) = νΛ(e, α) := (e+ Λ(α), α)
mit Λ ∈ Γ∞(∧2L), aufgefasst als Abbildung Λ : L∗ → L, ist. Sei nun Lt = graph(ωt). Man
überlegt sih leiht, dass νΛ(Lt) genau dann wieder ein Graph ist, wenn (id+Λωt) invertierbar
ist (was im formalen Fall stets gilt) und dass dann νΛ(Lt) = graph(ω
′
t) mit ω
′
t = ωt(id+Λω)
−1
folgt.
Die beiden folgenden Beispiele zeigen, dass unsere Überlegungen in diesen Spezialfällen die
bekannten Ergebnisse reproduzieren.
3.3.4 Präsymplektishe Mannigfaltigkeiten
Ist L = graph(ω) für eine geshlossene 2-Form ω, dann ist T ∗M eine zu L transversale
Dira-Struktur und wir können L∗ mit T ∗M identizieren. In diesem Fall ist L ⊕ L∗ ein
Lie-Bialgebroid, wobei die Lie-Klammer auf L∗ identish Null ist. Für eine t-abhängige 2-
Form ηt : L → L∗ ist Lt = graph(ηt) eine Dira-Struktur, wenn dLηt = 0 gilt. Identizieren
wir L auf oensihtlihe Weise mit TM , so wird aus dL das gewöhnlihe deRahm-Dierential
auf M und aus ηt eine 2-Form η
′
t auf M . Genauer gesagt betrahten wir die Eihtransfor-
mation τω, die wegen der Geshlossenheit von ω ein Automorphismus von TM ⊕ T ∗M ist.
Dies liefert einen Lie-Algebroid-Isomorphismus τω|TM : TM−˜→ graph(ω) und es gilt dann
Lt = graph(ω + η
′
t) = τω+η′t(TM). Wir erhalten also das bekannte Ergebnis, dass Lt genau
dann eine Dira-Struktur ist, wenn ω + η′t geshlossen ist.
Triviale Deformationen von L sind solhe, die sih als Lt = Fφt(L) für einen Dieomorphis-
mus φt von M shreiben lassen. Dies bedeutet in diesem Fall, dass
ωt = φ
∗
tω0
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mit ωt = ω+ η
′
t. Wir nehmen nun an, dass wir eine global denierte zeitabhängige Einsform βt
nden können, so dass
dβt =
d
dt
ωt = ω˙t.
Falls ωt symplektish ist, können wir durh
iXtωt = −βt
ein zeitabhängiges Vektorfeld denieren. War M kompakt, so ist der Fluss (oder genauer die
Zeitentwiklung) ψt zu Xt für alle t deniert. In Allgemeinen nden wir zumindest für jeden
Punkt p ∈ M eine Umgebung, auf der der Fluss ψt für t in einem Intervall [0, ǫ] mit ǫ > 0
deniert ist. Ableiten von ψ∗t ωt liefert jetzt
d
dt
ψ∗t ωt = ψ
∗
t (iXtdω + diXtω + ω˙t) = ψ
∗
t d(iXtω + βt) = 0,
und damit ψ∗t ωt = ψ
∗
0ω0 = ω0.
Umgekehrt erhalten wir für eine triviale Deformation ωt = φ
∗
tω0 durh Ableiten nah t die
Gleihung
ω˙t = φ
∗
tdiXtω0 = dφ
∗
t iXtω0,
also ist ω˙t exakt. Durh weiteres Ableiten folgt shlieÿlih, dass
d
kωt
dtk
für alle k > 0 exakt ist. Wir denieren deshalb:
Denition 3.3.11. Seien ωt und ω
′
t zwei formale Deformationen von ω = ω0. Dann heiÿen ωt
und ω′t äquivalent, wenn es einen formalen Dieomorphismus
φt = exp(LXt)
mit Xt = tX1 + t
2X2 + . . . ∈ X (M)[[t]] gibt, so dass
ω′t = φt(ωt).
Eine Deformation ωt heiÿt trivial, wenn ωt äquivalent zu ω0 ist,
ωt = φt(ω0).
Bemerkung 3.3.12. Man kann zeigen, dass die homogenen Automorphismen der Algebra
(Ω•(M)[[t]],∧),
die in unterster Ordnung mit der Identität beginnen, von der Form exp(Dt) mit einer formalen
Reihe Dt = tD1 + tD2 + . . . von Derivationen von Ω
•(M) sind [50℄. Verlangen wir weiter,
dass [d, exp(Dt)] = 0, so folgt [d,Dk] = 0 für alle k ≥ 1 und nah Bemerkung 2.4.8 muss
dann Dk = LXk für ein Vektorfeld Xk gelten. D.h. die homogenen Automorphismen von
(Ω•(M)[[t]],∧), die in unterster Ordnung mit der Identität beginnen und die Gleihung dω = 0
invariant lassen, sind genau die von der Form exp(LXt).
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Sei ωt = ω0+ t
k+1ωk+1+ . . . die Deformation einer symplektishen Form, die bis zur Ordnung
k mit ω0 übereinstimmt. Ist ωk+1 exakt, ωk = dα, so ist ωt bis zur Ordnung k + 1 äquivalent
zu ω0. Um das zu sehen denieren wir durh α = iXk+1ω0 ein Vektorfeld Xk+1 und setzen
φt = exp(t
k+1LXk+1). Damit folgt
φt(ω0) = ω0 + t
k+1LXk+1ω0 + . . .
= ω0 + t
k+1
diXk+1ω0 + . . .
= ω0 + t
k+1ωk+1 + . . .
= ωt + t
k+2(. . .).
Ist H2dR(M) = 0, so sind also alle Deformationen trivial. Falls wir nun aber eine präsym-
plektishe Form ω0 deformieren wollen, können wir die Gleihung α = iXω0 im Allgemeinen
niht mehr lösen. Damit lässt sih niht mehr nur anhand der deRahm-Kohomologie von M
entsheiden, ob es nihttriviale Deformationen gibt oder niht.
3.3.5 Poisson-Mannigfaltigkeiten
Sei L = graph(π) für einen Poisson-Bivektor π aufM . Wir können L mit T ∗M und L∗ mit TM
identizieren. Die Lie-Algebroidstruktur auf TM ist die kanonishe, während die Lie-Klammer
auf T ∗M die Koszul-Klammer
[α, β] = Lπ(α)β − Lπ(β)α− d(π(α, β))
und der Anker durh π : T ∗M → TM gegeben ist. Wir erhalten dadurh eine Courant-
Algebroidstruktur auf T ∗M ⊕ TM , die aber niht mit der kanonishen Courant-Algebroid-
struktur übereinstimmt. Weiter ist dL = [π, ·] und für eine t-abhängige 2-Form µt : L → L∗
mit µ0 = 0 ist die Gleihung dLµt +
1
2 [µt, µt]∗ = 0 unter den obigen Identikationen äquivalent
zu
[π + µt, π + µt] = 0.
Insbesondere erhalten wir, dass graph(π) für einen Bivektor π genau dann eine Dira-Struktur
ist, wenn [π, π] = 0 erfüllt ist.
Die Bedingung für triviale Deformationen lautet jetzt
graph(Πt) = Fφt(graph(Π0))
für einen Dieomorphismus φt von M , wobei jetzt Πt = π + µt sei. Dies bedeutet aber
Πt = φ
∗
tΠ0,
so dass wir die bekannte Charakterisierung trivialer Deformationen erhalten.
3.3.6 Lie-Bialgebroide
Wir betrahten nun noh denn Fall genauer, dass wir eine Aufspaltung von E in transversale
Dira-Strukturen L und L′ nden können und (L,L∗) damit ein Lie-Bialgebroid ist. Ist ωt =
tω1 + t
2ω2 + . . . eine formale Deformation von ω0 = 0, dann lautet die Bedingung, dass Lt =
graph(ωt) eine Dira-Struktur ist
dLωt +
1
2
[ωt, ωt]∗ = 0.
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Wir nehmen an, dass ωt diese Gleihung bis zur Ordnung n erfüllt. Dann folgt
dLωt +
1
2
[ωt, ωt]∗ = t
n+1
(
dLωn+1 +
1
2
n∑
i=1
[ωn+1−i, ωi]∗
)
+ tn+2(. . .).
Um die Deformation bis zur Ordnung n+ 1 fortzusetzen, müssen wir also ωn+1 so bestimmen,
dass die Gleihung
dLωn+1 +
1
2
n∑
i=1
[ωn+1−i, ωi]∗ = 0
erfüllt ist. Im Allgemeinen wird dies niht möglih sein, man kann jedoh zeigen, dass die
notwendige Bedingung
dL
n∑
i=1
[ωn+1−i, ωi]∗ = 0
immer erfüllt ist. Dazu die folgende Vorüberlegung. Zunähst gilt für eine beliebige Zweiform
ω ∈ Ω2(L) aufgrund der Super-Jaobi-Identität, die in diesem Fall ja auh für [ · , · ]∗ erfüllt ist,
die Gleihung
[ω, [ω, ω]∗]∗ = 0.
Denieren wir weiter durh
dω = dL + [ω, ·]∗
eine ∧-Superderivation vom Grad Eins, dann folgt
dω
(
dLω +
1
2
[ω, ω]∗
)
=
1
2
[dLω, ω]∗ − 1
2
[ω,dLω]∗ + [ω,dLω]∗ + [ω, [ω, ω]∗]∗
= 0.
Wenden wir diese Gleihung auf ωt an und betrahten die Ordnung n+ 1, erhalten wir
dωt
(
dLωt +
1
2
[ωt, ωt]∗
)
=
(
dL + t[ω1, ·]∗ + . . .
)
(
tn+1
(
dLωn+1 +
1
2
n∑
i=1
[ωn+1−i, ωi]∗
)
+ tn+2(. . .)
)
=
1
2
tn+1dL
n∑
i=1
[ωn+1−i, ωi]∗ + t
n+2(. . .)
= 0
Es gibt also eine Obstruktion für die Fortsetzbarkeit einer formalen Deformation in der dritten
Lie-Algebroid-Kohomologie von L. Wir werden später sehen, dass diese Aussage auh in der
allgemeinen Situation, also wenn L∗ keine Dira-Struktur ist, weiterhin gültig bleibt.
3.4 Courant-Algebroide als Lie-quasi-Bialgebroide
Ist in unserer Aufspaltung E = L⊕L′ das Vektorbündel L′ ∼= L∗ ebenfalls eine Dira-Struktur,
dann wissen wir bereits, dass (L,L∗) ein Lie-Bialgebroid ist. Setzen wir
ψ(α, β, γ) = −〈[α, β]
C
, γ〉,
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dann ist dadurh ein Element ψ ∈ Γ∞(∧3L) deniert und es ist ψ = 0 genau dann, wenn L∗
eine Dira-Struktur ist, und genau dann erfüllt [ · , · ]∗ die Jaobi-Identität. Man kann deshalb
vermuten, dass sih der Jaobiator von [ · , · ]∗ in Termen von ψ ausdrüken lässt, und wie wir
gleih sehen werden, vermuten wir rihtig. Wir fassen ψ im weiteren auh als eine Abbildung
Γ∞(
∧2L∗) → Γ∞(L) auf, und zwar gemäÿ ψ(α, β) = −[α, β]L.
Lemma 3.4.1. Für das eben denierte ψ gelten die folgenden Gleihungen:
1. ρ(ψ(α, β)) = ρ([α, β]∗)− [ρ(α), ρ(β)]C
2. [[α, β]∗, γ]∗ + [[β, γ]∗, α]∗ + [[γ, α]∗, β]∗ = iψ(α,β)dLγ + iψ(β,γ)dLα+ iψ(γ,α)dLβ
+dL
(
ψ(α, β, γ)
)
3. ρ(α)ψ(β, γ, δ) − ρ(β)ψ(α, γ, δ) + ρ(γ)ψ(α, β, δ) − ρ(δ)ψ(α, β, γ)
−ψ([α, β]∗, γ, δ) + ψ([α, γ]∗, β, δ) − ψ([α, δ]∗ , β, γ)
−ψ([β, γ]∗, α, δ) + ψ([β, δ]∗, α, γ) − ψ([γ, δ]∗, α, β) = 0
Beweis. Die erste Behauptung ergibt sih sofort aus der Denition von ψ und der Gleihung
[ρ(α), ρ(β)] = ρ([α, β]
C
). Für die zweite Behauptung rehnen wir mit Hilfe der Jaobi-Identität
für die Courant-Klammer für alle s ∈ Γ∞(L)
〈[α, [β, γ]∗]C + [β, [γ, α]∗]C + [γ, [α, β]∗]C , s〉
= 〈[α, [β, γ]∗]C − [β, [α, γ]∗]C − [[α, β]∗, γ]C , s〉
= 〈−[α, [β, γ]L]C + [β, [α, γ]L]C + [[α, β]L, γ]C , s〉
= −〈[α, [β, γ]L]C + [β, [γ, α]L]C + [γ, [α, β]L]C , s〉+ ρ(s)〈[α, β]L, γ〉
= 〈i[β,γ]LdLα+ i[γ,α]LdLβ + i[α,β]LdLγ + dL
(
ψ(α, β, γ)
)
, s〉.
Nun zu der dritte Aussage. Wir rehnen zunähst
ρ(α)ψ(β, γ, δ) = −ρ(α)〈[β, γ]L, δ〉
= −〈[α, [β, γ]L]C , δ〉 − 〈[β, γ]L, [α, δ]C 〉
= ψ(β, γ, [α, δ]∗)− 〈[α, [β, γ]L]C , δ〉
= ψ([α, δ]∗, β, γ) − 〈[α, [β, γ]L]C , δ〉.
Damit folgt unter Verwendung der Jaobi-Identität
ρ(α)ψ(β, γ, δ) − ρ(β)ψ(α, γ, δ) + ρ(γ)ψ(α, β, δ) − ρ(δ)ψ(α, β, γ)
−ψ([α, δ]∗, β, γ) + ψ([β, δ]∗, α, γ) − ψ([γ, δ]∗, α, β)
= −〈[α, [β, γ]L]C , δ〉+ 〈[β, [α, γ]L]C , δ〉 − 〈[γ, [α, β]L]C , δ〉+ ρ(δ)〈[α, β]L , γ〉
= −〈[α, [β, γ]L]C , δ〉+ 〈[β, [α, γ]L]C , δ〉+ 〈[[α, β]L, γ]C , δ〉
= 〈[α, [β, γ]∗]C , δ〉 − 〈[β, [α, γ]∗ ]C , δ〉 − 〈[[α, β]∗, γ]C , δ〉
= ψ([β, γ]∗, α, δ) − ψ([α, γ]∗, β, δ) + ψ([α, β]∗, γ, δ),
was zu zeigen war.
Die Struktur, die wir auf dem Paar (L,L∗) gefunden haben, erhält durh die folgende De-
nition einen Namen.
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Denition 3.4.2 ([40℄). Sei A→ M ein Vektorbündel. Dann heiÿt (A,A∗) Lie-quasi-Bialge-
broid, wenn folgendes gilt:
i.) (A, [ · , · ], ρ) ist ein Lie-Algebroid.
ii.) Auf A∗ ist eine antisymmetrishe Verknüpfung [ · ,· ]∗ : Γ∞(A∗)×Γ∞(A∗)→ Γ∞(A∗) sowie
ein Vektorbündelhomomorphismus ρ∗ : A→ TM deniert, so dass die Leibniz-Regel
[α, fβ]∗ = f [α, β]∗ + (ρ∗(α)f)β
gilt. Die Jaobi-Identität wird jedoh niht gefordert.
iii.) Das Lie-Algebroid-Dierential dA von A ist eine Superderivation der durh [ · , · ]∗ und ρ∗
gegebenen verallgemeinerten Shouten-Nijenhuis-Klammer auf A∗.
iv.) Es gibt ein ψ ∈ Γ∞(∧3A), so dass die in Lemma 3.4.1 aufgeführten Gleihungen gelten.
Weiter heiÿt (A,A∗) quasi-Lie-Bialgebroid, genau dann, wenn (A∗, A) ein Lie-quasi-Bialgebroid
ist.
Es gilt nun der folgende Satz:
Satz 3.4.3 ([29℄). Sei (A,A∗) ein Lie-quasi-Bialgebroid. Dann ist auf E = A ⊕ A∗ eine
Courant-Algebroid-Struktur gegeben. Dabei gilt für s1, s2 ∈ Γ∞(A) und α1, α2 ∈ Γ∞(A∗)
[s1 + α1, s2 + α2]C = [s1, s2] + Ls1α2 − is2dAα1
+[α1, α2]∗ + iα1∧α2ψ + L∗α1s2 − iα2dA∗s1
sowie
ρE(s1 + α1) = ρ(s1) + ρ∗(α1),
wobei L∗α = iαdA∗ + dA∗iα gilt, und dA∗ wie im Lie-Algebroid-Fall durh [ · , · ]∗ und ρ∗ deniert
ist
4
.
Mit dem bisher gezeigten können wir jetzt shlieÿen, dass bereits jedes Courant-Algebroid,
in dem es eine Dira-Struktur gibt, von dieser Form ist.
Satz 3.4.4. Sei E ein Courant-Algebroid, L ⊆ E eine Dira-Struktur. Sei weiter L′ ein
isotropes Komplement zu L in E. Identizieren wir L∗ vermöge der Bilinearform mit L′, so ist
(L,L∗) ein Lie-quasi-Bialgebroid und das dadurh gemäÿ Satz 3.4.3 denierte Courant-Algebroid
L⊕ L∗ ist isomorph zu E.
Beweis. Mit den Lemmata 3.3.2, 3.3.7 und 3.4.1 ist klar, dass (L,L∗) ein Lie-quasi-Bialgebroid
ist. Dass die durh E auf L ⊕ L∗ gegebene Courant-Algebroidstruktur mit der durh das Lie-
quasi-Bialgebroid (L,L∗) gegebenen Struktur übereinstimmt, ist mit Lemma 3.3.5 eine einfahe
Rehnung.
4
Da für [ · , · ]∗ die Jaobi-Identität niht zu gelten brauht, ist im Allgemeinen d
2
A∗ 6= 0.
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3.5 Die Rothstein-Klammer
In der Literatur wird zur Beshreibung von Courant-Algebroiden, Lie-quasi-Bialgebroiden usw.
oft das Konzept der Supermannigfaltigkeiten verwendet, siehe z.B. [40, 42, 41, 29℄. Dabei wird
die jeweilige Algebroid-Struktur von E in einer Funktion Θ ∈ C∞(T ∗ΠE) kodiert, wobei die
Gleihung
{Θ,Θ} = 0
die erforderlihen Eigenshaften für das Algebroid garantiert. Dabei ist { · , · } die kanonishe
Poisson-Klammer auf der Supermannigfaltigkeit T ∗ΠE. Die eigentlihe Klammer auf E lässt
sih dann als abgeleitete Klammer aus Θ rekonstruieren, und auf ähnlihe Weise erhält man
auh den Anker. Wir wollen darauf niht weiter eingehen, sondern verweisen auf die oben
angegebene Literatur. Stattdessen verwenden wir eine dazu äquivalente Beshreibung ohne die
Zuhilfenahme von Supermannigfaltigkeiten, allerdings zu dem Preis, dass wir einen Zusammen-
hang auf der Dira-Struktur L wählen müssen. Deshalb zunähst einige Bemerkungen über
Vektorbündel und Zusammenhänge.
3.5.1 Zurükgezogen Zusammenhänge
Sei π : F → M ein Vektorbündel, N eine Mannigfaltigkeit und f : N → M eine glatte
Abbildung. Mit C∞f (N,F ) bezeihnen wir die Abbildungen von N nah F entlang f , also
Abbildungen s : N → F mit π ◦ s = f . Bezeihnet f ♯F das mit f zurükgezogene Bündel,
dann ist Γ∞(f ♯F ) kanonish isomorph zu C∞f (N,F ) [37℄. Sind aα ∈ Γ∞(F ) lokale Basisshnitte
von F , dann sind f ♯aα ∈ Γ∞(f ♯F ) lokale Basisshnitte von f ♯F . Denn jede Abbildung s ∈
C∞f (N,F ) lässt sih ja lokal als s = s
αf ♯aα mit s
α ∈ C∞(N) shreiben. Ein Zusammenhang
auf F deniert nun eine kovariante Ableitung
f ♯∇ : X(N)× C∞f (N,F )→ C∞f (N,F ),
insbesondere gilt für N = M und f = id
∇ : X(M) × Γ∞(F )→ Γ∞(F ).
Weiter zeigt sih für Vektorfelder X ∈ X(N) mit Tf(X) = 0, dass die kovariante Ableitung von
s nah X unabhängig von dem Zusammenhang ist. Wir shreiben dann für ∇Xs einfah X(s).
Die Christoelsymbole des Zusammenhangs ∇ sind lokal denierte Funktionen Γβiα, die in
Koordinaten xi von M durh
∇ ∂
∂xi
aα = Γ
β
iαaβ
bestimmt sind. Für f ♯∇ erhält man für Koordinaten yj von N mit einer kleinen Rehnung die
Christoelsymbole
Γ˜βjα =
∂f i
∂yj
f∗Γβiα.
Der Krümmungstensor des Zusammenhangs ∇ ist für Vektorfelder X,Y ∈ X(M) und einen
Shnitt s ∈ Γ∞(E) deniert als
R(X,Y )s = ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s,
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für f ♯∇ ergibt sih dann
(f ♯R)(V,W ) f ♯s = f ♯
(
R
(
Tf(V ), T f(W )
)
s
)
mit V,W ∈ X(N).
Im Folgenden betrahten wir den Fall, dass N = T ∗M und f = τ die Kotangentialprojek-
tion ist. Auf T ∗M wollen wir zur Beshreibung der lokalen Ausdrüke kanonishe Koordinat-
en (qi, pj) verwenden, also durh q
i
induzierte Vektorbündelkoordinaten. Das Vorzeihen der
kanonishen Poisson-Klammer auf T ∗M sei so gewählt, dass für (qi, pj) die Gleihungen
{qi, qj} = {pi, pj} = 0 und {qi, pj} = δij
gelten. Die lokalen Vektorfelder
∂
∂pi
sind dann vertikal, d.h. es gilt Tτ( ∂
∂pi
) = 0, und für einen
Shnitt s ∈ Γ∞(f∗E) ist, wie oben beshrieben, der Ausdruk
∂s
∂pi
= ∇ ∂
∂pi
s
unabhängig von Zusammenhang. Weiter gilt(
τ ♯∇) ∂
∂qi
τ ♯aα = τ
∗(Γβiα)τ
♯aβ sowie
(
τ ♯∇) ∂
∂pj
τ ♯aα = 0.
Ist E ein Lie-Algebroid mit Lie-Klammer [ · , · ] und Anker ρ, dann denieren wir die Torsion
von ∇ durh
T (s1, s2) = ∇ρ(s1)s2 −∇ρ(s2)s1 − [s1, s2],
sowie die Torsion von τ ♯∇ als
(τ ♯T )(τ ♯s1, τ
♯s2) = τ
♯(T (s1, s2)).
3.5.2 Die Rothstein-Klammer
Sei F → N ein Vektorbündel über einer symplektishen Mannigfaltigkeit (N,ω) und sei Λ der
zugehörige Poisson-Tensor. Weiter sei auf F eine Pseudo-Metrik g gegeben, sowie ein metrisher
Zusammenhang ∇ mit Krümmung R. Seien xi lokale Koordinaten auf U ⊂ N und seien sA
lokale Basisshnitte von F auf U und sA die dualen Basisshnitte von F ∗. Die Krümmung ist
dann lokal durh
R(∂i, ∂j)sA = R
B
AijsB
gegeben. Wir denieren nun einen Shnitt Rˆ ∈ Γ∞(TN ⊗∧2F ∗ ⊗ T ∗N) durh
Rˆ =
1
2
∂i ⊗ ΛijgABRACjksB ∧ sC ⊗ dxk.
Elemente (X⊗ψ⊗α) ∈ Γ∞(TN⊗∧2F ∗⊗T ∗N) können wir als Abbildungen Γ∞(TN⊗∧•F ∗)→
Γ∞(TN ⊗∧•+2F ∗) auassen, wobei
(X ⊗ φ⊗ α)(Y ⊗ ψ) := α(Y )X ⊗ φ ∧ ψ.
Insbesondere gilt dann
Rˆ(X ⊗ ψ) = 1
2
∂iΛ
ijgABR
A
C(∂j ,X)s
B ∧ sC ∧ ψ.
3.5 Die Rothstein-Klammer 69
Durh Verknüpfung der Abbildungen können wir jetzt Rˆ2, Rˆ3 usw. bilden. Da Rˆ den Grad des∧•F ∗-Anteils immer um zwei erhöht, ist Rˆ nilpotent und durh
(id−Rˆ)− 12 = id+1
2
Rˆ+
3
8
Rˆ2 + . . .
ist ein Shnitt in Γ∞(TM ⊗∧•F ∗⊗ T ∗M) wohldeniert. Für S ∈ Γ∞(TN ⊗∧•F ∗⊗ T ∗N) sei
Sij der durh die Gleihung
S = ∂i ⊗ Sij ⊗ dxj
lokal denierte Shnitt in Γ∞(
∧•F ∗). Shlieÿlih sollen i(s) bzw. j(s) das Links bzw. Reht-
seinsetzen von s ∈ Γ∞(F ) in Elemente aus Γ∞(∧•F ∗) bezeihnen. Damit können wir den
folgenden Satz formulieren, für einen Beweis siehe z.B. [6℄.
Satz 3.5.1 (Rothstein-Klammer). Auf den Shnitten Γ∞(
∧•F ∗) ist durh die Rothstein-
Poisson-Klammer, gegeben durh
{φ,ψ}
R
= Λij
(
1− Rˆ) 12 )k
i
∧ (1− Rˆ) 12 )l
j
∧ ∇∂kφ ∧ ∇∂lψ + gABj(sA)φ ∧ i(sB)ψ,
eine Super-Poisson-Klammer erklärt, das heiÿt, für φ ∈ Γ∞(∧kF ∗), ψ ∈ Γ∞(∧lF ∗) und η ∈
Γ∞(
∧•F ∗) gilt
1. {φ,ψ}
R
= −(−1)kl{ψ, φ}
R
2. {φ,ψ ∧ η}
R
= {φ,ψ}
R
∧ η + (−1)klψ ∧ {φ, η}
R
3. {φ, {ψ, η}
R
}
R
= {{φ,ψ}
R
, η}
R
+ (−1)kl{ψ, {φ, η}
R
}
R
.
Wir wollen jetzt die Rothstein-Klammer für eine spezielle Situation bestimmen. Sei L→M
ein Vektorbündel mit k-dimensionaler Faser über der n-dimensionalen Mannigfaltigkeit M . Sei
auf L ein Zusammenhang ∇ gegeben mit Krümmung R. Seien qi lokale Koordinaten von M
und seien aα lokale Basisshnitte von L sowie a
α
dazu duale lokale Basisshnitte von L∗. Auf
L∗ ⊕ L ist dann durh
∇X(α, e) = (∇Xα,∇Xe)
ein Zusammenhang deniert, der bezüglih der kanonishen Bilinearform auf L∗ ⊕ L metrish
ist. Denn es gilt ja für X ∈ X(M) und (α1, s1), (α2, s2) ∈ Γ∞(L∗ ⊕ L)
∇X〈(α1, s1), (α2, s2)〉 = ∇X (α(s2)) +∇X (α2(s1))
= 〈∇Xα1, s2〉+ 〈α1,∇Xs2〉+ 〈∇Xα2, s1〉+ 〈α2,∇Xs1〉
= 〈∇X(α1, s1), (α2, s2)〉+ 〈(α1, s1),∇X(α2, s2)〉.
Sei R¯ die Krümmung dieses Zusammenhangs. Wählen wir
f1, . . . , fA, . . . , f2k = a
1, . . . ak, a1, . . . ak
als lokale Trivialisierung von L∗ ⊕ L, dann folgt
R¯BAij =

−RABij für 1 ≤ A,B ≤ k
RB−kA−k,ij für k + 1 ≤ A,B ≤ 2k
0 sonst.
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Wir setzen nun F = τ ♯(L∗ ⊕ L) = (τ ♯(L⊕ L∗))∗ mit τ : T ∗M → M . Wie oben beshrieben
liefert der Zusammenhang auf L einen Zusammenhang auf F , und sei R˜ dessen Krümmung.
Auf T ∗M wollen wir kanonishe Koordinaten (q, p) verwenden. Der Poisson-Tensor Λ ist dann
durh Λ(dqi,dpj) = δ
i
j = −Λ(dpj ,dqi) sowie Λ(dqi,dqj) = Λ(dpi,dpj) = 0 bestimmt. Beahten
wir noh, dass der lokale Ausdruk für den Krümmungstensor von R˜ bezüglih der q-Indizes
durh R˜BAij = τ
∗R¯BAij gegeben ist und für ein p-Index vershwindet, so erhält man mit einer
kleinen Rehnung die Gleihungen
Rˆ
( ∂
∂qi
⊗ ψ
)
=
∂
∂pj
⊗ τ∗Rαβij a˜α ∧ a˜β ∧ ψ
Rˆ
( ∂
∂pi
⊗ ψ
)
= 0,
wobei ψ ∈ Γ∞(∧•τ ♯(L ⊕ L∗)) und Rˆ die zuvor beshriebene Abbildung zu der Krümmung R˜
ist. Damit folgt Rˆ2 = 0 und somit
(id−Rˆ)− 12 = id+1
2
Rˆ.
Mit diesen Vorbereitungen kann man durh eine kleine Rehnung die Rothstein-Klammer in
eine etwas konkretere Form bringen.
Lemma 3.5.2 ([17℄). Für die eben beshriebene Rothstein-Klammer auf Γ∞(
∧•τ ♯(L ⊕ L∗))
gilt
{φ,ψ}
R
= ∇ ∂
∂qi
φ ∧ ∂
∂pi
ψ − ∂
∂pi
φ ∧ ∇ ∂
∂qi
ψ + τ∗Rαβij a˜α ∧ a˜β ∧
∂
∂pi
φ ∧ ∂
∂pj
ψ
+ j(a˜α)φ ∧ i(a˜α)ψ + j(a˜α)φ ∧ i(a˜α)ψ.
Dabei sind jetzt ψ und φ Shnitte in
∧•τ ♯(L⊕L∗), sowie a˜α = τ ♯aα die zurükgeholten Basiss-
hnitte und entsprehend ist a˜α = τ ♯aα.
3.5.3 Super-Darbouxkoordinaten
Berehnen wir die Rothstein-Klammern für die Koordinatenfunktionen qi, pj , a˜
α, a˜β von τ
♯(L⊕
L∗), so erhalten wir die Gleihungen
{qi, qj}
R
= 0 {qi, pj}R = δij {pi, pj}R = τ∗Rαβij a˜α ∧ a˜β
{qi, a˜α}R = 0 {qi, a˜α}R = 0
{pi, a˜α}R = −τ∗Γβiα a˜β {pi, a˜α}R = τ∗Γαiβ a˜α
{a˜α, a˜β}R = 0 {a˜α, a˜β}R = 0 {a˜α, a˜β}R = δβα,
und mit Hilfe der Leibniz-Regel ist die Rothstein-Klammer damit für alle Shnitte
Ψ ∈ Γ∞(∧•τ ♯(L⊕ L∗))
bekannt.
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Proposition 3.5.3. Denieren wir
ri = pi − τ∗Γβiα a˜α ∧ a˜β,
dann werden durh qi, rj , a˜
α, a˜β alle in den Impulsen linearen Shnitte in Γ
∞(
∧•τ ♯(L ⊕ L∗))
erzeugt, und es gelten die Gleihungen
{qi, rj}R = δij und {a˜α, a˜β}R = δαβ ,
sowie
{qi, qj}
R
= {qi, a˜α}
R
= {qi, a˜β}R = {ri, rj}R
= {ri, a˜α}R = {ri, a˜β}R = {a˜α, a˜β}R = {a˜α, a˜β}R = 0.
Beweis. Der Beweis erfolgt durh direktes Nahrehnen. Zunähst ist
{qi, τ∗Γβjα a˜α ∧ a˜β}R = 0
und damit
{qi, rj}R = δij .
Weiter haben wir
{pi,−τ∗Γβjα a˜α ∧ a˜β}R = ∇ ∂
∂qi
(τ∗Γβjα a˜
α ∧ a˜β)
= τ∗
(
∂Γβjα
∂qi
− ΓγiαΓβjγ + ΓγjαΓβiγ
)
a˜α ∧ a˜β,
und damit wegen der Superantisymmetrie
{−τ∗Γβiα a˜α ∧ a˜β, pj}R = −τ∗
(
∂Γβiα
∂qj
− ΓγjαΓβiγ + ΓγiαΓβjγ
)
a˜α ∧ a˜β .
Jetzt brauhen wir noh
{τ∗Γβiα a˜α ∧ a˜β, τ∗Γδjγ a˜γ ∧ a˜δ}R = τ∗
(
ΓβiαΓ
δ
jγ
)
(δγβ a˜
α ∧ a˜δ − δαδ a˜γ ∧ a˜β)
= τ∗
(
ΓγiαΓ
β
jγ − ΓγjαΓβiγ
)
a˜α ∧ a˜β,
und wir erhalten insgesamt
{ri, rj}R = {pi, pj}R + τ∗
(
∂Γβjα
∂qi
− ∂Γ
β
iα
∂qj
+ ΓγjαΓ
β
iγ − ΓγiαΓβjγ
)
a˜α ∧ a˜β
= τ∗Rαβij a˜α ∧ a˜β + τ∗Rβαij a˜α ∧ a˜β
= 0.
Shlieÿlih gilt
{ri, a˜γ}R = {pi, a˜γ}R − {τ∗Γβiα a˜α ∧ a˜β}R
= −τ∗Γβiγ a˜β + τ∗Γβiγ a˜β
= 0
und genauso
{ri, a˜γ}R = 0.
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Bemerkung 3.5.4. Man beahte, dass die ri's im Gegensatz zu den pi's keine Koordinaten auf
T ∗M mehr sind, da erstere im Allgemeinen Anteile in Γ∞(
∧2τ ♯(L⊕ L∗) habe.
3.6 Die Courant-Klammer als abgeleitete Klammer
Mit den Vorbereitungen im letzten Abshnitt sind wir jetzt in der Lage, die Courant-Klammer
auf L ⊕ L∗ mit Hilfe der Rothstein-Klammer als abgeleitete Klammer shreiben zu können.
Im Gegensatz zu der Arbeit von Roytenberg [40℄ verwenden wir jedoh niht die Theorie der
Supermannigfaltigkeiten, sondern greifen ausshlieÿlih auf Mittel aus der konventionellen
Dierentialgeometrie zurük.
3.6.1 Die BRST-Ladung
Sei jetzt wieder E = L ⊕ L∗ ein Courant-Algebroid mit Dira-Struktur L. Koordinaten von
M bezeihnen wir mit q1, . . . , qn und lokale Basisshnitte von L mit a1, . . . , ak sowie lokale
Basisshnitte von L∗ mit a1, . . . , ak. Weiter denieren wir die lokalen Funktionen
cγαβ = 〈[aα, aβ ]C , aγ〉
und
c¯αβγ = 〈[aα, aβ]C , aγ〉.
Sei τ : T ∗M → M wieder die Kotangentialprojektion. Um die Rothstein-Klammer auf der
Algebra Γ∞(
∧•τ ♯(L ⊕ L∗)) bilden zu können, müssen wir noh einen Zusammenhang ∇ auf
L wählen. Dies stellt jedoh kein Problem dar, da die für uns wihtigen Aussagen später
unabhängig von dieser Wahl sein werden. Im Folgenden werden wir, um Shreibarbeit zu
sparen, die auf M lokal denierten Funktionen wie Γβiα, c
γ
αβ usw. und die entsprehenden auf
T ∗M zurükgezogene Funktion mit dem gleihen Symbol bezeihnen.
Sei T die Torsion auf L, also
T γαβ = ρ(aα)
iΓγiβ − ρ(aβ)iΓγiα − cγαβ
und T¯ die Torsion auf L∗,
T¯αβγ = ρ(a
β)iΓαiγ − ρ(aα)iΓβiγ − c¯αβγ
Weiter bezeihnen wir mit J : X(M) → C∞(M) die Abbildung, die einem Vektorfeld die
dadurh gegebene lineare Funktion auf T ∗M zuordnet, also J (X)(α) = 〈X|m, α〉 = α(Xm) für
α ∈ T ∗M |m.
Satz 3.6.1. Durh die Denitionen
µ = −J (ρ(aα))a˜α + 1
2
T γαβ a˜
α ∧ a˜β ∧ a˜γ
= −ri ρ(aα)ia˜α − 1
2
cγαβ a˜
α ∧ a˜β ∧ a˜γ
und
γ = −J (ρ(aα))a˜α + 1
2
T¯αβγ a˜α ∧ a˜β ∧ a˜γ
= −ri ρ(aα)ia˜α − 1
2
c¯αβγ a˜α ∧ a˜β ∧ a˜γ
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sind zwei globale Shnitte in
∧•τ ♯(L⊕ L∗) gegeben. Weiter sei
ψ(α1, α2, α3) = −〈[α1, α2]C , α3〉,
wobei wir ψ als Shnitt in
∧3τ ♯(L⊕ L∗) auassen. Lokal ist ψ also von der Form
ψ = ψαβγ a˜α ∧ a˜β ∧ a˜γ .
i.) Für alle s1, s2 ∈ Γ∞(
∧•L) gilt
{{s˜1, µ}R , s˜2}R = τ ♯[s1, s2],
und für alle α ∈ Γ∞(∧•L∗) ist
{µ, α˜}
R
= τ ♯dLα.
ii.) Für alle α, β ∈ Γ∞(∧•L∗) gilt
{{α˜, γ}
R
, β˜}
R
= τ ♯[α, β]∗,
und für alle s1 ∈ Γ∞(
∧•L) ist
{γ, s˜1}R = τ ♯dL∗ s1.
iii.) Sei Θ = µ+ γ + ψ. Dann gilt für alle e1, e2 ∈ Γ∞(E)
{{e˜1,Θ}R , e˜2}R = τ ♯[e1, e2]C
sowie für f ∈ C∞(M)
{Θ, τ∗f}
R
= τ ♯Df,
beziehungsweise
{{e1,Θ}R , τ∗f}R = τ∗(ρ(e1)f).
Beweis. Zunähst rehnet man nah, dass die beiden für µ angegebenen Ausdrüke tatsählih
übereinstimmen. Mit dem Transformationsverhalten für die Torsion T γαβ folgt weiter, dass µ
als globaler Shnitt wohldeniert ist. Für γ gelten natürlih die analogen Aussagen.
i.) Wenn wir in unseren Super-Darbouxkoordinaten rehnen, erhalten wir leiht folgende
Gleihungen, wobei f, g ∈ C∞(M)
{τ∗f, τ∗g}
R
= 0,
{{a˜ν , µ}R , a˜κ}R = cγνκa˜γ = τ ♯[aν , aκ],
{{a˜ν , µ}R , τ∗f}R = τ∗(ρ(a˜ν)f) = τ∗[aν , f ].
Damit sieht man, dass für s1 ∈ Γ∞(
∧kL), s2 ∈ Γ∞(∧lL) durh
[s˜1, s˜2]µ = {{s˜1, µ}R , s˜2}R
eine Abbildung
[ · , · ]µ : τ ♯(Γ∞(
∧•L))× τ ♯(Γ∞(∧•L))→ τ ♯(Γ∞∧•L))
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deniert ist. Weiter gilt {s˜1, s˜2}R = 0, und mit der Jaobi-Identität für die Rothstein-
Klammer folgt
{{s˜1, µ}R , s˜2}R = −(−1)(k−1)(l−1){{s˜2, µ}R , s˜1}R ,
also die Superantisymmetrie für [ · , · ]µ. Mit Hilfe der Leibniz-Regel folgt jetzt
[s˜1, s˜2]µ = τ
♯[s1, s2]
für alle s1, s2 ∈ Γ∞(
∧•L) und damit der erste Teil von i.).
Weiter rehnen wir leiht nah, dass
{µ, τ∗f}
R
= ρ(aα)f a˜
α = τ ♯(dLf)
sowie
{µ, a˜α}
R
= −1
2
cαβγ a˜
β ∧ a˜γ = τ ♯dLaα
womit i.) gezeigt ist.
ii.) Analog zu i.)
iii.) Seien s1, s2 ∈ Γ∞(
∧kL) und η1, η2 ∈ Γ∞(∧lL∗). Dann gilt
{a˜ν , η˜1}R = τ ♯(i(aν)η1) {η˜1, a˜ν}R = τ ♯(j(aν)η1) = −(−1)lτ ♯(i(aν)η1)
{a˜ν , s˜1}R = τ ♯(i(aν)s1) {s˜1, a˜ν}R = τ ♯(j(aν)s1) = −(−1)kτ ♯(i(aν)s1)
Damit folgt insbesondere
{{η˜1, ψ}R , η˜2}R = τ ♯[η1, η2]L.
Mit dieser Vorbereitung kann die Behauptung jetzt leiht nahgerehnet werden, z.B. gilt
{{s˜1, µ}R , η˜2}R = {µ, {s˜1, η˜2}R}R + {s˜1, {µ, η˜2}R}R
= τ ♯(dLis1η2 + is1dLη2) = τ
♯Ls1η2
sowie
{{η1, µ}R , s˜2}R = {τ ♯dLη˜1, s˜2}R = −τ ♯(is2dLη1).
Rehnet man die restlihen Terme in
{{s˜1 + η˜1,Θ}R , s˜2 + η˜2}R
auf ähnlihe Weise aus, erhält man insgesamt die in Satz 3.4.3 angegebene Gleihung für
die Courant-Klammer. Auÿerdem gilt
{Θ, τ∗f}
R
= τ ♯(dLf + dL∗f) = τ
♯Df,
bzw. mit e ∈ Γ∞(L⊕ L∗)
{{Θ, e˜}
R
, f}
R
= {Θ, {e˜, f}
R
}
R
+ {e˜, {Θ, f}
R
}
R
= τ∗(ρ(e)f).
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Bemerkungen 3.6.2. i.) In Analogie zur BRST-Quantisierung nennen wir Θ auh BRST-
Ladung, vgl. z.B. [7, 6, 17℄.
ii.) Weiter beahte man die formale Übereinstimmung unserer Ausdrüke für µ und γ, notiert
mit Hilfe der Super-Darbouxkoordinaten, mit den in [40℄ angegebenen Ausdrüken.
Da die Abbildungen τ∗ bzw. τ ♯ injektiv sind, können wir Elemente in Γ∞(
∧•(L ⊕ L∗)) mit
ihren Bildern in Γ∞(
∧•τ ♯(L⊕L∗)) identizieren. Wir werden deshalb beispielsweise für s˜ = τ ♯s
im folgenden einfah wieder s shreiben. Da µ und γ die einzigen Elemente in Γ∞(
∧•τ ♯(L⊕L∗))
sind, die niht im Bild von τ ♯ liegen und wir im weiteren betrahten werden, sollte dadurh
keine Verwirrung entstehen.
Proposition 3.6.3. Für das oben denierte Θ gilt {Θ,Θ}
R
= 0, oder äquivalent dazu
{µ, µ}
R
= 0
1
2
{γ, γ}
R
+ {µ,ψ}
R
= 0
{µ, γ}
R
= 0
{γ, ψ}
R
= 0.
Beweis. Seien e1, e2, e3 ∈ Γ∞(E) und f, g ∈ C∞(M). Mit der Jaobi-Identität für die Rothstein-
Klammer rehnen wir zunähst, dass
τ ♯([[e1, e2]C , e3]C ) = {{{{e1,Θ}R , e2}R ,Θ}R , e3}R
= {{{e1,Θ}R , {e2,Θ}R}R , e3}R − {{{{e1,Θ}R ,Θ}R , e2}R , e3}R
= {{{e1,Θ}R , e3}R , {e2,Θ}R}R + {{e1,Θ}R , {{e2,Θ}R , e3}R}R
+
1
2
{{{{Θ,Θ}
R
, e1}R , e2}R , e3}R
= τ ♯([[e1, e3]C , e2]C + [e1, [e2, e3]C ]C ) +
1
2
{{{{Θ,Θ}
R
, e1}R , e2}R , e3}R .
Aufgrund der Jaobi-Identität für die Courant-Klammer gilt damit die Gleihung
{{{{Θ,Θ}
R
, e1}R , e2}R , e3}R = 0.
Die Aussage ρ([e1, e2]C) = [ρ(e1), ρ(e2)] übersetzt sih auf ähnlihe Weise zu
{{{{Θ,Θ}
R
, e1}R , e2}R , f}R = 0,
und shlieÿlih liefert 〈Df,Dg〉 = 0 mit
τ ♯〈Df,Dg〉 = {{Θ, f}
R
, {Θ, g}
R
}
R
= {{{Θ, f}
R
,Θ}
R
, g}
R
− {Θ, {{Θ, f}
R
, g}
R
}
R
=
1
2
{{{Θ,Θ}
R
, f}
R
, g}
R
die Gleihung
{{{Θ,Θ}
R
, f}
R
, g}
R
= 0.
Wenn wir uns jetzt aber die Denition von µ, γ und ψ genau anshauen, dann erkennt man,
dass {Θ,Θ}
R
nur Terme der folgenden Form enthält:
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1. Zurükgezogenen Shnitte in
∧4τ ♯(E ⊕ E∗).
2. Produkte von einem ri mit einem zurükgezogenen Shnitt in
∧2τ ♯(E ⊕ E∗).
3. Produkte von rirj mit einer zurükgezogenen Funktion.
Durh die Gültigkeit der obigen Gleihungen für beliebige Shnitte in E und Funktionen auf
M kann man folgern, dass keine der drei genannten Typen in {Θ,Θ}
R
vorkommen kann und
somit {Θ,Θ}
R
= 0 sein muss. Die Gleihungen für µ, γ und ψ ergeben sih durh Sortieren
nah dem Grad, wobei wir z.B. den Geistgrad gh verwenden können, der für ein Element in
φ ∈ Γ∞(τ∗(∧kE ⊗∧l)) ⊂ Γ∞(∧k+lτ ♯(E ⊕E∗)) durh ghφ = (l− k)φ gegeben ist. Da gh eine
Derivation der Rothstein-Klammer ist [17℄, kann damit die Behauptung gefolgert werden.
Bemerkung 3.6.4. Die Gleihung {µ, µ}
R
= 0 ist die Jaobi-Identität für die Klammer auf L,
wohingegen
1
2{γ, γ}R + {µ,ψ}R = 0 die zweite Gleihung in Lemma 3.4.1 liefert. {µ, γ}R = 0
bedeutet die Verträglihkeit von dL mit der Klammer [ · , · ]∗, und {γ, ψ}R = 0 ist die dritte
Gleihung von Lemma 3.4.1. Wir erhalten jetzt also auf einfahe Weise die Ergebnisse wieder,
die wir zuvor mühsam nahgerehnet hatten.
3.6.2 Proto-Bialgebroide
Wir haben gesehen, wie wir einer Courant-Algebroid-Struktur auf L ⊕ L∗ ein Element Θ ∈
Γ∞(
∧•τ ♯(L⊕ L∗)) mit {Θ,Θ}
R
= 0 zuordnen können, so dass sih die Courant-Klammer mit
Hilfe von Θ und der Rothstein-Klammer als abgeleitete Klammer shreiben lässt. Umgekehrt
kann man auh durh die Vorgabe eines geeigneten Θ ∈ Γ∞(∧•τ ♯(L ⊕ L∗)) mit {Θ,Θ}
R
= 0
das Bündel L ⊕ L∗ zu einem Courant-Algebroid mahen. Dabei muss Θ so gewählt werden,
dass die Ausdrüke
{{e˜1,Θ}R , e˜2}R
sowie
{Θ, τ∗f}
R
für zwei zurükgezogene Shnitte e˜1 und e˜2 sowie eine Funktion f ∈ C∞(M) wieder einen
zurükgezogenen Shnitt von L ⊕ L∗ denieren, also in τ ♯(Γ∞(L ⊕ L∗)) liegen. Damit dürfen
die beiden oben genannten Ausdrüke niht von den Impulsen p abhängen, und mit einem
Blik auf die in Lemma 3.5.2 angegebene Form der Rothstein-Klammer folgt, dass Θ höhstens
quadratish in den Impulsen p sein darf. Um die erste Bedingung weiter zu untersuhen,
bezeihnen wir mit P die in den Impulsen p polynomialen Elemente aus Γ∞(∧•τ ♯(L⊕L∗)) und
denieren durh
ǫ = pi
∂
∂pi
+ a˜α ∧ i(a˜α)
und
λ = pi
∂
∂pi
+ a˜α ∧ i(a˜α)
eine Bigradierung auf P. Ein Element Ψ ∈ P hat den Bigrad (k, ℓ), wenn die Gleihungen
ǫΨ = kΨ und λΨ = ℓΨ erfüllt sind. Wir shreiben dann Ψ ∈ Pk,ℓ. Weiter sei der Totalgrad
durh die Summe
χ = ǫ+ λ
gegeben.
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Betrahtet man wieder die Formel für die Rothstein-Klammer, so erkennt man, dass für
Φ,Ψ ∈ Γ∞(∧•τ ♯(L⊕ L∗)) mit χ(Φ) = kΦ und χ(Ψ) = ℓΨ die Gleihung
χ({Φ,Ψ}
R
= (k + ℓ− 2){Φ,Ψ}
R
folgt, d.h. die Rothstein-Klammer ist vom Grad −2 für die χ-Gradierung. Es gilt nun der
folgende
Satz 3.6.5. Sei Θ ∈ Γ∞(∧•τ ♯(L ⊕ L∗)) vom χ-Grad drei, d.h. es gilt χ(Θ) = 3Θ. Dann ist
durh
τ ♯[e1, e2]Θ = {{e˜1,Θ}R , e˜2}R
eine Klammer auf Γ∞(L⊕ L∗) und durh
τ ♯(ρ(e1)f) = {{e˜1,Θ}R , τ∗f}R
ein Vektorbündelhomomorphismus ρ : L ⊕ L∗ → TM deniert. Ist auÿerdem {Θ,Θ}
R
=
0, so wird L ⊕ L∗ durh diese Konstruktion zusammen mit der kanonishen symmetrishen
Bilinearform zu einem Courant-Algebroid.
Die zweite Aussage folgt dabei mit Rehnungen wie beim Beweis zu Lemma 3.6.3. Man
vergleihe auh die entsprehenden Rehnungen mit Hilfe von Supermannigfaltigkeiten in [40,
29℄ sowie allgemeine Betrahtungen zu abgeleiteten Klammern in [28℄.
Ein Element Θ mit Totalgrad drei ist von der Form
Θ = φ+ µ+ γ + ψ
mit φ ∈ P0,3 ∼= Γ∞(∧3L∗), µ = P1,2, γ ∈ P2,1 und ψ ∈ P3,0 ∼= Γ∞(∧3L∗). Durh Sortieren
nah den Graden erhält man das folgende, zu {Θ,Θ}
R
= 0 äquivalente, System von Gleihungen:
1
2{µ, µ}R + {γ, φ}R = 0
1
2{γ, γ}R + {µ,ψ}R = 0
{µ, γ}
R
+ {φ,ψ}
R
= 0
{µ, φ}
R
= 0
{γ, ψ}
R
= 0.
Wie in Satz 3.6.1 können wir durh µ und γ abgeleitete Klammern auf L bzw. L∗ sowie die
entsprehenden Anker denieren. Die Jaobi-Identität auf L ist dann äquivalent zu φ = 0. In
diesem Fall wird (L,L∗) zu einem Lie-quasi-Bialgebroid, wie in dem von uns bisher betrahteten
Fall. Analog folgt die Jaobi-Identität auf L∗ genau dann, wenn ψ = 0 gilt, und (L,L∗) ist
dann ein Quasi-Lie-Bialgebroid. Im allgemeinen Fall, wenn also weder auf L noh auf L∗ die
Jaobi-Identität zu gelten brauht, nennt man (L,L∗) Proto-Bialgebroid, vgl. [29℄.
Bemerkung 3.6.6. Die glatte Deformation einer Dira-Struktur L kann nah Lemma 3.2.7 als
triviale Deformation der Courant-Algebroidstruktur aufgefasst werden, so dass L auh für das
deformierte Algebroid eine Dira-Struktur bleibt. Dies übersetzt sih zu einer trivialen Defor-
mation Θt von Θ = µ + γ + ψ, so dass der P0,3-Anteil von Θt für alle t Null ist. Das kann
man auh auassen als die Deformation des Lie-quasi-Algebroids (L,L∗) derart, dass die auf
L ⊕ L∗ denierten Courant-Algebroidstrukturen isomorph sind. Dies ist der Ausgangspunkt
der Betrahtungen in [42℄, was auf die gleihe Bedingung führt, die wir in Satz 3.7.3 erhalten
werden, nur formuliert in der Sprahe der Supermannigfaltigkeiten.
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3.7 Obstruktion für die Fortsetzbarkeit von Deformationen
Der Hauptgrund für die Einführung der Rothstein-Klammer ist, dass wir jetzt auh den ku-
bishen Term in der Bedingung für die Deformation aus Lemma 3.3.9 systematish behandeln
können.
Lemma 3.7.1. Seien ω1, ω2, ω3 ∈ Γ∞(
∧2L∗) und s1, s2, s3 ∈ Γ∞(L). Dann gilt
{s3, {s2, {s1, {{{ψ, ω1}R , ω2}R , ω3}R}R}R}R = −
∑
π∈S3
ψ
(
ω1(sπ(1)), ω2(sπ(2)), ω3(sπ(3))
)
Insbesondere ist also
1
6
{{{ψ, ω}
R
, ω}
R
, ω}
R
= − ∧3 ω ψ = Tω,
wobei Tω(s1, s2, s3) = 〈[ω(s1), ω(s2)]C , ω(s3)〉 gilt.
Beweis. Die Behauptung rehnet man mit Hilfe der Jaobi-Identität nah, wobei man beahtet,
dass Terme der Form
{{{ψ, ω}
R
, ω}
R
, ω1(s1, s2)}R
usw. vershwinden.
Um Shreibarbeit zu sparen, formulieren wir folgendes
Lemma 3.7.2. Durh die Forderung
τ ♯[η1, η2, η3]ψ = {{{ψ, η1}R , η2}R , η3}R
ist eine super-antisymmetrishe Abbildung
[ · , · , · ]ψ : Γ∞(
∧kL∗)× Γ∞(∧ℓL∗)× Γ∞(∧mL∗)→ Γ∞(∧k+ℓ+m−3L∗)
deniert.
Beweis. Da ψ ein zurükgezogener Shnitt ist und damit auh die rehte Seite der Denitionsgle-
ihung einen zurükgezogenen Shnitt ergibt, folgt zusammen mit der Injektivität von τ ♯, dass
[ · , · , · ]ψ wohldeniert ist. Die Antisymmetrie erhält man aus der Super-Jaobi-Identität für die
Rothstein-Klammer, wobei man beahtet, dass Terme der Form {η1, η2}R usw. vershwinden.
Die Aussage über die Grade folgt, da ψ den Totalgrad 3 und die Rothstein-Klammer den den
Grad −2 hat.
Mit dieser Denition ist jetzt also Tω =
1
6 [ω, ω, ω]ψ . Damit haben wir folgende Umfor-
mulierung von Satz 3.3.9.
Satz 3.7.3. Sei E ein Courant-Algebroid mit Dira-Struktur L und sei L′ ein isotropes Kom-
plement zu L. Identizieren wir E mit L ⊕ L∗, dann ist graph(ω) für eine Zweiform ω auf L
genau dann eine Dira-Struktur, wenn die Gleihung
{µ, ω}
R
+
1
2
{{ω, γ}
R
, ω}
R
+
1
6
{{{ψ, ω}
R
, ω}
R
, ω}
R
= 0,
beziehungsweise die äquivalente Gleihung
dLω +
1
2
[ω, ω]∗ +
1
6
[ω, ω, ω]ψ = 0
erfüllt ist.
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Lemma 3.7.4. Sei für ein ω ∈ Γ∞(∧2L∗) durh
dω = {µ, · }R + {{ω, γ}R , · }R +
1
2
{{{ψ, ω}
R
, ω}
R
, · }
R
= dL + [ω, · ]∗ + 1
2
[ω, ω, · ]ψ
eine Abbildung dω : Γ
∞(
∧•L∗) → Γ∞(∧•L∗) deniert. Dann ist dω eine Superderivation
bezüglih des Dahprodukts vom Grad eins, und es gilt die Identität
dω
(
{µ, ω}
R
+
1
2
{{ω, γ}
R
, ω}
R
+
1
6
{{{ψ, ω}
R
, ω}
R
, ω}
R
)
= 0
bzw.
dω
(
dLω +
1
2
[ω, ω]∗ +
1
6
[ω, ω, ω]ψ
)
= 0.
Beweis. Das durh dω eine Superderivation vom Grad eins gegeben ist, folgt leiht aus den
Eigenshaften der Rothstein-Klammer. Die zu zeigende Gleihung shreiben wir zunähst ein-
mal aus, wobei wir bereits die Identität {µ,ψ}
R
+ 12{γ, γ}R = 0 verwenden.
dω
(
{µ, ω}
R
+
1
2
{{ω, γ}
R
, ω}
R
+
1
6
{{{ψ, ω}
R
, ω}
R
, ω}
R
)
= {{{µ, ω}
R
, γ}
R
, ω}
R
− 1
2
{{{ψ, ω}
R
, ω}
R
, {µ, ω}
R
}
R
− 1
12
{{{{γ, γ}
R
, ω}
R
, ω}
R
, ω}
R
+ {{ω, γ}
R
, {µ, ω}
R
}
R
+
1
2
{{ω, γ}
R
, {{ω, γ}
R
, ω}
R
}
R
+
1
6
{{ω, γ}
R
, {{{ψ, ω}
R
, ω}
R
, ω}
R
}
R
+
1
2
{{{ψ, ω}
R
, ω}
R
, {µ, ω}
R
}
R
+
1
4
{{{ψ, ω}
R
, ω}
R
, {{ω, γ}
R
, ω}
R
}
R
+
1
12
{{{ψ, ω}
R
, ω}
R
, {{{ψ, ω}
R
, ω}
R
, ω}
R
}
R
Die Behauptung ergibt sih jetzt mit den folgenden Gleihungen, die man mit Hilfe der Super-
Jaobi-Identität nahrehnet.
i.) {{{µ, ω}
R
, γ}
R
, ω}
R
= −{{ω, γ}
R
, {µ, ω}
R
}
R
ii.) {{{{γ, γ}
R
, ω}
R
, ω}
R
, ω}
R
= 6{{ω, γ}
R
, {{ω, γ}
R
, ω}
R
}
R
iii.) 0 = {{{{{γ, ψ}
R
, ω}
R
, ω}
R
, ω}
R
, ω}
R
= 6{{{ψ, ω}
R
, ω}
R
, {{ω, γ}
R
, ω}
R
}
R
+ 4{{{ψ, ω}
R
, ω}
R
, {{ω, γ}
R
, ω}
R
}
R
iv.) 0 = {{{{{{ψ,ψ}
R
, ω}
R
, ω}
R
, ω}
R
, ω}
R
, ω}
R
= 20{{{ψ, ω}
R
, ω}
R
, {{{ψ, ω}
R
, ω}
R
, ω}
R
}
R
Mit diesen Vorbereitungen können wir jetzt die Obstruktion für die Fortsetzbarkeit von De-
formationen bestimmen. Der folgende Satz liefert das zentrale Ergebnis dieser Arbeit.
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Satz 3.7.5. Sei E = L ⊕ L∗ ein Courant-Algebroid mit Dira-Struktur L und sei durh ωt =
tω1 + t
2ω2 + . . . + t
NωN ∈ Γ∞(
∧2L∗)[[t]] eine formale Deformation von L der Ordnung N
gegeben, d.h. die Gleihung
dLωt +
1
2
[ωt, ωt]∗ +
1
6
[ωt, ωt, ωt]ψ = 0
ist bis zur Ordnung N erfüllt. Dann ist
RN+1 = −1
2
N∑
i=1
[ωi, ωN+1−i]∗ − 1
6
∑
i+j+k=N+1
[ωi, ωj , ωk]ψ
geshlossen bezüglih dL, und die Deformation ωt lässt sih genau dann bis zur Ordnung N +1
fortsetzen, wenn RN+1 exakt ist. Die Obstruktion für die Fortsetzbarkeit einer Deformation
liegt also in der dritten Lie-Algebroidkohomologie der Dira-Struktur L.
Beweis. Sei ωN+1 ∈ Γ∞(
∧2L∗) und ω′t = ωt+ tN+1ωN+1. Wir rehnen zunähst die (N +1)te
Ordnung der Deformationsbedingung aus.
dLω
′
t +
1
2
[ω′t, ω
′
t]∗ +
1
6
[ω′t, ω
′
t, ω
′
t]ψ
= tN+1
(
dLωN+1 +
1
2
N∑
i=1
[ωi, ωN+1−i]∗ +
1
6
∑
i+j+k=N+1
[ωi, ωj, ωk]ψ
)
+ tN+2 . . .
Wir können die Deformation also genau dann fortsetzen, wenn wir ein ωN+1 mit
dLωN+1 = RN+1
nden. Dass RN+1 geshlossen ist, ergibt sih mit Lemma 3.7.4 durh Anwenden von dω′t auf
die Deformationsgleihung.
0 = dω′t
(
dLω
′
t +
1
2
[ω′t, ω
′
t]∗ +
1
6
[ω′t, ω
′
t, ω
′
t]ψ
)
= tN+1dL
(
1
2
l∑
i=1
[ωi, ωN+1−i]∗ +
1
6
∑
i+j+k=N+1
[ωi, ωj , ωk]ψ
)
+ tN+2 . . .
Da der Ausdruk in jeder Ordnung von t einzeln Null sein muss, folgt damit die Behauptung.
Bemerkung 3.7.6. Wir erhalten damit also die bekannten Ergebnisse aus der Deformationstheo-
rie von Poisson-Tensoren oder präsymplektishen Formen wieder, vgl. die Abshnitte 3.3.4 und
3.3.5. Weiter sehen wir, dass die Obstruktion für die Fortsetzbarkeit, die ja durh die dritte
Lie-Algebroidkohomologie von L gegeben ist, unabhängig von der Wahl des zu L komplemen-
tären Bündels L′ und des Zusammenhangs auf L ist. Shlieÿlih sei noh erwähnt, dass die
Klassikation der Äquivalenz von Deformationen in diesem Fall im Allgemeinen niht durh
die zweite Lie-Algebroidkohomologie von L gegeben ist, vgl. auh die Folgerungen 2.1.3 und
2.3.13. Zwar ist das für Poisson-Mannigfaltigkeiten noh rihtig, für präsymplektishen Man-
nigfaltigkeiten haben wir jedoh in Abshnitt 3.3.4 gesehen, dass das Vershwinden der zweiten
deRahm-Kohomologie für die Starrheit noh niht hinreihend ist.
A Lie-Algebroide, Lie-Bialgebroide und die
Shouten-Nijenhuis-Klammer
Wir wollen hier einige Denitionen und grundlegende Aussagen zu Lie-Algebroiden und ver-
wandten Themen auühren. Für ausführlihere Darstellungen siehe z.B. [35, 10℄.
Denition A.1 ([10℄). Ein Lie-Algebroid ist ein Vektorbündel E → M über einer Mannig-
faltigkeitM zusammen mit einer Lieklammer [· , · ] auf den Shnitten Γ∞(E) von E, sowie einem
Vektorbündelhomomorphismus ρ : E → TM , genannt Anker, so dass folgende Leibnizregel gilt:
[e1, fe2] = f [e1, e2] + (ρ(e1)f) e2 für alle e1, e2 ∈ Γ∞(E), f ∈ C∞(M).
Bemerkung A.2. Man kann zeigen [30℄, dass für jedes Lie-Algebroid der Anker ein Liealgebren-
homomorphismus ρ : Γ∞(E)→ X(M) = Γ∞(TM) ist,
ρ([e1, e2]) = [ρ(e1), ρ(e1)] für alle e1, e2 ∈ Γ∞(E).
Beispiele A.3. i.) Das Standardbeispiel für ein Lie-Algebroid ist das Tangentialbündel TM
einer Mannigfaltigkeit M mit der Lie-Klammer von Vektorfeldern und der Identität als
Anker. Ebenso wird jedes integrable Unterbündel von TM ein Lie-Algebroid.
ii.) Ist der Anker ρ = 0, dann ist E ein Bündel von Lie-Algebren. Insbesondere ist jede
Lie-Algebra g mit dem Anker ρ = 0 ein Lie-Algebroid über einem Punkt.
Denition A.4. Sei E ein Lie-Algebroid. Dann denieren wir die Abbildung
dE : Γ
∞(
∧kE∗)→ Γ∞(∧k+1E)
durh die Forderungen
dEf(e1) = ρ(e1)f
und
dEω(e1, . . . , ek+1) =
k+1∑
i=1
(−1)i+1ρ(ei)ω(e1,
i
ˆ. . ., ek+1)
−
∑
i<j
(−1)i+jω([ei, ej ], e1,
i
ˆ. . .
j
ˆ. . ., ek+1)
für alle f ∈ C∞(M) und e1, . . . , ek+1 ∈ Γ∞(E). Wir nennen dE das Lie-Algebroiddierential
von E.
Man überzeugt sih leiht davon, dass dE eine Superderivation bezüglih des Dahprodukts
ist. Für den Fall E = TM ist dE das gewöhnlihe deRahm-Dierential, und es gilt dann d
2
E = 0.
Mit Hilfe der Jaobi-Identität für [ · , · ] lässt sih diese Aussage jedoh auh allgemeiner zeigen.
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Lemma A.5. Für das Lie-Algebroiddierential dE gilt d
2
E = 0.
Wir können aber auh umgekehrt vorgehen und mit Hilfe eines Dierentials auf der Grass-
mannalgebra Γ∞(
∧•E∗) das Vektorbündel E zu einem Lie-Algebroid mahen.
Satz A.6. Sei E ein Vektorbündel und
dE : Γ
∞(
∧kE∗)→ Γ∞(∧k+1E)
eine Superderivation von Grad eins. Dann ist durh die Denitionen
ρ(e)f = dEf(e) ∀f ∈ C∞(M),
α([e1, e2]) = ρ(e1)(α(e2))− ρ(e2)(α(e1))− dEα(e1, e2) ∀α ∈ Γ∞(L∗)
eine R-bilineare, antisymmetrishe Verknüpfung auf Γ∞(E) gegeben, die die Leibniz-Regel
[e1, fe2] = f [e1, e2] + ρ(e1)f e2
erfüllt. Genau dann erfüllt [ · , · ] die Jaobi-Identität und (E, [ · , · ], ρ) ist ein Lie-Algebroid,
wenn d
2
E = 0 gilt.
Die Lieklammer auf den Shnitten Γ∞(E) kann mit Hilfe des Ankers zu einer Super-Lieklam-
mer auf ganz Γ∞(
∧•E) erweitert werden.
Denition A.7. Sei (E, [ · , · ], ρ) ein Lie-Algebroid und sei P ∈ Γ∞(∧kE).
i.) Die Superderivation
iP : Γ
∞(
∧•E∗)→ Γ∞(∧•−kE)
ist durh die Forderungen
ifω = fω für f ∈ C∞(M)
und
ie1∧...∧ek = ie1 . . . iek
für e1, . . . , ek ∈ Γ∞(E) deniert.
ii.) Die Lieableitung
LP : Γ∞(
∧•E∗)→ Γ∞(∧•−k+1E∗)
ist durh
LP = [iP ,dE ] = iPdE − (−1)kdEiP
gegeben.
Denition A.8. Durh die Forderung
i[P,Q] = [LP , iQ] = LP iQ − (−1)(k−1)(ℓ−1)iQLP
für P ∈ Γ∞(∧kE) und Q ∈ Γ∞(∧ℓE) wird die Lie-Algebroidklammer auf ganz Γ∞(∧•E)
fortgesetzt. Diese so erhaltene Klammer heiÿt Shouten-Nijenhuis-Klammer oder auh kurz
Shouten-Klammer. Zur Wohldeniertheit dieser Abbildung siehe z.B. [35℄.
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Satz A.9. Die Algebra (Γ∞(
∧•E), [ · , · ],∧) ist eine Gerstenhaber-Algebra, dass heiÿt für P ∈
Γ∞(
∧kE), Q ∈ Γ∞(∧ℓE) und R ∈ Γ∞(∧•E) gilt die Super-Antisymmetrie
[P,Q] = −(−1)(k−1)(ℓ−1)[Q,P ],
die Super-Jaobi-Identität
[P, [Q,R]] = [[P,Q], R] + (−1)(k−1)(l−1)[Q, [P,R]]
sowie die Super-Leibniz-Regel
[P,Q ∧R] = [P,Q] ∧R+ (−1)(k−1)ℓQ ∧ [P,R].
Insbesondere wird mit der Shouten-Nijenhuis-Klammer die Algebra der Multivektorfelder
X•(M) = Γ∞(
∧•TM) auf kanonishe Weise zu einer Gerstenhaber-Algebra.
Für Funktionen f, g ∈ C∞(M) und faktorisierende Shnitte P = X1∧. . .∧Xk, Q = Y1∧. . .∧Yℓ
erhalten wir für die Shouten-Nijenhuis-Klammer die Gleihungen
[f, g] = 0,
[f, P ] = −i
dEfP =
k∑
i=1
(−1)iXi(f)X1∧
i
ˆ. . . ∧Xk,
[P,Q] =
k∑
i=1
ℓ∑
j=1
[Xi, Yj]X1∧
i
ˆ. . . ∧Xk ∧ Y1∧
j
ˆ. . . ∧Yℓ.
Umgekehrt hätten wir die Shouten-Nijenhuis-Klammer auh durh diese Gleihungen denieren
können, siehe z.B. [50℄.
Denition A.10 ([34℄). Ein Lie-Bialgebroid ist ein Paar (E,E∗) von dualen Vektorbündeln,
wobei (E, [ · , · ], ρ) und (E∗, [ · , · ]∗, ρ∗) Lie-Algebroide sind, so dass das Lie-Algebroiddieren-
tial dE∗ von E
∗
eine Superderivation der Shouten-Nijenhuis-Klammer auf E ist, d.h. für alle
P ∈ Γ∞(∧kE) und Q ∈ Γ∞(∧ℓE) gilt
dE∗ [P,Q] = [dE∗P,Q] + (−1)k−1[P,dE∗Q].
Das folgende Lemma zeigt, dass die Denition nur sheinbar asymmetrish in E und E∗ ist.
Lemma A.11 ([27℄)). (E,E∗) ist genau dann ein Lie-Bialgebroid, wenn (E∗, E) ein Lie-
Bialgebroid ist.
Für ein Lie-Bialgebroid (E,E∗) ist also auh das Lie-Algebroiddierential dE von E eine
Superderivation der Shouten-Nijenhuis-Klammer auf E∗.
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B Formale Reihen
Wir geben noh eine sehr kurze Darstellung über die Grundlagen der Theorie formaler Poten-
zreihen. Für die Beweise der folgenden Aussagen sowie weiterführende Informationen siehe z.B.
[39, 49, 50℄.
Sei V ein Vektorraum, oder allgemeiner ein Modul über einem Ring R, dann bezeihnen wir
die Menge aller Folgen (vn)n∈N in V mit
V [[t]] =
∏
k∈N
Vk mit Vk = V ∀ k
und shreiben Elemente in V [[t]] als formale Potenzreihen in dem formalen Parameter t,
vt =
∞∑
k=0
tkvk mit vk ∈ V.
Es sei betont, dass wir hier keinerlei Konvergenz der unendlihen Reihe fordern. Durh glied-
weise Multiplikation mit Elementen aus R sowie gliedweise Addition wird V [[t]] auf kanonishe
Weise zu einem R-Modul. Durh die Denition(
∞∑
i=0
tiri
)(
∞∑
j=0
tjvj
)
=
∞∑
k=0
tk
k∑
ℓ=0
rℓvk−ℓ
wird V [[t]] sogar zu einem R[[t]]-Modul.
Ist V eine Algebra, so wird auh V [[t]] durh die Forderung(
∞∑
i=0
tivi
)(
∞∑
j=0
tjwj
)
=
∞∑
k=0
tk
k∑
ℓ=0
vℓwk−ℓ
zu einer Algebra. Dies erklärt auh die Shreibweise als formale Reihen.
Ist vt = 1 + twt eine formale Reihe mit einer beliebigen formalen Reihe wt ∈ V [[t]] für eine
assoziative Algebra V mit Eins, so ist durh
v−1t =
∞∑
k=0
(−twt)k
das Inverse von vt erklärt, wie man durh direktes Nahrehnen zeigt.
Im folgenden wollen wir zusätzlih annehmen, dass der Ring R die rationalen Zahlen enthält,
Q ⊆ R. Dann können wir die Exponential- und Logarithmusfunktionen von formalen Reihen
bilden, indem wir
exp(twt) =
∞∑
k=0
1
k!(twt)
k
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und
ln(1 + twt) =
∞∑
k=1
(−1)k−1
k
(twt)
k
denieren. Es gelten dann Rehenregel analog zu den für exp und ln bekannten Regel. Ins-
besondere ist exp auh hier die Umkehrfunktion zu ln. Wir können deshalb eine formale Reihe
vt = 1 + twt, die in unterster Ordnung mit der Eins beginnt, immer als exp(tut) shreiben,
wobei dann ut = ln(1 + twt) gilt.
Weiter denieren wir das Anwenden einer formalen Reihe
φt =
∞∑
i=0
tiφi ∈ Hom(V,W )[[t]]
von Abbildungen φi : V → W auf eine formale Reihe
∑∞
j=0 t
jvj ∈ V [[t]] durh(
∞∑
i=0
tiφi
)(
∞∑
j=0
tjvj
)
=
∞∑
k=0
tk
j∑
ℓ=0
φℓ(vk−ℓ)
und können φ damit als ein Element in HomR[[t]]
(
V [[t]],W [[t]]
)
auassen. Tatsählih sind
sogar alle R[[t]]-linearen Abbildungen von dieser Form, d.h. es gilt
Hom(V,W )[[t]] ∼= HomR[[t]]
(
V [[t]],W [[t]]
)
.
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