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PRELIMINARY VERSION
SAMPLING AND INTERPOLATION IN DE BRANGES SPACES
WITH DOUBLING PHASE
JORDI MARZO, SHAHAF NITZAN AND JAN-FREDRIK OLSEN
Abstract. The de Branges spaces of entire functions generalise the classical
Paley-Wiener space of square summable bandlimited functions. Specifically,
the square norm is computed on the real line with respect to weights given by
the values of certain entire functions. For the Paley-Wiener space, this can be
chosen to be an exponential function where the phase increases linearly. As
our main result, we establish a natural geometric characterisation, in terms of
densities, for real sampling and interpolating sequences in the case when the
derivative of the phase function merely gives a doubling measure on the real
line. Moreover, a consequence of this doubling condition, is that the spaces
we consider are one component model spaces. A novelty of our work is the
application to de Branges spaces of techniques developed by Marco, Massaneda
and Ortega-Cerdà for Fock spaces satisfying a doubling condition analogue to
ours.
1. Introduction
1.1. de Branges spaces and model spaces. An entire function E is a Hermite-
Biehler function if it has no real zeroes and |E∗(z)| < |E(z)| for z ∈ C+ = {z ∈
C : Im z > 0}, where E∗(z) = E(z¯). For such functions, the corresponding de
Branges space is the Hilbert space of functions
H(E) =
{
f entire : f/E, f ∗/E ∈ H2(C+)
}
,
where H2(C+) is the Hardy space of the upper half-plane. The space H(E) is
equipped with the norm
‖f‖H(E) :=
√∫
R
∣∣∣∣ f(x)E(x)
∣∣∣∣2 dx.
The main example of a de Branges space is the Paley-Wiener space, which is
obtained by taking E(z) = e−ipiz. Inspired by this, it is usual to consider the polar
decomposition
E(x) = |E(x)|e−iφ(x).
The phase function φ is the increasing argument of E.
If Z(E) is the zero set of E, then for some σ ≥ 0 we have
φ′(x) = σ +
∑
z∈Z(E)
Im
1
x− z .
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This is easy to see, e.g. since E∗/E is an inner function on the upper half-plane
with singular support only at infinity. Observe that when σ = 0, which is an
assumption we will make from now on, the measure µ = φ′(x)dx is a sum of
harmonic measures with respect to the complex conjugate of the points in Z(E).
We say that the de Branges space H(E) satisfies the doubling condition if this
measure is a doubling measure. I.e., if there exists a constant C > 0 such that
µ(2I) ≤ Cµ(I) for all intervals I ⊂ R, where 2I is the interval co-centric to I of
double length.
The measure µ induces a natural metric on R, namely
dφ(x, y) = |φ(x)− φ(y)|.
To motivate the significance of this metric, we consider the reproducing kernels
of the space H(E). These are functions Kw ∈ H(E), for w ∈ C, such that
〈f,Kw〉 = f(w) for every f ∈ H(E). It is not hard to see that in the inner
product implied by the norm of H(E), we have
Kw(z) = K(z, w) =
i
2pi
E(z)E(w)− E∗(z)E∗(w)
(z − w) , z, w ∈ C.
We denote by K˜w = Kw/‖Kw‖ the normalised reproducing kernel. From this, it
follows that for x, y ∈ R we have
Ky(x) =
|E(x)E(y)|
pi
sin(φ(x)− φ(y))
(x− y) , K˜y(x) =
|E(x)| sin(φ(x)− φ(y))√
piφ′(y)(x− y) .
So, if we, for some fixed α ∈ [0, 2pi), let {ωn} be a sequence of points such that
φ(ωn) = α+pin, then the normalised reproducing kernels {K˜ωn} form an orthonor-
mal sequence. It is a theorem of de Branges [13, p. 55], that for every such α,
except at most one, this sequence of reproducing kernels is an orthonormal basis
for H(E).
The model spaces K2Θ, where Θ is an inner function, is the subspace of the
classical Hardy space H2(C+) defined by
K2Θ = H
2(C+) ∩ (ΘH2(C+))⊥.
It is a simple observation that f 7→ f/E is a unitary homeomorphism between
H(E) and the model subspace K2Θ, where Θ = E∗/E is the inner function. In this
way, it is possible to show that the de Branges spaces correspond exactly to the
model subspaces with meromorphic inner functions [15].
A model space K2Θ satisfies the one component condition if there exists an
 ∈ (0, 1) such that the level set
{z : |Θ(z)| < }
is connected. These spaces where introduced by Cohn [11, 12]. By a characteriza-
tion due to Aleksandrov [2] and Lemma 2 below, the meromorphic model spaces
satisfying the one component condition essentially correspond to the class of de
Branges spaces satisfying a local doubling condition (Corollary 1).
DE BRANGES SPACES WITH DOUBLING PHASE 3
1.2. The Fock space approach to sampling and interpolation. Sampling
and interpolating sequences can be seen as dual concepts. We give the definitions
for a general Hilbert space H of functions, analytic on a domain Ω ⊂ C, with
reproducing kernels kz.
Definition 1. Let Γ ⊂ Ω be a sequence of points. Then:
(a) Γ is called sampling for H if there exists constants A,B > 0 such that for
all f ∈ H we have
A‖f‖2 ≤
∑
γ∈Γ
|f(γ)|2/‖kγ‖2 ≤ B‖f‖2.
(If only the upper inequality holds, Γ is said to be a Bessel sequence.)
(b) Γ is called interpolating for H if, for every sequence {aγ} satisfying∑
γ∈Γ
|aγ|2/‖kγ‖2 <∞,
there exist f ∈ H such that f(γ) = aγ.
Observe that a sequence Γ is sampling if and only if the normalized reproduc-
ing kernels {kγ/‖kγ‖} form a frame in H, while Γ is interpolating if and only if
{kγ/‖kγ‖} is a Riesz sequence in H (for these, and related notions, see [28]).
We use the following notion of separation.
Definition 2. A real sequence Γ is called φ−separated when there exists an  > 0
such that dφ(γ, γ′) >  whenever γ, γ′ ∈ Γ and γ 6= γ′.
Observe that the points ωn for which φ(ωn) = α+pin are at an integer distance
from each other with respect to this metric.
To study the real sampling and interpolating sequences for H(E), we introduce
the following Beurling-type densities. Recall that µ(I) =
∫
I
φ′(x)dx.
Definition 3. Given a φ−separated sequence Γ = {γk} ⊂ R, and a measure µ as
above, the lower and upper uniform densities of Γ are given by
D−φ (Γ) = lim infr→∞
inf
I:µ(I)=r
|Γ ∩ I|
r
,
and
D+φ (Γ) = lim sup
r→∞
sup
I:µ(I)=r
|Γ ∩ I|
r
,
where the I are bounded intervals in R and |Γ ∩ I| denotes the number of points
in Γ ∩ I.
Our approach is motivated by work on sampling and interpolating sequences
in the so-called weighted Paley-Wiener spaces [17], and in the Fock space setting
[19]. I.e., the space
F =
{
f entire :
∫
C
|f(z)|2e−Φ(z)dm(z) <∞
}
,
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where dm is the planar Lebesgue measure and Φ is a subharmonic function on C.
In [26, 29], the sampling and interpolating sequences are characterized in terms
of Beurling densities for the classical Fock space Φ(z) = |z|2 (for which ∆Φ = 1).
In subsequent work, the Lp case for spaces with ∆Φ ' 1 was studied [24]. Finally,
in [19], the sampling and interpolating sequences are characterized in terms of
Beurling-type densities for spaces where ∆Φ gives a doubling measure on C.
The analogy to the de Branges setting becomes clearer, perhaps, when we ob-
serve that the function
Φ(z) :=
{
log |E(z)| Re z ≥ 0,
log |E∗(z)| Re z < 0,
has a Laplacian which is supported on R and satisfies ∆Φ = 2φ′ there (see Lemma
4). With this notation, the classical case (Paley-Wiener space) corresponds to
∆Φ = 1 when restricted to R. Since functions inH(E) have similar local properties
as those in the corresponding Fock space, we are able to use Fock space techniques
in our setting.
Recall that the density results for the Paley-Wiener case due to Beurling, Jaffard
and Seip [7, 16, 26] extend essentially without changes to the so called Weighted
Paley-Wiener spaces, [17]. In particular, they show that any such space is equal
to a de Branges space for which the zeroes of the Hermite-Biehler function do not
approach the real axis, and for which φ′(x) ' 1. The family of spaces we study
contains spaces which were not studied in that setting. However, the converse is
also true, they give an example of a de Branges space that is equal to the classical
Paley-Wiener space, but for which the derivative of the phase of the Hermite-
Biehler function is not doubling.
In an example where the phase function is made to oscillate by placing zeroes
exponentially sparse on a horizontal line, Baranov [4] proved that, in contrast
to what is known for Paley-Wiener spaces, there are separated sequences that
are not Bessel sequences. This indicates that density results like the ones of
theorems 1 and 2, cannot hold in this non-doubling situation. Recently, this was
studied in more generality by Belov, Mengestie and Seip [6], who give a complete
characterisation of Bessel sequences for a class of “small” de Branges spaces. (See
also the discussion following the statement of Theorem 2.)
Having said this, it appears natural to study the de Branges spaces with doubling
measure φ′(x)dx as an extension of Paley-Wiener spaces, using techniques adapted
from the Fock space setting.
Observe that this approach suggests the study of the de Branges analogs to the
“large” and “small” Fock spaces introduced in [8] and [9], among other problems.
Some of this work has been already done by Mengestie in his forthcoming doctoral
dissertation [21] (see also [6]).
1.3. Main result. We obtain the following description of sampling and interpo-
lating sequences for the de Branges spaces satisfying the doubling condition.
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Theorem 1. Let E be a Hermite-Biehler function with phase function φ, and
suppose that φ′(x)dx is a doubling measure on R.
If Γ is a real sampling sequence for H(E), then it is a finite union of φ−separated
subsequences and there exists a φ−separated subset Γ′ ⊂ Γ which is sampling with
D−φ (Γ
′) ≥ 1/pi. Conversely, if a real sequence Γ is a finite union of φ−separated
sequences and there is a φ−separated subsequence Γ′ ⊂ Γ such that D−φ (Γ′) > 1/pi,
then Γ is sampling.
The interpolation part reads as follows.
Theorem 2. Let E be a Hermite-Biehler function with phase function φ, and
suppose that φ′(x)dx is a doubling measure on R.
If Γ is a real interpolating sequence for H(E), then it is φ−separated with
D+φ (Γ) ≤ 1/pi. Conversely, if a real sequence Γ is φ−separated and D+φ (Γ) < 1/pi,
then Γ is interpolating.
As we pointed out above, for some spaces H(E), where the derivative of the
phase function φ is highly oscillating, such results are no longer valid [4, 6]. An
important motivation to study such de Branges spaces, was to try to find a coun-
terexample to Feichtinger’s conjecture, which in our setting says that a sampling
sequence can be written as a finite union of interpolating sequences.
However, it has been recently proved that Feichtinger’s conjecture for repro-
ducing kernels holds true both in this case [6], and in the case of one-component
model subspaces [5]. (Observe that for de Branges spaces with doubling phase,
this also follows from theorems 1 and 2.) This seems to suggest that counterex-
amples, if there are any, should be found when the phase goes from doubling to
highly oscillatory.
1.4. Outline of the paper. In section 2, we prove some preliminary results about
sampling and interpolating sequences in de Branges spaces with doubling and lo-
cally doubling measures. In section 3, following Beurling we construct a multiplier
function. In section 4, we first prove the necessity of the density conditions in the-
orems 1 and 2 using the techniques developed by Ramanathan and Steger. Then,
we prove the sufficiency for interpolation using a Lagrange interpolating function
and the sufficiency for sampling following the weak limit techniques developed by
Beurling.
2. Preliminaries
We begin by establishing some preliminary results needed in the rest of the
paper, some of which are previously known. We only provide full proofs if the
result is new, or there is some novelty in the argument.
First some notation. For x ∈ R and r > 0, we set Iφ(x, r) = {y ∈ R :
|φ(x) − φ(y)| < r}, and let Dφ(x, r) denote the disk in C with both diameter
and intersection with R equal to Iφ(x, r). For φ(x) = x, we simply write I(x, r)
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and D(x, r), respectively. By dm, we denote the Lebesgue measure on C, and
we use the symbol f . g to denote that there exists a constant C > 0 such that
f ≤ Cg for real valued functions f and g. The symbols & and ' are defined
analogously. For an entire function f , we denote its zero set by Z(f).
2.1. Locally doubling measures and phase functions. Recall from the in-
troduction that a positive Borel measure µ is doubling if there exists a constant
C > 0 such that µ(2I) ≤ Cµ(I) for every bounded interval I. We say that µ is
locally doubling if the same holds true whenever µ(2I) < 1.
(Observe that this notion of locally doubling measures is different than the one
defined with the same name in [22].)
We state a standard result for doubling measures, see [20, Lemma 2.1.] or [22,
Lemma 1].
Lemma 1. Let µ be a positive (Borel) doubling measure. Then there exists 0 < γ
such that for any pair of intervals I, I ′ with radius r, r′ such that r > r′, I ∩ I ′ 6= ∅(
µ(I)
µ(I ′)
)γ
. r
r′
.
(
µ(I)
µ(I ′)
)1/γ
(1)
Remark 1. A version also holds for locally doubling measures. Indeed, one gets
the same conclusion (1) supposing that µ(I ∪ I ′) ≤ 1.
For meromorphic inner functions Θ, it was pointed out to us by A. Baranov
that there is a close connection between the one component condition and the
doubling condition on the phase. In the following lemma, we essentially prove
that for such functions, the local doubling condition on the phase is equivalent to
the one component condition (Corollary 1).
Lemma 2. Let E be a Hermite-Biehler function with phase φ. Then the following
are equivalent.
(a) The measure φ′(x)dx is locally doubling.
(b) There exist constants such that φ′(x) ' φ′(y) whenever |φ(x)− φ(y)| ≤ 1.
(c) The inequality |φ′′(x)| ≤ C(φ′(x))2 holds.
Proof. a) ⇐⇒ b): Suppose that µ is locally doubling, and let C > 0 be the local
doubling constant of µ for intervals I such that µ(2I) ≤ pi/2. We first show that
for x, y in any interval I of µ-measure pi/2C, then φ′(x) ' φ′(y).
Observe that if J is an interval, co-centric with I, and such that µ(J) = pi/2
then by local doubling µ(J/2) ≥ µ(J)/C = pi/2C. This implies that I ⊂ J/2, and
so 2I ⊂ J . This implies µ(2I) ≤ pi/2.
Let D denote the disk in C such that D ∩ R = 2I. Since φ′(x) is a sum of
Poisson kernels Pz with respect to the zeros of E∗, it follows that no such zero
belongs to D. Indeed, if this was the case then the harmonic measure of 2I with
respect to this point, which is smaller than µ(2I), would exceed pi/2.
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For each zero z of E∗, it now follows easily that Pz(x) ' Pz(y), which yields
φ′(x) ' φ′(y).
By a covering argument, we obtain (b). The converse is immediate.
b) ⇐⇒ c): If we denote the zeroes of E∗ by zn = an + ibn, then by the triangle
inequality,
|φ′′(x)| ≤ 2
∑
n
bn|x− an|(
(x− an)2 + b2n
)2 := 2(A+B),
where we have split the sum according to whether |x− an| ≤ bn or |x− an| > bn,
respectively. The first estimate is clear,
A ≤
∑
|x−an|≤bn
b2n(
(x− an)2 + b2n
)2 ≤ (∑
n
bn
(x− an)2 + b2n
)2
= (φ′(x))2.
To obtain the second estimate, we observe that for this case 1 . φ′(x)|x− an|.
Indeed, first suppose that |φ(x)− φ(an)| > 1. Letting u be the point between an
and x such that |φ(x)− φ(u)| = 1, it readily follows that
1 = |φ(x)− φ(u)| ' φ′(x)|x− u| ≤ φ′(x)|x− an|
On the other hand, if |φ(x)−φ(an)| ≤ 1, then we know that φ′(an) ∼ φ′(x). Since
1 ≤ bnφ′(an) (always!), the condition bn < |x− an| gives the required estimate.
It now follows that
B ≤
∑
|x−an|>bn
bn
(x− an)2 + b2n
· 1|x− an| . φ
′(x)
∑
n
bn
(x− an)2 + b2n
= (φ′(x))2.
The converse implication holds in general for any increasing function φ. Indeed,
let dφ(x, y) < 1 and suppose that φ′(x) < φ′(y), then
log
φ′(y)
φ′(x)
=
∣∣∣∣log φ′(y)φ′(x)
∣∣∣∣ = ∣∣∣∣∫ y
x
φ′′(t)
φ′(t)
dt
∣∣∣∣ ≤ C ∣∣∣∣∫ y
x
φ′(t)dt
∣∣∣∣ ≤ C.

For inner functions Θ on the unit disk D with phase φ, it is proved by Aleksan-
drov [2] that condition (c) above, under some mild additional restrictions that are
automatically satisfied when Θ is a meromorphic Blaschke product, is equivalent
to Θ being one component. Following the argument of Aleksandrov, it is clear that
the same result holds on the upper half-plane as long as one makes the additional
hypothesis that Θ = E∗/E has infinity in its spectrum (cf. [1, Theorem 3.4]).
Hence, we obtain the following consequence.
Corollary 1. Let E be a Hermite-Biehler function with phase φ, and suppose that
a subsequence of zeroes converges to infinity. Then φ′(x)dx gives a locally dou-
bling measure if and only if the inner function E∗/E satisfies the one component
condition.
8 JORDI MARZO, SHAHAF NITZAN AND JAN-FREDRIK OLSEN
We point out that there exists a Hermite-Biehler function E where the phase
φ satisfies the local doubling condition, but not the doubling condition. This
example is obtained by letting E be the entire function with zeroes zn = −i2n for
n ∈ N. Indeed, then φ′(x) ' (1 + x)−1.
Rewriting parts of the two previous lemmas in the notation of the metric
dφ(x, y) = |φ(x) − φ(y)| we easily obtain the following. It is analogue to [19,
Lemma 4].
Lemma 3. Let E be a Hermite-Biehler function with phase φ. Then there are
constants depending on r > 0 such that the following hold:
a) If the measure φ′(x)dx is locally doubling and dφ(x, y) ≤ r, then dφ(x, y) '
φ′(x)|x− y|.
b) If the measure φ′(x)dx is doubling and dφ(x, y) > r, then (φ′(x)|x− y|)1/α .
dφ(x, y) . (φ′(x)|x − y|)α, for some α > 0 depending only on the doubling
constant of the measure.
Remark 2. When φ′(x)dx is a doubling measure, it follows by Lemma 3 that there
exists some δ > 0, such that for r > 0 and dφ(x, y) > r, then
φ′(y) . dφ(x, y)δφ′(x),
with the constant depending on r.
Remark 3. Observe that Lemma 3 still holds if we merely assume φ to be a smooth
increasing function satisfying condition (b) of Lemma 2.
2.2. Pointwise estimates of functions in de Branges spaces. The following
lemma, while simple, explains the analogy between de Branges spaces with a
doubling phase function and Fock spaces with a doubling laplacian.
Lemma 4. Let E be a Hermite-Biehler function, and set
Φ(z) :=
{
log |E(z)| if Im z ≥ 0,
log |E∗(z)| if Im z < 0. (2)
Then
∆Φ(z) =
{
2φ′(z) z ∈ R
0 z /∈ R.
Proof. The function logE is analytic in a neighborhood of x ∈ R, so by the
Cauchy-Riemann equations, ∂y(log |E|)(x) = −∂x(argE)(x) = φ′(x). The result
now follows by an argument using Green’s formula. 
We now show that for functions in a de Branges space satisfying the local
doubling property, a subharmonic-type estimate holds. This is a crucial tool,
which in the context of Fock spaces corresponds to [19, Lemma 19].
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Lemma 5. Let E be a Hermite-Biehler function with phase function φ, and let
Φ be given by (2). If φ′(x)dx is a locally doubling measure on R, then there are
constants only depending on r > 0 such that for all f ∈ H(E) and x ∈ R we have∣∣∣∣ f(x)E(x)
∣∣∣∣2 . φ′(x)2 ∫
Dφ(x,r)
|f(ξ)|2e−2Φ(ξ)dm(ξ), (3)
and ∣∣∣∣( fE
)′
(x)
∣∣∣∣2 . φ′(x)4 ∫
Dφ(x,r)
|f(ξ)|2 e−2Φ(ξ)dm(ξ). (4)
Proof. We first observe that an inequality of the type (3) follows immediately by
subharmonicity for a Euclidean disk centered at z ∈ C, with radius 1/φ′(Re z),
and which does not intersect R. We now prove that such an inequality holds even
if the disk intersects R, and deduce the lemma from it.
Given ρ > 0, fix z ∈ C and set Re z = x. Suppose that the euclidean disc
D(z, ρ/φ′(x)) intersects R. By Green’s formula, there exists a harmonic function
h on D(z, 2ρ/φ′(x)) such that
h(ξ) = Φ(ξ)− Φ(z) +
∫
D(z,2ρ/φ′(x))
(
G(η, ξ)−G(η, z))∆Φ(η)dm(η)︸ ︷︷ ︸
=:B(ξ)
, (5)
where G(η, ξ) is Green’s function for D(z, 2ρ/φ′(x)) with pole at ξ. Observe that
h(z) = 0.
We proceed to estimate |B(ξ)| for ξ ∈ D(z, ρ/φ′(x)). Set J = D(z, 2ρ/φ′(x))∩R.
By Lemma 4 we have ∆Φ(η) = 2φ′(η), and so
B(ξ) = 2
∫
J
(G(η, ξ)−G(η, z))φ′(η)dη.
It is clear that J ⊂ I(x, 2ρ/φ′(x)), so by Lemma 2 and the explicit form of the
Green function, we have
∫
J
G(η, ξ)φ′(η)dη ' φ′(x)
∫
J
G(η, ξ)dη ≤ Cρ.
Applying this estimate to both G(η, z) and G(η, ξ), we obtain |B(ξ)| ≤ Cρ.
Let H = h+ ih˜ be an analytic completion of h. Since H is purely imaginary at
the point z, we can use the estimate on B, and the subharmonicity of |e−H(z)f(z)|2,
to obtain
|f(z)e−Φ(z)|2 = |e−H(z)f(z)|2e−2Φ(z) . φ′(x)2
∫
D(z,ρ/φ′(x))
|f(ξ)|2e−2Φ(ξ)dm(ξ), (6)
where the implicit constant only depends on ρ.
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The inequality (3) now follows by observing that there exists an ρ > 0, depend-
ing only on r, such that the ball D(x, 2ρ/φ′(x)) is contained in Dφ(x, r).
For (4), we use a simple contour argument involving the Cauchy integral formula,
and take the derivative to see that for any  > 0(
f
E
)′
(x) =
1
2pii
∫
|z−x|=/φ′(x)
f(z)e−Φ(z)
(z − x)2 dz.
The conclusion now follows by choosing  > 0 small enough, using the triangle
inequality and applying (6). 
2.3. Carleson measures and a Bernstein inequality. In this, and the next
subsection, we use the Fock space point of view to obtain the basic tools needed to
study sampling and interpolating sequences for de Branges spaces satisfying the
doubling condition. Most of these results have been proved by different methods
in the context of one component model spaces.
Recall that a positive Borel measure ν on C+ is called Carleson for the space
H2(C+) if there exists a constant such that for all f ∈ H2(C+)∫
C+
|f(z)|2dν(z) . ‖f‖2H2(C+).
A well-known characterization, due to Carleson [10] and Shapiro and Shields [30],
says that a positive Borel measure ν is a Carleson measure for H2(C+) if and only
if ν(CI) . |I| for all bounded intervals I ⊂ R, where CI is the square in C+ with
base I. It is clear that the above holds true, with obvious modifications, for the
space H2(C−).
Carleson measures for model spaces were first considered by Cohn [11, 12]. For
positive measures supported on R this notion carries over directly to de Branges
spaces: we say that a measure ν is a Carleson measure for H(E) if∫
R
|f(x)|2
|E(x)|2dν(x) . ‖f‖
2
H(E), f ∈ H(E).
We begin with a simple lemma.
Lemma 6. Let E be a Hermite-Biehler function with phase function φ, and set
D =
⋃
t∈R
Dφ(t, 1).
If φ′(x)dx is a locally doubling measure on R, then the measure
dν±(z) = φ′(Re z)χD∩C±(z)dm(z)
is Carleson for H2(C±).
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Proof. Let I ⊂ R be an interval with center t ∈ R, and denote by CI the Carleson
square with base I. First, suppose that µ(I) ≤ 1. By Lemma 2, we have φ′(t) '
φ′(s) for all s ∈ I, and furthermore |I|φ′(t) . 1. Hence,
ν+(CI) ≤
∫
CI
φ′(Re z)dm(z) . φ′(t)|I|2 . |I|.
Next, suppose that µ(I) > 1. Let {Ij}Nj=1 be a cover of I by intervals with disjoint
interiors such that µ(Ij) = 1. It follows from the doubling condition that
|I| '
N∑
j=1
|Ij|,
with a uniform control of the implicit constants and N .
Let C˜Ij denote the rectangle with base Ij and height hj = sups∈Ij 1/φ
′(s). Since
φ′(t) ' φ′(s) for s, t ∈ Ij, it now follows that
ν+(CI) ≤
N∑
j=1
∫
C˜Ij
φ′(Re z)dm(z) '
N∑
j=1
|Ij| ' |I|.
For ν− a similar argument works. 
Remark 4. A discrete version of this result also holds i.e. if {tn} is a φ−separated
sequence of points in R. Then dν±(z) =
∑
n∈Z φ
′(tn)χDφ(tn,1)∩C+(z)dm(z) is a
Carleson measure on H2(C±).
The following Bernstein-type inequality is a special case of [3, Corollary 1.5].
We include a simple proof using our techniques.
Lemma 7. Let E be a Hermite-Biehler function with phase function φ. If φ′(x)dx
is a locally doubling measure on R, then there exists a constant C > 0 such that∥∥∥∥(f/E)′φ′
∥∥∥∥
L2(R)
≤ C‖f‖H(E), f ∈ H(E).
Proof. Let D =
⋃
t∈RDφ(t, 1). Observe that z ∈ Dφ(t, 1) implies t ∈ Iφ(Re z, 1).
Lemma 5, followed by Fubini’s theorem yields∥∥∥∥(f/E)′φ′
∥∥∥∥2
L2(R)
.
∫
R
φ′(t)2
∫
Dφ(t,1)
|f(z)|2e−2Φ(z)dm(z)dt
.
∫
D
|f(z)|2e−2Φ(z)
(∫
I(Re z,c)
φ′(t)dt
)
φ′(Re z)dm(z)
=
∫
D
|f(z)|2e−2Φ(z)φ′(Re z)dm(z).
The conclusion now follows by Lemma 6. 
Remark 5. The above lemma also holds for any 1 ≤ p < ∞ using the obvious
generalizations.
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A well-known result by Volberg and Treil [31] in the context of one component
model spaces implies the following characterization.
Lemma 8. Let E be a Hermite-Biehler function with phase function φ. If φ′(x)dx
is a locally doubling measure on R, then a positive Borel measure ν with support
in R is a Carleson measure for the space H(E) if and only if∫
I
φ′(x)dν(x) . 1 (7)
for all intervals I ⊂ R with ∫
I
φ′(x)dx = 1.
2.4. Basic results about sampling and interpolating sequences. The fol-
lowing result is an immediate consequence of Lemma 8.
Corollary 2. Let E be a Hermite-Biehler function with phase function φ. If
φ′(x)dx is a locally doubling measure on R, then a real sequence Γ is Bessel if and
only if it is a finite union of uniformly φ−separated sequences.
It follows that we may always assume that sampling sequences are φ−separated,
which is a fact we need to prove our density results. We now establish some other
basic results.
The next lemma is a standard tool to prove perturbative results. Indeed, com-
bined with standard arguments, stability results for Bessel sequences, sampling
sequences and interpolating sequences follow (see e.g. [32, chapter 4]).
While we include a simple proof of the lemma to illustrate the use of our tech-
niques, we do not work out all of these consequences, instead we refer the interested
reader to Baranov [4], where such results are obtained for general one component
model spaces using other tools.
Lemma 9. Let E be a Hermite-Biehler function with phase function φ, and
suppose that {λn} is a real φ−separated sequence. If φ′(x)dx is a locally dou-
bling measure on R, then for every δ > 0 and real sequence {γn} that satisfies
supn dφ(λn, γn) < δ, there exists a constant C(δ) > 0 such that∑
n
|〈f, K˜λn − K˜γn〉|2 < C(δ)‖f‖2H(E), ∀f ∈ H(E).
Moreover, C(δ) can be chosen to satisfy C(δ)→ 0 as δ → 0.
Proof. We begin by estimating
|〈f, K˜λn − K˜γn〉|2 =
∣∣∣∣∣ f(λn)E(λn)√φ′(λn) − f(γn)E(γn)√φ′(γn)
∣∣∣∣∣
2
=
∣∣∣∣∫ λn
γn
(
f
E
√
φ′
)′
(x)dx
∣∣∣∣2
DE BRANGES SPACES WITH DOUBLING PHASE 13
≤ 2
∣∣∣∣∣
∫ λn
γn
(
f
E
)′
(x)
1√
φ′(x)
dx
∣∣∣∣∣
2
︸ ︷︷ ︸
(∗)
+
∣∣∣∣∣
∫ λn
γn
f(x)
E(x)
φ′′(x)(√
φ′(x)
)3 dx
∣∣∣∣∣
2
︸ ︷︷ ︸
(∗∗)
.
To estimate (∗) we apply the Cauchy-Schwartz inequality to obtain
(∗) ≤
(∫ λn
γn
φ′(x)dx
)(∫ λn
γn
∣∣∣∣(f/E)′(x)φ′(x)
∣∣∣∣2 dx
)
≤ δ
∫ λn
γn
∣∣∣∣(f/E)′(x)φ′(x)
∣∣∣∣2 dx.
In the case of (∗∗), the Cauchy-Schwartz inequality followed by Lemma 2 yields
(∗∗) ≤
(∫ λn
γn
φ′(x)dx
)∫ λn
γn
∣∣∣∣ f(x)E(x)
∣∣∣∣2
(
φ′′(x)(
φ′(x)
)2
)2
dx
 . δ ∫ λn
γn
∣∣∣∣ f(x)E(x)
∣∣∣∣2 dx.
Let In denote interval with end points λn, γn. For δ > 0 small enough, the intervals
In do not overlap, and we simply sum the previous two estimates up to get∑
n
|〈f, K˜λn − K˜γn〉|2 . δ
(∫
R
∣∣∣∣(f/E)′(x)φ′(x)
∣∣∣∣2 dx+ ∫
R
∣∣∣∣ f(x)E(x)
∣∣∣∣2 dx
)
.
The desired estimate for δ > 0 small, now follows from Lemma 7. To see that we
get an inequality for any δ > 0, with some constant, it is enough to note that in
general there is a uniform bound, only depending on δ > 0 and E, for how many
times the intervals In overlap. 
We end this section on preliminaries with two standard results on separation
that we need in the proof of theorems 1 and 2. They do not seem to have appeared
previously in our context. For a proof in the Paley-Wiener case see [27, Lemma
3.11, 3.12]. We provide a proof of the first lemma to illustrate again the use of
our techniques.
Lemma 10. Let E be a Hermite-Biehler function with phase function φ. If
φ′(x)dx is a locally doubling measure on R, then every interpolating sequence Γ is
φ−separated.
Proof. For γ ∈ Γ there exists a function such that for γ′ ∈ Γ we have
fγ(γ
′) =
{
0 γ′ 6= γ,
E(γ)
√
φ′(γ) γ′ = γ,
with ‖fγ‖H(E) . 1. For γ 6= γ′, this implies√
φ′(γ) =
∣∣∣∣fγ(γ)E(γ) − fγ(γ′)E(γ′)
∣∣∣∣ = |γ − γ′| ∣∣∣∣(fγE
)′
(x)
∣∣∣∣ ,
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for some x in the interval with end points γ, γ′. By Lemma 5, this is less than
|γ − γ′|φ′(x)3/2
(
φ′(x)
∫
Dφ(x,1)
|fγ(ξ)|2 e−2Φ(ξ)dm(ξ)︸ ︷︷ ︸
(∗)
)1/2
.
By Remark 4, the expression (∗) is bounded by some constant only depending on
the norm of fγ. Hence, 1 . φ′(x)|γ − γ′|. But, by Lemma 3, this implies that
dφ(γ, γ
′) & 1. 
Lemma 11. Let E be a Hermite-Biehler function with phase function φ. If
φ′(x)dx is a locally doubling measure on R, then for every sampling sequence Λ,
there exists a φ-separated sequence Λ′ ⊂ Λ which is also a sampling sequence.
This result can be deduced from Lemma 9. For a detailed proof in the Bergman
case see [14, p. 201].
3. Basic constructions: Multiplier and peak functions
In this section, we consider a larger class of spaces than the de Branges spaces.
In view of this, let Ψ denote a real valued subharmonic function with Laplacian
supported on the real line, and define the space
F∞Ψ = {f ∈ H(C) : ‖f‖F∞Ψ = sup
z∈C
|f(z)|e−Ψ(z) <∞}.
Note that if E is a Hermite-Biehler function and, as above, we define
Φ(z) :=
{
log |E(z)| if Im z > 0,
log |E∗(z)| if Im z < 0.
then f ∈ F∞Φ if and only if f/E and f ∗/E are inH∞(C+), with the norm computed
on R.
Let µ denote the measure on R given by ∆Ψ. We make the additional as-
sumptions that this measure is doubling, and that µ = ψ′(t)dt for some suitable
function ψ ∈ C∞(R) satisfying (b) of Lemma 2, i.e., there exist constants such
that the following local doubling property holds:
ψ′(x) ' ψ′(y) whenever |ψ(x)− ψ(y)| ≤ 1. (8)
Recall that by dψ, Iψ and Dψ we denote the metric, open intervals and open
balls induced by the measure ψ′(t)dt, respectively, and that by Z(f) we denote
the zero set of the entire function f .
3.1. Multiplier construction. We first establish the existence of the so-called
multiplier function. We follow the proof of Theorem 41 in [19] closely.
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Theorem 3. Let Ψ, ψ and µ be as above. If the sequence Λ = (λj) of real numbers
is separated in the metric dψ and satisfies
D+ψ (Λ) := lim sup
r→∞
sup
µ(I)=r
|I ∩ Λ|
r
<
1
2pi
, (9)
then we can construct a function f ∈ F∞Ψ such that Λ ⊂ Z(f), and, for some
number η > 0, it holds that:
(a) The set Λ is separated from the other zeroes of f in the sense that Dψ(λ, η)∩
Z(f) = {λ} for all λ ∈ Λ.
(b) There exist constants such that |f(x)e−Ψ(x)| ' dψ(x, λ) for all λ ∈ Λ and
x ∈ Iψ(λ, η).
The idea in the first part of the proof, is to use (9) to associate with µ = ψ′(t)dt
a measure on C that can be split up into pieces with good cancelation properties.
To this end, we need the following lemma.
Lemma 12. Let τ be a complex measure supported in an interval I ⊂ R with
|τ(I)| ≥ 1 and ∫
I
|x|jd|τ |(x) < ∞ for j = 1, . . . , n. Then there exists a set of
points {ξ1, . . . , ξn} ∈ C such that
1
τ(I)
∫
xjdτ(x) =
1
n
n∑
k=1
ξjk,
for j ∈ {1, . . . , n}. Moreover, if I = I(c, r), the points {ξ1, . . . , ξn} are in a ball
D(c, Cr) for some constant C depending only on n and |τ |(I).
Proof. We sketch a proof due to Ortega-Cerdà [23]. Let
pj(z1, . . . , zn) = z
j
1 + · · ·+ zjn, j = 1, . . . , n.
Our objective is to solve the system of equations
pj(z1, . . . , zn) =
n
τ(I)
∫
xjdτ(x) = cj, j = 1, . . . , n.
We first suppose that I = (−1, 1). Observe that |cj| ≤ n|τ |(I). The polynomials
p1, . . . , pn are called the power sum symmetric polynomials, and it is well-known
that they generate the ring of symmetric polynomials with rational coefficients in
n variables. In particular, the coefficients of the polynomial
n∏
i=1
(t− zi) = tn − e1(z1, . . . , zn)tn−1 + · · ·+ (−1)nen(z1, . . . , zn),
which are the elementary symmetric polynomials, are in the ring of symmetric
polynomials. In view of this, there exist polynomials Qj(z1, . . . , zn) such that
ej = Qj(p1, . . . , pn), j = 1, . . . , n.
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As the elementary symmetric polynomials ej also generate the ring of symmetric
polynomials in n variables, there exist polynomials Rj(z1, . . . , zn) such that
pj = Rj(e1, . . . , en), j = 1, . . . , n.
Since the power sum symmetric polynomials are algebraically independent over Q
[18], it now follows that
Rj(Q1(z1, . . . , zn), . . . , Qn(z1, . . . , zn)) = zj, j = 1, . . . , n.
Let {ξ1, . . . , ξn} be the roots of the polynomial
tn −Q1(c1, . . . , cn)tn−1 + · · ·+ (−1)nQn(c1, . . . , cn).
Clearly,
ej(ξ1, . . . , ξn) = Qj(c1, . . . , cn), j = 1, . . . , n,
and therefore
pj(ξ1, . . . , ξn) = Rj(e1(ξ1, . . . , ξn), . . . , en(ξ1, . . . , ξn))
= Rj(Q1(c1, . . . , cn), . . . , Qn(c1, . . . , cn)) = cj.
As it holds that
|ξj| ≤ max
j=1,...,n
{|Qj(c1, . . . , cn)|}+ 1, j = 1, . . . , n,
the points ξj are in D(0, C) for some constant C > 0 depending only on n and
|τ |(I).
In the general case, the interval I(c, r) = (c − r, c + r) can be sent to (−1, 1),
by an affine map. If we apply the above procedure to the measure τ˜ on (−1, 1)
induced by τ , we obtain a set of points ξ˜k. With this, it is not hard to see that
the points
ξk = rξ˜k + c, k = 1, . . . , n,
have the desired properties. Indeed,
1
τ(I)
∫
I
xjdτ(x) =
1
τ(I)
∫ 1
−1
(rx+ c)jdτ˜(x) =
j∑
`=0
(
j
`
)
cj−`rj
τ(I)
∫ 1
−1
xjdτ˜(x)
=
j∑
`=0
(
j
`
)
cj−`rj
1
n
n∑
k=1
ξ˜jk =
1
n
n∑
k=1
ξjk.

Proof of Theorem 3. Given x ∈ R, we set ρx = 1/ψ′(x). Observe that in this
notation, µ(D(x, ρx)) ' 1. Define the measure
µ˜ :=
µ
2pi
−
∑
λ∈Λ
δλ.
Fix n ∈ N so large that nγ > 1, where γ is the exponent appearing in Lemma 1
for µ.
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By condition (9), given any  > 0, if we choose M > 0 large enough, then it
holds for any interval I ⊂ R, with µ(I) = 2piM , that
M ≤ µ˜(I) ≤M.
Choose M so large that both M ≥ n2 and the above holds, and let {Ik} be a
partition of R into intervals with µ(Ik) = 2piM . Note that if M is an integer,
then so is µ˜(Ik). Hence, without loss of generality, we can add points to the set
Λ, while keeping the separation (since no more than M points have to be added
to any single interval Ik), so that
µ˜(Ik) = n
2, ∀k ∈ Z.
Let Sk be the square, symmetric with respect to R, such that Sk ∩R = Ik, and
consider the measure µ˜ as a singularly supported measure on C. Let µ˜k denote its
restriction to Sk.
We apply Lemma 12 to each of the measures µ˜k to find point sets Ξk =
{ξk,1, . . . , ξk,n} ⊂ CSk for which the measures
µ˜k − n
∑
ξ∈Ξk
δξ
each have n vanishing moments. Here CSk is the square co-centric with Sk and
with side-lengths scaled up by the factor C.
The next step of the proof is to modify each Ξk to obtain sets Σk such that for
each k ∈ Z, the measure
νk = µ˜k −
∑
σ∈Σk
δσ
also has n vanishing moments, while keeping the set Λ separated from Σ := ∪Σk
in the sense that there exists an η > 0 such that for all λ ∈ Λ, the discs Dψ(λ, η)
have empty intersection with Σ. In this notation, the set Σk may have some points
of multiplicity n.
Because of the separation of Λ, shrinking η > 0 if necessary, we can suppose
that the euclidean discs D(λ, ηρλ) are pairwise disjoint for λ ∈ Λ.
Now, for each ξ ∈ Ξk belonging to D(λ, ηρλ/5) for some λ ∈ Λ, set
Σξ = {ξ + (3ηρλ/5)e 2piiln : 0 ≤ l < n}.
Let Σ˜k be the union of all such sets for those ξ ∈ Ξk. With this, define
Σk = Σ˜k
⋃
{ξ ∈ Ξk : ξ /∈ D(λ, ηρλ), ∀λ ∈ Λ}.
As mentioned above, in this definition we allow some points to have multiplicity n.
By construction, the set Σ is clearly separated from Λ in the sense given above (see
Figure 1). To see that the measure νk also has n vanishing moments, it suffices to
observe that for any z, τ ∈ C and 0 ≤ j < n we have
n−1∑
l=0
(
z + τe
2piil
n
)j
= nzj.
18 JORDI MARZO, SHAHAF NITZAN AND JAN-FREDRIK OLSEN
1
1/5
3/5 λξ
Figure 1. We illustrate how Σk is obtained by replacing ξ by points
placed on a circle with center ξ and radius depending on the proxim-
ity to the closest λ. The dotted circle indicates the placement of the
n new points, while the shaded area indicates the new separation
between the new points and λ. (Note that we have normalized the
distances.)
Note that it may happen that the points in Σk are now contained in some square
larger than CSk. However, since ψ satisfies the local doubling property (8), it is
easily seen that this may be remedied by increasing C slightly, independent of k.
To define the desired multiplier function f , let ν =
∑
νk, and set
w(z) :=
∫
C
log |z − ζ|dν(ζ).
In particular, ∆w = 2piν. Assume for a moment that w(z) is finite for all z ∈ C,
and let g denote any entire function with zeroes Σ∪Λ with appropriate multiplic-
ities. Then ∆w = ∆(Ψ− log |g|). I.e.,
∆(w −Ψ + log |g|) = 0.
Hence, by Weyl’s lemma, the function w−Ψ+log |g| is harmonic on C. Therefore,
there exists an entire function h of which this is the real part, so w = Reh−log |g|+
Ψ. We set
f := e−hg.
The final step of the proof is to obtain the required estimates for f . Indeed,
to show that f ∈ F∞Ψ and that (b) holds, it suffices to find positive constants
B,C,D <∞ for which
− w(z) ≤ B, ∀z ∈ C, (10)
and for small enough η > 0 and all λ ∈ Λ,
− C ≤ w(z)− log Rρλ|z − λ| ≤ D, ∀z ∈ D(λ, ηρλ). (11)
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For the estimates below, we let xk denote the center of Ik and set ρxk = ρk. By
the local doubling property (8), it follows readily that there is a radius R > 0 such
that for all k ∈ Z we have CSk−1 ∪ CSk ∪ CSk+1 ⊂ D(xk, Rρk).
We first prove that (10) holds. Fix z /∈ ∪kD(xk, 2Rρk) and let ζ ∈ D(xk, Rρk).
In this case, |ζ − xk| ≤ Rρk ≤ |z − xk|. By Pk(ζ) = Pk,n−1,z(ζ), denote the Taylor
polynomial of order n− 1 of the function log(z − ζ) at the point xk. Then, since
|z − ζ| ≥ |z − xk|/2, it holds that
|log(z − ζ)− Pk(ζ)| ≤ max
ξ∈<xk,ζ>
∣∣∣∣ (ζ − xk)n(z − ξ)nn
∣∣∣∣ . ρnk|z − xk|n ,
where < xk, ζ > is the segment in C with endpoints xk and ζ. So, by the n
vanishing moments of νk,∣∣∣∣∫
C
log |z − ζ|dν(ζ)
∣∣∣∣ = ∣∣∣∣Re∫
C
log(z − ζ)dν(ζ)
∣∣∣∣ ≤ ∣∣∣∣∫
C
log(z − ζ)dν(ζ)
∣∣∣∣
≤
∣∣∣∣∣∑
k∈Z
∫
CSk
log(z − ζ)dνk(ζ)
∣∣∣∣∣ ≤∑
k∈Z
∣∣∣∣∫
CSk
(log(z − ζ)− Pk(ζ))dνk(ζ)
∣∣∣∣
.
∑
k∈Z
ρnk
|z − xk|n
∫
CSk
d|νk|(ζ) .
∑
k∈Z
ρnk
|z − xk|n .
Let kz ∈ N be such that Re z ∈ Ikz . To see that the sum converges with a bound
independent of z, it suffices to establish that |z − xk| ≥ Aρk(|k − kz|γ + 1), for
some constant A only depending on R. Recall that nγ > 1, and γ is the exponent
appearing in Lemma 1 for µ. We leave it to the reader to find that such an estimate
follows from the doubling property of µ.
Next, suppose that z ∈ D(xkz , 2Rρkz) for some kz ∈ N. By the doubling
property, there exists a number q, such that for |k−kz| ≥ q, then z /∈ D(xk, 2Rρk).
So, if we make the split
w(z) =
∑
|k−kz |≤q
∫
C
log |z − ζ|dνk(ζ)︸ ︷︷ ︸
:=w1(z)
+
∑
|k−kz |>q
∫
C
log |z − ζ|dνk(ζ)︸ ︷︷ ︸
:=w2(z)
,
then we can use the same method to get a bound |w2(z)| ≤ B as we did in the first
case above. To estimate w1(z), we increase R if necessary so that ∪|k−kz |≤qCSk ⊂
D(xkz , Rρkz) (this is possible independently of k). Then we can use the first
vanishing moment of νk to get
−w1(z) =
∑
|k−kz |≤q
∫
CSk
log
Rρkz
|z − ζ|d
(
µk
2pi
−
∑
λ∈Λ∩Ik
δλ −
∑
σ∈Σk
δσ
)
(ζ)
.
∫
D(xkz ,Rρkz )
log
Rρkz
|z − ζ|dµ(ζ).
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Since dµ = ψ′(t)dt, and ψ′(t) ' ψ′(xkz) for t ∈ I(xkz , Rρkz), it follows by basic
calculus that the integral on the right-hand side is comparable to R.
We turn to the demonstration of (11). Consider λ ∈ Λ and z ∈ D(λ, ηρλ),
where η > 0 is a separation constant of Λ from Σ. To get the lower estimate, we
make the same split w(z) = w1(z) + w2(z) as above, using λ in place of kz. The
estimate of w2(z) follows as before with the obvious modifications. In the lower
estimate of w1(z), recall that above the expression
I :=
∑
|k−kz |≤q
∫
CSk
log
Rρλ
|z − ζ|d
( ∑
λ∈Λ∩Sk
δλ +
∑
σ∈Σk
δσ
)
(ζ)
was estimated simply as I ≥ 0. The lower estimate of w1(z) follows in the current
case, if we replace this by
I =
∑
|k−kz |≤q
∑
γ∈(Λ∩Ik)∪Σk
log
Rρλ
|z − γ| ≥ log
Rρλ
|z − λ| .
As for the upper estimate of w1(z), since µ is a positive measure,
w1(z) ≤ log Rρλ|z − λ| +
∑
|k−kz |≤q
∑
γ∈Σk∪Λ∩Ik\{λ}
log
Rρλ
|z − γ| .
It follows easily that the whole sum is bounded by some uniform constant, since
every γ on the right-hand side is at least at a euclidean distance of ηρλ/2 from z.
This ends the proof. 
3.2. Peak functions. As an application of the above multiplier construction,
we obtain a class of peak functions analogue to the ones used by Beurling in his
original work on sampling sequences. First, we record the following simple lemma.
Lemma 13. Let Ψ and ψ be as above. Then, for every x0 ∈ R there exist a
function f ∈ F∞Ψ and a sequence Λ ⊂ Z(f)∩R that satisfy the following conditions,
all with constants not depending on x0:
(i) The set Λ ∪ {x0} is separated.
(ii) The quantity |f(x0)|e−Ψ(x0) is bounded below.
(iii) The map x 7−→ dψ(x,Λ) is bounded above.
(iv) We have |f(x)| . dψ(x,Λ)eΨ(x) for every x ∈ R.
Proof. Set Λ =
{
λ ∈ R : dψ(x0, λ) = 4pik, 0 6= k ∈ Z
}
. Since D+ψ (Λ) = 1/4pi we
may use these Λ to repeat the construction from Theorem 3. We do this while
keeping the sequence Σ separated not only from Λ but also from Λ∪{x0}. This can
be done in the same way as in the proof of Theorem 3, with a constant of separation
not depending on x0. Note that the constants B,C and D appearing in (10) and
(11) depend only on the distribution of Λ (with respect to dψ) and the doubling
constant of µ = ψ′(x)dx. Hence, the bounds obtained in these constructions do
not depend on x0. Properties (i), (iii) and (iv) follow immediately. To see that
property (ii) is satisfied we make an estimate similar to the one on the right side of
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(11), with z = x0, and use the fact that x0 is uniformly separated from all points
in Λ ∪ Σ. 
We are now ready to construct our peak functions.
Lemma 14. Let Ψ and ψ be as above, and fix a > 0 and k ∈ N. For every x ∈ R
there is a function h(x, ·) ∈ F∞aΨ that satisfies h(x, x) = 1 and
|h(x, y)| ≤ C 1
1 + dkψ(x, y)
ea(Ψ(y)−Ψ(x)) ∀y ∈ R, (12)
where C is a constant not depending on x. Moreover, the following estimate holds
whenever k is big enough:
sup
y∈R
ψ′(y)
∫
R
|h(x, y)|2e2a(Ψ(x)−Ψ(y))dx <∞. (13)
Proof. For x0 ∈ R, let f ∈ F∞aΨ be the function from Lemma 13. Property (iii)
of the lemma implies that there exists L > 0, not depending on x0, such that the
interval Iψ(x0, L) includes at least M points from the corresponding sequence Λ.
Choose such σ1, ..., σM ∈ Λ and set
h(x0, z) =
f(z)
(z − σ1) · · · (z − σM)
c(x0)e
−εΨ(x0)
(φ′(x0))M
where c(x0) is chosen to satisfy h(x0, x0) = 1. It is clear that h(x0, z) ∈ F∞aΨ since
outside of a big enough disc we have |h(x0, z)| . |f(z)|. The inequality (12) is
satisfied whenever M is big enough, as in the proof of [19, Theorem 18]. To prove
(13), we use (12) to see that for x, y ∈ R we have
ψ′(y)
∫
R
|h(x, y)|2e2a(Ψ(x)−Ψ(y))dx .
∫
R
ψ′(y)dx
1 + d2kψ (x, y)
=
[∫
Iψ(y,1)
+
∫
R/Iψ(y,1)
]
ψ′(y)dx
1 + d2kψ (x, y)
,
where the constant does not depend on y. For the first integral on the right-hand
side, the needed estimate is easily obtained. Next, since ψ′(x)dx is a doubling
measure, by Remark 2, there exists a δ > 0 such that the second integral is
dominated by ∫
R
dδψ(x, y)ψ
′(x)dx
1 + d2kψ (x, y)
.
∫
R
ψ′(x)dx
1 + d2k−δψ (x, y)
.
By the change of variables t = ψ(x)−ψ(y), this is seen to converge for large k. 
4. Proofs of main results
4.1. Necessary conditions for sampling and interpolation. To get the nec-
essary conditions for a real sequence of points to be interpolating or sampling, we
use the technique developed by Ramanathan and Steger [25] (see also [24, Lemma
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4]). Since we have canonical orthonormal bases in de Branges spaces, this theorem
is easily applicable.
Theorem 4. Let E be a Hermite-Biehler function with phase function φ, and
suppose that φ′(x)dx is a doubling measure on R.
If Γ = {γk} ⊂ R is a separated sampling sequence for H(E) and Λ = {λk} ⊂ R
is an interpolating sequence for H(E), then D+φ (Λ) ≤ D+φ (Γ) and D−φ (Λ) ≤ D−φ (Γ).
Proof. Recall that Kz is the reproducing kernel of H(E) at the point z ∈ C, while
K˜z = Kz/‖Kz‖H(E). We denote by {Gk} and {Lk} the dual frame of {K˜γk}, and
the biorthogonal basis of {K˜λk}, respectively.
For t, r > 0, x ∈ R we define the sets
WΓ(x) = span {Gk : γk ∈ Iφ(x, t+ r)}, WΛ(x) = span {K˜λk : λk ∈ Iφ(x, t)},
and the corresponding orthogonal projections PΓ and PΛ onto WΓ(x) and WΛ(x),
respectively.
The idea of the proof is the following observation. It is clearly sufficient to show
that, given any  > 0, then for r > 0 big enough, and all t, x ∈ R, the trace of the
operator T = PΛPΓPΛ, as an operator on WΛ(x), satisfies
(1− )|Λ ∩ Iφ(x, t)| ≤ tr(T ) ≤ |Γ ∩ Iφ(x, t+ r)|. (14)
On the finite dimensional spaceWΛ(x), the trace of the self-adjoint and positive
operator T is computed by
tr(T ) =
∑
λk∈Iφ(x,t)
〈TK˜λk , Lk〉.
The upper estimate follows easily from the fact that eigenvalues of T are bounded
by one in modulus:
tr(T ) ≤ rank(T ) ≤ dimWΓ(x) ≤ |Γ ∩ Iφ(x, t+ r)|.
For the lower estimate, we use the Cauchy-Schwartz inequality and the biorthog-
onality property of {Lk} to get
〈TK˜λk , Lk〉 ≥ 1− ‖PΓK˜λk − K˜λk‖H(E)‖PΛLk‖H(E).
The term ‖PΛLk‖H(E) is uniformly bounded, therefore it only remains to make
‖PΓK˜λk − K˜λk‖H(E) small. Since Γ is sampling, a simple computation involving
the projection PΓ yields
‖PΓK˜λk − K˜λk‖2H(E) .
∑
γn 6∈Iφ(x,t+r)
|〈K˜λk , K˜γn〉|2.
Now let λk ∈ Iφ(x, t), γn 6∈ Iφ(x, t + r) and let δ > 0 be the separation constant
of Γ with respect to the metric dφ. Inserting the expression of our reproducing
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kernels, and making a simple estimate, this is bounded above by
1
φ′(λk)
∑
γn 6∈Iφ(x,t+r)
∫
Iφ(γn,δ)
ds
(λk − s)2 .
1
φ′(λk)
∫
R\Iφ(λk,r/2)
ds
(λk − s)2 .
1
r1/α
The left-most inequality holds as soon as r > 2δ, while the right-most holds for
the α > 1 given by Lemma 3. With this, (14) follows. 
4.2. Sufficiency for interpolation. For a de Branges spaceH(E) with Φ defined
as in (2), we recall that ∆Φ = 2φ′(x)dx. So with Ψ = Φ, given a φ-separated
sequence Λ ⊂ R for which D+φ (Λ) < 1/pi, it follows from Theorem 3 that for small
enough η > 0 there exists a function f ∈ F∞Φ such that uniformly in λ ∈ Λ we
have
|f ′(λ)| ' |E(λ)|φ′(λ). (15)
and
|(f/E)(x)/(x− λ)| ' φ′(λ), x ∈ Iφ(λ, η) (16)
We now use this multiplier f to solve the interpolation problem F (λ) = wλ,
where the data (wλ) satisfies
∑
λ∈Λ |wλ|2/|E(λ)|2φ′(λ) < ∞. Our objective is
to show that the solution is given by the following Lagrange-type interpolation
function:
F (z) =
∑
λ∈Λ
wλ
f(z)
(z − λ)f ′(λ)
We proceed by duality. First,
‖F‖H(E) = sup
h∈H2(C+)
‖h‖2=1
∣∣∣∣∑ wλf ′(λ)
∫
R
h(t)
f(t)/E(t)
t− λ dt
∣∣∣∣ .
At each term of this sum, we multiply and divide by
√
φ′(λ)|E(λ)|.
The Cauchy-Schwarz inequality, in combination with the assumption on {wλ}
and (15), yields
‖F‖2H(E) . sup
h∈H2(C+)
‖h‖2=1
∑
λ
1
φ′(λ)
∣∣∣∣H ( h¯fE
)
(λ)
∣∣∣∣2 , (17)
where H denotes the Hilbert transform on the real line.
Given λ ∈ Λ, we consider the decomposition
H
(
h¯f
E
)
(λ) =
(∫
dφ(t,λ)<η
+
∫
dφ(t,λ)>η
)
h(t)
f(t)/E(t)
t− λ dt := A+B. (18)
With this, the Cauchy-Schwarz inequality, Lemma 3 and (16), imply
|A|2 . φ′(λ)
∫
dφ(t,λ)<η
|h(t)|2dt. (19)
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As for B, we disconnect the λ appearing in the domain of integration and in the
function, and define
B(ξ) :=
∫
dφ(t,λ)>η
h(t)
f(t)/E(t)
t− ξ dt.
This function is analytic for ξ ∈ Dφ(λ, η). In a similar way we define the function
A(ξ), which is, however, only analytic for ξ /∈ R. By subharmonicity, and since
the radius of Dφ(λ, η/2) is comparable to 1/φ′(λ), we get the inequality
|B|2 . φ′(λ)2
∫
Dφ(λ,η/2)
|B(ξ)|2 dm(ξ)
≤ φ′(λ)2
∫
Dφ(λ,η/2)
∣∣∣∣H ( h¯fE
)
(ξ)
∣∣∣∣2 dm(ξ) + φ′(λ)2 ∫
Dφ(λ,η/2)
|A(ξ)|2 dm(ξ)︸ ︷︷ ︸
:=C
.
Since f/E is bounded on R, and the Hilbert transform is bounded on L2(R), we
use the fact that φ′(λ)χDφ(λ,η/2) gives a Carleson measure for both H
2(C+) and
H2(C−), with constant only depending on η, to see that
φ′(λ)C .
∥∥∥∥ h¯fE χIφ(λ,η)
∥∥∥∥2
L2(R)
.
∫
Iφ(λ,η)
|h(t)|2dt.
Plugging these estimates into (18), yields∣∣∣∣H ( h¯fE
)
(λ)
∣∣∣∣2 . φ′(λ)2 ∫
Dφ(λ,η/2)
∣∣∣∣H ( h¯fE
)
(ξ)
∣∣∣∣2 dm(ξ) +φ′(λ)∫
dφ(t,λ)<η
|h(t)|2dt.
Due to the φ-separation of the points λ we get∑
λ∈Λ
∫
dφ(t,λ)<η
|h(t)|2dt ≤ ‖h‖2L2(R).
In addition, by Lemma 6,∑
λ∈Λ
φ′(λ)
∫
Dφ(λ,η/2)
∣∣∣∣H ( h¯fE
)
(ξ)
∣∣∣∣2 dm(ξ) . ∥∥∥∥H ( h¯fE
)∥∥∥∥2
H2(C+)
+
∥∥∥∥H ( h¯fE
)∥∥∥∥2
H2(C−)
.
This yields the desired conclusion as the Cauchy transform is bounded on L2(R),
and f/E is bounded on R.
4.3. Sufficiency for sampling. We follow the ideas of Beurling in the case of the
Paley-Wiener space [7], as adapted to the Fock space setting by Marco, Massaneda
and Ortega-Cerdà in [19].
For the space F∞Ψ , defined in Section 3, we say that a sequence Λ ⊆ R is a
sampling sequence if there exists some constant C > 0 such that for all f ∈ F∞Ψ
we have
‖f‖F∞Ψ ≤ C sup
λ∈Λ
|f(λ)|e−Ψ(λ).
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The first lemma states that in order to prove that a sequence is sampling in a
de Branges space, it is enough to prove that it is sampling in such a uniform norm
space.
Lemma 15. Let E be a Hermite-Biehler function with phase function φ, suppose
that φ′(x)dx is a doubling measure on R and let Φ be defined by (2). Moreover,
suppose that Λ is a φ-separated sequence.
If, for some ε > 0, the sequence Λ is a sampling sequence for F∞(1+)Φ, then it is
a sampling sequence for H(E).
Proof. It is sufficient to show that if Λ is a sampling sequence for F∞(1+)Φ, then
every g ∈ H(E) is pointwise equal to a series of the form∑ aλK˜λ with∑ |aλ|2 .
‖g‖2H(E), where Kw is the reproducing kernel in H(E) at w ∈ R.
So, assume that for some  > 0, the sequence Λ is a sampling sequence for
F∞(1+)Φ. Following a duality argument in [7, pp. 348-358], there exist functions
gλ(x), with
∑
λ∈Λ |gλ(x)| ≤ K uniformly in x, so that for all f ∈ F∞(1+)Φ such that
|f(x)|e−(1+)Φ(x) → 0 as |x| → ∞, we have
f(x)e−(1+)Φ(x) =
∑
λ∈Λ
f(λ)e−(1+)Φ(λ)gλ(x) ∀x ∈ R. (20)
Let h(x, ·) be the function from Lemma 14 (corresponding to the  from above),
and set fw,x(z) = Kw(z)h(x, z). Clearly, |fw,x(y)|e−(1+)Φ(y) → 0 as |y| → ∞, and
so (20) holds for this function. In particular, we have h(x, x) = 1, so the formula
gives pointwise
Kw(x)e
−Φ(x) =
∑
λ∈Λ
e(Φ(x)−Φ(λ))
√
φ′(λ)h(x, λ)gλ(x)K˜λ(w), ∀x ∈ R. (21)
Moreover, by the estimate (13) of Lemma 14, the functions
ζλ(x) = e
(Φ(x)−Φ(λ))√φ′(λ)h(x, λ)gλ(x)
belong to L2(R).
Now, to show that the series in (21) converges in L2(R), it suffices to verify that
the sequence {ζλ} is a Bessel sequence in L2(R) and that the sequence {K˜λ(w)}λ∈Λ,
for fixed w, is in l2(Λ). The last claim follows from Corollary 2, while the first
holds as
∑
λ∈Λ |gλ(x)| ≤ K.
Given g ∈ H(E), we have g(x)e−Φ(x) ∈ L2(R). Therefore, the equality (21)
yields g(w) = 〈g(x), Kw(x)〉H(E) =
∑
aλK˜λ(w). Hence, the Bessel property of
{ζλ} implies that ∑
λ∈Λ
|aλ|2 . ‖g(x)e−Φ(x)‖2L2(R) = ‖g‖2H(E).
This concludes the proof. 
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Following the approach of Beurling [7, pp. 348–358], we treat sampling se-
quences in F∞Ψ by looking at certain translations. We need to consider translates,
both of the sequence on which we sample and the function being sampled. Since
our spaces are not translation invariant, we modify the concept of translations
accordingly.
As in Section 3, we consider real valued subharmonic functions Ψ, for which
µ = ψ′(t)dt is a doubling measure on R induced by ∆Ψ for some suitable function
ψ ∈ C∞(R). Moreover, we suppose that ψ satisfies both (b) and (c) of Lemma 2.
I.e., there exist constants such that
ψ′(x) ' ψ′(y) whenever |ψ(x)− ψ(y)| ≤ 1. (22)
and
|ψ′′(x)| . (ψ′(x))2. (23)
Given a point x0 ∈ R we denote by τx0 : C→ C the scaled translation
τx0(z) = (ψ
′(x0))−1z + x0.
With this, given a set Λ, we make the following definitions,
Λx0 = {τ−1x0 (λ) : λ ∈ Λ},
ψx0 = ψ ◦ τx0 − ψ(x0),
µx0(I) = µ(τx0(I)).
Note that evaluating a function f on the sequence Λ is the same as evaluating f◦τx0
on Λx0 . Also, ψx0(0) = 0 and ψ′x0(0) = 1, and the Radon-Nikodym derivative of
µx0 is ψ′x0 .
To translate Ψ, we consider the operator
K[f ](z) =
1
2pi
∫
R
[
log
∣∣∣1− z
t
∣∣∣− Re(Pq(z/t))1 R\(−1,1)(t)] f(t)dt,
where Pq is the Taylor polynomial of degree q of log(1−x) around x = 0. When it
exists, the image K[f ] is a subharmonic function which satisfies ∆K[f ] = f(x)dx.
To make the integral converge for f = ψ′, observe that since ψ gives a doubling
measure, by Remark 2, there exists some γ > 0 such that ψ′(x) . 1 + |x|γ for all
x ∈ R . A basic estimate ensures that the choice q > γ + 1 is sufficient. (The
number γ depends only on the doubling constant.) Given x0 ∈ R, we now define
Ψx0 := K[ψ
′
x0
].
Recall, that the Fréchet distance between two closed sets E,F ⊆ R is defined
by [E,F ] := max{supx∈E d(x, F ), supy∈F d(y, E)}. We use Beurling’s definition
of strong and compactwise limits of sets. A sequence {Qj} of closed sets in R,
converges strongly to a set Q ⊆ R, denoted Qj → Q, if [Q,Qj]→ 0. The sequence
Qj converges compactwise to Q, denoted Qj ⇀ Q, if for every compact set K in
R we have (K ∩Qj) ∪ ∂K → (K ∩Q) ∪ ∂K.
DE BRANGES SPACES WITH DOUBLING PHASE 27
Given a set Λ ⊆ R, we say that Λ∗ ⊆ R is a weak limit of Λ, if there exists a
sequence {xk} ⊆ R such that Λxk ⇀ Λ∗.
Lemma 16. Let ψ be as above, and suppose that the sequence Λ is ψ-separated.
If {xk} ⊆ R is a sequence, then there exists a subsequence {xkn} such that the
following holds.
(i) For some sequence Λ∗, we have Λxkn ⇀ Λ
∗.
(ii) For a function ψ∗, it holds that ψxkn → ψ∗ and ψ′xkn → (ψ∗)′ uniformly on
compacts.
(iii) Let ψ∗ be as above. Then it gives a doubling measure with doubling constant
smaller than the one of µ = ψ′(x)dx. Moreover, (ψ∗)′ satisfies (22), with
the same constants or better.
(iv) Let ψ∗ be as above and set Ψ∗ = K[(ψ∗)′], then Ψxkn → Ψ∗ uniformly on
compacts in C.
Remark 6. We write (Λxkn ,Ψxkn , ψxkn ) ⇀ (Λ
∗,Ψ∗, ψ∗), and denote the set of all
such week limits by W (Λ,Ψ, ψ).
Proof. (i): Fix some a > 0. For τ−1xk (λ) ∈ Λxk ∩ [−a, a], by Remark 3, it holds
that dψ(xk, λ) . aα for some α > 0. Since in addition Λ is ψ-separated, we get
supk |(Λxk ∩ [−a, a])| < ∞. Passing to a subsequence we can assume that the
number of points in each such set is constant. By a compactness argument we
now find a set Λa such that Λxkn ∩ [−a, a] → Λa. Letting a tend to infinity, we
obtain Λ∗ from a usual diagonal argument.
(ii): For t in an interval, there are constants, only depending on the euclidean
length, such that ψ′(τxk(t)) ' ψ′(xk). From this it follows that the functions ψ′xk(t)
and ψ′′xk(t) are uniformly bounded on the interval. By the Arzelà-Ascoli theorem
and Cantor diagonalization, there exists a subsequence {xkn} and a function ψ∗
such that ψ′xkn → (ψ∗)′ uniformly on compacts.
(iii): By definition, the measure µxk is doubling with a constant not bigger than
the constant of µ, and taking limits the statement about µ∗ = (ψ∗)′(t)dt follows.
Similarly, to show that (22) holds for ψ∗, it is sufficient to establish it for the ψxk .
(iv): To show that |K[ψ′xk ] −K[(ψ∗)′]| tends to zero on a given compact, split
the domain of integration into a large interval (−r, r) and its complement. The
latter part is made small by choosing r and the degree of the Taylor polynomial
large enough, depending on the doubling constant of ψ′(x)dx. The integral over
(−r, r) is then handled by observing that the kernel of the operator is integrable
and letting k tend to infinity. 
In the next lemma, we list the properties preserved by weak limits.
Lemma 17. Let ψ be as above, and suppose that the sequence Λ is ψ-separated. If
{xk} ⊆ R is a sequence such that (ψxk)′ → (ψ∗)′ uniformly on compacts for some
function ψ∗, and Λxk ⇀ Λ
∗ for some sequence Λ∗, then the following holds:
(i) Λ∗ is ψ∗-separated.
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(ii) D−ψ (Λ) ≤ D−ψ∗(Λ∗).
Proof. (i): First, we note that, if Λ is ψ-separated by some constant, then each
Λxk is ψxk-separated by the same constant. Using the convergence of (ψxk)′ and
Λxk to (ψ∗)′ and Λ∗, respectively, the conclusion follows.
(ii): By the definitions of µxk and the density, it follows that for any  > 0 we
can choose r > 0 sufficiently large to get
minµxk (I)=r |I ∩ Λxk |
r
=
minµ(J)=r |J ∩ Λ|
r
> D−ψ (Λ)− .
Observe that for big enough k, we have ||(I∩Λ∗)|−|(I∩Λxk)|| ≤ 2 (this is because
Fréchet limits allows an extra element on each endpoint of I, and the sequences
are uniformly separated). In addition, if µ∗(I) = r then µxk(I) > (1 − )r since
ψxk → ψ∗ uniformly on compacts, and so we obtain for big enough r that
minµ∗(I)=r |I ∩ Λ∗|+ 2
r
≥ (1− )(D−ψ (Λ)− ).
By taking limits we get the result. 
Given x0 ∈ R, let Hx0 be an entire function with Ψx0 −Ψ ◦ τx0 as its real part,
and define an operator Tx0 : F∞Ψ → F∞Ψx0 by
Tx0 : f 7−→ f ◦ τx0eHx0 .
The proof of the following lemma is straight-forward and omitted.
Lemma 18. Let Ψ and ψ be as above.
(i) Tx0 is an isometry between F∞Ψ and F∞Ψx0 . Moreover
|Tx0f(z)|e−Ψx0 (z) = |f ◦ τx0(z)|e−Ψ◦τx0 (z). (24)
(ii) Suppose that {fk} is a sequence of functions in F∞Ψ , uniformly bounded in
norm, and let {xk} ⊆ R. If ψ′xk → (ψ∗)′ uniformly on compacts, then
there exists a subsequence {xkn} for which Txknfkn converges uniformly on
compacts to a function in F∞Ψ∗.
It is not difficult to see that if Λ is a ψ-separated sampling sequence for F∞Ψ
and (Λ∗,Ψ∗, ψ∗) ∈ W (Λ,Ψ, ψ), then Λ∗ is a sampling sequence for F∞Ψ∗ and, in
particular, a uniqueness set for the space. We will need the opposite direction of
this claim, which is given in the following lemma.
Lemma 19. Let Ψ and ψ be as above, and suppose that the sequence Λ is ψ-
separated. If the sequence Λ∗ is a uniqueness set for F∞Ψ∗ whenever (Λ∗,Ψ∗, ψ∗) ∈
W (Λ,Ψ, ψ), then Λ is a sampling sequence for F∞Ψ .
Proof. Assume that Λ is not a sampling sequence for F∞Ψ . This means that for
every k ∈ N , there exists a function fk of unit norm and xk ∈ R such that
sup
λ∈Λ
|fk(λ)|e−Ψ(λ) ≤ 1
k
and |fk(xk)|e−Ψ(xk) > 1/2.
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By lemma 16, there exists a subsequence {xkn} such that (Λxkn ,Ψxkn , ψxkn ) ⇀
(Λ∗,Ψ∗, ψ∗). By Lemma 18 (taking another subsequence if needed), Txknfkn con-
verges uniformly on compacts to a function f ∗ ∈ F∞Ψ∗ . We claim that on the one
hand, f ∗ 6≡ 0 and on the other hand, f ∗|Λ∗ = 0. This contradicts our assumption
and therefore completes the proof. We omit the details. 
We can now use the previous lemma to connect between the density of a sequence
and its sampling properties.
Lemma 20. Let Ψ and ψ be as above, and suppose that the sequence Λ is ψ-
separated. If D−ψ (Λ) > 1/2pi, then Λ is a sampling sequence for F∞Ψ .
Proof. By Lemma 19, it is enough to show that if (Λ∗,Ψ∗, ψ∗) ∈ W (Λ,Ψ, ψ), and
f ∈ F∞Ψ∗ satisfies f |Λ∗ = 0, then f ≡ 0. Assume to the contrary that there
exists such f which is non-zero. We may assume, without loss of generality, that
f(0) 6= 0 (otherwise we translate the setting as above). Choose r > 0, by Jensen’s
formula applied to f , we get∫ r
0
|Λ∗ ∩ [−t, t]|
t
dt ≤ 1
2pi
∫ 2pi
0
Ψ∗(reiθ)dθ + O(1).
Since ∆(Ψ∗(rz)) = r(ψ∗)′(rx)dx, Greens formula yields that the integral on the
right-hand side of the last expression is equal to
1
2pi
r
∫ 1
−1
log
1
|x| · (ψ
∗)′(rx)dx =
1
2pi
∫
1≤|t|≤r
ψ∗(t)
|t| dt+ O(1)
=
1
2pi
∫ r
1
µ∗([−t, t])
t
dt+ O(1).
This contradicts our assumption about the density of Λ, which, by Lemma 17,
implies that there exists some  > 0, so that for any t big enough,
|Λ∗ ∩ [−t, t]|
µ∗([−t, t]) ≥
1 + 
2pi
.
This ends the proof. 
We are now ready to prove the main result.
Proof of Theorem 1. Let Φ be defined by (2), and recall that ∆Φ = 2φ′(x)dx.
Since D−2φ(Λ) >
1
2pi
, there exists an  > 0 small enough for D−(1+)2φ(Λ) >
1
2pi
to
hold. Set Ψ = (1+)Φ, and observe that ∆Ψ = (1+)2φ′(x)dx. So, by Lemma 20,
the sequence Λ is sampling for F∞Ψ . The result now follows from Lemma 15. 
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