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Figure 1: Most and least memorable scientific visualizations. From (a) to (b), left to right, and top to bottom: image courtesy of Quan
et al. [26], Marino and Kaufman [21], Rautek et al. [27], Schlegel et al. [32], Thomas and Natarajan [36], Meyer-Spradow et al. [23],
Kolesar et al. [16], Zhang and Ma [41], Mohammed et al. [25], Tao et al. [34], Sagrista et al. [30], Gu et al. [10], Hermosilla et al. [13],
Marchesin et al. [20], Hermosilla et al. [13], and Lampe et al. [18].
ABSTRACT
We report results from a preliminary study exploring the memo-
rability of spatial scientific visualizations, the goal of which is to
understand the visual features that contribute to memorability. The
evaluation metrics include three objective measures (entropy, feature
congestion, the number of edges), four subjective ratings (clutter,
the number of distinct colors, familiarity, and realism), and two
sentiment ratings (interestingness and happiness). We curate 1142
scientific visualization (SciVis) images from the original 2231 im-
ages in published IEEE SciVis papers from 2008 to 2017 and com-
pute memorability scores of 228 SciVis images from data collected
on Amazon Mechanical Turk (MTurk). Results showed that the
memorability of SciVis images is mostly correlated with clutter
and the number of distinct colors. We further investigate the differ-
ences between scientific visualization and infographics as a means
to understand memorability differences by data attributes.
Index Terms: Memorability—Clutter—Color—Affectiveness
1 INTRODUCTION
The inherent complexity of scientific data has led to many innova-
tive solutions for visualizing complex spatial phenomenon such as
structural patterns and relationships. The design of these techniques
is based largely on the subjective experience of visualization experts.
We still have limited knowledge on how and why visualizations are
effective, what humans see and remember, and whether or not these
techniques promote engaging experiences and learning.
Recent studies have revealed that our brain is sensitive to a high-
level property that guides memory, touched upon the concept of
memorability, defined as “an intrinsic, perceptual stimulus property
correlated with the likelihood of an image being later remembered or
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forgotten” [1]. The memorability of different images shows high con-
sistency across different groups of people [15] and this consistency
holds for faces [2], photographs [15], and infographics [4]. Partici-
pants have more consistent memorability experience when seeing
scientific visualizations than that of information visualization [3].
Could memorability also be an intrinsic property of scientific vi-
sualizations? What visual features contribute the memorability of
information visualization also make scientific visualization more
memorable?
The first contribution of this work is to advance our understanding
of intrinsic visualization attribute of memorability. Our study first
measures SciVis image memorability and then reveals whether mem-
orability is correlated with 3D visualization image features in the
objective and subjective metrics. We adapt and expand recent vision
science studies [7,31] and visualization methods and measured three
objective (entropy, feature congestion, and the number of edges),
four subjective (clutter, number of distinctive colors, familiarity, and
realism), and two sentiment (interestingness or happiness) metrics to
investigate the relationship between memorability and these image
features.
The second contribution of this work is a scientific visualiza-
tion memorability database. This database could ultimately pro-
mote the understanding of the evolution of spatial data analy-
sis and be useful for benchmarking visualization methods. The
current image collection contains 2231 original SciVis images
and 1142 curated SciVis memorability dataset of which 228
are annotated with their memorability scores, all accessible at
https://ivclexp.github.io/scivismemorability/.
2 RELATED WORK
This section discusses studies closely related to our work in memo-
rability and visual features.
2.1 Memorability of Visualizations And Feature Space
Visualization aims to present data to aid communication and help
transform insights into knowledge. Understanding the transition



















tant because we have to know what we see before we understand,
remember, and interact with data [1].
Many features from low-level to high-level are found correlated
with memorability in images and information visualization. Low-
level features are used to describe image elements such as color
statistics and luminance. For example, Borkin et al.’s online crowd-
sourcing experiment reported that color, density, and data-ink ratio
enhance infographics memorability [4]. However, some features
cannot be applied in SciVis, because data from infographics are
mostly discrete, in contrast to continuous scientific data related to
variety of physical phenomenons. For example, the concept of data-
ink ratio suitable to measure density in information visualization
would be ill-defined in spatial data in terms of legibility [5]. Though
pictograms outperformed plain charts and texts in attracting view-
ers’ attention [12] and led to higher memorability scores [3], text
displays also have many forms in spatial data visualizations [6] [33].
In this work, we have chosen SciVis-relevant measurements. For
example, entropy can describe the “busyness” of a visualization and
measures how difficult a visualization would be to compress [39].
Edges can define the boundaries of objects within a visualization,
and the number of edges can help estimate how many different
areas a visualization contains. We have also measured visual clutter
defined as the extent to which there is no room in feature space for
adding new salient items, followed the feature congestion model by
Rosenholtz et al. [28].
2.2 High-Level and Affectiveness Features
Memorability is often studied by presenting a brief glimpse of im-
ages in a fraction of a second. This brief exposure to an image or art
work is long enough to guide human attention to important regions,
reflecting viewers’ personality traits or the inherent image attributes.
Memory recall instead is studied in prolonged uses of interactive
systems. High-level features containing Gestalt groupings can help
humans interpret objects in complex spatial data visualization [42].
Symmetry, alignment, collinearity, and axis orthogonality align with
human cognitive processes Network diagrams are early for network
layout [22].
Affectiveness, which can be measured using sentiment analysis,
can affect human creativity, trust, and analytical capacities. The
affectiveness or emotional features of visualizations are often studied
through interactive exploration. For example, Dasgupta et al. [7]
investigated the relationship between familiarity of the analysis
medium and domain experts’ trust. Their results indicated that the
visual analytic system can inspire greater trust than other media
for complex tasks. Saket et al. [31] compared the enjoyment of
node-link and node-link-group visualization and found the latter to
be more enjoyable. Previous studies has found that memorability
is distinct from other stimulus properties and is uncorrelated with
aesthetics and affectiveness [15].
Journalists and artists creating infographics are undoubtedly capa-
ble of manipulating multiple perspectives such as colors and lighting
deliberately to create memorable experiences. Visualization can
be beautiful or artistic to facilitates communication and interaction
between the viewer and visualization and between the craft of design
and the final product. But an important difference between images in
vision science and visualizations is that visualization design is a pro-
cess that proceeds from framing a problem (analyses) to a solution
process (synthesis). It is indeed hoped that viewers of visualizations
would discount their emotion and generate consistent knowledge
from data.
3 EXPERIMENT
This section describes our hypotheses, the scientific visualization
dataset collection, measurement metrics, and our online crowdsourc-
ing experiment on MTurk.
(a) (b)
Figure 2: Curation of Multiple Panels: (a) graphs with two superim-
posed scientific visualizations are removed; (b) multiple-view visu-
alizations are split. Images courtesy of Gu¨nther et al. [11], Wu et
al. [40].
3.1 Hypotheses
Inspired by this literature and our own experiences in the design and
evaluation of visualization, our hypotheses entering the experiment
were:
• H1. Memorability may be intrinsic to scientific visualizations.
• H2. A visualization may be easier to remember if it is less clut-
tered. Simple visualization (i.e., clear axes, clearly oriented)
may be easier to memorize.
• H3. Emotional responses may not be correlated with scientific
visualization memorability.
3.2 Scientific Visualization Data Collection
There are 2231 images appearing at the annual IEEE SciVis papers
from 2008 to 2017. To ensure that the dataset contains only typical
scientific visualizations (visualizations used to present continuous
and spatial data), we curated this data collection according to the
following rules:
• Remove charts (e.g., bar and line charts) mainly appearing
in evaluation papers to show statistical results. For example,
Fig. 2(a) is removed because the two superimposed visualiza-
tions show algorithmic validation results.
• Remove tables, algorithms, or workflow diagrams mainly ap-
pearing in application and algorithm papers.
• Split up multiple visualizations - those in which multiple im-
ages are grouped together - unless the image is part of a tool
interface (Fig. 2). For example, Fig. 2(b) is split up because
it contains multiple single visualizations. We randomly chose
one visualization and here the visualization on the right in our
dataset.
Following this process, we have curated 1142 samples.
3.3 Metrics
To study feature correlations with scientific visualization memorabil-
ity, we include a set of measures that have been shown to be useful
either in image and information visualization evaluation tasks or in
interactive explorations to support recall.
We compute three objective measures of number of edges, feature
congestion [29], and entropy [39]. We also collect subjective SciVis
image ratings of (1) clutter (Is this visualization of a neat space or a
cluttered space?); (2) familiarity (Do the objects in the visualization
look familiar to you? [31]); (3) realism (Is the style of this visualiza-
tion realistic or abstract? [37]); (4) happiness (How happy does this
visualization make you? [31]); and (5) interestingness [9] (Is the
visualization interesting?) These five measures are collected using
MTurk. Three Ph.D. students studying visualization annotated the
number of distinct colors in each SciVis image on a scale of 1 to 7.
3.4 Material and Methods
Our method to measure the memorability of scientific visualizations
closely follows that of Borkin et al. [4] in an online memory game
Figure 3: The online scientific visualization memorability game. Each image is shown for one second, separated by a blank interval of 1.4 seconds.
After this memory game, participants are asked to fill out the evaluation form. Images courtesy of Magnus and Bruckner [19], Marchesin et al. [20],
Krone et al. [17], Hummel et al. [14], and Funck et al. [38]
.
on MTurk using our SciVis data collection. 1 Our memorability
game experiment had two phases (Fig. 3). In the first phase, a
stream of images was presented on the screen, each shown for 1
second(s), with a 1.4s-gap between consecutive images. The task of
our participants was to press the space-bar immediately when they
saw an repeated image. They received feedback on their answer
right after they pressed the space-bar.
The participants could complete up to five levels with 600 dif-
ferent images. Each level of the memory game had a total of 120
images and took about about 5 minutes(min) to complete. Among
these 120 images, 30% are targets and 70% are fillers. The targets
were the images whose memorability were measured. Each target
image was shown after at least 91 images and at most 109 images.
Some fillers merely fill the space between the target images. Others
are used for vigilance repeats intended to screen out participants
who were not paying enough attention to the task. The vigilance
repeats repeat at spacings of seven images or less and are meant to
be easy to detect. Participants whose failed more than 50% in the
last 10 vigilance tests were blocked from the study. At the end of
this phase I, participants were shown their hit rate and then went on
to the next phase.
The second phase of our game is to collect subjective measures
from our participants. For each target image that a participant saw
during the game, we asked participants to rate five visualization at-
tributes (clutter, familiarity, realism, happiness, and interestingness)
on a 7-point Likert-scale using a range slider.
Validation Experiment. Before carrying out our experiment, we
first performed a validation experiment based on Borkin et al. [4] to
ensure that our setting is valid. We randomly choose 50 target images
from their dataset and collected on average 45 responses for each
image, replicating Borkin et al’s experiment [4]. We obtained a rank
correlation of 0.69 when comparing the memorability scores of these
50 images with theirs. This result confirmed that our experiment
setting was comparable for collecting visualization memorability
scores.
4 RESULTS AND DISCUSSION
This section presents the study results for 677 MTurk participants,
our three objective, four subjective, and two sentiment measures,
and their Spearman’s rank-order correlations to memorability scores.
We have compared our results to those of Borkin et al. [4] to leverage
the differences in memorability characteristics between infographics
and sciVis images.
4.1 MTurk Objective Measure: Memorability Scores
We collected 62 responses for each target on average in phase I
and 34 responses on average in Phase II. All data were used in
1Our empirical study is hosted at: http://18.217.0.175:3000/.
Table 1: Spearman’s rank-order correlations (ρ) of visualization fea-
tures and their memorability scores
Index Visualization feature ρ ρ (Borkin et al. [4])
Objective measures
f1 number of edges -0.18 0.24
f2 feature congestion -0.16 0.05
f3 entropy -0.14 0.53
Subjective measures
f4 neat space vs. clutter space -0.33 /
f5 number of distinct colors -0.26 0.32
f6 familiarity 0.17 /
f7 abstract vs. realism 0.14 /
Sentiment measures
f8 Interestingness -0.10 /
f9 Happiness -0.05 /
the analysis. Fig. 1 shows the top eight most memorable and least
memorable visualizations and Table 1 shows the Spearman’s rank-
order correlation results of correlating measures to the memorability
scores in this and Borkin et al.’s studies [4].
We follow Borkin et al. [4] in using hit rate (HR) and false-
alarm rate (FAR) to compute the memorability score of an image.
The hit rate is the rate at which users give correct feedback when
they see repeated images. The false-alarm rate (FAR) indicates the
proportion of users who mistakenly identify an image as a duplicate
when it appears for the first time. Further, we take both HR and
FAR into consideration and compute d′ as an image’s memorability
score, where d′ = Z(HR)−Z(FAR) and Z is the inverse cumulative
Gaussian distribution. A high memorability score requires the
image’s HR to be high and the FAR to be low.
Our first hypothesis, memorability is an intrinsic in scientific
visualizations, was supported. We obtained a mean HR of 48.4%
(SD = 15%) and mean FAR of 7% (SD = 5%). We calculated the
human consistency of our experiment and obtained a correlation
rank of 0.74 for HR, 0.65 for FAR, and 0.70 for d′, averaged over
25 random half-splits. Both our HR and FAR were slightly lower
than Borkin et al.’s memorability study results [4] on infographics
(mean(HR)=0.55 and mean(FAR) = 0.13). This result demonstrated
that sciVis images in our dataset were harder to remember but less
prone to false alarm.
We are cautious about generalizations on memorability without
further exploration. The data attributes might have contributed this
difference between scientific visualization and infographics. The
dataset used in Borkin et al’s work [4] contained a large number of
infographics collected from government documents and newspapers
with fairly consistent layouts and color schemes. In contrast, all
images in our dataset are sciVis images, which seem to be more
diverse in visual complexity, users’ familiarity, and color schemes
(many are specific to particular scientific disciplines, e.g., medical
Figure 4: Colorful visualizations and clutter vs. memorability scores.
Images courtesy of Sagrista et al. [30], Mohammed et al. [25], Demi-
ralp et al. [8], Mirzargar and Entezari [24], Thomas and Natarajan [35],
and Thomas and Natarajan [35].
imaging or flow field), and thus MTurk participants may memorize
these images, leading to our low false-alarm rate. With this diversity,
it might also be hard for workers to remember them from a brief
exposure without considerable visualization literacy.
4.2 Measurement of Visualization Features
Overall, the low correlations between memmorability scores and
SciVis image features may suggest that memorability may be an
independent trait.
Clutter, Edges, and Entropy. We measured both subjective and
objective clutter, number of edges, and entropy. We found a negative
correlation between feature congestion (objective clutter) and mem-
orability, meaning that those images with high feature-congestion
scores tend to be less memorable. However, this correlation was not
statistically significant. As it shown in Fig. 5(a) and Table 1, we
also found that the subjective evaluation of clutter has a correlation
of 0.33 with memorability.
The entropy was computed by the Shannon entropy equation:
Entropy=−∑ni=1Pilog2Pi, where Pi is the probability that the dif-
ference between two adjacent pixels is equal to i and n is the total
scale in gray-color space. We got a correlation rank value of −0.14
(p < 0.001), again a negative correlation, i.e., a visualization that
contains more information is harder to remember.
These results may agree with our second hypothesis: improved
spatial layout may not improve memorability. On the one hand,
the lack of significance of the objective clutter may be because our
feature-congestion algorithms compute line orientation and contrast,
which has limited ability to describe the complexity of the visualiza-
tion. On the other hand, we may not have found a meaningful layout
measurement yet to generate meaningful results.
Number of Distinct Colors. Visualizations with more distinct
colors (subjective judgment) had lower scores than images of a
single hue. The Spearman’s rank-order correlation between the
number of distinct colors and memorability score was −0.26 and
this negative correlation was significant (p < 0.001). This result
means that images with more hues are harder to remember.
This result was at first considered contradictory to the informa-
tion visualization study [4] indicating that colorful visualizations
were easier to remember. One possible explanation of many-color-
low-memorability might be the ‘clutter’ effect: the organization of
the colors leads to a degradation of performance in remembering
Figure 5: (a)-(c) Subjective metrics vs. memorability scores. (d)-(e)
Sentiment metrics vs. memorability scores. (f) realism vs. familiarity.
Each dot represents one visualization.
images [28]. This effect can be observed in Figures 1 and 4: visual-
izations containing more distinct colors in a less structured fashion
tend to be scored lower on memorability than those colorful and
well-structured images with higher memorability scores.
Familiarity and Realism. Familiarity and realism had a weak
correlation with the memorability scores for scientific visualizations
(Table 1). One interesting yet not surprising finding when compar-
ing the experiment result of our dataset and Borkin et al’s [4] was
that visualizations containing faces had high memorability scores.
Our results again showed that ‘face is special.’ In addition, as
shown in Fig.5(f), realism was strongly correlated with familiar-
ity (ρ = 0.75, p < 0.001). This indicated that users tend to view
visualizations that contain familiar objects as more realistic.
Sentiment scores. Our third and last hypothesis was also sup-
ported. Not surprisingly, happiness and interestingness are not statis-
tically correlated with the memorability of scientific visualizations.
4.3 Domain Specificity vs. Generalization
Though memorability is likely to be an intrinsic attribute of scien-
tific Visualizations, as shown in our study, we are cautious about
generalizations on memorability without further exploration. This
is because scientific data visualizations tend to be domain specific,
so that the memorability of medical imaging visualizations and at-
mospheric visualizations may depend on domain expertise. Our
current study is also limited by the type of scientific visualizations
we could find. These specific visualizations often represent work in
a research domain that requires years of advanced study. As a result,
there could also be variance in memorability scores due to research
domains, data types, and viewer’ experiences. The memorability
of visualizations from different domains also varies with different
discovery tasks. In this case, its essential to ask the question, memo-
rable to what group of experts? or in terms of what specific dataset?
In future study we hope to gain further understanding of memora-
bility and individual differences and investigate which features are
important to specific data types.
5 CONCLUSION
We have shown that the memorability is an intrinsic property of
scientific visualizations. The computational result of our experiment
shown that visualizations with multiple colors and cluttered lay-
outs tend to be harder to remember, contradicting previous studies
in infographics. This result is worth further investigation to truly
understand the differences between scientific and information visual-
izations. An interesting observation from this work is that scientific
visualizations present continuous coloring schemes to encoding in-
formation. Thus, for visual images containing the same number of
distinct colors, scientific visual images may contain more unstruc-
tured colors, which could lower memorability. Finally, our study
does not contain interaction: the projected 2D images retain the
visualization features shown in the original paper but not necessarily
the communicative power of the original design.
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