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ABSTRACT
B ayesian  E stim ation  o f  the Normal Mean In th e  Presence
o f  Non D etects
by
Ahm ed Khago
Dr. Ashok Singh, E xam ination Com m ittee Chair 
Professor of M athem atics 
University of Nevada, Las Vegas
This paper is concerned w ith the B ayesian approach  to estim ate the 
m ean w hen encoun tered  w ith left-censored d a ta  se ts. Considering the 
jo in t non-inform ative prior, we derived the  posterior probability density  
function of the m ean  of left-censored da ta . However, th is  density  function 
is no t recognizable an d  we can  no t analytically  in tegrate  it to obtain  the 
norm alizing constan t. In o ther words, we can  no t com pute analytically 
the posterior pd f or posterior m om ents. Num erical integration involving 
the adaptive S im pson q u ad ra tu re  rule w as u sed  in  M at-lab to obtain  the 
posterior m ean an d  the u p p e r credible lim it (UCL). Several num erical 
exam ples are  given w hich illu stra te  th e  practical application of these 
resu lts .
Ill
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CHAPTER 1 
INTRODUCTION
In environm ental applications, m any d a ta  m easu rem en ts  su ch  as 
herbicide concen tra tions in soil, air, and  w ater do not get reported 
because  su ch  m easu rem en ts  fall below a  certain  detection lim it (“DL”) 
and  m any groundw ater m onitoring applications of the  United S ta tes 
E nvironm ental Protection Agency (“EPA”) do not requ ire  reporting such  
data . These m easu rem en ts , however, canno t be ignored since they 
im pact the  u p p e r confidence lim it (“UCL”) of the m ean  which is required 
for m any rem ediation  decisions. The DL of an  analy tical m ethod is the 
lowest level of concen tra tion  of any particu la r su b s tan ce  th a t can  be 
reliably detected  a n d  is statistically  different from a  “b lan k ” reading.
In m ost environm ental applications, th is  non-reported  d a ta , w ith 
observations recorded as being below a  certa in  limit, is called “censored” 
d a ta  -  w hich m ean s the observations are  no t available a t one or both 
ends. Censoring u su a lly  occurs w hen the  po llu tan t concentra tion  is very 
n ear or below th e  DL; however, th is  practice c rea tes special problem s 
and  m akes it difficult to analyze and  sum m arize d a ta  se ts and  could lead
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
to biased estim ations of the  population  param eters , such  as the m ean 
and  the  s ta n d a rd  deviation.
C ensored d a ta  are  classified into four m ajor categories: trunca ted  
vs. censored, left vs. right, single vs. m ultiple, an d  censored type 1 vs. 
censored type 11 (Cohen 1991, pp. 3-5). E nvironm ental Science 
applications m ostly  deal w ith type 1 left censored.
A d a ta  sam ple is said to be left tru n ca ted  if the  trunca tion  poin t 
(“T”) is know n an d  the  value of the  observations below T is deleted or no t 
reported, b u t  the values above T are know n an d  are reported. For 
exam ple, consider the d a ta  set: 3, 4, 3, 5, 4, 3, <2, 2, 3, <2, <2, with a  DL 
of 2. All the  d a ta  values reported a s  “<2” will be elim inated and  if no 
indication of how m any observation were excluded, th is would be called a  
type 1, left—tru n ca ted  sam ple. On the  o ther h an d , a  d a ta  se t of size “n ” 
is said to be left—censored if the  censoring level T is known and  the  
value of the  observations below T level is know n (k observations) only to 
fall below T while the know n observations above T level are  fully known 
and  reported (n-k observations). For the above exam ple, the values 
reported a s  “<2” will no t be elim inated.
The difference betw een tru n ca te d  d a ta  an d  censored d a ta  is th a t  
the  censored d a ta  po in ts are  those  whose m easu red  values are no t 
known precisely, b u t are  know n to fall below som e DL. On the o ther 
hand , tru n ca ted  d a ta  po in ts are  those  w hich are m issing from the 
sam ple altogether due to sensitivity lim its.
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The m ost com m on m ethod of dealing w ith censored d a ta  in 
env ironm ental applications is the  su b stitu tio n  m ethod. One way is to 
delete  the censored  data. The reason  behind the u se  of th is m ethod is 
th a t  in te res t is alw ays in the  detected  data . This m ethod produces 
b iased  resu lts  because  the s ta tis tics  a re  com puted for the  detected  data . 
A second way is to replace each censored  observation with an  a rb itrary  
fraction  of the  DL. The m ost com m on su b stitu tio n  is to replace the 
censored  d a ta  by zero, half the  detection limit or by the  detection lim it 
itself. Singh an d  Nocerino (2002) poin ted  ou t the rep lacem ent of ha lf the 
detection  lim it produced biased  estim ate  of m ean an d  error increases 
w hen m ultiple detection lim its are  p resen t.
A nother approach  is the  m axim um  likelihood estim ation  (“MLE”), 
w hich is often u sed  in environm ental studies. There are th ree  types of 
inform ation needed to perform  the calculation: the  values of d a ta  above 
detection lim its, the  proportion of d a ta  below detection lim its, and  the 
param etric  form of the a ssum ed  d istribu tion . For sm all d a ta  se ts, 
however, the  MLE would perform  poorly (Gleit, 1985; Shum w ay, e t al, 
2002). MLE is an  efficient m ethod to estim ate  the  p aram eters  w hen the 
n u m b er of observations is large enough. MLE is ob tained  by m axim izing 
the  likelihood function (“L”) for the p a ram eters  jj and a  .
The th ird  approach  involves non-param etric  p rocedures, w hich are 
called the distribution-free m ethods and  are comm only u sed  in
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environm ental sciences. These m ethods are useful for censored d a ta  
because  they use  the  available inform ation.
R esearchers from various disciplines have studied  the estim ation  
of the  param eters  of the norm al populations from censored sam ples. 
One of these  researchers is Cohen [1950-1959]. He derived the 
m axim um  likelihood estim ate  (“MLE”) of the  m ean and  the s tan d ard  
deviation from censored da ta . C ohen’s MLE u ses  both  the detected  
observations and  the  proportion  of d a ta  se t below detection lim its to 
com pute s ta tis tics  for the en tire  d a ta  set. The MLE m ethod requires th a t  
the  d istribu tion  of the  d a ta  be know n an d  specified. In environm ental 
sciences, the  norm al and  lognorm al d istribu tions are usua lly  u sed . The 
MLE equation  is th en  solved u sin g  num erical m ethods, su ch  as the 
Newton-Raphson m ethod; however, the  MLE m ethod h a s  been show n to 
perform  poorly w ith d a ta  se t con tain ing  25 to 50 observations (Gleit, 
1985; Shum way, e t al, 2002).
Gilbert and  K innison (1981) stud ied  and  evaluated the m ethods of 
substitu tion , deleting censored  d a ta  and  C ohen’s tab le lookup. They 
concluded th a t  su b s titu tin g  for a  detection limit is biased. Gleit (1985) 
found MLE did no t perform  well for a  sm all d a ta  set, even though  the 
assum ed  d istribu tion  is know n. He concluded MLE m ethods w ork poorly 
for sm all sam ple sizes an d  th e  su b s titu tio n  m ethod of detection lim its 
also worked poorly. Gillion a n d  Hesel (1986) found th a t  the  MLE m ethod 
worked well w hen th e  a ssu m ed  d is tribu tion  m atched  th a t of d a ta . They
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also found th a t  the  sub stitu tio n  m ethod w orked poorly. Gilbert (1987) 
considered  several m ethods to calculate an  u n b iased  estim ate  of the 
sam ple m ean. The d a ta  se t should  be from norm al or lognorm al 
d is trib u tio n s an d  should  include censored da ta . The d a ta  se t then  
shou ld  be sorted  o u t and  w ith an  equal n u m b er of observations from 
both  en d s be deleted. The trim m ed m ean can  th en  be calculated from 
these  values. The trim m ed m ean is usually  recom m ended to estim ate 
the  m ean  of a  sym m etric d istribu tion , even if the  d a ta  se t does no t have 
m issing  values.
A nother m ethod  is called “winsorizing” the  d a ta  se t an d  is 
considered by Dixon an d  Tukey (1968), in w hich we replace the sorted 
d a ta  se t a t  bo th  ends of the d a ta  series w ith the  nex t extrem e value a t 
bo th  ends an d  com pute the  m ean of the new  da ta . The difference 
betw een the  trim m ed m ean m ethod and  the  w insorized m ethod is the 
trim m ed m ethod d iscards d a ta  on both en d s of the  d a ta  se t and  
com putes the  m ean  of the  rem aining  data; b u t  the  w insorized m ethod 
replaces d a ta  in bo th  ends w ith the next m ost extrem e da tu m  in each 
end and  th en  com putes the  m ean of the  new d a ta  set. W insorization can  
be u sed  to estim ate  th e  m ean and  the  s tan d ard  deviation of a  sym m etric 
d istribution , even though  the d a ta  se t h as m issing  values a t one or both  
ends of the ordered d a ta  set.
O ur goal in th is  paper is to com pute th e  Bayes estim ate of the  
m ean of a  norm al population w hen the  d a ta  se t h a s  non-detects. We
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presen t several exam ples u sing  sim ulated  d a ta  and  com pute the  Bayes 
estim ate ob tained  from left-censored sam ples w ith th a t ob tained  from the 
uncenso red  sam ples.
The B ayesian  m ethod is a  sta tistica l m ethod in w hich the 
param eters of the  p a rticu la r d istribu tion  are estim ated  based  on the 
posterior d istribu tion . Unlike the classical m ethod, in the Bayesian 
m ethod, the  pa ram ete rs  are  viewed a s  random  variables. We s ta r t w ith 
w hat is called the  “prior d is trib u tio n ”’ w hich reflects the experim enter’s 
prior believe a b o u t the  population  param eter 0 . The s ta tis tic ian  observes 
the sam ple from f { x \ 6 ) ,  the  conditional pdf of the  random  variable X, 
given the random  p aram eter 6.  The Bayes theorem  is th en  used  to 
com pute the  posterio r pdf of 6 ,  given the  sam ple. The posterior pdf is 
u sed  to com pute the  Bayes estim ate  of , or a  UCL for 0 .
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CHAPTER 2 
METHODS
In th is  section, we give details of the  popular m ethods to estim ate the 
m ean  and  variance of a  population w hen only censored  d a ta  is available. 
Som e of these  m ethods are the  trim m ed m ean, the  winsorized m ean, and  
th e  m axim um  likelihood.
In situa tions w here non-detect va lues are  reported  even w hen the 
m easu rem en ts  are  below the detection limit, the population  m ean ju and
th e  variance <T' can  be estim ated  by calcu lating  th e  sam ple m ean x and  
the  sam ple variance using  one of the  following :
1. C alculate x and  y' u sing  the  full d a ta  set, including non-detect 
values.
2. Delete all non-detects an d  calcu late  only % an d  5̂  u s in g  only 
the detected d a ta  set.
3. Replace every non-detect values w ith zero and  then  calculate 
X andy^ .
4. Replace the  non detected  values w ith values generated from 
uniform  over [0,DI] th en  calcu late  x a n d y '.
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All of the  m ethods m entioned  above are known to be biased.
The Trim m ed Mean 
The trim m ed m ean  is one of the  m ethods of estim ating  the  m ean  of a  
sym m etric d is tribu tion  an d  i t ’s a  com prom ise betw een the m edian  and  
the  m ean. Several of the  lowest and  the  h ighest observations are 
trim m ed off (np observations), w h e re0 < p < . 5 , and  then  the  m ean  of w hat 
is left off, (« (l-2 p )),is  calcu lated . Common trim m ing is 25% of the  d a ta  
a t each end. The resu lting  m ean  of the cen tra l 50% of d a ta  is com m only 
called the “trim m ed m ean .” For exam ple, suppose n=25, d a ta  collected 
from a  sym m etric d istribu tion  h a s  a  tru e  m ean / / .  We can  estim ate  p  
u sing  a  25% trim m ed m ean . We first com pute .25w= .25(25) = 6.25. 
Hence, we can  d iscard  the  6 sm allest and  the  6 largest da ta . The m ean 
of the  rem aining is 25-12=13; d a ta  is the  estim ate of the  m ean.
The W insorized Mean 
The u se  of the  w insorized m ean m ethod is also one of the 
recom m ended m ethods to estim ate  the  m ean of censored d a ta  of 
sym m etric d istribu tion . D etails of th is m ethod are given by Dixon and  
Tukey (1968).
Given a  sam ple of size n , w ith k non-detect values, the w insorized 
procedure is described below:
1. Replace the  k n o n -de tec ts  values by the next da tum .
8
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2. Replace the  k  largest values by the next sm allest datum .
3. C alculate the  sam ple m ean  an d  s ta n d a rd  deviation of 
resu lting  n  data .
4. The resu lting  estim ate x„, is known to be an  unb iased  estim ator 
o f / / .
The following sam ple from a  well rep resen ts  the  concentra tion  for 
hazardous chem icals ordered from the sm allest to the  largest. Trace, 
trace, trace, .67, 2 .4 , 3.1, 3.5, 3 .9 , 4.1, 4 .6 , 5.7, 6 .9 , 7.5, and  9.1. 
Replace the  th ree  trace concen tra tions by .67 and  the  three largest 
concen tra tions by 5.7. The d a ta  becom es .67, .67, .67, .67, 3.1, 3.5, 3.9, 
4 .1 , 4 .6 , 5.7, 5.7, 5.7, and  5.7. The sam ple m ean  of the new d a ta  
is x„, =3.36. This x^ is the w insorized m ean.
B ootstrap  M ethod
B ootstrap m ethods are non-param etric  m ethods th a t require no 
assu m p tio n s regarding the  population  d is tribu tion  sueh  as the  
norm ality  assum ption . These m ethods are  u sed  to reduce the bias 
in point estim ate  and  build  a  confidence in terval for any  param eter. 
I t’s  a  form of a larger c lass of m ethods th a t resam ple from the 
original d a ta  se t an d  therefore are  called resam pling  procedures. We 
can  obtain accu ra te  confidence in tervals w ithou t having to m ake 
norm al theory a ssum ption  an d  estim ate  the  d istribu tion  directly 
from the d a ta  set. The procedure  is described  below:
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Let Xj,x,, ,x„ be a  random  sam ple of size n, th en  B bootstrap
sam ples a re  generated  from the original d a ta  set. E ach  bootstrap  
sam ple shou ld  have n  elem ents, which is generated  by sam pling
w ith rep lacem en t n  tim es. B ootstrap replicates  ,X^ are
calcu lated  from the bootstrap  sam ples. We nex t calculate  the
Y ( x  - X  f
boo tstrap  s ta n d a rd  error, —  ----- -— , an d  ob tain  the
V n - l
confidence in terval u s in g  s^. Finally, (l-a)lOO%  confidence interval 
for ^ is +
10
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CHAPTER 3
One of the m ost difficult problem s in environm ental d a ta  analysis 
is deciding on the  appropria te  m ethod of incorporating  the censored d a ta  
in com puting sum m ary  sta tistics , corresponding  te s ts  of hypotheses, and  
interval estim ation  of param eters. This is m ostly because the  choice of 
m ethod depends on the degree of censoring  (for exam ple, 10% versus 
90% non-detects) an d  th is also depends on the form of the probability 
d istribu tion . Most of the com m only u sed  m ethods involve replacing the 
detection limit w ith an  a rb itrary  constan t. This paper will provide a 
Bayesian estim ate of the m ean from left censored  d a ta  set.
L eft-truncated norm al d is tribu tion  h as been utilized by a  variety of 
disciplines, such  as environm ental sciences, econom ics and  finance. 
Pearson and  Lee (1908), F isher (3), Hald (1949), and  Cohen stud ied  
singly trunca ted  norm al sam ples w hen the tru n ca tio n  point is know n 
and  the sam ple size of u n m easu red  observations is unknow n. S tevens 
(1938), C ochran (1949) and  Hald ( 1949) stud ied  singly trunca ted  norm al 
sam ples w hen the  tru n ca tio n  poin t is know n an d  the  sam ple size of 
unm easu red  observation is known.
11
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C onsider a  random  variable X from a norm al d istribu tion  w ith a 
probability  density  function /(x )  specified as:
- ]  A - / ,
, 2 '  X/(x |// ,c r)  = - i = e - ' ' '^ \ - o o < x < o o  (1)
V 2;rcr'
The Posterior D ensity  of the M ean of C ensored D ata 
Let x,,X2 ,X3 ,...,x, be a random  sam ple from a norm al d istribu tion  X(//,cr)
and  suppose k of these m easu rem en ts  falls below the detection limit, DL. 
Let (j) be the  probability density  function (“p d f’) and  O be the cum ulative 
density  function  (“cd f’), th en  the  likelihood function is the following 
(Persson an d  Rootzen 1977):
7(x, ju, (t ) = [0(z)]*' (2/ro-)""'"*)''- exp- [ ^  (y  + z a f  / 2cr- ] (2)
0(z) = cum ulative d is tribu tion  function  of the s ta n d a rd  norm al 
d istribu tion , N(0,1), and  k= the  n u m b er of observations below detection 
limit.
DL
0(x) = p{X  < DL) = I  /(x )  dx (3)
12
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(4 )
K ( T ~
0(z) can  be w ritten  as the cum ulative density  function:
[ 0 ( z ) ]  =  f
X  — p  ^  DL — jÀ 
V cr cr
(5 )
Let Z =—— — , dz = ~ d x , the  following form ula is obtained: 
cr cr
[0(z)] =
DL — ju
(6)
cr
The following g raph  show s the left-censored norm al d istribu tion  ;
13
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Q_
Lef t -censored data
DL X
[0(z)T = 1
Distribution curve for censored normal data 
Figure 1: C ensored norm al d istribu tion  
1 je (7)
The in tegration  of the  norm al d istribu tion  is easier u sin g  w hat is 
called the  erro r function. The error function  is twice the  integral of the 
standard ized  norm al d istribu tion  w ith ju = 0 and cr = 1. The error function 
is defined as:
2  ̂
erf (%) = —j= [e~“ du 
V ; r  n
(8)
14
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The com plem entary  error function  is given by:
erfc{x)  =  1 -  e r f  ( x )  =  —?= f c  " du 
d7i I
(9)
P(X
p { x < D L ) =  | / ( x )
I DL ^  u
DL X
Distribution curve for normal data
Figure: 2 Normal d is tribu tion  in term  of the  e rro r Function
As prior for /r and u , we will u se  Jeffrey’s the non-inform ative prior,
(Jeffreys, 1961):
g(;/,cr) = l/cr^ (10 )
15
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The posterio r d istribu tion  is ob tained  from (2) and  (10) via the Bayes 
theo rem  (Lee, 1989).
g-(//.o-|.v)=  J( î \K ,< y)g(^ ,< y)  , 1 1 ,
K(x)
K{x) =The M arginal d istribu tion  w hich is co n stan t and  free of p and cr. 
W hich after sub stitu tio n  of the  various term s, becomes;
[(D(z)]* (1 / u '  )(1 / cr' '  exp- [ (x, -  /y)' / 2 u ' ]
'(p ,u |x )  = --------------------------------------------------   (12)
j j [0(z)] ' '  (l/cx-)(l/cr-)*'''*’''- e x p - [ ^  (x, - / / ) -  /2cj-] dpi d a
î k + \
The posterio r could be w ritten  as:
g\/y,o-|x)oc/(x|/^,cr)g(/v,(T) (13)
g ' (/y, cr I x) cc [0(z)]* (1 / )(1 / cr̂  exp- [ ^  (x,. -  / 2cr̂  ] (14)
g\pi \x )cc  j[0(z)]*(1 / cr̂ )(1 / exp- [ ^  {x.~puf 12a~] d a  (15)
i=k+\
16
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It is no t possible to analytically in tegrate ou t pi and cr from th is posterio r 
density  function, g\pi,<7\x), to obtain  the m arginal posterior p d fs: 
g*(/i 1 x) and g*(cr'I x ) . Also, the conditional posterior p d fs:
g*{pi\x) and g’(cr' |x) are  no t recognizable densities. In o ther words, we do 
no t know analytically  the  co n stan t A'(x), such  th a t g* {pi\x)l K{x) is a 
properly norm alized density , i.e. such  th a t 1 x)dx =1.
The posterior d is tribu tion  for pi
g' ( / / 1 x) oc ex p - -  X)- / 2cr  ̂] (16)
The posterior tru n c a te d  m ean is given by
= A(x) = j x  g* (p  I x) c/x (17)
g' (// IX) cc j[0(z)]* (1 / cr' )(1 / o-' exp - [ (x, - ; / ) ' /  2(r' ] dix (18)
0 i=k+\
The poste rio r density  of the  m ean  of uncenso red  d a ta  
Let X|,x,,x^,...,x,, be a  random  sam ple from a norm al distributioniV (,u,cr), 
then  the likelihood function  is the  following:
17
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Z(x,//,cr) = (2;rcr)"̂  ̂exp-[^(y, +zcr)  ̂/ 2cr-] (1 9 )
Using non-inform ative (10), jo in t prior, the  jo in t posterior density  is;
g ' (//, (TI x) oc (1 / 0 -- exp - (x. -  / 2o-- ] (20)
/=!
= (1 / (%' ' exp - (X, -  T)' + »(// -  T)' ] (21)
Where x is the sam ple m ean o fx .. The conditional p d fs  from the 
equation above are:
g '( / / |o -y x )o c e x p j^ ^ ( / / -x ) " j  (22)
g"(o-' I x) cc (1 / 0- - e x p -  (x, -  //)- / 2u- ] , (23)
The posterior m ean is given by:
18
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j.ip = E{x) = j  g* ( / / 1 x) dx  (25)
jx(l/cT ')(l /(T')"'" e x p -[^ (x , .  -/y)V2cr"] dx (26)OC
0
This is the  posterior probability density  function of the m ean  of 
un cen so red  data .
19
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CHAPTER 4 
EXAMPLES
The following are  num erica l exam ples generated from norm al 
popu lations with m ean, an d  s tan d ard  deviation, cr. The first five 
exam ples are generated from N (1, 1) w ith detection limit, DL=. 1 .Example 
6 is generated from norm al population , N (1.306, .134) with two non- 
detects, Singh and  Nocerino (2002). Exam ple 7, Singh and  Nocerino 
(2002), is taken  from U.S. EPA RCRA guidance docum ent (1992) with 
detection limit, 1450, and  th ree  non-detects. The posterior probability 
density  function of the m ean , g* {/u \(t ~ , x ) , is plotted using  M athem atica 
and  the  num erical in tegration  is u sed  to obtain  the  posterior m ean and  
the u p p er confidence lim it w as program m ed in M atlab using  Sim pson 
q u ad ra tu re  rule w ith error <10”'’ .
20
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Exam ple lA (Complete D ata Set)
The sim ulated  d a ta  se t of size 30 was generated  from a norm al 
popu lation  with m ean, //= !  an d  cr = l, N (1, 1). The generated  d a ta  are as 
foHows: . 3 3 4 8 3 ,  L 0 7 4 1 7 ,  . 9 1 7 9 8 ,  . 5 3 1 9 1 ,  1 . 5 8 7 3 1 ,  2 . 7 2 8 1 9 ,  . 9 5 8 4 7 ,
1 . 7 1 7 9 ,  . 1 8 5 2 5 ,  . 4 3 2 3 8 ,  L 3 5 5 6 9 ,  1 . 9 5 3 4 3 ,  . 9 3 4 2 6 ,  ^ 4 6 7 5 3 ,  ^ 2 0 9 7 ,
. 3 3 1 7 7 ,  2 . 6 3 6 5 5 ,  - . 1 0 4 4 3 ,  2 . 4 8 9 2 1 ,  3 . 8 5 8 1 ,  1 . 9 8 5 3 7 ,  . 0 1 5 9 4 ,  1 . 0 1 4 2 1 ,
. 1 3 9 8 1 ,  2 . 1 6 4 4 1 ,  1 . 6 6 1 8 ,  3 . 8 0 9 4 5 ,  . 4 0 9 8 8 ,  1 . 4 1 6 5 9 ,  a n d  1 . 2 2 9 9 9 . T h e
sam ple m ean and  the  s tan d ard  deviation using  the  full uncenso red  d a ta  
were 1.27 and 1 .0 9 9 ,  respectively. The following is the plot of the 
posterio r density  of the m ean, 1 uyv) using  M athem atica. The Bayes 
estim ate  of the m ean ji is the  posterior m ean 1.307.
2 .  5 30 . 5 21 1 . 5
Figure 3: Posterior D ensity of the m e a n ,// = 1.27, a  = 1.099
21
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Exam ple IB (Censored Data)
The sim u la ted  d a ta  se t of exam ple lA w ith DL=.l and  k=4 are the
following;
<dU . 3 3 4 8 3 ,  1 . 0 7 4 1 7 ,  . 9 1 7 8 9 ,  . 5 3 1 9 1 ,  L 5 8 7 3 1 ,  2 . 7 2 8 1 9 ,
. 9 5 8 4 7 ,  1 . 7 1 7 9 ,  . 1 8 5 2 5 ,  . 4 3 2 3 8 ,  1 . 3 5 5 6 9 ,  1 . 9 5 3 4 3 ,  . 9 3 4 2 6 ,  . 3 3 1 7 7 ,  
2 . 6 3 6 5 5 ,  2 . 4 8 9 2 1 ,  3 . 8 7 5 8 1 ,  1 . 9 8 5 3 7 ,  1 . 0 1 4 2 1 ,  1 . 1 3 9 8 1 ,  2 . 1 6 4 4 1 ,
1 .6 6 1 8 ,  3 . 8 0 9 4 5 ,  . 4 0 9 8 8 ,  1 . 4 1 6 5 9 ,  and  1.22999. The sam ple m ean and  
the stan d ard  deviation obtained  using  the 26 observed values were: 1.49 
and  1.001, respectively. The following is the plot of the  posterior density  
of the m ean: 1 o-y x ) , u sin g  M athem atica. The Bayes estim ate of the
m ean // is the  posterior m ean 1.5091 and  the  u p p er credible limit (UCL) 
i s  1 .875 .
1200
1000
800
600
400
200
1 . 3 1 . 4 1 . 5 1 . 6 1 . 7
Figure 4: Posterior D ensity of the  m e a n , = 1.49, cr = 1.001
22
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Exam ple 2A (Full Data]
A sim ula ted  d a ta  se t of size 30 w as generated  from a norm al 
population  w ith m ean, // = 1 and cr = l ,  N (1, 1), -.34637, 1.23544, .65759, 
. 5 5 1 5 6 ,  . 7 3 5 0 5 ,  2 . 3 0 1 9 6 ,  . 4 4 5 6 9 ,  1 . 8 7 8 2 2 ,  1 . 2 7 4 ,  . 9 5 7 3 4 ,  1 . 1 0 9 9 3 ,  
. 1 0 1 4 9 ,  . 8 9 8 9 5 ,  2 . 1 3 7 7 4 ,  1 . 3 5 8 3 2 ,  1 . 3 0 2 8 4 ,  1 . 9 9 1 2 4 ,  . 2 0 8 7 4 ,  - . 6 4 0 0 9 ,  - 
1 . 5 7 5 0 3 ,  1 . 5 1 8 0 5 ,  2 . 0 0 9 1 ,  2 . 6 0 7 8 1 ,  - . 5 6 3 4 1 ,  1 . 3 4 4 6 1 ,  . 8 8 9 8 7 ,  . 2 0 9 1 4 ,  - 
.4529, 1.76152, and  .18125. The sam ple m ean  and  the s tan d ard  
deviation u sing  the  full d a ta  were: 0 .870 and  0 .988, respectively. The 
following is the  plot of the posterior density  of the  m ean , j cry x) u sing  
M athem atica. The Bayes estim ate of the  m ean  fi is the posterior m ean 
0 . 9 6 7 .
32 .521 1 .50 .5
Figure 5: Posterior Density of the  m ean, ,« = .87, cr = .988
23
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Exam ple 2B (Censored Data)
The sim ula ted  d a ta  se t of exam ple lA with DL=.l and  k=5 are  the
following:
<.1 ,  < .1 ,  < .1 ,  < .1 ,  <.1,  1 . 2 3 5 4 4 ,  . 6 5 7 5 9 ,  . 5 5 1 5 6 ,  . 7 3 5 0 5 ,  2 . 3 0 1 9 6 ,  
. 4 4 5 6 9 ,  1 . 8 7 8 2 2 ,  1 .2 7 4 ,  . 9 5 7 3 4 ,  1 . 1 0 9 9 3 ,  . 1 0 1 4 9 ,  . 8 9 8 9 5 ,  2 . 1 3 7 7 4 ,  
1 . 3 5 8 3 2 ,  1 . 3 0 2 8 4 ,  1 . 9 9 1 2 4 ,  . 2 0 8 7 4 ,  1 . 5 1 8 0 5 ,  2 . 0 0 9 1 ,  2 . 6 0 7 8 1 ,  1 . 3 4 4 6 1 ,  
. 8 8 9 8 7 ,  .20914, 1.76152, an d  . 1 8 1 2 5 .  The sam ple m ean an d  the 
s tan d ard  deviation obtained using  the  25 observed values were 1 . 1 8 7  
and  0.715, respectively. The following is the plot of the posterior density  
of the m ean: g*(//1 cryx), u sin g  M athem atica. The Bayes estim ate of the 
m ean /li is the  posterior m ean  1.2565 and  the upper credible limit (UCL) 
i s  1 .33 .
30000
20000
10000
1 .6 1 . 71.1 1. 2 1 . 3 1 . 4 1 .5
Figure 6: Posterior D ensity  of the  m e a n ,// = 1.187, cr = .715
24
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Exam ple 3A (Full Data)
A sim ula ted  d a ta  set of size 30 w as generated  from norm al 
popu la tion  w ith m ean, ju=l and  cr = l ,  N (1, 1).1.1509, 2 .33659, 3 .03262, 
1 . 4 1 3 2 8 ,  2 . 1 2 5 2 1 ,  2 . 1 8 6 0 8 ,  1 . 9 1 7 6 7 ,  1 . 4 2 2 0 4 ,  1 . 7 8 7 7 4 ,  - . 9 8 2 6 7 ,
2 . 6 0 3 4 9 ,  ^ 5 3 4 9 5 ,  . 5 3 3 6 3 ,  L 5 9 1 1 1 ,  . 8 5 8 5 ,  . 1 7 4 8 9 ,  2 . 2 3 6 3 6 ,  . 1 8 8 8 5 ,  
1 . 3 8 4 0 5 ,  1 . 2 3 1 1 5 ,  . 5 4 0 2 3 ,  2 . 4 0 6 4 4 ,  . 3 5 4 7 ,  1 . 2 5 4 8 2 ,  . 9 8 1 0 4 ,  . 6 3 9 8 2 ,  
1.56435, 1.33922, 1.03252, and  1.33326. The sam ple m ean and  the 
s ta n d a rd  deviation using  the full d a ta  were 1.27 and  0.921, respectively. 
The following is the  plot of the posterio r density  of the m ean;g*(//Icryv) 
u sin g  M athem atica. The Bayes estim ate  of the  m ean ju is the  posterior 
m ean 1.307.
20 .5 1 .5 2 .5 31
Figure 7: Posterior D ensity of the  m e a n ,// = 1.27, cr = .921
25
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Exam ple 3B (Censored Data)
The sim ula ted  d a ta  se t of exam ple lA w ith DL=.l and  k=2 are the
following:
< .1 ,  < .1 ,  1 . 1 5 0 9 ,  2 . 3 3 6 6 9 ,  3 . 0 3 2 6 2 ,  1 . 4 1 3 2 8 ,  2 . 1 2 5 2 1 ,  2 . 1 8 6 0 8 ,
1L91767,  1L42204,  1 . 7 8 7 7 4 ,  2 . 6 0 3 4 9 ,  . 5 3 3 6 3 ,  L 5 9 1 1 1 ,  . 8 5 8 5 ,  . 1 7 4 8 9 ,  
2 . 2 3 6 3 6 ,  . 1 8 8 8 5 ,  1 . 3 8 4 0 5 ,  1 . 2 3 1 1 5 ,  . 5 4 0 2 3 ,  2 . 4 0 6 4 4 ,  . 3 5 4 7 ,  L 2 5 4 8 2 ,  
. 9 8 1 0 4 ,  . 6 3 9 8 2 ,  1 . 5 6 4 3 5 ,  1 . 3 3 9 2 2 ,  1 . 0 3 2 5 2 ,  a n d  1 . 3 3 3 2 6 .  T h e  s a m p l e
m ean and  the  s tan d a rd  deviation obtained using  the  28 observed values 
were 1.415 and  0.750, respectively. The following is the plot of the 
posterior density  of the m ean: 1 a y  x) u sing  M athem atica. The Bayes
estim ate  of the  m ean // is the posterior m ean 1.5256 and  the upper 
credible lim it (UCL) is 1.18.
1.5
1 . 61.3 1 . 5 1 . 71 . 4
Figure 8: Posterior D ensity  of the  m e a n ,// = 1.415, a  = .750
26
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Exam ple 4A (Full Data)
A sim ulated  d a ta  se t of size 30 w as generated from  norm al population 
w ith m ean, / i= l  and  cr = l ,  N (1, 1), .11126, 1 .75206, 1.17052, 3.15024, 
3 . 1 8 0 9 4 ,  L 5 6 1 7 9 ,  . 9 2 7 ,  2 . 1 4 1 6 9 ,  ^ 4 6 9 9 5 ,  2 . 1 8 1 1 8 ,  . 9 8 1 4 5 ,  L 4 1 0 4 2 ,  
3 . 1 0 1 9 8 ,  2 . 7 8 7 7 9 ,  . 7 1 5 9 9 ,  . 5 4 3 6 2 ,  . 5 4 4 1 ,  2 . 7 1 0 5 8 ,  2 . 6 0 9 8 2 ,  . 7 7 7 7 2 ,  
1 . 8 0 4 1 9 ,  - . 1 9 7 3 1 ,  - 1 . 1 2 4 7 1 ,  1 . 5 0 8 4 6 ,  1 . 1 8 4 5 6 ,  . 5 0 0 3 6 ,  . 6 1 2 5 9 ,  - . 9 5 0 3 8 ,  
3.26472 , and  1.4098. The sam ple m ean and the  s tan d ard  deviation 
u s in g  the full d a ta  were 1.33 an d  1.216, respectively. The following is 
the  plot of the  posterior density  of the m ean: | cry v) using
M athem atica. The Bayes estim ate  of the m ean /u. is the  posterior m ean 
1 .3 5 9 .
2 2 .5 31 . 510 . 5
Figure 9: Posterior D ensity  of the  m e a n ,/ /= 1.33, cr = 1.216
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Exam ple 4B (Censored Data)
The sim ula ted  d a ta  se t of exam ple lA  with DL=.l and  k=4 are  the
following:
<.1 ,  < .1 ,  < .1 ,  < .1 ,  . 1 1 1 2 6 ,  1 . 7 5 2 0 6 ,  1 . 1 7 0 5 2 ,  3 . 1 5 0 2 4 ,  3 . 1 8 0 9 4 ,  1 . 5 6 1 7 9 ,  
. 9 2 7 ,  2 . 1 4 1 6 9 ,  2 . 1 8 1 1 8 ,  . 9 8 1 4 5 ,  1 . 4 1 0 4 2 ,  3 . 1 0 1 9 8 ,  2 . 7 8 7 7 9 ,  . 7 1 5 9 9 ,  
. 5 4 3 6 2 ,  . 5 4 4 1 ,  2 . 7 1 0 5 8 ,  2 . 6 0 9 8 2 ,  . 7 7 7 7 2 ,  L 8 0 4 1 9 ,  L 5 0 8 4 6 ,  1 . 1 8 4 5 6 ,  
. 5 0 0 3 6 ,  . 6 1 2 5 9 ,  3 . 2 6 4 7 2 ,  and  1 .4 0 9 8 .  The sam ple m ean and  the 
s ta n d a rd  deviation obtained u sin g  the 26 observed values were 1.64 and  
0 . 9 7 2 ,  respectively. The following is the  plot of the posterior density  of 
the m ean: 1 cry z) using  M athem atica. The Bayes estim ate of the
m ean // is the posterior m ean 1.7972 an d  the  upper credible limit (UCL) 
is 1.82.
1. 75
1 . 5
1 . 25
0.75
0 . 2 5
1.81 . 5 1.6 1 . 71 . 3 1 . 4
Figure 10: Posterior D ensity of the  m ean, ^  = 1.64, cr = .972
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Exam ple 5A (Full Data)
A sim ulated  d a ta  se t of size 30 w as generated  from norm al population  
w ith m ean, //=1 and  cr = l ,  N (1, 1), .98559, 1.72512, .76537, 3 .06721,
3 . 1 9 2 1 ,  2 . 0 1 2 0 9 ,  1 . 9 1 7 9 4 ,  ^ 1 1 0 6 1 ,  . 9 6 9 0 8 ,  1 . 0 9 4 5 2 ,  2 . 5 2 3 9 8 ,  . 4 6 5 9 ,  
1 . 6 0 9 5 2 ,  . 5 4 2 8 8 ,  - . 1 7 7 4 8 ,  . 7 4 2 8 5 ,  - . 3 2 0 5 5 ,  1 . 8 4 5 9 5 ,  - . 2 5 3 0 3 ,  1 . 4 6 5 9 1 ,  
4 . 0 5 3 1 1 ,  2 . 0 3 3 5 3 ,  - 1 . 4 2 6 6 6 ,  - . 1 3 4 5 2 ,  - . 4 0 6 2 2 ,  . 8 8 7 3 3 ,  1 . 3 5 6 2 8 ,
1 . 3 6 0 4 3 ,  2.10606, an d  .30362. The sam ple m ean and  the s tan d ard  
deviation using  the full d a ta  were 1.14 and  1.212, respectively. The 
following is the  plot of the posterior density  of the  m ean: g {p | cryx) u sing  
M athem atica. The Bayes estim ate of the m ean  p  is the posterior m ean 
1 .1 9 6 .
0 .5 1 1 .5 2 2 .5 3
Figure 11: Posterior D ensity of the  m e a n ,// = 1.41, cr = 1.212
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Exam ple 5B (Full Data)
The sim u la ted  d a ta  se t of exam ple lA w ith DL=.l and  k=7 are the
following;
<.1,  < .1 ,  < .1 ,  < .1 ,  < .1 ,  <.1,  < .1 ,  . 9 8 5 5 9 ,  1 . 7 2 5 1 2 ,  . 7 6 5 3 7 ,  3 . 0 6 7 2 1 ,
3 . 1 9 2 1 ,  2 . 0 1 2 0 9 ,  E 9 1 7 9 4 ,  . 9 6 9 0 8 ,  E 0 9 4 5 2 ,  2 . 5 2 3 9 8 ,  . 4 6 5 9 ,  1L60952,  
. 5 4 2 8 8 ,  . 7 4 2 8 5 ,  1 . 8 4 5 9 5 ,  1 . 4 6 5 9 1 ,  1 . 4 6 5 9 1 ,  4 . 0 5 3 1 1 ,  2 . 0 3 3 5 3 ,  . 8 8 7 3 3 ,  
1 . 3 5 6 2 8 ,  1 . 3 6 0 4 3 ,  2.10606, and  .30362. The sam ple m ean  and  the 
s ta n d a rd  deviation obtained  using  the 23 observed values were 1.610 
and  0 . 9 4 2 ,  respectively. The following is the  plot of the posterior density 
of the  m ean: 1 (jyx) u sin g  M athem atica. The Bayes estim ate  of the
m ean // is the  posterior m ean  1.6825 an d  the u p p er credible lim it (UCL) 
is 1.71.
300
250
200
150
100
50
1 . 6 1 . 7 1 .81 . 3 1 . 4 1 . 5
Figure 12: Posterior D ensity of the  m e a n , = 1.610, cr = .942
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Exam ple 6 from Singh an d  Nocerino (2002)
A sim ula ted  d a ta  se t of size 15 was ob tained  from a  norm al 
population  w ith m ean , /y= 1.33 and  s tan d ard  deviation, cr = .2, N (1.33, 
.2), w ith detection limit, L=1.0, and  k=2. The left-censored d a ta  are; <1.0, 
<1T), 1 . 2 8 8 3 ,  1 . 1 6 1 2 ,  1 . 1 5 6 ,  1L3251,  E 1 5 6 8 ,  1 . 5 6 3 8 ,  1 . 2 9 1 4 ,  1 . 3 2 5 3 ,  
1.2884, 1.4688, 1.4581, 1.3641, and  1.1342. The sam ple m ean and  the 
stan d ard  deviation obtained from the 13 observed d a ta  values are 1.306 
and 0.134, respectively. The following is the posterio r probability density  
plot of the m ean: g ’(/i I o-y x) of the left-censored data . The Bayes 
estim ate of the  m ean  ju is the posterior m ean 1.5123 and the  upper 
credible lim it (UCL) is 1.7.
40
20
2 2 . 5 31 . 5
Figure 13: Posterior D ensity of th e  m e a n ,//=  1.306, cr = .134
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Exam ple 7 from Singh and  Nocerino (2002)
T his left-censored d a ta  se t is taken  from the U.S. EPA RCRA 
gu idance docum ent [1992]. The detection limit, DL, is 1,450. The d a ta  
h a s  3 non-detects an d  21 observed values and they are: <1450, <1450, 
< 1 4 5 0 ,  1 8 5 0 ,  1 7 6 0 ,  1 7 1 0 ,  1 5 7 5 ,  1 4 7 5 ,  1 7 8 0 ,  1 7 9 0 ,  1 7 8 0 ,  1 7 9 0 ,  1 8 0 0 ,  
1 8 0 0 ,  1 8 4 0 ,  1 8 2 0 ,  1 8 6 0 ,  1 7 8 0 ,  1 7 6 0 ,  1 8 0 0 ,  1 9 0 0 ,  1 7 7 0 ,  1 7 9 0 ,  enxl 
1780. The sam ple m ean an d  s tan d a rd  deviation using  the 21 
observations are 1771.91 and  92 .702 , respectively. The following is the 
posterio r probability density  plot of the m ean: | cry v) of the left-
censored  da ta . The Bayes estim ate  of the m ean // is the  posterior m ean 
1771.7 an d  the u p p er credible limit(UCL) is 1775.
I
1400 1500 1600 1700 1800 1900 2000 2100 2200 2300
Figure 14: Posterior D ensity  of the  m ean ,/i = 1771.9, cr = 92.702
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The following table is com parison  resu lt from Newman, M.C., K.D. 
G reene, an d  P.M.Dixon. 1995. U ncensor v4.0. S avannah  River Ecology 
Laboratory. 91 p.
Table 1: C om parison of D ifferent M ethods (Uncensored data)
D ata  Set M ethod Mean 95% Confidence 
Interval 
Mean
N = 1 3 5 Iterative M axim um  
Likelihood 
W insorization 
Bayesian M ethod
1 8 . 2 6 5
1 8 . 2 6 5  
1 9 . 2 5
1 7 . 6 1 4 - 1 8 . 9 6 1
1 7 . 6 1 3 - 1 8 . 9 1 7
19.5 (UCL)
N = 2 0 0 Iterative M axim um  
Likelihood 
W insorization 
Bayesian M ethod
1 8 . 7 8 3
1 8 . 7 8 3
19.1
1 8 . 2 3 1 - 1 9 . 3 3 5
1 8 . 2 3 0 - 1 9 . 3 3 6
19.7(UCL)
Table 2: C om parison of Different M ethods (Censored data)
D ata  Set M ethod Mean 95% Confidence 
Interval 
Mean
N=135 
DL= 15.57
Iterative M axim um  
Likelihood 
W insorization 
Bayesian M ethod
1 8 . 2 6 9
1 8 . 6 0 2
19.4514
1 7 . 6 3 6 - 1 8 . 8 9 9
1 7 . 5 9 3 - 1 9 . 2 6 1
19.9 (UCL)
N=200
DL=15.40
Iterative M axim um  
Likelihood 
W insorization 
Bayesian M ethod
1 8 . 8 3 9
1 8 . 8 6 8
19 .2
33
1 8 . 3 1 - 1 9 . 3 6 6
1 8 . 2 6 6 - 1 9 . 4 6 9
19.5(UCL)
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CHAPTER 5
SUMMARY AND CONCLUSION 
This paper is concerned  w ith the B ayesian estim ate  of the m ean  of 
the left-censored data . Considering the  non-inform ative prior, the 
m arginal posterio r probability density function of the  m ean from left- 
censored d a ta  w as obtained. However, th is  density  function can no t be 
integrated analytically; num erical integration therefore w as im plem ented 
to obtain the posterio r m ean and the u p per credible limit. Several 
num erical exam ples are p resen ted  for illustration .
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