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ABSTRACT
We identify shell structures in the Milky Way for the first time. We find 2 shells in the Virgo
Overdensity (VOD) region and 2 shells in the Hercules Aquila Cloud (HAC) region using Sloan Digital
Sky Survey and Gaia data. These shell stars are a subset of the substructure previously identified
as the Virgo Radial Merger (VRM). Timing arguments for these shells indicate that their progenitor
dwarf galaxy passed through the Galactic center 2.4 ± 0.2 Gyr ago. Based on the time of collision,
it is also possible that the VRM is related to the phenomenon that created phase-space spirals in the
vertical motion of the disk and the Splash, and could have caused a burst of star formation in the
inner disk.
We analyze phase mixing in a collection of radial merger N -body simulations, and find that shell
structure similar to that observed in Milky Way data disappears by 5 Gyr after collision with the
Galactic center. The method used to calculate the merger time of the VRM was able to reliably
recover the correct merger times for these simulations.
Previous work supports the idea that the VRM and the Gaia Sausage/Gaia-Enceladus Merger are
the same. However, the Gaia Sausage is widely believed to be 8–11 Gyr old. The disparate ages
could be reconciled if the larger age is associated with an infall time when the progenitor crossed the
virial radius; we do not constrain the time at which the progenitor became bound to the Milky Way.
Alternatively, the Gaia Sausage could be younger than previously thought.
1. INTRODUCTION
Overdensities in the Milky Way’s stellar halo provide information about the shape of the halo’s gravitational po-
tential, and indicate that the outer portions of the Galaxy are not in equilibrium. One such overdense feature in
the halo is the Virgo Overdensity (VOD), which was originally identified by Vivas et al. (2001) as an overdensity of
RR Lyrae stars (RRLs) in the Virgo constellation. The VOD contains a wealth of stellar substructure, including the
Sagittarius Stream (Ibata et al. 2001), the Virgo Stellar Stream (Duffau et al. 2006), the Parallel Stream (Sohn et al.
2016; Weiss et al. 2018b), the Perpendicular Stream (Weiss et al. 2018b), associated moving groups (Duffau et al.
2014; Vivas et al. 2016), and other minor structure such as the Cocytos Stream (Grillmair 2009; Donlon et al. 2019).
A thorough history and background of the VOD can be found in the introduction of Donlon et al. (2019).
Donlon et al. (2019) showed that a single orbit passed through the two largest moving groups identified in
Duffau et al. (2014). This orbit was highly radial, with an apogalacticon of 26 kpc and a perigalacticon of 0.3 kpc.
Donlon et al. (2019) evolved an N -body simulation of a single Sagittarius-sized dwarf galaxy along this radial orbit for
2 Gyr, and found that it simultaneously fit material previously attributed to the Perpendicular Stream, the Parallel
Stream, the Virgo Stellar Stream, all of the associated moving groups, and some material previously thought to belong
to the Sagittarius Stream. Thus, a single radial structure explained the majority of the substructure in the VOD.
Donlon et al. (2019) named the radial merger event that created the VOD the Virgo Radial Merger (VRM), and it is
characterized as being responsible for a collection of stars in the VOD on radial orbits with a wide range of energies.
In this work, we use the term “VRM” to refer to the the merger event between the progenitor of the VOD and the
Milky Way.
The VRM has been connected with other halo substructure besides the VOD. Li et al. (2016) identified the Eridanus-
Phoenix Overdensity (EPO) in the south Galactic halo, and noted that the VOD, the Hercules Aquila Cloud (HAC,
Belokurov et al. 2007), and the EPO all lie on a single polar orbit. Similarly, Simion et al. (2019) proposed a common
2origin for the VOD and the HAC, but noted that the VOD and the south portion of the HAC were on opposite sides
of the Milky Way. Simion et al. (2019) did not look at the HAC in the north or the EPO. Donlon et al. (2019) found
that a simulated VRM left debris in the regions of the VOD, the HAC, and the EPO, and proposed that a single radial
merger could be responsible for all three overdensities. In that case, the overdensities would not share a single polar
orbital plane, but would lie along the three “spokes” of a single trefoil structure with perigalacticons within a kpc of
the Galactic center.
The VOD and HAC are thought to be connected to the Gaia sausage, a structure in Galactocentric velocity space that
is characterized by a wide dispersion in radial velocity and a narrow dispersion in rotational velocity (Belokurov et al.
2018). Thus, all three structures may be the result of a massive, ancient, and highly radial event dubbed the Gaia
Sausage Merger (GSM, Simion et al. 2019), also known as the Gaia-Enceladus Merger (Helmi et al. 2018). We choose
to refer to the merger event as the GSM for the remainder of this work, though it should be acknowledged that the
merger event was independently discovered by multiple groups. While Helmi et al. (2018) characterized the Gaia-
Enceladus Merger as a retrograde halo structure, Belokurov et al. (2019) classified the retrograde portion of the
material in the halo as the “Sequoia”, and not belonging to the Sausage.
The GSM is thought to have occurred between 8 and 11 Gyr ago (Belokurov et al. 2018; Helmi et al. 2018;
Simion et al. 2019). The main argument for this age of the GSM is that the merger is responsible for the creation
of the thick disk, which is dated by an end of star formation in thick disk stars between 8 and 11 Gyr ago. If the
GSM is indeed responsible for the puffing up of the thick disk, then the time that the thick disk was quenched would
correspond to the time at which the GSM heated the disk. This timeline suggests a quiescent Milky Way, where our
Galaxy experienced a few massive mergers early on in its history, but was mostly collision-free until recent times.
Figure 5 of Donlon et al. (2019) shows that the N -body simulation of the VRM left material in the local Solar region
that was nearly identical to the characteristic shape of the Gaia Sausage. Additionally, the VRM left debris in the
VOD and HAC, which is the same material that Simion et al. (2019) claims makes up the Gaia Sausage. The halo
is thought to be composed primarily of debris from a single radial merger event (Deason et al. 2013; Belokurov et al.
2018; Deason et al. 2019). If this is the case, it is possible that the VRM and the GSM are the same, and that the
single merger event is responsible for the majority of mass in the stellar halo. The counterargument comes from the
timeline. Donlon et al. (2019) used simulations to show that the VRM could recreate the observed debris in the local
Solar Neighborhood, the VOD, and the HAC if it occurred just 2 Gyr ago. This is 6–9 Gyr after the hypothesized time
of the GSM. In this work, we show that the coherent structures associated with the VRM could not have survived
for 8–11 Gyr. Thus, if the VRM and GSM are the same, the latter must have occurred more recently than originally
thought.
Motivated by the disparity between the proposed ages of the VRM and the GSM, we seek a new method to identify
the age of the VRM using shell substructure. Shells are common in elliptical galaxies, and are widely thought to be
the artifacts of major radial merger events (Hernquist & Quinn 1988; Sanderson & Helmi 2013). They are named for
their appearance as thin, extended “umbrella”-like groups of stars at uniform Galactocentric radius. Shells arise at
the turning points in the orbits of stars in the debris field of a radial merger event, and the stars in shells should
therefore have near-zero Galactocentric radial velocity. We aren’t able to measure the velocities of material in these
shells outside of the Milky Way, which would help confirm this interpretation. However, such a full kinematic survey
of shell stars is possible in the Milky Way.
In this work we identify shell substructure in the Milky Way for the first time, and we argue that these shells are
indeed associated with the VRM and therefore a radial merger event. Through analysis of N -body simulations of
radial mergers, we develop metrics to describe how radial mergers evolve, and the timescales over which this occurs.
We find that phase mixing places an upper limit of 8 Gyr for locating shell substructure in this radial merger; after
that, the shells cannot be isolated in any of the simulations. Rewinding the particles in the VRM’s shell substructure
back to the time when the progenitor fell through the center of the Milky Way allows us to calculate an infall time of
2.4 ± 0.2 Gyr ago. This result is similar to the previously hypothesized age of the VRM from Donlon et al. (2019).
2. DATA
We construct two sets of observational data in the Milky Way halo; one for RRLs, and the other for Blue Horizontal
Branch stars (BHBs). Each dataset contains full 6-dimensional phase space information for each star, distances
calculated using the presumed absolute magnitudes for the standard candles, proper motions obtained from Gaia Data
Release 2 (DR2, Gaia Collaboration et al. 2016, 2018), and radial velocities determined from spectra obtained from
3the Sloan Digital Sky Survey Data Release 14 (SDSS DR14, Blanton et al. 2017; Abolfathi et al. 2018). We utilized
the method outlined in Johnson & Soderblom (1987) to calculate 3D Galactocentric velocities from this information.
Many recent analyses of the stellar halo were performed in the local solar region using only Gaia data. By utilizing
SDSS, we restrict ourselves to a much smaller region of the sky (notably, missing the EPO), but gain more accurate
radial velocities at larger distances than would be possible using Gaia data alone. Additionally, using SDSS as well
as Gaia allows us to utilize BHBs as tracers; selecting BHBs and calculating their distances requires accurate ugriz
photometry that is available in SDSS data.
The RRL dataset consists of objects classified as RRL stars in Gaia DR2. We follow the process outlined in
Iorio & Belokurov (2019) in order to obtain the most RRLs possible and ensure clean data. This process consists
of taking stars from the Gaia DR2 vari rrlyrae and vari classifier result tables and also including data from the
general gaia source table based on the source id of each star. The apparent magnitudes of the RRL stars in the
variable star tables were calculated by modelling the light curves with a truncated Fourier series in order to determine
the intensity-averaged mean magnitudes (Neeley et al. 2019; Clementini et al. 2019). The apparent magnitudes were
then used to calculate the distances to each star, where the absolute magnitudes of all RRLs were assumed to be 0.63
in the Gaia G-band (Muraveva et al. 2018).
Following the procedure used in Iorio & Belokurov (2019), we restrict our dataset based on two selection criteria: we
enforce that astrometric excess noise < 0.25, and phot bp rp excess factor < 1.5. The former, astrometric excess noise,
describes the disagreement between observations of a source and the Gaia astrometric model, and is likely insignificant
for values below 2 (Lindegren et al. 2012). The latter, phot bp rp excess factor, is an estimation of background and
contamination issues affecting the Gaia BP and RP photometry (Riello et al. 2018). Both of these criteria are found
in the main gaia source table. Iorio & Belokurov (2019) also enforce a constraint that the reddening must be low
(E(B − V ) < 0.8). We do not enforce this cut, as we did not find any portion of our two fields to have an average
reddening E(B − V ) > 0.9 due to the fact that our fields are not positioned near the disk. We then matched our
Gaia sample to all stars with spectra in SDSS DR14, using the TOPCAT software (Taylor 2005) to perform an on-sky
match with a maximum tolerance of 1′′ separation. Figure 1 shows our final RRL dataset, containing 4772 stars.
We select BHB stars for our second dataset from SDSS DR14 photometry. We use extinction-corrected color cuts of
-0.25 < (g - r)0 < 0, 0.8 < (u - g)0 < 1.5 (Yanny et al. 2000) to identify BHBs, as well as a surface gravity cut of 0 <
log gWBG < 3.5 (Newberg et al. 2009) in order to eliminate blue stragglers. The distance to each star was calculated
using the absolute magnitude relation for BHBs (Deason et al. 2011),
Mg(BHB) = 0.434− 0.619(g − r)0 + 2.319(g − r)20 + 20.449(g − r)30 + 94.517(g − r)40. (1)
We matched this data to Gaia DR2 proper motions in the same way that we matched the RRL dataset. This provides
us with a BHB dataset that contains 6243 stars, and a total of 11,015 stars between the two datasets.
Figure 1 shows the regions of interest, namely the VOD and HAC regions, where we expect to find primarily VRM
debris in relation to the SDSS footprint. The VOD region is defined as 175◦ < R.A. < 210◦ and -10◦ < Dec. < 10◦
(Vivas et al. 2016). The HAC canonically exists in two parts: the HAC in the north (b > 0◦) and the HAC in the
south (b < 0◦). Our data is limited to the SDSS footprint in the north Galactic cap, so we will only be considering
the HAC region in the north. A reasonable extent of the HAC in the north is 20◦ < l < 75◦ and 20◦ < b < 55◦
(Martin et al. 2018). From this point forward, we will refer to the “north portion of the HAC” as the HAC region.
There are 500 RRLs (10% of total RRLs in the sample) and 446 BHBs (7% of sample BHBs) in the VOD region.
There are more stars in the HAC region, with 828 RRLs (17% of sample RRLs) and 1028 BHBs (16% of sample BHBs).
This gives us 946 stars in total in our VOD dataset and 1856 stars in total in our HAC dataset. The difference in star
counts between the two regions is likely due to a combination of the HAC region covering a larger portion of the sky
than the VOD and thick disk contamination in the HAC region. The VOD appears to visually extend to higher Dec.
values, tracing the Perpendicular Stream (Weiss et al. 2018b).
We derive our 6D phase space information for each star from standard candle estimates of distances, position on
the sky, SDSS radial velocity, and Gaia proper motions. Error in SDSS radial velocity and Gaia proper motions are
given in the survey data. We assume negligible errors in position on the sky (σα = σδ = 0). Distance errors in RRLs
are calculated using an absolute magnitude error of ±0.08 in the Gaia G-band (Muraveva et al. 2018), and distance
errors in BHBs as measured using SDSS photometry were approximated as 10% of the distance value (Martin et al.
2018). We calculate errors in Galactocentric radius r, Galactocentric radial velocity vr, and angular momentum Lz
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Figure 1. An on-sky plot of our full 6D data set. Red points represent RRL stars, and blue points represent BHB stars.
Locations of the VOD (solid line) and HAC (dashed line) fields are indicated. The extent of our fields extend beyond the filled
footprint of the SDSS survey field in order to include data from as many spectral plates as possible. There are 4,772 RRL stars
and 6,243 BHB stars in this figure, for a total of 11,015 stars between the two datasets. There are 946 stars in the VOD region
and 1,856 stars in the HAC region.
with standard error propagation techniques. The average errors over both datasets are: σr = ±0.5 kpc, σvr = ±21
km s−1, and σLz = ±240 kpc km s−1.
3. IDENTIFYING SHELLS IN THE MILKY WAY
Radial collisions result in “shells” on opposite sides of the host galaxy’s center at the location of each apogalacticon
(Hernquist & Quinn 1988). In the idealized case where the host potential is spherical and the progenitor’s orbit is
exactly radial, the corresponding shells will be spherically symmetric, or “umbrella shaped.” In galaxies such as the
Milky Way, the disk is enough to break spherical symmetry. It is also widely believed that dark halos are aspherical.
The shells that arise in systems such as these are, in general, less sharply defined and no longer lie are surfaces of
constant Galactocentric radius (Hernquist & Quinn 1988; Sanderson & Helmi 2013). Nevertheless, they share similar
kinematic properties with their spherical counterparts (Sanderson & Helmi 2013). In the Milky Way, we expect to
identify shells that are not spherically symmetric because the Milky Way’s potential is not spherical, as is obvious
from the presence of a significant disk component.
In this work we use the terminology laid out in Sanderson & Helmi (2013) regarding shell structure. The terms are
defined from a top-down perspective: “Radial merger” describes a merger event with low angular momentum that
will create shell structure. “Caustic structure” describes the entirety of the material with similar energy values in a
radial merger that will cause a particular shell. A caustic structure is not only limited to material in a shell, but also
includes material that is falling from a shell back towards the host galaxy, or is moving away from the host galaxy to
form a shell. “Caustic surface” refers to the r–vr phase space surface along which material in a caustic structure lies.
“Shell,” or “shell (sub)structure,” refers to the portion of the caustic surface with radial velocities near zero where
stars bunch up to form the characteristic “umbrella” in position space.
One way to identify shell substructure is to plot the r− vr phase space distribution of stars, where r and vr are the
Galactocentric radius and Galactocentric radial velocity, respectively. In these coordinates, shells appear as parabolic
or “candy corn” shaped structures (Hernquist & Quinn 1988; Sanderson & Helmi 2013). However, phase mixing on
the order of even a few Gyr wraps the merger debris enough that the shells begin to overlap in phase space. Based on
5the velocity errors in our datasets, we do not have the necessary resolution to identify shell substructure in the Milky
Way using a phase space approach.
We will instead identify shell structure in stars with near zero radial velocity, vr, as measured from the Galactic
center. By selecting stars in a small vr range around zero, we preferentially select stars at the surface of shells and
remove stars in other structures at the same distances, and also eliminate the interior portions of the radial merger,
where the stars are not currently in shells. This technique allows us to avoid fitting models to our velocity data,
which has larger errors than the position data. In a histogram of the radial position from the Galactic center, r, of
merger stars, peaks arise at the surface of each shell (Hernquist & Quinn 1988). This works in a spherically symmetric
potential, but would be problematic in an axisymmetric potential, as any particular shell will not necessarily be located
at the same r everywhere in an axisymmetric potential (Hernquist & Quinn 1988; Sanderson & Helmi 2013). However,
by restricting our analysis to a small region of the sky, any particular shell in that region will be located within a small
range of Galactocentric radii, which allows us to recover the density peak. Since shells arise where the member stars
are bunched up at apogalacticon, the vr of stars in a shell will be near zero.
Other stellar structures with small vr may be located at the same distances as shells in the sky, notably structures
on nearly circular orbits. Shells must have small angular momentum, because they are radial structures. In an
axisymmetric potential we typically only consider Lz angular momentum, as Lx, Ly, and L are not true integrals of
the motion. By cutting the data so that Lz < 500 kpc km s
−1, we eliminate structures on non-radial orbits while
retaining shell structure. In the VOD region, this eliminates Sagittarius Stream member stars from our data at higher
distances. It should be noted that further angular momentum cuts may be required in datasets in other parts of the
sky, as objects on highly polar, non-radial orbits will still have low Lz, but are not in shells.
3.1. Developing a Shell Model
We utilize the analytical phase space density model for a caustic structure derived in (Sanderson & Helmi 2013),
f(r, vr) ∝ 1
r
5/2
s Ωs
√
κ
δ2r
exp
{−[rs − r − κv2r ]2
2δ2r
}
, (2)
where rs is the distance of the shell from the Galactic center, κ describes the curvature of the caustic surface, δr is the
characteristic width of the shell, and Ωs is the solid angle spanned by the shell. The curvature of the caustic surface
depends on the underlying potential,
κ ≈ 1|2g(r)| , (3)
where g(r) is the gravitational force towards the Galactic center at a distance r from the center of the Galaxy.
In order to isolate shell stars, we wish to describe the density of stars with some |vr| < vc in a caustic surface,
where vc is chosen to select as large and as pure a sample of shell stars as possible. This selection will allow us to
determine the corresponding shape of the shells in our radial density histograms. We integrate over our velocity range
(−vc < vr < vc) to find our density function:
ρ(r) =
∫ vc
−vc
f(r, vr)dvr (4)
We do not require a complete computation of this expression, as we simply wish to determine its approximate form.
Assuming that vc is small, we approximate the integral as a rectangle of width 2vc and height f(r, 0),
ρ(r) ≈ 2vc · f(r, 0). (5)
Evaluating this expression yields
ρ(r) ∝ 2vc
r
5/2
s
√
κ
δ2r
exp
{−[rs − r]2
2δ2r
}
, (6)
which is a Gaussian distribution, where the overall amplitude of the density peak depends linearly on our value of vc.
Thus, it is reasonable to approximate the radial density of stars in a caustic structure as a Gaussian for sufficiently
small values of vc.
Figure 2 shows a comparison of this Gaussian approximation to the original model. Note the slight difference in
the radial location of the maximum of each model, and that the Gaussian distribution has a smaller maximum than
the original model. This means that we have fewer stars available when looking at shells compared to entire caustic
surfaces; the trade-off is that shells are substantially easier to isolate.
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Figure 2. Selection of shell structure from a caustic structure. LEFT: We compare the radial density of the caustic model from
(Sanderson et al. 2017, blue) and a Gaussian approximation to the portion of the caustic that is in a shell, as selected using
|vr| < 10 km s
−1 (orange). In this example, our model parameters are rs = 20 kpc, δr = 1 kpc, and κ = 4.74×10
−4 kpc s2
km−2. Smaller values of κ (a steeper phase space curve) result in larger amplitudes in the corresponding Gaussian distributions.
The center of the Gaussian is slightly offset to larger values of r compared to the peak of the caustic distribution. Note that
the Gaussian approximation has a smaller amplitude than the caustic model. This is due to removal of stars near apogalacticon
in the caustic structure, but with velocities outside of |vr| < 10 km s
−1. RIGHT: We show the vr–r phase space distribution
for the caustic model given in the left panel. The subset of the phase space used in the Gaussian approximation lies between
the red lines. The maximum value of the approximation is less than the maximum value of the caustic model because stars at
similar r in phase space are excluded from the approximation by the vr cut.
3.2. Fitting the Model to Observed Data
The requirement for the approximation performed in Section 3.1 requires that κv2r ≪ |rs − r|. We determine that
κ = 4.74×10−4 kpc s2 km−2 after evaluating Equation 3 for the model potential we use for the Milky Way in this
work (see Section 4.1) at a distance of 25 kpc from the Galactic center and 25/
√
2 kpc above the disk. This is roughly
the location of the VOD. A reasonable shell width, δr, is on the order of 1 kpc (Sanderson & Helmi 2013), which
corresponds to a typical separation of |rs − r| < 0.5 kpc. Solving for the requirement of the approximation, we find
that |vr| < 30 km s−1. Due to our large velocity errors (σvr = ±21 km s−1), we require that |vr| < 10 km s−1 in order
to reduce contamination from material that is not actually in shells.
Figure 3 shows histograms of Galactocentric radius, r, for the observed data, including all of the sample stars in
both the VOD and HAC fields with |vr| < 10 km s−1 and |Lz| < 500 kpc·km s−1. We acknowledge that our radial
velocity cut likely removes many stars that are actually in shells from the datasets due to our large radial velocity
errors; the entire range of velocity in the selected data is about the same as the one sigma velocity error. Cutting in
Lz is less problematic, as our error in angular momentum is less than a quarter of our cut range.
In Figure 3, several Gaussians are fit to the histograms of the cut data using a Gaussian mixture model. The radial
density of each Gaussian is modelled as
f(r) = a exp
{−(r − b)2
2c2
}
, (7)
where the values of a, b, and c are determined by a fitting algorithm. The fitting algorithm minimizes a binned residual
sum of squares,
χ2 =
m∑
i
1
η
[ ∫ ri+1
ri
f(r)dr − ni,obs
]2
, (8)
where m is the number of bins, f(r) is the fit model, ri and ri+1 describe the bounds of the i
th bin, and ni,obs is the
value of the ith bin of the histogram of observed data. The observed data is compared to the integral of the fit model
over each bin instead of the value of the model at the center of each bin. This will constrain the fit model to the
number of stars in the data, as well as improve the estimate of the width of each shell. We also use a normalization
constant η:
η = N − k − 1, (9)
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Figure 3. TOP: Histograms of the number of RRL and BHB stars in the VOD (left) and the HAC (right) regions, as a function
of Galactocentric radius (solid gray). The data has been cut to satisfy |vr| < 10 km s
−1 and |Lz| < 500 kpc km s
−1. Plotted on
top of this data in hatched bars are our best Gaussian mixture model fits for shells in the data. The left panel shows the two
fit (binned) Gaussians with parameters (a, b, c) = (8.6 stars kpc−1, 15.8 kpc, 1.9 kpc) and (11.2 stars kpc−1, 24.3 kpc, 0.5 kpc).
The right panel shows the two fit Gaussians with parameters (a, b, c) = (8.8 stars kpc−1, 8.8 kpc, 2.0 kpc) and (9.4 stars kpc−1,
22.1 kpc, 1.2 kpc). MIDDLE: Histograms of the data separated into RRL (red) and BHB (blue) populations. The distributions
appear to be similar to the overall distribution of material in each region. Slight differences in the distributions may be due to
distance errors, which are about the size of a bin width beyond 20 kpc. BOTTOM: On the left, the data for the two regions
are superimposed. Note that the shells in each region lie at different distances. On the right, the RRL distibution for the VOD
region (dashed white bars) are compared to the RRL data from the Vivas et al. (2016) catalogue after identical velocity cuts.
The Vivas et al. (2016) data contains RRL stars with accurate radial velocities (see Section 3.3), and suggests the existence of
shells at the same distances as our dataset does.
where N is the total number of data points in the histogram and k is the total number of parameters being fit (e.g.
for 3 Gaussians, k = 9). We use the differential evolution algorithm (Storn & Price 1997) to minimize the residual
sum of squares of our data, which provides the optimal fit for our data. Specifically, we use the implementation of the
differential evolution algorithm from the scikit-learn python package (Pedregosa et al. 2011).
We employ the Bayesian Information Criterion (BIC, Schwarz 1978) in order to determine how many shells are
statistically significant. The BIC is given by
BIC = k ln(N)− 2 ln(L), (10)
where N and k are the same as in Equation 9 and L is the maximized likelihood function L = e−χ2 . The BIC prevents
overfitting our observed data; when comparing fits with different numbers of optimal parameters, the fit with the
lowest BIC is the most statistically significant result.
We fit up to 4 Gaussians to both datasets individually, and compare the corresponding BICs. Table 1 shows the
BIC values for each Gaussian mixture model fit to the data in both regions. We find that both the VOD and HAC
8datasets are modeled best by only two Gaussians. This corresponds to four statistically significant shell structures in
total (Figure 3). Our shell structure fit reveals caustic surfaces in the VOD region at r = 15.8 kpc and 24.3 kpc, and
in the HAC region at r = 8.8 kpc and 22.1 kpc.
The HAC region is not fit as well as the VOD region with a Gaussian mixture model. This may be because the HAC
is close to the disk, so one would expect a larger number of blue straggler interlopers in the data set. Additionally, the
Hermus and Hylus streams (Grillmair 2014; Martin et al. 2018) are located in the HAC region at distances between
10 and 20 kpc from the Galactic center, and could potentially contaminate our data. Although the two Gaussian fit
to the HAC region is preferred, a single Gaussian fit cannot be ruled out by this technique.
In Appendix A, we use an alternative method to fit a Gaussian mixture model to the data without requiring us
to bin the data. We find that the results are similar, and adopting the results of the alternative method would only
change the calculated merger time of the VRM by 0.4 Gyr.
Donlon et al. (2019) showed an excess of material at 40 kpc from the Sun in the VOD, and Fardal et al. (2019)
shows an “Outer Virgo Overdensity” at ∼ 75 kpc from the Sun. The data from Vivas et al. (2016) in the bottom
right panel of Figure 3 shows an excess of stars at ∼40 kpc from the Galactic center that continues extending out
to larger distances. These structures may be outer shells formed from the VRM in the VOD region, but we are not
able to analyze them in this work due to the lack of 6D information for those stars. Lz and vr errors are large at
these distances, which inhibits our ability to properly locate distant shell substructure in observed data. These distant
shells are not incompatible with our current models, as the VRM N -body simulation from Donlon et al. (2019) placed
merger material out at 40-70 kpc from the Sun in the VOD region, and shells are seen at out to 60 kpc from the
Galactic center in the simulations described later in this work. We predict that simulations of a progenitor falling in
from the virial radius would also form shells at large r values from material in its trailing tidal tail.
3.3. Radial Velocity Errors of RR Lyrae Variable Stars
When considering stellar velocities, it is important that we recognize that RRL stars are pulsating variable stars, with
Doppler shifts due to both translational motion and the time dependent expansion and contraction of the surface of
the star. These pulsational velocities can be as large as 50 km s−1 (see Figure 2 of Sesar 2012, Figure 5 of Duffau et al.
2014, and Figure 2 of Vivas et al. 2016). Since RRL stars are typically targeted for SDSS spectra as potential BHB
or quasar candidates based on color, SDSS radial velocities are not calculated with pulsating variable stars in mind.
This means that our measured velocities, based only on the Doppler shift, could be wildly different than the actual
velocities of the stars.
The middle row of Figure 3 shows the data after velocity cuts have been applied to select only shell stars, split into
separate distributions of RRL and BHB stars. Although BHB stars make up a much smaller percentage of the sample
in the VOD region than in the HAC region, the distributions for different types of stars in each region appear to be
similarly distributed in Galactocentric radius. We note that these stars have distance errors around 10%. At 20 kpc
from the Galactic center, a 10% error can move the stars over in the histogram by as much as an entire bin. The slight
differences in these distributions may be due to the errors in distance, or small number statistics.
Vivas et al. (2016) created a data set of RRL stars in the VOD in a way that cuts out stars with wildly erroneous
radial velocity measurements. In this dataset, the majority of RRL stars had radial velocity uncertainties below 10
km s−1 (see Figure 3 of Vivas et al. 2016). We matched this data set with Gaia data in order to obtain 3D velocities,
and then cut it so that |vr| < 10 km s−1 in order to isolate shells. This is compared to our RRL data in the VOD
region in the bottom right panel of Figure 3. Here, the Vivas et al. (2016) data implies shells at the same distances as
our two statistically significant shells.
One might be concerned that large radial velocity errors would confuse the selection of shell stars using Galactocentric
radial velocities. However, the velocity errors just from measurement are already quite large, of the order of the random
velocity errors due to pulsation of the RRLs. Many stars that are actually in the shell are not selected due to random
error or RRL pulsation, reducing our shell signal. Stars that are actually up to 50 km s−1 away from vr = 0 could be
erroneously included in the sample. However, the right panel of Figure 3 shows that within the same caustic structure,
those stars would only be up to 2 kpc closer than the shell structure, which is within the systematic distance error.
Stars in other caustic structures would be similarly close to the shell for that caustic. RRLs that are not associated
with any VRM caustic structure and also have low Lz angular momentum are relatively uncommon, especially in the
VOD and HAC regions of the sky. This explains why we are able to recover the shells even though many RRLs could
have large radial velocity errors. The similarity between out BHB and RRL data, and the positions of shells from
9RRLs in Vivas et al. (2016) data in the VOD support the conclusion that the RRL radial velocity errors that are
derived from SDSS spectra do not significantly impact the outcomes of this work.
4. TIMING THE VRM: PHASE MIXING CONSTRAINTS
4.1. Radial Merger Simulations
In order to explore phase-mixing in radial structures, we create a suite of 120 N -body simulations of radial mergers.
These simulations are all performed with a single Plummer profile progenitor dwarf galaxy (Plummer 1911). A third
of these simulations use a dynamical mass of 109M⊙ and a scale radius of 3 kpc. These values are consistent with
measurements of typical dwarf galaxies such as the Fornax dSph (Penarrubia et al. 2008). These parameters have
been used previously as likely parameters for the progenitor of the VRM by Donlon et al. (2019), who claimed that
an N -body simulation with this mass and scale radius more accurately recovered the kinematics of the VRM than
simulations with a mass of 107M⊙ and a scale length of 0.4 kpc. In order to explore the effect of mass on radial merger
phase mixing, we also perform simulations with a dynamical mass of 108M⊙ and a scale radius of 1 kpc, as well as
simulations with a dynamical mass of 1010M⊙ and a scale radius of 10 kpc. The progenitors in these simulations are
given zero initial velocity, so that the initial energy of the dwarf galaxy is determined solely by its initial distance from
the Galactic center, and the merger is guaranteed to be nearly radial.
Since we are starting the dwarf galaxy at rest in an axisymmetric potential, there are only two parameters required
to create the full range of substructure for a particular dwarf model. These are the initial inclination angle (i) from the
Galactic disk as viewed from the Galactic center, and the initial distance from the Galactic center (r0). The inclination
angle is defined so that i = 0◦ in the disk, and i = 90◦ when the dwarf galaxy is positioned along the Galactic Z-axis.
The values we explored for i range from 0◦ to 90◦ in increments of 10◦, and the values we explored for r0 are 20, 30,
45, and 60 kpc. The observed VRM debris has an Lz distribution centered on zero (Donlon et al. 2019), so we did not
run simulations with nonzero angular momenta. We used a value of Y = 0 for the initial position of the dwarf galaxy,
as the azimuthal angle of impact does not change the simulation due to the axisymmetric symmetry of the Galaxy.
The simulations were run on the MilkyWay@home N -body software (Shelton 2018) in a static gravitational potential
consisting of a Hernquist bulge, Miyamoto-Nagai disk, and a logarithmic halo using potential parameters from Orphan
Stream Model 5 in Newberg et al. (2010). Each simulation contained 20,000 bodies, and was integrated forwards in
time for 10 Gyr. For the rest of this work, we will refer to each simulation solely based on its progenitor’s mass, initial
inclination angle, and initial distance from the Galactic center. When necessary, the results of the simulation are also
identified by a timestep.
Note that it is likely that the progenitor of the VRM was originally located at or near the Milky Way’s virial radius,
and then fell into the Milky Way along a decaying orbit. Since the orbit decayed, each apogalacticon of the dwarf
galaxy’s orbit would be located closer to the Galactic center than the previous apogalacticon. Eventually, the dwarf
galaxy collided with the Milky Way; this occurred after the final apogalacticon on the dwarf’s orbit, which determines
the final orbital energy of the progenitor dwarf galaxy. After the dwarf galaxy passed through the Milky Way, its
constituent stars became bound solely to the Milky Way, and their individual energies were locked in. We need only
to constrain the distance of the final apogalacticon pass of the progenitor of the VRM in order to characterize the
present day kinematics of the structure, which corresponds to r0.
4.2. Causticality: A Metric for Phase Mixing
Simulated radial mergers experience phase mixing of the dwarf galaxy debris over large timescales. Figure 4 shows
how small variations in the initial energies of stars in a radial merger will cause the material in shells to segregate
based on energy. This phase-wrapping causes more shells to form as the age of the radial merger increases. Phase
mixing is also caused by slight tangential velocities of stars in each shell due to variations in angular momentum. This
causes shells to grow in surface area over time. Eventually, debris from a merger reaches a phase-mixed equilibrium
within the Galaxy.
Figure 5 shows the simulation of a radial merger with initial inclination angle i = 30◦, r0 = 30 kpc, and a mass of
109M⊙. The data for this simulation was cut to mimic our data shown in Figure 3. This simulation shows that over
time, the strong peaks demonstrating shells phase mix into a smooth distribution. When a merger has phase mixed
completely, shells will no longer be present (that is, the number of caustic surfaces eventually approaches infinity and
it is impossible to detect any one shell in particular).
10
−40 −20 0 20 40
X (kpc)
−40
−20
0
20
40
Z 
(k
pc
)
0.0 Gyr
−40 −20 0 20 40
X (kpc)
−40
−20
0
20
40
Z 
(k
pc
)
0.25 Gyr
−40 −20 0 20 40
X (kpc)
−40
−20
0
20
40
Z 
(k
pc
)
0.5 Gyr
−40 −20 0 20 40
X (kpc)
−40
−20
0
20
40
Z 
(k
pc
)
0.75 Gyr
−40 −20 0 20 40
X (kpc)
−40
−20
0
20
40
Z 
(k
pc
)
1.0 Gyr
−40 −20 0 20 40
X (kpc)
−40
−20
0
20
40
Z 
(k
pc
)
1.25 Gyr
Figure 4. Galactocentric Z vs. X for six timesteps of an N-body simulation of a radial merger in a model Milky Way potential.
The six panels show a progression of timesteps spanning 1.25 Gyr. The initial parameters for this simulation are i = 30◦, r0
= 30 kpc, and a mass of 109M⊙ (see Section 4.1). The black dots show a random sample of one quarter of the bodies in the
simulation. The red “x” marks the location of the Galactic center. We follow two particles, a red circle and a cyan diamond,
throughout time; the relative magnitudes and directions of the velocities of these particles are shown with arrows. At the
beginning of the simulation, the red particle is at a lower initial energy than the cyan particle. In the next panel, they are
both falling inwards towards the Galactic center. By the top right panel, the red particle has reached apogalacticon and begun
falling inwards, while the cyan particle is moving outwards towards apogalacticon (in a shell). In the bottom left panel, one sees
that the red particle is located in a shell on the right while the cyan particle is now beginning its second infall. By this point,
there are already two shells formed in the simulation. In the bottom panels, the two particles are located in different shells.
The period of oscillation for the cyan particle is longer than that of the red particle, since the cyan particle had a larger initial
energy. Note how two shells are located above the Galactic plane, corresponding to our HAC and VOD regions, and that this
simulation predicts a third location for shells below the Galactic plane, which could correspond to the EPO. This simulation
demonstrates how shells form, and explains how the VOD, HAC, and EPO could be related through a single “trefoil” structure.
Not all particles oscillate between all three locations (for example, the red and cyan model particles do not move into the shell
located at negative Z values). The shells corresponding to the VOD and HAC are both above the plane due to the influence of
the disk; in a spherically symmetric potential, two sets of shells would be diametrically opposed.
We seek an objective way to describe the amount that a radial merger has phase mixed from its initial state. To
this end we develop a numerical metric for a histogram h, which we call the “causticality” C of that histogram. With
n bins in h, and Ni counts in the i
th bin of h, we define causticality as
C =
n∑
i=1
(Ni −Ni−1)2
n∑
i=1
(Ni +Ni−1)2
. (11)
Causticality consists of a ratio of the sum of squared differences between each bin and its previous neighbor and the
sum of squared sums of each bin and its previous neighbor. The denominator in Eq. 11 imposes that C = C(m · h)
for any constant m > 0, which ensures that the causticality only depends on the shape of the input histogram and not
the total number of data points in the histogram.
Causticality can take on all values between zero (completely mixed) and unity (completely unmixed). Consider
a distribution with particles in only one bin, or a distribution that has undergone no phase mixing; the measured
causticality of this system would be equal to unity. This is also the case for a system where every other bin is empty.
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Figure 5. Radial density histograms for the radial merger simulation with i = 40◦, r0 = 30 kpc, and a mass of 10
9M⊙. The
plotted data includes only particles with |vr | < 10 km s
−1, |Lz| < 500 kpc km s
−1, and located within a 50 degree by 40
degree region of the sky in order to mimic the observed data. Each panel shows the data at a fixed time in the simulation; the
times range from 0.5 Gyr to 10 Gyr. Note the strong peak at 0.5 Gyr. By 1.5 gyr, there are two peaks, corresponding to two
shells. After 3 Gyr, the number of shells has grown large enough that individual peaks are no longer apparent. The value of
the causticality decreases over time as the peaks become less distinct. By 5 Gyr, the simulation is fairly phase mixed, with a
causticality near zero.
On the other end, a uniform distribution has a causticality of zero. C is larger for distributions with sharp peaks
than distributions with gradual, smooth peaks: Figure 5 shows how phase mixing lowers the measured value of the
causticality over time in a simulation of a radial merger.
In practice, the measured causticality of our systems do not ever actually become zero. This is because the debris of
radial mergers relax into a smooth Gaussian distribution, not a uniform one. Additionally, the invariance of causticality
with respect to the number of particles assumes that a constant bin size is being used. Typically, bin size decreases as
more objects are added to a histogram, which can alter the measured value of causticality. Thus, it is important that
the bin sizes for the observed data and the simulated data are identical.
If observable shells are present in our data, we would expect to see a few strong, sharp peaks. As radial mergers
age, these few thin shells become wider and more numerous until the overall radial distribution approaches a smooth
distribution. We therefore expect the causticality to decrease over time for each simulation of a radial merger, until
the merger is completely phase mixed.
Appendix B contains an analysis of the uncertainty in causticality, as well as the effects of bin size on measured
causticality values. We determine that 2 kpc bin sizes are best for this data, and that the causticality of the VOD
region data is likely a better estimate of the actual merger time than the HAC region data.
This is the first time that causticality has been introduced, and we recognize that it is beneficial to perform a similar
analysis of phase mixing using a widely-studied statistic. In Appendix C, we use Kullback-Leibler Divergence (KLD,
Kullback & Leibler 1951) instead of causticality to evaluate how phase mixed a distribution is. We find that it is more
difficult to get an estimate on the merger time of the VRM from measurements of the KLD, but we are still able to
determine that the VRM must have occurred within the last 5 Gyr. One advantage of causticality over the KLD is that
causticality does not require comparison to some assumed baseline distribution: while the KLD only approaches zero
when the distribution is uniform, the causticality rapidly approaches zero as a distribution becomes smooth regardless
of its shape.
4.3. Constraining the VRM Merger Time
Figure 6 shows plots of the causticality over time for all 120 radial merger simulations, with varying inclination
angle, radius of initial infall, and mass. Evaluating the causticality for our observed data, we find that the value of
the causticality is 0.23±0.09 for the VOD region and 0.17±0.08 for the HAC region. Any background halo stars or
observational errors in these datasets will decrease the measured values of the causticality in the observed data, so
these calculated values of the causticality of the observed data are lower limits. Background stars or observational
errors will make the observed data appear to be older than it actually is, since the simulated data does not suffer from
these issues.
Figure 6 shows that simulations with larger initial distances take longer to phase mix on average than simulations
with smaller initial distances. This means that the approximate time it took the VRM debris to phase mix to its
current state depends on what the distance of the final apogalacticon (r0) of the VRM progenitor’s orbit was. In
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Figure 6. Values of causticality vs. time for all 120 simulated radial mergers. The causticality was calculated for each timestep
of a radial histogram of all stars in the simulation with |vr | < 10 km s
−1, |Lz | < 500 kpc km s
−1, and a roughly 50 degree by 50
degree portion of the sky, which was manually selected to contain the majority of the shell for each simulation. The causticality
lines have been interpolated in order for trends to be more visible. Dashed horizontal lines give the values of causticality for the
observed data in the VOD region (0.23) and the HAC region (0.17). Observational errors will move the measured causticality
of the observed data downwards, making the observed data appear older than it actually is. Each column contains data for
a given progenitor dwarf galaxy mass, given in the top left corner of the upper panel. On average, a smaller progenitor mass
means that radial merger will take longer to phase mix. The top panels show mean causticality for simulations with a given
initial inclination angle, averaged over the four initial distances. Inclination angle does not appear to have a monotonic effect
on how long shells take to phase mix; increasing the inclination angle could increase or decrease the mixing time. The bottom
panels show values of the causticality for simulations with a given initial distance. Mean values of the causticality are shown
with thick solid lines, and are averaged over all inclination angles. Individual simulations are shown in thin dashed lines, and are
colored by their initial distance. Simulations with larger initial distances take longer to phase mix on average than simulations
with smaller initial distances.
order to get a good estimate of the age of the VRM from this data, we need to determine a likely value of r0 for the
progenitor of the VRM.
Assume that the progenitor dwarf galaxy remains largely intact prior to reaching the final apogalacticon. The
individual stars in the dwarf galaxy have a range of energies that are limited by the fact that they are gravitationally
bound together. When the dwarf galaxy is tidally disrupted as it passes through the Galactic center, the individual
stars have a range of energies near the energy per mass of the original dwarf galaxy, and will therefore populate orbits
with a range of apogalacticons that are near the final apogalacticon of the dwarf galaxy. For example, Figure 5 shows
that the debris of a simulated radial merger with r0 = 30 kpc primarily populates the halo at distances between 20
and 40 kpc.
If the radial merger event has enough material to dominate the stellar halo, which is true for the VRM, then we
expect to see a stellar break in the halo in the range of distances that the radial merger populates. Various works place
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the stellar breaks at a range of 18 to 28 kpc (Watkins et al. 2009; Deason et al. 2011; Sesar et al. 2011; Pila-Dı´ez et al.
2015; Xue et al. 2015; Deason et al. 2018). This range in the stellar break radius may be due to measurements in
different regions of the sky; certain portions of the Galaxy, such as the VOD and the HAC, will have proportionally
more VRM debris than regions without visible overdensities. Measurements of the stellar break radius in the overdense
regions will produce values similar to r0 for the VRM progenitor; measurements in other areas of the sky will produce
values of the stellar break that are smaller than r0 for the VRM progenitor, due to the majority of VRM material
in that region not being near apogalacticon, and therefore populating regions with smaller Galactocentric radii. A
measurement of the stellar break over the entire halo would then be an average of the actual r0 value for the VRM
progenitor and other regions of the sky, and would be expected to yield a value somewhat smaller than the actual
value of r0 for the VRM progenitor.
These values for the stellar break suggest that the value of r0 for the VRM must be between 20 and 30 kpc in order
to generate a stellar break near those distances. This value of r0 for the VRM is supported by Villalobos & Helmi
(2008), who showed that simulations of dwarf galaxies falling into the Milky Way from distances near the virial radius
tend to have a final apogalacticon around r0 ∼ 20 kpc from the Galactic center before colliding with the Galaxy.
In Figure 6, we find that simulations with r0 = 20 kpc have similar causticalities to the observed data between 1
and 2 Gyr after the simulation is started. The simulations with r0 = 30 kpc have causticalities that are similar to the
observed data between 3 and 4 Gyr. Since we expect the progenitor of the VRM to have a value of r0 between 20 and
30 kpc, the time at which the VRM has values of causticality that are similar to the observed data is expected to be
within the last 5 Gyr.
This is again consistent with Villalobos & Helmi (2008), who state that shell structure is present for only ∼2 Gyr
after dwarf galaxies collide with the Milky Way in their simulations. Further, we were unable to locate identifiable
shell structure beyond 5 Gyr after collision in our simulations with r0 < 60 kpc. These points suggest that after 5
Gyr, VRM-like mergers have phase mixed beyond what we see in the observed data, and that the VRM cannot have
happened that long ago since we still see shell substructure.
Note that as the mass of the progenitor dwarf galaxy increases, less time is required to phase mix the debris to
observed levels. For progenitors with a mass of 1010M⊙, this mixing time is very consistent, and does not appear to
strongly depend on initial inclination angle or initial distance. No simulations with this mass had a value of causticality
similar to the observed data after 5 Gyr.
For simulations with masses of 109M⊙ and 10
10M⊙, the time to phase mix increases monotonically with initial
distance. However, simulations with a mass of 108M⊙ and r0 = 60 kpc appear to phase mix more quickly than
simulations with identical mass and smaller initial distances. This is due to the distance cut that we made on our
simulations when calculating causticality. Since the observed data did not extend beyond 50 kpc, we cut the simulated
data to only include objects within 50 kpc. The 108M⊙, r0 = 60 kpc simulations place the majority of their material
beyond 50 kpc from the Galactic center, so the measured causticalities only include the small number of objects that
remain within 50 kpc. This deflates the measured value of causticality. However, a structure that places almost all of
its debris beyond 50 kpc cannot possibly be responsible for shells within 30 kpc of the Galactic center, so simulations
with 108M⊙ and r0 = 60 kpc are not viable models for the VRM.
5. TIMING RADIAL MERGERS IN SIMULATIONS
It is difficult to determine the orbit of a radial merger’s progenitor through the usual methods used to fit orbits
to tidal streams because there is no visible progenitor and no coherent motion of member stars on the sky. Without
an orbit, we cannot properly simulate the progenitor of the VRM in order to explore how the merger event evolves
over time. Donlon et al. (2019) provided a possible orbit for the progenitor of the VRM based on the motion of
moving groups in the VOD, but they did not determine whether that orbit properly constrained the infall of the VRM
progenitor or its debris in other regions. Here we derive a new method for determining the merger time of a radial
merger without knowing its orbit.
Stars with similar energies in a radial merger event will oscillate back and forth with similar periods, producing
shells wherever the stars turn around on their orbits. This period is analytically calculable for spherically symmetric
systems. However, in an axisymmetric potential, the period for each group of stars will depend on the initial energy of
the stars and also the inclination of the material with respect to the Galactic disk. The initial energies of the stars and
their motions also depend on the details of the Milky Way potential. We do not know the initial orbital parameters
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of the progenitor of the VRM for certain, so it is not possible to derive an analytic expression for the position of a
caustic surface in this case. We therefore take a numerical approach using the data that we have available to us.
With non-radial mergers, the progenitor typically survives as a bound object for many orbits while material is tidally
stripped away from the progenitor. It is therefore necessary to account for dynamical friction, which will substantially
change the orbit of massive progenitors. On the other hand, with a radial merger, the system becomes unbound after
its first passage near the Galactic center and dynamical friction can be ignored. For this reason, we do not consider
dynamical friction in our models.
5.1. Modeling Oscillations of Shells
Stars in a shell will possess similar energies, and will have moved similarly throughout the lifetime of the radial
merger. Thus, we can expect a single star on some caustic surface to oscillate with the same period as the rest of
the stars in the shell. This means that we can model caustic oscillation in the Galactic potential as a free oscillation
of a single model mass at the caustic surface. At any given point in time, we expect to see several shells at different
radii for a radial merger. By assigning model particles with zero initial velocity to each shell and then tracing these
particles’ motions back in time, we can compare the relative positions of each caustic surface throughout time. At
some time in the past, the particles on all of the shells must have been at the same place, bound to the dwarf galaxy.
The difference in each shell’s distance from one another can then be used to pinpoint the time that a radial merger
was still self-bound.
We begin by placing a model particle at each shell found by the BIC fitting algorithm for some radial merger (either
simulated or observed data). We must be able to allow motion from one side of the Galaxy to the other, so we
arbitrarily select the shells on one side of the Galaxy to be located at positive r and the shells on the other side to
be located at negative r. Particles will then oscillate between positive and negative r values. Using Galpy version
1.4.1 (Bovy 2015, http://github.com/jobovy/galpy), we calculate the forces on each model particle at each time step
in order to integrate the particles backwards in time for 10 Gyr. By integrating each model particle back in time, we
expect to find a point in time where each caustic structure is located at the same point in space. Additionally, if each
caustic structure is moving in the same direction (have the same signs of dr/dt) at that point, then we claim that we
have found the point in time that the progenitor of the radial merger was still self-bound. This point in time will be
the “merger time” of the radial merger.
5.2. Constraining Likely Merger Times
In order to measure the overall difference in the location of shells, we introduce δ(t) as a metric to measure the total
distance between model particles,
δ(t) =
N∑
i<j
|~ri(t)− ~rj(t)|. (12)
Here, we use vector subtraction in order to ensure that the model particles are spatially close to one another, and not
simply at similar Galactocentric distances. A small δ(t) means the caustic structures are clumped together, while a
high δ(t) corresponds to a large separation of the shells. Times with a small δ(t) are more likely to be a time when
the progenitor was still bound.
As the progenitor of the radial merger collides with the host galaxy, all of the caustic structures are initially falling
inwards, and then transition to moving outwards from the host galaxy. We count the number of 1st derivatives of
the model particles that are positive (dr/dt > 0) in order to determine the number of caustic structures moving in
the same direction. The passage of the dwarf galaxy through the Galactic center would cause the number of positive
first derivatives to go directly from 0 to the total number of shells. If a minimum of δ(t) corresponds to a time where
the number of model particles with dr/dt > 0 is either 0 or the number of shells in the data, then that is a likely
time that the dwarf galaxy passed through the Galactic center and was tidally disrupted. This is especially true if the
number of model particles with dr/dt > 0 goes directly from 0 to the number of shells or vice versa at that time, as
this corresponds to the progenitor passing through the Galaxy.
5.3. Recovering Merger Times from Radial Merger Simulations
We tested the method outlined in Section 5 by using it to measure merger times for the series of simulations of
radial mergers in a Milky Way-like galaxy described in Section 4.1. These simulations had a known evolution time,
15
which allowed us to verify whether or not the method was able to recover the correct time of collision for each different
simulation.
We created datasets similar to the ones used for the analysis of the VRM debris by cutting our simulation data in
vr and Lz identically to the way it was cut in the observed data. Additionally, we only looked at data out to r = 50
kpc, in order to ensure that our method could recover the correct infall time despite our limitations in distance in the
observed datasets. The majority (> 75%) of the simulation data was typically found in this distance range.
Next, we cut the simulated data based on sky position. Our observed data is cut to only two regions of the sky, the
VOD and HAC regions. In order to emulate this, we looked at the radial merger simulations in R.A. and Dec., and
selected the data from 2 regions that were chosen to be similar in size to the VOD and HAC regions, have roughly the
same positions in the sky (within ∼ 20◦), and to contain an overdensity of the simulated bodies. The regions had to
be chosen by hand, since the simulations did not all place shell structure in the same places on the sky. We had to cut
out regions around the shell overdensities because the Galactic potential was not spherically symmetric, so the shells
are not at a constant radius; by selecting a limited region of the sky, the shells were at approximately constant radius
over the selected data. We made these cuts in the forty radial merger simulations with a mass of 109M⊙ for a range of
evolve times between 1 and 5 Gyr. The correct merger time was calculated for each simulation as when the center of
mass of the dwarf galaxy passed through the Galactic center. Only the simulations with a mass of 109M⊙ were used,
since this mass is similar to the predicted mass of the VRM (see Section 7.1), and still has a wide range of possible
phase mixing times compared to more massive merger events (Figure 6). Using only a third of the simulations also
allowed us to cut down on the number of simulations that had to be analyzed manually, while still retaining an idea
of the capabilities and limitations of the method.
We then used a model particle rewinding method on the adjusted simulation data to recover the most likely merger
time for each simulation. This involved fitting a multi-Gaussian model to a histogram of the data and optimizing the
number of Gaussians using a BIC method in order to locate shells in the data. We then placed model particles in
the centers of the selected regions at the distances of the shells. These model particles were allowed to move freely in
our Milky Way potential, resulting in oscillations in their distance from the Galactic center. Tracing these oscillations
throughout this period identified times when the model particles were all close to one another, corresponding to a
likely time where the progenitor of the merger was still coherent. The best fit merger time from the simulation was
then selected from the results and compared to the correct merger time. Specifics and in-depth explanations on the
individual parts of the method can be found in Sections 3 and 5 of this work.
Figure 7 shows the result of our method on one such simulated radial merger. The Galactocentric distances of the
model particles are provided in order to show how δ(t) depends on the positions of the model particles. It is clear that
the method is able to recover the time at which the oscillating model particles line up, as this is on average within a
few tenths of a Gyr of the actual merger time of the simulation.
In order to examine the dependence of the method on the shape of the Galactic potential, we also rewound the
model particles in the Galpy built-in potential MWPotential2014 (Bovy 2015). MWPotential2014 uses a spherical
power potential for the central bulge, a less massive Miyamoto-Nagai disk than the Newberg et al. (2010) model, and
a double power law spherical halo potential. The two model potentials are compared in Figure 8. Calculating merger
times with this second potential helps us determine whether or not an “incorrect” model potential impacts the results,
as the radial merger simulations were only run in the Newberg et al. (2010) model potential.
Table 2 and Figure 9 show the results of our method on simulated data using both the “correct” and “incorrect”
potentials. It is clear that the method is able to recover the infall times of the simulated radial mergers for a
range of initial distances and evolve times. Including simulations that recovered 2 or more shells in the data, the
standard deviation of the differences between the calculated value and the correct value is 0.52 Gyr for the “correct”
Newberg et al. (2010) model potential, and 0.53 for the “incorrect” MWPotential2014 model. The standard deviation
of the differences decreases to 0.38 Gyr in the Newberg et al. (2010) model and 0.39 Gyr in the MWPotential2014
model if only simulations with 3 or more shells are considered, and drops even further to 0.20 Gyr in the Newberg et al.
(2010) model and 0.12 in the MWPotential2014 model if only simulations with 4 shells are considered. There are 4
shells identified in our observed data, so we estimate the error in infall time to be the larger of the two standard
deviations of the differences: σt = ±0.2 Gyr.
This value is only the approximate error contributed by the recovery method. Other factors, such as using an
incorrect shape of the Galaxy potential, might increase the actual error in our calculated value. However, the two
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Figure 7. TOP : Plot of total separation, or δ(t), over 5 Gyr for the oscillating caustic surface model outlined in Section 5.2.
This figure uses a simulation with initial inclination angle i = 30◦, initial distance r0 = 30 kpc, a mass of 10
9M⊙, an evolve time
of 4 Gyr (solid red line), and a merger time, defined as the time since the center of mass of the dwarf galaxy passed through the
Galactic center, of 3.9 Gyr (dashed red line). The distance of each shell from the Galactic center is shown with colored solid
lines, where positive r values correspond to the model particle being in the VOD region, and negative r values correspond to
the model particle being in the HAC region. In order to be considered for the best merger time, minima were required to have
a value of δ(t) at least 2 standard deviations below the mean of the overall δ(t) distribution. BOTTOM : Plot of the number
of caustic surfaces with dr/dt > 0 over the same time period as the top panel. Times where δ(t) is at a local minima and is at
least two standard deviations below the mean are marked with dashed vertical lines. Local minima of δ(t) that coincide with
times where the number of model particles with dr/dt < 0 is zero or 4 likely indicate the time of the merger. Note that although
there are 3 local minima of δ(t), the only one that lines up with a spot where the number of model particles with dr/dt < 0 is
zero or 4 is 3.7 Gyr. This also corresponds to the shells all lining up in their oscillations in the top panel.
model potentials used in this work did not seem to have a large impact on our method. This leads us to believe that
any reasonably shaped model potential would likely produce similar results.
Some combinations of initial angles and initial distances of the simulated dwarf galaxy progenitors resulted in little
to no shell structure. This is why, for example, there are no simulations with i = 0◦, r0 = 30 kpc and a mass of
109M⊙ in Table 2, as this simulation did not produce identifiable shell substructure. The simulations with inclination
angle i = 30◦ appeared similar in R.A. and Dec. to the simulations of individual components of the VRM debris in
Donlon et al. (2019). It is possible that this inclination angle may be close to the correct value of the inclination angle
of the progenitor of the VRM.
We only tested simulated evolve times up to 5 Gyr, as that is near the age of radial mergers at which shells stop
being easily located. A more thorough suite of tests would include tests exploring the impacts of different progenitor
profiles. Even without this exhaustive testing, we believe that our method is able to determine the correct time of
collision of the VRM progenitor and the Milky Way, as the method shows clear success in recovering the correct values
for a variety of radial merger simulations.
6. TIMING THE VRM REVISITED: SHELL OSCILLATIONS
Figure 10 shows the results of our oscillating model particle method on the observed data. The top two panels show
the value of δ(t) and the number of particles with dr/dt > 0 for the Milky Way potential from Newberg et al. (2010)
that was used to generate the simulations in Section 4. A minimum was considered significant if it was at least two
standard deviations below the mean of δ(t). Nine significant minima were identified, of which only one corresponded
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in Newberg et al. (2010) is plotted in a solid line, while the Galpy built-in MWPotential2014 is plotted in a dashed line. The
circular speed curves in the plane of the disk are shown in black, while the circular speed curves along the axis of symmetry
(Z-axis, perpendicular to the disk) are plotted in red. These potentials are similar, as they are both fit to the Milky Way, but
have different shapes.
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Figure 9. Recovered merger time vs. actual merger time for all the results given in Table 2. The left panel shows merger
times recovered with the Newberg et al. (2010) potential, and the middle panel shows merger times recovered with the MW-
Potential2014 potential. The right panel shows a comparison of the recovered merger times for each simulation using the two
model potentials. The closer a result is to the solid black line, the more accurate the result. Red squares denote simulations
with 2 identified shells, cyan diamonds correspond to 3 shells, and blue circles correspond to 4 identified shells. As merger
time increases, it becomes more difficult to accurately recover the time of merger of a simulation. Simulations with more shells
are more accurate. Considering all simulations, the standard deviation of the differences between the calculated values and
the correct values is 0.52 Gyr for the Newberg et al. (2010) model potential, and 0.53 for the MWPotential2014 model. The
standard deviation of the differences drops to 0.20 Gyr for the Newberg et al. (2010) model potential, and 0.12 Gyr for the
MWPotential2014 model, if only simulations where the algorithm recovered 4 shells are considered. The mean difference in
recovered merger times between the two model potentials over all simulations is 0.42 Gyr.
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Figure 10. Plots of total separation δ(t) over 10 Gyr for the oscillating caustic surface model outlined in Section 5.2, for
the observed data. Below each plot of δ(t) vs. time is a plot of the number of caustic surfaces with dr/dt > 0 over the
same time period. The top two panels are for the Orphan Stream Model 5 potential, and the bottom two panels are for the
MWPotential2014. Times where δ(t) is at a significant local minima are marked with dashed vertical lines. A minimum is
significant if it is at least two standard deviations below the mean value of δ(t). In the case of the Orphan Stream Model 5
potential, this corresponds to values less than δ(t) = 69 kpc, and for MWPotential2014, it corresponds to values less than 65
kpc. Times marked with dashed lines that coincide with times where the number of model particles with dr/dt < 0 = 0 or 4
are marked in solid red vertical lines, and likely merger times. Corresponding values for each local minima are given in Table
3. We find that 2.4 Gyr is a likely merger time in both models, so we conclude that 2.4 Gyr ago the progenitor of the VRM
collided with the Galactic center.
to a time where the number of model particles with dr/dt > 0 was either 0 or 4. This minimum is for a merger time
of 2.4 Gyr.
The bottom two panels of Figure 10 show the same values, but calculated with the MWPotential2014 model. If
we instead use the MWPotential2014 to approximate the actual Milky Way then we find ten significant minima, of
which only one corresponds to a time when all the particles are moving in the same direction. This time is 2.4 Gyr
ago, which is consistent with the first potential.
A merger time of 2.4 Gyr ago is consistent with the conclusions from Section 4. Phase mixing constraints on the
VRM debris leads one to believe that the progenitor of the VRM collided with the Galactic center between 1 and 4
Gyr ago. A merger time of 2.4 Gyr ago corresponds with the progenitor of the VRM having a final apogalacticon
before collision between 20 and 30 kpc, and is consistent with our previous analysis.
Table 3 shows the positions and velocities of the model particles at local minima for these calculations. From these
results, we propose that the progenitor of the VRM collided with the Galactic center 2.4 ±0.2 Gyr ago.
The motion of particles in the halo strongly depends on the shape of the Galactic potential. It is not clear at the
moment what shape the Galactic halo potential actually takes. Further complicating the Galactic potential, the Large
Magellanic Cloud (LMC) was recently found to be approximately 10% of the total mass of the Milky Way (Erkal et al.
2019), and therefore has a large impact on halo substructure. The LMC is then expected to produce a substantial
time-variable torque on the VRM debris throughout its evolution, which would generate precession of the structure
and if anything accelerate phase mixing. However, the similar collision times we recover from two different potentials
is a good sign that the shape of the potential is not a dominant factor.
7. RELATIONSHIP WITH PREVIOUSLY DISCOVERED SUBSTRUCTURE
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7.1. The Argument for an Ancient Gaia Sausage
The concept of the “ancient last major merger” of the Milky Way has occupied the literature on Galactic structure
for decades (Kuijken & Gilmore 1989; Gilmore et al. 2002). Gilmore et al. (2002) identified a group of disk stars
rotating slower than expected in the local Solar Neighborhood and claimed that this group was evidence of the last
major merger, which had occurred 10-12 Gyr ago. Further, Deason et al. (2013) claimed that a massive merger
approximately 10 Gyr ago would explain the break in the density profile of the Milky Way halo at 30 kpc. The theory
suggests that in the time since this massive merger event, there has been a period of Galactic quiescence, up until the
Sagittarius dSph and Magellanic Cloud mergers that are currently underway.
The last major merger is thought to have formed the Milky Way’s thick disk, which has stellar ages older than 10
Gyr. One theory for the creation of a thick disk is that the Milky Way’s proto-disk was heated by a collision with a
large dwarf galaxy merger (Quinn & Goodman 1986; Velazquez & White 1999). This would have caused the existing
disk stars to be kicked up on orbits with more vertical action. Gas in the disk would radiatively cool, so stars formed
after this merger event would remain in a cold, younger thin disk (effectively “quenching” the thick disk).
With the release of Gaia DR2, evidence suggested that the last major merger was finally identified. The GSM
(Simion et al. 2019) and the Gaia-Enceladus Merger (Helmi et al. 2018) were independently discovered, and are inter-
preted to be the same “last major merger of the Milky Way.” The age of this merger event was reported to correspond
to the age of the thick disk – between 8 and 11 Gyr ago. Helmi et al. (2018) found that the youngest age of stars in
this merger were 8 to 10 Gyr old, which is consistent with this massive merger indeed having created the thick disk.
Belokurov et al. (2019) claimed that star formation in the inner halo ended around the same era, and assuming that
the cause for the quenching of star formation was the merger event itself, this is additional evidence for an ancient
merger.
The presumed merger age determines a preferred mass of the ancient merger progenitor. Comparison of the metal-
licity of the RRL stars in the Gaia Sausage to RRL stars in the LMC suggests that the progenitor of the Gaia Sausage
had a similar mass as the LMC did 10 Gyr ago (Belokurov et al. 2017; Zinn et al. 2020). Mackereth et al. (2019) ana-
lyzed the chemical and orbital properties of the Gaia Sausage in comparison to EAGLE simulations, and determined
that it likely had a mass of at least 109M⊙, and was accreted around 9 Gyr ago.
This large mass suggests that this merger is the main component of the stellar halo; Deason et al. (2019) showed
that the total stellar mass of the halo is on the order of 109M⊙. Simulations suggested that most of the stars on radial
orbits in the halo came from massive satellites approximately 6-10 Gyr ago, and that these stars would dominate the
halo between 10 and 30 kpc of the Galactic center (Belokurov et al. 2018). The inner halo is indeed dominated by
stars on highly eccentric orbits (Iorio & Belokurov 2019). This is all consistent with the halo being primarily formed
from a single merger event.
For all of these reasons, the present view of the Gaia Sausage is that it is an ancient merger event with a stellar
mass between 108M⊙ and 10
9M⊙ that is responsible for the formation of the thick disk, and makes up the majority
of the stellar mass of the halo. We will now attempt to reconcile this viewpoint with the merger time of the VRM
progenitor that was calculated in this work.
7.2. The Argument for a Young Gaia Sausage
The Gaia Sausage is characterized by a structure in velocity space with high dispersion in vr and small rotational
velocities in the local Solar Neighborhood. It has been shown that the VRM debris looks very similar to the Gaia
Sausage in the local Solar Neighborhood, so much so that the two structures are likely identical (Donlon et al. 2019).
If the VRM debris and Gaia Sausage are identical, then how do we explain the gap between the 2.5 Gyr ago infall
time of the progenitor of the VRM and the 8-10 Gyr age of the Gaia Sausage?
In Section 4, we developed an argument that the VRM debris must populate the stellar halo in the distance ranges
that we identify shells. Since the VRM debris dominates the stellar halo, the debris must also be located near and
inside the stellar break at ∼ 20 kpc. To satisfy these conditions, the progenitor of the VRM must have had a final
apogalacticon before collision between 20 and 30 kpc. The measured values of the causticality in simulations with r0
= 20 kpc and r0 = 30 kpc in Figure 6 match the measured causticality values for the observed data around 1 Gyr
and 4 Gyr, respectively. This suggests that the merger time of the VRM is within the last 5 Gyr. Additionally, by 5
Gyr after collision, our method’s ability to recover the merger time of a radial merger dropped substantially (Figure
9). Finally, this work recovered a merger time of only 2.4 Gyr for the VRM progenitor. All of this suggests that the
progenitor of the VRM collided with the Milky Way more recently than 8-11 Gyr ago.
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If the dynamical mass of the VRM is actually closer to 1010M⊙, then even large initial distances constrain its merger
time to be within the last 5 Gyr (Figure 6). The GSM is expected to dominate the halo, and would then have a
dynamical mass of around 1010M⊙. This suggests two possible scenarios: If the GSM is indeed ancient, it either
cannot dominate the material in the halo, or it cannot be responsible for the relatively unmixed stellar overdensities in
the halo. In this case, the VRM and the GSM cannot be identical events, as the VRM was discovered in VOD debris.
If the VRM and the GSM are not the same, then the Milky Way halo is composed of more than one major merger
event. On the other hand, if the GSM is responsible for the VOD and the HAC and dominates the halo, then it is
unlikely that the merger event occurred more than 5 Gyr ago. If this is the case, the VRM and the GSM probably
describe the same merger event.
Villalobos & Helmi (2008) ran simulations of dwarf galaxy mergers that collided with a model Galactic disk after
falling in from near the virial radius. After an orbital decay over a period of ∼ 1.5 Gyr, the dwarf galaxy finally collides
with the Galaxy from a distance of ∼20 kpc from the Galactic center. Thick disks are shown to form approximately
0.25 Gyr after these collisions. The work states that thick disk and satellite disruption reach an equilibrium after ∼
2 Gyr after the collision occurs, and that major shell structure is only visible for these 2 Gyr. If the thick disk was
formed in this way 8-11 Gyr ago, then shells in the resulting merger debris would not be visible at the present day.
In this work, we use the term “merger time” to describe when the progenitor of the VRM’s center of mass passes
through the Galactic center. This is a collision between the dwarf galaxy and the Milky Way. If the progenitor for the
Gaia Sausage crossed the Milky Way’s virial radius sometime around 10 Gyr ago (“infall time”), it could have spent
the last 8 Gyr in a prolonged orbit about the Galaxy while it shed its initial energy, until finally colliding with the
Galaxy 2.4 Gyr ago. This would have resulted in the progenitor of the Gaia Sausage making many passes through the
Milky Way over its lifetime, which could cause tidal shocks in both structures.
We did not include dynamical friction in our models of the VRM in this work, because it does not play a role during
and after the disruption of the satellite as it passes through the center of the Milky Way. However, dynamical friction
would allow the VRM progenitor to shed energy as it orbits and falls inwards from the virial radius. A reduction
in energy is required for a dwarf galaxy formed outside or near the Milky Way’s virial radius to eventually become
substantially more bound to the Milky Way, and would cause the VRM progenitor to slow down from earlier non-radial
passes of the Milky Way before its final radial collision.
An initial tidal shock from a close encounter with the Milky Way could be responsible for the quenching of star
formation in the Gaia Sausage 8 to 11 Gyr ago (stellar “age” of the progenitor). However, according to Brown et al.
(2014), many dwarf galaxies in the local group stopped star formation around the same time 12 Gyr ago during
reionization of the Universe, so alternatively it could be that the Gaia Sausage had already stopped active star
formation even before it became gravitationally bound to the Milky Way. It is possible that the previous metallicity
arguments for the age of the Gaia Sausage were not dating the time of the collision between the dwarf progenitor and
the Milky Way, but instead were measuring other properties of the infall event. Note, however, that our method for
determining merger time only measures the time since the collision between the progenitor and the Milky Way, and
does not constrain when the progenitor became bound to the Milky Way, when star formation was quenched in the
Milky Way or the progenitor dwarf galaxy, or when the thick disk was created.
If theGaia Sausage didn’t collide with the Milky Way 8-11 Gyr ago, then what caused the thick disk? Amarante et al.
(2019) shows that it is possible to form a thick disk in Milky Way analogues in isolation, provided that there is a
period of lumpy disk activity early in the Galaxy’s life. The thick disk may form itself without perturbation from
a satellite, in which case there is no need for the Gaia Sausage to be the perturber of the thick disk. Additionally,
Rodriguez Wimberly et al. (2019) claimed that it is unlikely that star formation in a thick disk would be quenched by
the infall of a large dwarf galaxy. If either of these situations is the case, then the age of the GSM is not required to
line up with the time of the quenching of star formation in the thick disk.
7.3. Additional Possibly Related Substructure
The EPO is a recently discovered overdensity with a lower surface brightness than either the VOD or the HAC. It
has been suggested that the EPO is associated with the VOD and the HAC, and that they share a common origin
(Li et al. 2016; Donlon et al. 2019). The results of this work are consistent with this idea; Figure 4 shows ejecta in
a direction 120◦ from the two regions containing the majority of the shell substructure, as viewed from the Galactic
center. This work suggests a single “trefoil” structure connecting the three overdensities, instead of a model where
material oscillates only between the HAC in the south and the VOD.
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The phase space spiral in the disk is a structure in z–vz phase space that has been characterized as ongoing phase
mixing in the local Solar Neighborhood from a recent perturbation in the disk (Li & Shen 2019). The disk is known to
not be in equilibrium (Widrow et al. 2012; Yanny & Gardner 2013; Williams et al. 2013; Carlin et al. 2013; Xu et al.
2015), and the vertical disk disequilibrium presents locally as the phase space spiral (Li & Shen 2019). The phenomenon
that caused the phase space spiral occurred at least 500 Myr ago, and it is suggested that the structure could only exist
in the Milky Way for ∼ 4 Gyr (Li & Shen 2019). Our merger time for the progenitor of the VRM lies within these
constraints, and we suggest that it is possible that the cause of the phase space spiral is indeed the VRM. Perhaps the
VRM “wobbled” the Milky Way’s central bulge in a way that would propagate waves in the disk and generate vertical
motion in disk stars. Further exploration is required to determine the relationship between the VRM and the phase
space spiral, if any exists.
The “Splash” (Belokurov et al. 2019) is another substructure of the Galactic disk in the local solar region. The
Splash is characterized by a large population of metal-rich stars on highly radial orbits in the inner halo. While the
formation origin of stars in the Splash is not yet known, it has been hypothesized that the Splash consists of stars
thrown out of the Milky Way’s (proto)disk from the GSM 9.5 Gyr ago (Belokurov et al. 2019). Since the VRM is a
radial merger, it is likely that metal rich material in the Galactic center would be disrupted from the initial impact of
the progenitor of the VRM with the Galactic center, which could explain the high-metallicity material in the Splash.
Amarante et al. (2019) shows that the Splash could instead have been created through another disk process, such as
a lumpy disk early in the Milky Way’s formation history. Either way, there is no need for an ancient infall event to
have created this substructure.
Snaith et al. (2014) shows an oscillation in star formation of the Milky Way inner disk from 6 Gyr ago until approx-
imately 2 Gyr ago. There is a strong peak in star formation around 2.5 Gyr ago. It is possible that this oscillation
in star formation rate could be due to tidal shocks from the passes of the VRM progenitor as it fell in from the virial
radius, and that the burst of star formation at 2.5 Gyr ago was due to the infall of gas from the VRM and perturbations
in the disk due to the collision event.
8. CONCLUSIONS
The VRM is a recently discovered radial merger in the Galactic halo (Donlon et al. 2019). It is known that radial
mergers cause shell substructure (Hernquist & Quinn 1988; Sanderson & Helmi 2013). In this work we successfully
locate these shells and use them to determine an elapsed time of 2.4±0.2 Gyr ago since the progenitor passed through
the center of the Milky Way.
In order to achieve this result, we used Gaia and SDSS data to build two 6D phase space datasets: one in the VOD
region, and another in the HAC region. These regions were chosen due to their high concentration of VRM debris.
Each dataset contains both RRLs and BHBs in order to maximize the amount of available data. In order to isolate
shell substructure, this data was limited to |vr| < 10 km s−1 and |Lz| < 500 kpc km s−1. These cuts only allow stars
that are on radial orbits and are at apogalacticon, where the shells form.
In radial density space of data with small Galactocentric radial velocities, the surface of a shell can be modeled as a
Gaussian distribution. We fit shell models to the data using a Gaussian mixture model with a Bayesian information
criterion to determine the most likely number of shells in our dataset in each region. We were able to identify four
statistically significant shells in our data – two in the VOD region, and two in the HAC region. A simulation of the
VRM shows that it can connect the VOD and HAC with the EPO as a single trefoil structure in the halo.
In order to populate the stellar halo inside the stellar break and produce shells at the observed distances, the
progenitor of the VRM had to have a final apogalacticon before collision between 20 and 30 kpc. We utilize N -body
simulations to analyze phase mixing in radial mergers. Using causticality as a measurement of the phase mixing a
radial merger has gone through, we find that radial mergers with r0 between 20 and 30 kpc have similar measured
causticality as the observed data earlier than 5 Gyr after collision. Identifiable shell structures are not seen in these
simulations after 5 Gyr at the distances where shells are observed in the Milky Way.
Simulations of radial mergers with large masses (∼ 1010M⊙) become phased mixed to the levels of the VOD and
the HAC within 5 Gyr. If the GSM is indeed ancient, it either cannot dominate the material in the halo, or it cannot
be responsible for the relatively unmixed halo substructure. In this case, the VRM and the GSM cannot be identical
events, as the VRM was discovered in VOD debris. If the VRM and the GSM are not the same, then the Milky Way
halo is composed of more than one major merger event. On the other hand, if the GSM is responsible for the VOD
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and the HAC and dominates the halo, then it is unlikely that the merger event occurred more than 5 Gyr ago. If this
is the case, the VRM and the GSM probably describe the same merger event.
Caustic surfaces contain stars that oscillate back and forth from one side of the Galaxy to the other. We modeled
the four caustic surfaces as point particles and rewound their orbits in a model Milky Way potential. By measuring
the total separation of these model particles over a reverse integration of 10 Gyr, and by requiring that all the particles
be moving in the same direction, we were able to recover the infall times for a collection of simulated radial mergers.
Using this technique on the observed data, we determined that the caustic surfaces making up the VRM were all
located in the same place with similar velocities approximately 2.4 Gyr ago. This corresponds to a collision between
the progenitor of the VRM and the Galactic center 2.4±0.2 Gyr ago.
Based on this age, it is possible that the VRM is responsible for the Splash, the phase space spiral in the disk,
and possibly a burst of star formation in the inner disk through perturbation of the Galactic center during the infall
collision.
Although we believe the VRM and the GSM represent the same radial merger event, both our phase mixing argument
and our calculated collision time show that observed levels of phase mixing are too recent to have been caused by a
collision 8–11 Gyr ago. This result produces tension between our merger time of the VRM and the published age of
the GSM. However, we do not constrain the time at which the progenitor became gravitationally bound to the Milky
Way. This apparent conflict could be resolved if the GSM is younger than previously thought, or if its published age
is closer to the time of gravitational capture than the time of collision with the Milky Way.
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Figure 11. Gaussian mixture model fits for the data in the VOD region (top row) and the HAC region (bottom row). These
Gaussian mixture models were fit using the EM algorithm. The top row shows the one, two, and three component Gaussian
models for the VOD, and the BIC, AIC, and AICc values for models containing up to ten Gaussians. The bottom row shows
the same information for the data in the HAC region. Looking at minima in the AICc, a three component model is preferred in
the VOD region, and a two component model is preferred in the HAC region (dashed black line). The smooth Gaussian mixture
model fits are plotted over the binned data for consistency with the rest of this work, but the data was not binned when fitting
of the models. The data was cut to only include data out to 40 kpc for the EM fitting procedure. There is one star beyond
a distance of 40 kpc in the VOD region, and one star beyond 40 kpc in the HAC region. The EM algorithm preferentially fit
Gaussians to these distant stars instead of the interior stars. Finding a shell with only one star in it is not reasonable, so we
omitted those distant datapoints while fitting the Gaussian mixture model.
APPENDIX
A. UNDERSTANDING THE GAUSSIAN MIXTURE MODEL FIT
In Section 3.2, we fit a Gaussian mixture model to our data. In this work we utilize differential evolution
(Storn & Price 1997), a genetic optimization algorithm, in order to minimize a least squares difference between our
data and our model. While we feel that this method yields satisfactory results, it is beneficial to compare our results
to those of a more widely accepted fitting algorithm and to compare the differences in BIC between them.
We will compare the results from our optimization algorithm with results from an expectation-maximization (EM)
algorithm (Dempster et al. 1977). In this case, we use the implementation of the algorithm from the scikit-learn
python package (Pedregosa et al. 2011). A major difference between the two methods is that the differential evolution
algorithm used in this work optimizes a binned model onto a binned distribution, while the EM algorithm optimizes
continuous Gaussian distributions over the dataset. In both methods, the data being fit is identical.
Following a similar approach as in Section 3.2, we use the EM algorithm to fit an N -component Gaussian mixture
model to our data. We ran 100 instances of the EM algorithm on each dataset, and took the fit with the lowest
likelihood as our best fit. We varied N from 1 to 10 components, and show in Figure 11 the results of the Gaussian
mixture model fits for up to 3 components.
The rightmost panels of Figure 11 show the BIC, the Akaike Information Criterion (AIC, Akaike 1974) and the
corrected Akaike Information Criterion (AICc, Hurvich & Tsai 1989) as a function of the number of Gaussians in the
model, for both the VOD and HAC regions. The AIC is given by
AIC = 2 ln(k)− 2 ln(L), (A1)
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and the AICc by
AICc = AIC− 2k
2 + 2k
n− k − 1 , (A2)
where k is the number of parameters in the model and n is the number of datapoints in the sample.
The AIC fills a similar role as the BIC, except that it does not punish the quality of the fit for the number of
components as heavily as the BIC. Both the BIC and the AIC suffer from the assumption that k ≪ n. In our data
sets, n = 33 in the VOD region and n = 64 in the HAC region. For 4 Gaussian components in our fit, k = 12, which is
already over a third of n in the VOD region. Since k ≪ n is not true for our models, the small number of data points
impacts the validity of the BIC and AIC values, particularly when the number of Gaussians is large.
The AICc is modified in such a way that it removes the k ≪ n assumption; one can see that in the n −→∞ limit, the
AICc reduces to the AIC. We therefore use the AICc as our estimator of the model’s quality. In Figure 11, the AICc
has a clear global minimum at 3 components for the VOD region. In the HAC region, the AICc has a local minimum
at N = 2. However, the AICc seems to suffer from a similar problem as the BIC and AIC around 6 components, when
the number of parameters needed to fit the model is nearly a third of the number of data points. We suspect that the
model is overfit by this point, and the AICc for the N = 6 model is not much improved over the N = 2 model. Also
note that the BIC for N = 6 is worse than the BIC for N = 2. More importantly, it is not reasonable to find N = 6
for the HAC region and N = 3 for the VOD region; the number of shells on one side of the Galaxy can differ from
the number on the other side by at most 1. Our results are most consistent with only 2 detectable shells in the HAC
region, plus background stars that are not consistent with a Gaussian mixture model. Table 4 provides the values of
r for the peaks of the Gaussians fit in Section 3.2 and the EM algorithm.
Note that the EM algorithm fits the most distant Gaussian in the VOD region with a very narrow peak. This is
most likely related to the narrow dispersion of the data near that peak, as well as the lack of error assessment in the
EM algorithm. The error in Galactocentric radius at that distance is near ± 2 kpc, so no realistic Gaussian model
would have such a narrow dispersion. This was an advantage of binning the data in Section 3.2. In the EM model, the
second Gaussian in the HAC region is shifted over to include both peaks near r = 20 kpc, where our original method
preferentially fit the distant peak.
We repeated the oscillating model particle method described in Section 5.1 and subsequent sections in order to
calculate the merger time with the shell data determined by the EM algorithm. This yielded a merger time of 2.8 Gyr
in both model potentials. It is worth mentioning that in one of the model potentials, a time of 6.6 Gyr was also found
to be a possible merger time, but was ruled out due to the phase mixing argument given in Section 4; it was also not
being reproduced in the other model potential. The calculated merger time of 2.8 Gyr is two sigma away from our
original estimate of 2.4 Gyr.
B. UNCERTAINTY IN CAUSTICALITY
Here, we derive the uncertainty in causticality as defined in Equation 11. Assuming Poisson error for each particular
Ni = Nj ,
σC =
√√√√ n∑
j=0
( ∂C
∂Nj
)2
σ2Nj , where σ
2
Nj = Nj , (B3)
and the partial derivative of the causticality with respect to each Nj can be written as
∂C
∂Nj
=
4(1− C)Nj − 2(1 + C)(Nj−1 +Nj+1)
n∑
i=1
(Ni +Ni−1)2
(B4)
Note that if all bins are multiplied by a factor of m, the uncertainty in causticality becomes σC/
√
m. Thus, while
the value of causticality remains unchanged when the overall number of data points is increased, the corresponding
uncertainty in the causticality decreases.
It is beneficial to get an idea of the effect of bin size on our measurements of causticality. Figure 12 shows causticality
for a single radial merger simulation and the observed data, calculated with different histogram bin sizes. Also shown
in this figure are the one sigma uncertainties of the causticality for the observed data. We only explore bin sizes ≥ 2
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Figure 12. Causticality vs. time for the radial merger simulation with i = 40◦, r0 = 30 kpc, and a mass of 10
9M⊙. The color
of each line denotes the bin size used to calculate causticality. Thick solid lines are causticality for the simulated data, while
the thin solid and dashed horizontal lines are the measured causticality of the VOD and HAC region data, respectively. The
shape of the causticality curve does not change much with bin size, but the location of the curve moves up and to the left as
bin size increases. The left group of error bars provide the Poisson errors in the measured causticality for the VOD region, the
center group provide Poisson errors for the HAC region, and the right group provides the Poisson errors for the simulated data
at the time where each error bar is located. The Poisson errors in the simulated data are much smaller than the observed data,
as there are more objects in the simulated data.
kpc, since the uncertainty in the distances of the observed data is ∼2 kpc at larger distances. For larger bin widths,
the width of a bin is much larger than the expected width of a shell (∼2-3 kpc), and information is lost regarding the
shape of the shell structure. We support 2 kpc as a bin width, as it is large enough to eliminate many errors due to
observational uncertainties, but is small enough to resolve shell structure.
Note that the general shape of the causticality curve is similar regardless of the bin size. A smaller bin size tends
to push the equilibrium causticality value closer to zero, and the overall position of the curve is moved to the right as
bin size decreases. Curves with larger bin sizes tend to “bottom out” and reach apparent equilibrium more quickly, as
smaller shell structures are lost in wide bins.
Figure 12 also shows the one sigma error bars in the causticality values for each region, for each bin size. The
uncertainties in the observed data (left and center error bars) are fairly large due to small number statistics. The
uncertainties in the simulated data are much smaller, as the simulated data has many more objects than the observed
data. The merger time estimates from both observed data sets are consistent with the 2.4 Gyr ago result in this work.
The uncertainties in the VOD region data corresponds to an uncertainty in merger time of around ±0.5 Gyr. The
HAC region data is much less precise, with uncertainties in merger time of ≥ 1 Gyr, and the equilibrium causticality
value within or near the one sigma uncertainty limit for some bin sizes. The measured causticality values for the
observed data also vary substantially for different bin sizes, which is likely due to the small number of objects in the
histograms of the observed data.
C. KULLBACK-LEIBLER DIVERGENCE AS A METRIC FOR PHASE MIXING
In Section 4, we use causticality as a metric for measuring the amount of phase mixing in simulations of radial mergers.
Causticality is introduced in this publication, and has not been widely studied. For this reason, we repeat the analysis
of the phase mixing constraints on the VRM using the Kullback-Leibler Divergence (KLD, Kullback & Leibler 1951)
of the distribution. The KLD is a canonical, widely-studied statistic which measures how different one distribution is
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Figure 13. Values of the KLD vs. time for all forty simulated radial mergers with a mass of 109M⊙. The KLD was calculated
for each timestep for a radial histogram of all stars in the simulation, cut identically as in Figure 6. Dashed horizontal lines give
the values of the KLD for the observed data in the VOD region (1.22) and the HAC region (0.66). Observational errors will
move the measured KLD of the observed data downwards, making the observed data appear older than it actually is. LEFT:
Mean KLD for simulations with a given initial inclination angle, averaged over the four initial distances. Inclination angle does
not appear to have a monotonic effect on how long shells take to phase mix; increasing the inclination angle could increase or
decrease the mixing time. RIGHT: Values of the KLD for simulations with a given initial distance. Mean values of the KLD
are shown with thick solid lines, and are averaged over all inclination angles. Individual simulations are shown in thin dashed
lines, and are colored by their initial distance. Simulations with larger initial distances take longer to phase mix on average
than simulations with smaller initial distances.
from another, and is defined as
DKL(P ||Q) =
∑
P (r) ln
(P (r)
Q(r)
)
(C5)
for two discrete probability distributions, P (r) and Q(r). Each term in the KLD is defined to be equal to zero when
P (r) = 0 or Q(r) = 0, in order to avoid singularities in the natural logarithm.
In this case, P (r) is the observed histogram of shell stars as a function of Galactocentric radius, and Q(r) is a
uniform distribution equal to the mean of P (r). The KLD is then a measure of how much information is gained by
using P (r) instead of a uniform distribution, or in other words, the KLD is a measurement of how sharp the peaks
in P (r) are. The value of the KLD will be larger when the peaks in P (r) are large, and small for a relatively flat
distribution of P (r). A more phase mixed distribution will have smaller peaks than a distribution that has undergone
less phase mixing, and therefore will have a smaller value of the KLD. KLD is analagous to causticality in this respect,
as smaller values of both quantities correspond to measurements of more phase mixed distributions. We similarly
expect the KLD to decrease over time for each simulation of a radial merger, until the merger is completely phase
mixed.
Figure 13 shows the measured values of the KLD over time for our radial merger simulations with a mass of 109M⊙,
similarly to Figure 6. As in Section 4, we are primarily interested in the simulations r0 = 20 kpc and r0 = 30 kpc
in Figure 13. One notices that the values of the KLD for the observed data in the two regions are less similar to one
another than the measurements of causticality for the two regions. This means that it is more difficult to pinpoint
an estimate for the time since mixing, since for each simulation the VOD data typically suggests a much more recent
time than the HAC data suggests.
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One also notices, however, that the KLD of each simulation “bottoms out” at a lower bound and remains fairly
constant for the rest of the simulation. The KLD does not bottom out at zero for our radial merger simulations because
the KLD assumes that a mixed distribution is uniform. Histograms of relaxed radial merger simulations tend towards
smooth Gaussian-like distributions. Simulations with smaller values of r0 appear to bottom out more quickly than
simulations with larger values of r0. We anticipate that once a simulation approaches this lower bound, its overall
structure does not change much, and it has effectively reached equilibrium. When a merger event reaches equilibrium,
shells are no longer idenfitiable. Since we see shell structure in the observed data, the KLD of the VRM cannot have
bottomed out yet.
In Section 4, we argued that the value of r0 for the VRM is likely between 20 and 30 kpc. The radial merger
simulations with these values of r0 all bottom out before 5 Gyr. Since the VRM cannot have bottomed out yet, we
claim that the VRM merger time occurred within the last 5 Gyr.
We seek to evaluate whether our choice of bin size has an adverse effect on our measurements of the KLD. In order
to do this, we analytically calculate the value of the KLD for a continuous Gaussian distribution in our model, and
then compare this value to the KLD for a binned approximation of a Gaussian in our model. We do this over a variety
of Gaussian shapes and bin sizes.
Over a pair of continuous probability distributions, the KLD becomes
DKL(P ||Q) =
∫ ∞
−∞
P (r) ln
(P (r)
Q(r)
)
dr. (C6)
In our case, our probability distributions are defined over r = [0, l]. Elsewhere, we take P (r) to be zero. So, the KLD
becomes:
DKL(P ||Q) =
∫ l
0
P (r) ln(l · P (r))dr, (C7)
where we have used
Q(r) =
1
l
, (C8)
in order to satisfy the normalization requirement
∫ l
0
Q(r)dr = 1. (C9)
Our model takes P (r) to be a normalized Gaussian distribution:
P (r) =
1
c
√
2π
exp
[
− 1
2
(r − b
c
)2]
. (C10)
The tails of P (r) quickly approach zero as one moves away from its peak. This makes our KLD
DKL(P ||Q) =
∫ l
0
P (r) ln(l · P (r))dr ≃
∫ ∞
−∞
P (r) ln(l · P (r))dr, (C11)
as long as the Gaussian distribution is essentially within the discrete boundaries. Evaluating this integral leaves us
with
DKL(P ||Q) = ln
[ l
c
√
2π
]
− 1
2
, (C12)
which only depends on the width of the Gaussian distribution.
This value changes slightly for N Gaussian distributions that do not overlap, which is a fair approximation of the
simulated data. This change is easily computed: for N Gaussians, the new P (r) is given as
P (r) =
N∑
i
CiPi(r), (C13)
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where Pi(r) is the probability distribution for the i
th Gaussian, and the coefficients Ci satisfy
N∑
i
Ci = 1. (C14)
The integral in Equation C11 then splits into
DKL(P ||Q) =
N∑
i
∫ ∞
−∞
CiPi(r) ln(l · P (r))dr. (C15)
Since the Gaussians do not overlap,
DKL(P ||Q) =
N∑
i
∫ ∞
−∞
CiPi(r) ln
(
l · CiPi(r)
)
dr, (C16)
because the integrand is required to disappear for all regions where P (r) does not overlap with Pi(r). If this was not
the case, singularities would arise in the natural logarithm. This reduces to
DKL(P ||Q) =
N∑
i
{
Ci
∫ ∞
−∞
Pi(r) ln(l · Pi(r))dr + Ci ln(Ci)
∫ ∞
−∞
Pi(r)rx
}
. (C17)
The first integral is equivalent to the value given in Equation C12. The second integral is simply a normalized Gaussian
integral, which is equal to unity. For N Gaussian distributions with variances ci, one obtains
DKL(P ||Q) =
N∑
i
Ci
{
ln
[ l
ci
√
2π
]
− 1
2
+ ln(Ci)
}
(C18)
Figure 14 shows the ratio of the KLD computed for a single binned Gaussian to the analytical KLD as a function
of bin size. The bin size used in this work, 2 kpc, is marked with a dashed red line. For Gaussian models with values
of c ≥ 1 kpc, the binned KLD is equal to the analytical KLD to within a few percent when 2 kpc bins are used. As
the variance of the Gaussian drops below 1 kpc, our binned KLD begins to under-approximate the actual value of the
KLD by 10-20% per Gaussian when using 2 kpc bin widths. A typical shell width in the radial merger simulations is
between 0.8 and 1.2 kpc, so we conclude that our bin size is appropriate for the data.
While decreasing the bin width used in this work would provide a more accurate estimation of the KLD, we chose
a bin width of 2 kpc as our average distance error was ± 0.5 kpc. Decreasing the size of the bins in the observed data
would increase noise in the data, and decrease the quality of our fits to the observed data. We expect a bin width of 2
kpc to produce KLD estimates within a few percent of the actual values (Figure 14). We also elected to keep the bin
sizes of the simulated data equal to the bin sizes of the observed data in order to allow for easy comparison.
Note that if we are actually underestimating the values of the KLD calculated in Figure 13, then the distributions
should be moved upwards. This will increase the time since collision at which the distribution appears similar to the
observed data. However, since we show that the KLD is only off by a few percent per Gaussian component, the effect
of this error on the estimated time since collision from phase mixing will be small (something like 10%). This change
in the KLD for the simulations with r0 = 20 & 30 kpc corresponds to a change of <1 Gyr in the upper constraint
of the VRM merger time. Since we do not use phase mixing arguments to calculate the precise merger time of the
VRM, this is still consistent with the conclusions of this work. Note that the addition of background halo stars in the
simulations used in Figure 13 would decrease the measured KLD, and partially cancel out the increase in the measured
KLD due to binning.
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Figure 14. The ratio of a binned KLD of a single Gaussian to the analytical (correct) value of the KLD with respect to bin
size of the binned distribution. We mark the bin size used in this work, 2 kpc, with a dashed red line. For Gaussian widths
c ≥ 1 kpc, a 2 kpc bin size approximates the KLD within a few percent of the correct value. For smaller values of c, we begin
to under-estimate the value of the KLD. Typical shell widths in our simulations are ≥ 0.8 kpc, so we feel that our bin size is
appropriate for the data. The variable periodicity in the values of the KLD have to do with changes in how many bins are used
to approximate each Gaussian, which depends on bin size.
Table 1. Values of the BIC for Gaussian mixture model fits to candidate shell stars in the VOD and HAC regions. The BIC for
models with up to four Gaussian components are shown. A lower BIC value corresponds to a model that better fits the data.
The BIC values suggest that an N = 2 Gaussian components model is preferred in both regions.
N VOD HAC
1 291.8 370.3
2 270.0 361.3
3 317.6 385.0
4 316.7 413.6
Table 2. Recovered merger times for our series of radial merger simulations with a mass of 109M⊙. A description of the
simulations is provided in Section 4.1. A range of inclination angles (i), evolve times (te), and initial distances (r0) were tested,
and the results of the method described in Section 5 are listed below. The actual merger time calculated by when the dwarf
galaxy’s center of mass passes through the Galactic center is tm, and the recovered merger time calculated with our method is
tr. These values are also shown in Figure 9. We show values calculated by both the Newberg et al. (2010) model potential, and
the MWPotential2014 model. Simulations that did not generate shell structure and timesteps where the method was unable to
recover a single merger time are given as blank rows. 74.5% of all trials recovered a merger time in at least one of the model
potentials. The majority of instances where merger times were not recovered was due to a lack of shell structure in the simulated
data.
Simulation Newberg2010 MWPot.2014 Simulation Newberg2010 MWPot.2014
i (◦) r0 (kpc) te (Gyr) tm (Gyr) tr (Gyr) # Sh. tr (Gyr) # Sh. i (
◦) r0 (kpc) te (Gyr) tm (Gyr) tr (Gyr) # Sh. tr (Gyr) # Sh.
0 20 1.0 0.8 1.2 3 1.3 3 50 20 1.0 0.7 1.3 2 0.9 2
0 20 2.0 1.8 2.3 2 2.9 2 50 20 2.0 1.7 2.0 2 1.9 2
0 20 3.0 2.8 - - 2.1 2 50 20 3.0 2.7 2.9 2 2.8 2
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0 20 4.0 3.8 1.9 2 - - 50 20 4.0 3.7 4.5 2 4.1 3
0 20 5.0 4.8 2.7 2 1.9 2 50 20 5.0 4.7 2.4 2 4.8 2
0 30 1.0 - - - - - 50 30 1.0 0.9 1.0 4 0.8 3
0 30 2.0 - - - - - 50 30 2.0 1.9 1.9 3 1.8 4
0 30 3.0 - - - - - 50 30 3.0 2.9 2.9 4 2.5 2
0 30 4.0 - - - - - 50 30 4.0 3.9 2.5 2 3.8 2
0 30 5.0 - - - - - 50 30 5.0 4.9 4.7 2 - -
0 45 1.0 0.9 1.4 2 0.8 2 50 45 1.0 0.9 1.0 2 0.8 2
0 45 2.0 1.9 1.9 3 1.7 4 50 45 2.0 1.9 1.9 4 1.6 2
0 45 3.0 2.9 1.3 3 2.5 3 50 45 3.0 2.9 2.9 2 3.0 3
0 45 4.0 3.9 3.9 3 3.9 4 50 45 4.0 3.9 4.2 2 4.0 4
0 45 5.0 4.9 4.9 3 2.8 3 50 45 5.0 4.9 3.0 3 - -
0 60 1.0 - - - - - 50 60 1.0 - - - - -
0 60 2.0 - - - - - 50 60 2.0 1.9 1.8 2 2.1 2
0 60 3.0 - - - - - 50 60 3.0 2.9 2.8 3 2.5 3
0 60 4.0 - - - - - 50 60 4.0 3.9 2.5 2 - -
0 60 5.0 - - - - - 50 60 5.0 4.9 4.7 2 4.0 2
10 20 1.0 0.7 0.9 4 1.1 4 60 20 1.0 0.7 2.0 2 - -
10 20 2.0 - - - - - 60 20 2.0 1.7 2.0 2 - -
10 20 3.0 2.7 3.1 2 2.9 2 60 20 3.0 2.7 3.4 2 2.1 2
10 20 4.0 3.7 3.1 2 4.1 1 60 20 4.0 3.7 3.8 2 2.8 2
10 20 5.0 4.7 4.9 2 4.7 2 60 20 5.0 4.7 4.7 2 - -
10 30 1.0 0.9 0.9 2 0.9 2 60 30 1.0 0.9 1.0 2 0.9 2
10 30 2.0 1.9 1.8 4 1.6 4 60 30 2.0 1.9 - - 1.6 2
10 30 3.0 2.9 1.7 3 - - 60 30 3.0 2.9 - - 3.1 4
10 30 4.0 - - - - - 60 30 4.0 3.9 3.9 2 4.6 2
10 30 5.0 4.9 - - 3.4 2 60 30 5.0 4.9 4.5 3 - -
10 45 1.0 0.7 - - 1.1 3 60 45 1.0 0.9 1.1 2 - -
10 45 2.0 1.7 1.8 2 1.9 2 60 45 2.0 1.9 2.1 3 1.7 3
10 45 3.0 2.7 2.7 4 2.9 4 60 45 3.0 2.9 3.1 3 2.6 3
10 45 4.0 3.7 - - 3.7 4 60 45 4.0 3.9 3.3 2 2.7 2
10 45 5.0 4.7 4.9 3 4.7 3 60 45 5.0 4.9 2.7 2 2.3 2
10 60 1.0 0.7 1.2 3 1.6 3 60 60 1.0 0.9 1.2 2 - -
10 60 2.0 - - - - - 60 60 2.0 - - - - -
10 60 3.0 - - - - - 60 60 3.0 2.9 2.8 3 3.0 2
10 60 4.0 3.7 3.7 4 3.6 4 60 60 4.0 3.9 3.9 3 - -
10 60 5.0 4.7 3.5 3 3.7 3 60 60 5.0 4.9 4.9 3 4.7 3
20 20 1.0 0.7 0.9 4 0.8 4 70 20 1.0 0.5 0.8 2 0.5 2
20 20 2.0 1.7 - - 2.0 2 70 20 2.0 1.5 - - 1.8 2
20 20 3.0 2.7 2.9 2 2.7 2 70 20 3.0 2.5 3.8 2 - -
20 20 4.0 3.7 2.0 2 2.3 2 70 20 4.0 3.5 4.1 2 3.9 2
20 20 5.0 4.7 4.8 2 - - 70 20 5.0 4.5 4.7 2 3.8 2
20 30 1.0 0.8 1.0 2 0.8 2 70 30 1.0 0.7 1.1 2 0.9 2
20 30 2.0 1.8 2.8 2 1.7 3 70 30 2.0 1.7 2.1 3 1.8 4
20 30 3.0 2.8 2.7 2 2.7 2 70 30 3.0 2.7 3.7 3 3.0 4
20 30 4.0 3.8 3.4 2 2.3 2 70 30 4.0 3.7 3.9 3 3.9 3
20 30 5.0 4.8 4.9 3 2.4 2 70 30 5.0 4.7 4.9 2 - -
20 45 2.0 - - - - - 70 45 1.0 - - - - -
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20 45 2.0 1.8 1.8 2 2.0 2 70 45 2.0 - - - - -
20 45 3.0 2.8 2.7 4 2.6 4 70 45 3.0 - - - - -
20 45 4.0 3.8 3.7 4 3.7 4 70 45 4.0 3.9 2.5 2 - -
20 45 5.0 4.8 4.8 3 4.6 4 70 45 5.0 - - - - -
20 60 1.0 0.8 0.8 2 1.2 2 70 60 1.0 - - - - -
20 60 2.0 0.8 0.8 2 - - 70 60 2.0 - - - - -
20 60 3.0 2.8 2.6 3 2.9 3 70 60 3.0 - - - - -
20 60 4.0 3.8 3.6 3 3.7 3 70 60 4.0 - - - - -
20 60 5.0 4.8 4.6 3 4.5 3 70 60 5.0 - - - - -
30 20 1.0 0.7 0.7 4 - - 80 20 1.0 - - - - -
30 20 2.0 1.7 3.1 2 1.8 2 80 20 2.0 - - - - -
30 20 3.0 2.7 - - 4.5 2 80 20 3.0 - - - - -
30 20 4.0 3.7 2.2 2 2.5 2 80 20 4.0 - - - - -
30 20 5.0 4.7 4.8 2 - - 80 20 5.0 - - - - -
30 30 1.0 0.9 1.0 2 1.0 2 80 30 1.0 0.9 0.8 2 0.7 2
30 30 2.0 1.9 1.7 3 1.5 3 80 30 2.0 1.9 1.8 3 1.5 3
30 30 3.0 2.9 3.1 3 3.3 3 80 30 3.0 2.9 2.7 3 3.2 4
30 30 4.0 3.9 3.7 4 - - 80 30 4.0 3.9 3.3 4 3.8 4
30 30 5.0 4.9 4.7 4 4.5 4 80 30 5.0 4.9 4.2 4 4.5 4
30 45 1.0 0.9 0.9 2 1.2 2 80 45 1.0 0.4 1.1 3 1.5 2
30 45 2.0 1.9 1.9 3 2.1 2 80 45 2.0 1.4 1.4 2 1.7 2
30 45 3.0 2.9 2.9 4 2.6 4 80 45 3.0 2.4 3.0 2 3.0 2
30 45 4.0 3.9 3.9 4 3.4 3 80 45 4.0 3.4 3.4 2 4.0 2
30 45 5.0 4.9 4.8 4 4.7 4 80 45 5.0 4.4 5.0 2 4.3 2
30 60 1.0 0.8 1.4 2 1.2 3 80 60 1.0 0.9 1.0 2 - -
30 60 2.0 1.8 1.7 4 - - 80 60 2.0 1.9 1.9 3 2.2 2
30 60 3.0 2.8 2.8 4 2.4 3 80 60 3.0 2.9 2.9 2 3.0 2
30 60 4.0 3.8 3.6 4 3.6 3 80 60 4.0 3.9 3.9 3 - -
30 60 5.0 4.8 4.4 4 4.6 2 80 60 5.0 4.9 4.5 3 4.6 2
40 20 1.0 - - - - - 90 20 1.0 - - - - -
40 20 2.0 - - - - - 90 20 2.0 - - - - -
40 20 3.0 - - - - - 90 20 3.0 - - - - -
40 20 4.0 - - - - - 90 20 4.0 - - - - -
40 20 5.0 - - - - - 90 20 5.0 - - - - -
40 30 1.0 0.7 1.2 2 1.0 2 90 30 1.0 - - - - -
40 30 2.0 1.7 - - 2.8 3 90 30 2.0 - - - - -
40 30 3.0 2.7 2.9 2 3.2 3 90 30 3.0 - - - - -
40 30 4.0 3.7 3.6 3 4.3 3 90 30 4.0 - - - - -
40 30 5.0 3.7 3.6 3 - - 90 30 5.0 - - - - -
40 45 1.0 0.8 - - 0.9 2 90 45 1.0 0.7 - - 0.7 2
40 45 2.0 1.8 1.9 2 2.2 3 90 45 2.0 1.7 1.7 2 1.9 2
40 45 3.0 2.8 3.0 3 3.1 3 90 45 3.0 2.7 2.6 3 2.7 3
40 45 4.0 3.8 4.0 3 4.0 3 90 45 4.0 3.7 4.3 4 3.6 4
40 45 5.0 4.8 4.3 3 4.6 3 90 45 5.0 4.7 3.1 2 4.5 4
40 60 1.0 0.8 1.0 2 2.9 3 90 60 1.0 - - - - -
40 60 2.0 1.8 - - 2.1 2 90 60 2.0 - - - - -
40 60 3.0 2.8 - - 3.0 2 90 60 3.0 - - - - -
40 60 4.0 3.8 4.3 2 3.3 2 90 60 4.0 - - - - -
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40 60 5.0 4.8 4.8 3 4.7 3 90 60 5.0 - - - - -
Table 3. Times and values of local minima of δ(t), and number of model particles with dr/dt > 0 at each time in Figure 10.
A minimum is significant if it is at least two standard deviations from the mean of δ(t). Minima are given for both Milky Way
potentials used in this work. Local minima with dr/dt > 0 = 0 or 4 correspond to likely merger times, and are given in bold
font. Both model potentials suggest 2.4 Gyr as a likely merger time.
Orphan Stream Model 5 MWPotential2014
Time (Gyr) δ(t) (kpc) # dr/dt > 0 Time (Gyr) δ(t) (kpc) # dr/dt > 0
0.2 59 1.0 0.2 51 1.0
2.4 43 0.0 0.5 64 2.0
2.8 55 3.0 2.1 62 1.0
3.1 57 1.0 2.4 66 4.0
4.7 65 1.0 2.7 44 1.0
5.4 42 2.0 3.0 59 3.0
7.2 64 3.0 5.0 44 1.0
7.6 61 1.0 5.6 54 3.0
7.9 27 3.0 7.8 51 1.0
8.4 61 1.0
Table 4. Comparison of the location of the maxima of each Gaussian in the two different Gaussian Mixture Models. Each
value corresponds to the Galactocentric distance at which we have located a shell. The differences in position are about the size
of the distance error for each shell. This is because the EM algorithm fits both peaks in the distribution around r = 20 kpc in
the HAC region, while the method in Section 3.2 preferentially fits the more distant peak. There is no value in the VOD region
for the third Gaussian component in the original method because the model with 2 Gaussian components was found to be the
best fit. The third Gaussian fit with the EM method is fit to three stars.
Gaussian Section 3.2 (kpc) EM Algorithm (kpc)
VOD 1 15.8 14.5
VOD 2 24.3 25.4
VOD 3 - 28.4
HAC 1 8.5 7.9
HAC 2 22.1 19.0
0 10 20 30 40 50
r (kpc)
0
2
4
6
8
10
N
VOD Region
0 10 20 30 40 50
r (kpc)
0
2
4
6
8
10
N
HAC Region
