In this paper we present sufficient conditions for existence of strange hyperbolic nonstationary attractor of hybrid continuous piecewise smooth discrete-time dynamical system.
it takes the form
where u = u(i), u = u(i + 1), u ∈ R m ; A is constant m × m-matrix; p, c are constant m × 1-vectors; "T " is transpose and ϕ : R 1 → R 1 is a continuous piecewise smooth function, |ϕ (x)| > K, x ∈ R 1 .
For the parameter domain [Belykh, Komrakov and Ukrainsky, 2002] where the map (1) is hyperbolic from papers [Sataev, 1999; Schmeling, 1998 ] it follows that the hyperbolic attractor of (1) is stationary in the sense of SBR-measure.
In the present paper we consider the hybrid system of the form
u(i + 1) = Au(i)u + pϕ(x(i), z(i)) z(i + 1) = ψ(x(i), z(i)), x
where the integer z ∈ Z, the function ψ :
Our main purpose is to obtain sufficient conditions such that the hybrid map (2) has a strange hyperbolic nonstationary attractor. Note, that in the case of a periodic nonautonomous system (2) when ψ = z( mod N ), the system (2) is a composition of N maps (1) with ϕ(x, i), i = 0, 1, ..., N − 1 standing for ϕ (x) , and the hyperbolicity of each such map from N sequential maps does not imply that the map (2) is also hyperbolic. We consider an arbitrary (even random) sequence of z(i) generated by the second equation in (2). The proof of hyperbolicity is based on a comparison principle for multidimensional maps, and the construction of cones that are invariant with respect to a linearization of the map (2), and are independent of the phase coordinates.
Reduction to a normal form
We introduce the normal form of the Lurie system as the following map F
where the overbar denotes the forward shift in time,
is n-vector of parameters, k and a are scalar parameters. Denoting v − (x, y T ) T , and introducing the transformation v = Su, where S is a nonsingular m × m-matrix, we obtain that the system (2) takes the form (3) as long as the following system of equations has a solution:
where e T = (1, 0, . . . , 0). Note, that the following system of equations
takes a form of necessary conditions for resolving the system (4). We assume that the system (5) can be resolved with respect to the parameter k and matrix S (an example is shown in [Belykh, Komrakov and Ukrainsky, 2002] ). Hence, the system (1) is reduced to the map (3) which we consider below.
Existence of invariant domain
Consider an arbitrary map Φ : R m+n → R m+n of the form (x, y) → (P (x, y), Q(x, y)), and reduced map Φ 0 : (x, y) → (P (x, y), y), where x ∈ R m , y ∈ R n and y = const for Φ 0 . Our problem is to derive the conditions for the map Φ as well as for the boundaries of a domain D such that 1)
Comparison principle. Assume that there exist some compacts D x and D y such that:
Then D is invariant under the map Φ.
From this principle it follows that the map has an at-
Remark. The variables separation in this obvious principle is immediately directed to the finding of the compacts D x and D y for certain maps. The map, which we consider in the paper is the case. As the main example we consider the following class of nonlinear functions. For a natural n > 1, from the interval [c, d] consider two sets of real numbers
, where
This function has singularities at critical points Fig.1 . (3) is defined with the function g(x, z) = η(x, z) and an arbitrary function ψ(x, z). We consider a set of functions (h) : f (x, z) = x − ag(x, z), such that: First we consider reduced system (3), that is a oneparameter z family of maps F 1 :
where z ∈ Z N is a constant parameter. Under a nonsingular linear transformation the map (6) can be reduced to the form
where λ i denotes either a real eigenvalue of matrix B or α ± β for complex eigenvalues α ± βi of matrix B.
Note that in the case of multiple eigenvalues of matrix B some of the such values of λ i must be increased by some quantity ε from a Jordan form of the matrix B.
Applying the comparison principle for the map F 1 as the auxiliary map Φ 0 we consider the map F 0 in the form (x, y) → (x − ag(x, z) + Y, y), where Y = 1y a parameter. This map is a two parameter y = const, z = const family of one dimensional maps f 1 : x = x − ag(x, z) + Y . As for each f 1 ∈ (h) the first condition of the comparison principle is fulfilled, so the interval [c, d] = D x . This condition is illustrated in Fig. 2 
, n}, and we call a cone with n-
The cone K 1 is a set of vectors being parallel to those vectors, which have one unit coordinate and all the others are bounded, the cone K n is a set of vectors from n-dimensional plane and its vectors column (1, β 1 , . .., β n ) are similar to those as for K 1 (see figure 3 ). For each z = const consider the linearization of the map F 1 in a point (x, y) of the phase space resulting in the linear map T of the form
where z) . We consider the cones in the space (ξ, η), which are independent of the points (x, y) in the phase space of F 1 .
Introduce two families of linear manifolds 
We pay special attention at the condition h3, which implies that the image of a line and pre-image of a plane tend to the origin due to decrease of values ρ and σ i in a geometrical progression with the factor l. One iterate of l 1 (α, σ) and l 2 (β, ρ) in the cones is schematically shown in the Fig. 4 . Under the above conditions on function g(x, z) the following theorem holds. (a) We prove, that the images of (α i , β i , σ i , ρ) are defined by the next formulas Due to Theorem 3 the map (3) has a hyperbolic attractor which randomly changes its structure according to the probability distribution.
