Discovering overlapping community structures is a crucial step to understanding the structure and dynamics of many networks. In this paper we develop a symmetric binary matrix factorization model (SBMF) to identify overlapping communities. Our model allows us not only to assign community memberships explicitly to nodes, but also to distinguish outliers from overlapping nodes. In addition, we propose a modified partition density to evaluate the quality of community structures. We use this to determine the most appropriate number of communities. We evaluate our methods using both synthetic benchmarks and real world networks, demonstrating the effectiveness of our approach.
I. INTRODUCTION
Many complex networks possess community structure [1] . Intuitively speaking, a community is a set of nodes that are densely interconnected but loosely connected with the rest of the network. Nodes often belong to more than one community, causing communities to overlap with each other [2, 3] . For example, a person in a social network belongs to many groups, such as a family, a company, and a baseball club; many proteins have more than one function and belong to multiple functional communities [4] . The overlap cannot be detected by the traditional hard-partitioning methods that assign each node to a single community [5] .
Because of its abundance, overlapping community structure has become a hot research topic and many detection methods have been introduced. They can be classified into two categories based on their outputs [6] : fuzzy overlapping community detection and nonfuzzy overlapping community detection. Fuzzy overlapping community detection methods estimate the strength of memberships, while not being able to provide clear node membership to each community [7] [8] [9] . By contrast, non-fuzzy overlapping community detection methods give crisp partitions, allowing each node to have multiple community labels [3, 10] . These methods do not provide any information about the strength of the nodes' membership to each community. In short, each approach has complementary benefits and drawbacks, raising a question: Can we combine the advantages of both kinds of approaches?
In this paper, we propose a Symmetric Binary Matrix Factorization (SBMF) model to combine the best of both. It is motivated by both Symmetric Nonnegative Matrix Factorization (SNMF) [11, 12] and Binary Matrix Factorization (BMF) [13, 14] . The SBMF enables us not only to identify the community structures explicitly, but also to analyze the strength of membership based on the corresponding results from SNMF, providing a comprehensive picture exploiting both SNMF and SBMF. Furthermore, the model can distinguish the outliers, which do not belong to any communities, from the overlapping ones.
An essential step in community detection is defining the quality of the detected community structure. One of the most widely used quantities is the modularity function Q [15, 16] . However, the modularity function has several drawbacks. The most well-known problem is the resolution limit, such that Q cannot capture small communities, however strongly clustered they are [17] . Several other issues of Q have been identified including bottleneck-dependence [18] , misidentification of communities [19] , and degeneracy problem [20] . Recently, partition density, a new measure designed for evaluating highly overlapping communities, was proposed [3] . In this paper we use a modified partition density to assess node-based communities instead of link communities.
In summary, the contributions of this paper are: (i) proposing a parameter-free, simpleto-implement overlapping community detection method, SBMF; (ii) providing a method to infer an appropriate number of communities using modified partition density; and (iii) demonstrating the effectiveness of the proposed method by systematically conducting experiments on both the synthetic and the real-world networks.
The rest of the paper is organized as follows: Section II introduces the symmetric binary matrix factorization. Section III presents the new partition density. Section IV explains an illustrative example. Section V shows the experimental results. Finally, Section VI concludes.
II. SYMMETRIC BINARY MATRIX FACTORIZATION

A. Motivation
Let us begin from a matrix factorization approach for community detection [7] :
where X is the adjacency matrix of the network of size n × n, and U is the community membership matrix of size n × c. Note that in this paper, we set the diagonal elements of X to 1 in accordance with the assumption that the connected pairs of nodes are more similar to each other.
The standard nonnegative matrix factorization (NMF) tries to factorize a nonnegative matrix X of size n × m into two nonnegative matrices, U 1 of size n × c and U 2 of size m × c, [11, 12] . For the symmetric objective matrix X, NMF can be reduced to symmetric NMF (SNMF; see Eq. (1)).
learning [11, 21, 22] . Several NMF-based models have been applied to community detection.
Thanks to the flexibility of the model, NMF is particularly suitable for the detection of overlapping communities [8, [23] [24] [25] . The result U can be interpreted as a cluster membership degree matrix, i.e., node i belongs to a community t with the strength U it (note that j U ij = 1), providing "fuzzy" overlapping communites. But, how to determine whether a node really belongs to a community or not? Does the strength 0.9 mean that the node belongs to the community? What about the strength 0.5? It is often more useful to identify community structure explicitly and consider nodes as full members of their communities [3] . Another issue is that one cannot distinguish the outliers from the overlapping nodes based on the result U . To address these problems, we introduce the SBMF model. The model can explicitly assign community memberships to nodes and can distinguish outliers from overlapping nodes.
B. Model Formulation
The SBMF can be defined as follows: given a symmetric binary matrix A of size n × n, we want to find a binary matrix U of size n × c such that A ≈ U U T . The objective matrix
A is the adjacency matrix of the network, and U is the community membership indicator matrix: U it = 1 if node i is in the community t, and 0 if not. If a node i belongs to multiple communities, then the sum of the corresponding row i of U will be larger than one
. On the contrary, if the node i is an outlier, the corresponding row i will be zero ( j U ij = 0).
We assume that there are a relatively small number of outliers, which do not belong to any communities in the network, and require that U should have as few zero rows ( j U ij = 0) as possible. We achieve this by adding a penalty term into the optimization model. We use 1-norm [32] instead of Frobenius-norm because it gives better numerical results.
In summary, SBMF can be formulated as the following constrained non-linear programming:
where Θ is the Heaviside step function: for some matrix X,
As one can see, all the elements of U are variables that need to be decided, which means that it is a large scale optimization problem. Furthermore, the function Θ is not continuous and the problem is non-smooth. Hence, the standard optimization algorithms are not suitable. To overcome these difficulties, we firstly initialize U by solving the NMF model (1), then "discretize" it by solving the following simpler unconstrained non-linear programming, instead of (2), to get an optimal approximation solution:
where u is a scalar.
To solve (3), we fix U , and discretize the domain {u : 0 u max(U )} to selectû that minimizes the optimization problem (3). Finally, we obtain the binary matrix U as follows:
To initialize U , we employ the algorithm of multiplicative update rules developed for SNMF, which is summarized in Algorithm 1. We set the iteration number iter to 100 in this paper.
Algorithm 1 Symmetric Nonnegative Matrix Factorization (Least Squares Error)
Input: A, iter
The problem of community detection is an unsupervised learning task, and the number of communities is unknown in real applications. Several methods have been developed to infer the number of communities. The most popular one uses the modularity function Q [15, 16] . Namely, choosing the number of communities c at which the modularity function achieves the maximum. However, as explained above, the modularity function may lead to both the underestimation and overestimation of community numbers [26] . To overcome these limitations, we modify partition density to better estimate the appropriate number of communities. Originally, the partition density was defined in terms of edges [3] .
Formally, the standard partition density of the community α can be defined as [3] :
where n α and m α are the number of nodes and the number of edges in the community α, respectively. Then the overall partition density of the network can be defined as the weighted sum of D α , α = 1, 2, . . . , c. The weight for each community was given by the number of edges in the community in the original formulation. Here we use the number of nodes as the weights because this formulation gives us better results. Thus, the partition density of the whole network is:
where N is the sum of the sizes of different communities and the number of outliers. N may be larger than the number of nodes n in the network, since the overlapping nodes are counted more than once.
Nodes can be assigned to multiple communities. However, in practice one can observe that the nodes with several community labels are not common due to limited energy, time, and resources. Hence, we add a penalty term into the denominator to control the nodes' activity degree, and the definition can thus be updated as follows:
, where q α = max j∈α l j , j ∈ α means that the node j belongs to the community α, l j is the number of community labels that the node j has.
Since the partition density D only considers the local information in each community, it does not suffer from the resolution limit problem [3] . 
IV. AN ILLUSTRATIVE EXAMPLE
In this section we use a toy example to illustrate how the proposed method works. Figure   1 shows a toy network with two communities, where Node 5 and Node 6 are bridges between them. First, we build the adjacency matrix A and solve the SBMF model (2) with different numbers of communities c. Then, we calculate the partition density for each c to select the best one. Finally, the corresponding binary matrix U is obtained. As one can observe, the two overlapping communities can be explicitly recovered from the output U of SBMF model:
1 means that the node belongs to the corresponding community, and 0 means not.
V. EXPERIMENTAL RESULTS
In this section we test the effectiveness of our method on both the synthetic and the real world networks.
A. Datasets Description a) GN benchmark network [1] : GN network has four equally-sized non-overlapping communities with 32 nodes each. On average each node has Z in edges connecting with the others in its own community and Z out edges connecting with the other three communities. As expected, the communities become less clear with increasing Z out . Here Z in + Z out is set to 16.
b) LFR benchmark network [27] : The GN networks do not capture most characteristics of real networks: size of the network, heterogeneous degree distribution, etc. And the LFR benchmark model was proposed to address it. In LFR benchmarks both the degree and the community size distributions obey power laws with exponents γ and β. Each node has a fraction 1 − µ of its neighbors in its own community and a fraction µ in the other communities. Furthermore, nodes can be assigned to multiple communities.
In this paper we set the parameters of the LFR benchmark as follows: The number of nodes is 1000, the maximum degree is 50, the exponent of the degree distribution γ is 2
and that of the community size distribution β is 1. We set the parameters for the nonoverlapping LFR benchmark as follows: The average degree of the nodes is 20, and the range of the mixing parameter µ is from 0.1 to 0.6. For the overlapping LFR benchmark, we set the parameters as follows: The average degree of the nodes is from 15 to 25, the mixing parameter µ is 0.1, the minimum community size is 20, the maximum community size is 100, and the fraction of the overlapping nodes is from 0.1 to 0.5. 
B. Assessment Standards
To evaluate the detection performance on non-overlapping synthetic networks (GN & non-overlapping LFR), we use the normalized mutual information (NMI) [30] . The value can be formulated as follows:
where M 1 and M 2 are the ground-truth community label and the computed community label, respectively; k is the community number; n is the number of nodes; n ij is the number of nodes in the ground-truth community i that are assigned to the computed community j;
is the number of nodes in the ground-truth community i; n
is the number of nodes in the computed community j; and log here is the natural logarithm. The larger the NMI value, the better the community partition.
For overlapping LFR benchmarks, we use the generalized normalized mutual information [10] .
C. Experimental Results on Synthetic Networks
In this subsection, we compare the Bayesian NMF [8] with our SBMF model, and give the numerical results of NMI on the GN networks and the non-overlapping LFR networks, 
D. Experimental Results on Real Networks
In this subsection, we conduct experiments on the real world networks. Figure 6 gives the results of partition densities under different community numbers c, and Table I gives the inferred community numbers of different networks.
We use the football network as a case study. The teams in the network are assigned into 12 conferences, most of which play more games against other ones in the same conference.
However, there are some abnormal teams that play against the ones in other conferences more frequently. Table II lists the basic information about these teams, among which the teams 37, 43, 81, 83, 91 are in the conference IA Independents (the black ones in Fig. 8 (a)), and the teams 12, 25, 51, 60, 64, 70, 98 are in the conference Sunbelt (the dark green ones in Fig. 8 (a) , next to the black ones). To determine the best community number c, we calculate the partition density given different c. The peak value is achieved at c = 12. The corresponding partitioning result of SBMF is shown in Fig.8 (b) , from which one can observe 
The entropies of the nodes in ten normal conferences (i.e., not including the conferences IA Independents and Sunbelt) are shown in Fig. 7 . The lower the entropy, the more likely the node is to stay in its own community. Table II.   TABLE II 
VI. CONCLUSIONS AND FUTURE WORK
In this paper we present a symmetric binary matrix factorization model to detect overlapping community structures. The model can explicitly identify the community memberships of the nodes, which are allowed to belong to multiple communities or to be outliers. We also give a revised partition density to automatically infer the community number in the network. The experiments conducted on both the synthetic and the real world networks showed the effectiveness of the proposed method. In summary, the SBMF model is parameter-free, easy to implement, and the new partition density is good at determining the number of communities.
There are two interesting problems that are worthy of working on in the future: i) How to extend the proposed model to weighted networks and directed networks; and ii) How to combine the model with a recommendation system to get better recommending results.
