In 3) and is given by:
where the SUl)erscript on w has been dropt)ed for the sake of simt)licity. SRCBDF is the sonrce term independent of w = w ''+t' and is given by,
In the case of RKxy schemes, a nonlinear systenl arises at each stage of t.}l(, time-stepping scheme and hence more than one nonlinear solve per time step is required. Again, a nonlinear residual, R (w) for each stage of the RK:ry scheme can t)e defined using equation (2.4) as follows:
where tile superscript on w has again been dropped for the sake of simplicity. Also, SRCRK, is the source term independent of w = w {k} and is given by,
Hence, in both BDF and RKxy we are required to obtain the solution of the nonlinear system of equations,
Three different nmthods are proposed for solving equation (3.5) and their relative t)erformances are studied.
The three nlethods, in this paper, are henceforth referred to as :
In NMG, a pseudo-time-stepping scheme is employed to obtain the solution of the nonlinear system of equations, which is accelerated using a non-linear full approximation storage (FAS) agglomeration multigrid method [11, 12] In tim other two approaches, an inexact Newton solution strategy is used to solve the nonlinear system of equations [14, 11, 15] . The resulting linear system of equations is solved using iterative/Krylov techniques.
To accelerate convergence, the linear system is left preconditioned using an approximate inverse to the firstorder accurate Jacobian which in itself is employed as an approximation to tile Jacobian of the second-order accurate discretization. The last two approaches differ only in the methods used to solve tile preconditioned In order to achieve rapid convergence of the linear problem at each Newton iteration, preconditioning methods are used to cluster the eigenvalues of the system. We adopt the approach of left preconditioning in order to achieve this desirable distrilmtion of eigenvalues.
The preconditioned system can be written as:
"P_:'Ax = -P_,r (3.14)
We make the following comments on the preconditioning:
• The preconditioner, T'._', is looked upon here as an operator as opposed to a matrix. Hence, P_,, may or may not be able to be written as a matrix.
• The preconditioner must be chosen as close as possible to A -1 so that T'_A _ Z, where 2" is the identity operator.
• PA'Ax = -T'A'r (3.17)
The resulting iterative scheme is defined as.
Zx (,,, + 1) = _ P, vr -,_'x (rn ) 
Variation of CL with non dimensional time
In order to determine the temporal order of accuracy, the test problem was solved using the same initial condition but with different time steps.
The time interval of the study was approximately 1_ shedding cycles. The solution at the end of the time interval is assumed to have accunmlated the temt)oral error.
Integral measures such as lift on the body, drag due to pressure forces and pitching moment of the body were then (:ompared as follows to determine the order of accuracy. Let GAt denote the integral measure being compared using a time step At, while Go .... t denotes the exact solution. We do not know G_t but based on the order of accuracy n of the scheme, we expect the following behavior: where Cl is a constant. By subtracting from equation (4.1) a similar expression for G .,__ and neglecting the higher-order terms, we can obtain the following relation,
where C2 is another constant. Equation (4.2) can be used to determine the order of accuracy of the scheme which can then be compared with the expected order of accuracy based on theory. Figure 4 .7 is likely due to the timesteps being outside the asymptotic range.
It is also seen that the computed order of accuracy is close to the expected order of accuracy. For example, Figure 4 .5 shows that the computed order of accuracy for the RK64 scheme is 3.8938 while tile expected order of accuracy is 4. Increasing either of these parameters would make _" a better approximation to _-1. Figure 5 .1 illustrates the effect of increasing the number of lineal" multigrid cycles used in _'. All the results shown in this section and the next are carried out using the BDF2 physical time stepping scheme and a timestep of At = 0.05.
Parameter
We observe the following : -4 ;................. I. However, increasing the number of search directions by one incurs the following additional computational overhead :
• A single evaluation of the nonlinear residual on the fine grid.
• A single evaluation of the preconditioner, 7)_ ".
• Additional matrix-vector and vector-vector products required to compute the extra search direction and the optimal solution, x ('_/ in a larger Krylov subspace.
• Additional storage for the extra search direction.
Hence, the choice of the number of search directions wasdecided based onmininlizingthe CPUtime required foragivenlevel ofresidual reduction. Figure6.2plotsthevariation ofthenonlinear residual against runtimefl)rdifferent choices of the number of search directions. It was determitmd that the use of five search directions was nearly optimal for most cases. In this section we examine the computational efficiency of two time-discretization schemes, RK64 and BDF2 as a function of accuracy levels.
We simultaneously investigate the relative performances of the different implicit solution techniques discussed in this paper. Finally, we show that the combined improvements in efficiency obtained by using higher-order schemes and better nonlinear solvers such as LMG can result in up to an order of magnitude improvement in overall solution efficiency.
In order to compare the different schemes, we compare the runtimes required to advance the solution from an initial time 7", to a specified final physical time TI, given an error tolerance in the final solution.
In this study, we assume the error in the lift coefficient, CL, to be a good measure of the integral error in the final solution.
To measure the error in CL, tile numerical solution obtained using the RK64 scheme and At = 0.0125 was assumed to be numerically accurate with zero error. Finally, we choose 3 error tolerances, 10 -2, 10 .3 and 10 -4, which we deem to be representative of engineering error tolerances, and make a detailed comparison of the different schemes. We choose a time interval 7"/ -7", = 1, noting that the ratios of tile runtimes of the various schemes should remain invariant with arbitrary choices of the time interval.
The physical time step, At, chosen to advance the equations to T/ depends on:
1. The physical time-stepping scheme, in this case either BDF2 or RK64. It. (:an be seen that for the range of error tolerances considered, BDF2 requires a much smaller time step than RK64. Furthermore, as RK64 is fourth-order accurate in time, the error decreases faster with a decrease in time step, making it more efficient at lower error tolerance levels.
The error tolerance level
Hence, the choice of tile physical time-stepping scheme affects the overall efficiency of the simulation in three ways: This result is a flmction of the number of non-linear solutions required per time step, the relative stiffness of each non-linear problem, and the degree to which each system must be converged to maintain overall accuracy. However, the ratios of time steps between the two schemes is large and increases rapidly for higher accuracy levels, thus making the IlK scheme more efficient overall, particularly at the more stringent, error tolerances.
In Figure 7. 
