Copy number changes, the gains and losses of chromosome segments, are a common type of genetic variation among healthy individuals as well as an important feature in tumor genomes. Microarray technology enables us to simultaneously measure, with moderate accuracy, copy number variation at more than a million chromosome locations and for hundreds of subjects. This leads to massive data sets and complicated inference problems concerning which locations for which subjects are genuinely variable. In this paper we consider a relatively simple false discovery rate approach to cnv analysis. More careful parametric change-point methods can then be focused on promising regions of the genome.
Introduction
Basic genetics says that we have two copies of each bit of chromosomal information. In fact, however, even healthy individuals show occasional variations, displaying stretches of the genome having more or less than two copies. Within the past decade, significant advances in microarray technology have enabled the genome-wide fine scale measurement of DNA copy number in high throughput fashion; see Bignell et al. (2004) ; Peiffer et al. (2006) ; Pinkel et al. (1998) ; Pollack et al. (1999) ; Snijders et al. (2001) . This has led to large-scale studies investigating the role of DNA copy number changes in human disease and phenotypic variation. The studies fall into two main categories: changes in DNA copy number can occur as a form of inherited genetic polymorphism in normal human DNA. They can also accompany somatic mutation, as often observed in cancerous tumors. Inherited copy number changes in normal samples have been called copy number variants (cnv), while those that occur in tumors have been referred to as copy number aberrations (cna), to distinguish the fact that they are "aberrant" forms which do not occur as population-wide variation. This paper discusses a false discovery rate approach to the analysis of DNA copy number data.
The statistical properties of copy number data are quite different in the two cases. In normal samples, the copy number variants, most of which are inherited, are usually short and spaced far apart, whereas in tumor samples, cnas can be quite long, sometimes spanning entire chromosomes. The false discovery rate (fdr) methodology developed in this paper applies to both situations, but our examples will start by focusing on the first. We will discuss tumor samples in more detail, with a data example, in Section 7. Figure 1 concerns a cnv data set we will use to illustrate our methodology. Here n = 150 healthy subjects have been each assessed at N = 5000 marker positions, yielding cnv measurements x ij = i = 1, 2, . . . , N = 5000 positions j = 1, 2, . . . , n = 150 subjects.
(1.1)
Roughly speaking, values of x ij much less than zero indicate less than two copies, and values much greater than zero more than two copies, but there is considerable measurement error. The histogram of all 750,000 x ij is smoothly unimodal, mean and standard deviation −0.018 and 0.188, showing moderate skewness toward the negative side, with a small percentage of extreme outliers in both directions. The points in Figure 1 (where the matrix has been transposed) indicate the 750 most negative x ij values, in other words the one-tenth of one percent of (position, subject) combinations giving strongest evidence of copy numbers less than 2. We can see that subject 45, for example, seems to have a long interval of decreased copy numbers around position 3800, while position 1755 might be prone to copy number reductions. A typical question we would like to answer is whether position 1755 is genuinely cnv-prone. A key feature of cnv problems is the availability of information in both directions. Does subject 45 have less than two copies of the marker at position 1755? The methodology introduced in Section 2 combines the horizontal and vertical features in Figure 1 to answer such questions.
Letx ij indicate a moving average of the x ij values for subject j,
x ij (2m + 1) (1.2) for some fixed value of m (with obvious modifications for i near 1 or N ). Because cnv intervals tend to span a contiguous range of marker positions,x ij will be less noisy than x ij ; see Section 5 for the specific calculation. It is also helpful to standardize the columns of the {x ij } matrix, that is, each subject'sx ij values, by defining z ij = (x ij −â j ) b j (1.3) whereâ j andb j are the median and robust standard deviation (one-half the distance between the 16th and 84th percentiles) of {x ij : i = 1, 2, . . . , N }. Most of our numerical examples will be based on z ij values (1.2), (1.3) with m = 5. The application of fdr methodology to the z-values renders copy number variations far more visible; see Figure 3 . The paper develops as follows: an iterative algorithm is introduced in Section 2, in which a local false discovery rate estimate (Efron, 2008) is first fit to the combined data, and then modified to take account of differing cnv probabilities at the various positions i. This gives an fdr estimate for each position and subject, as well as an estimatek i of the number of subjects carrying a cnv at position i.
Section 3 and Section 4 develop hypothesis-testing and estimation methods based on thek i 's, aimed at answering the question of which, if any, of the positions are cnv-prone. The iterative algorithm is examined more closely in Section 5 and Section 6, and connected to maximum likelihood theory. Section Section 7 examines in more detail the problem of detecting cnaprone regions in tumors. Having located positions prone to copy number changes based on thê k i estimates, Section 7 then discusses local change-point methods intended to say which of the subjects are the affected ones, the so-called "carriers."
There are by now many different methods for single-sample analysis of DNA copy number. These methods process each sample (i.e., each column in the matrix (1.1)) separately, as if the method has never seen a similar sample before, and will never see another sample again. Reviews of single-sample methods are given in Lai et al. (2005) , Willenbrock and Fridlyand (2005) , and Zhang (2010) . For both single-sample analysis and the simultaneous processing of multiple samples, global change-point tests, scanning over the entire range of positions, have played a central role in the statistical cnv lierature (Olshen et al., 2004; Siegmund, Yakir and Zhang, 2010; Zhang et al., 2010) . The literature leans heavily on Gaussian process theory, and within that realm produces impressively precise testing algorithms. Wang et al. (2005) propose an fdr approach, closer to the methods proposed here.
The identification of cnv-prone regions across a cohort of tumor samples has been a problem of increased scientific interest. Most published methods (Beroukhim et al., 2007; Diskin et al., 2006; Guttman et al., 2007; Newton et al., 1998; Newton and Lee, 2000; Rouveirol et al., 2006; Taylor et al., 2008 ) take a post-segmentation approach: each sample is first segmented individually, which reduces them to piece-wise constant sequences indicating regions of amplification, deletion, or normal copy number. Then the samples are aligned, and a statistical model (Newton et al., 1998; Newton and Lee, 2000) or permutation-based approach (Diskin et al., 2006) is used to identify regions of highly recurrent aberration. These post-segmentation approaches rely on the vagaries of the underlying segmentation model. After segmentation, how evidence for gains and losses should be combined across samples is still much debated. Existing strategies range from counting the number of carriers, without weighting by the strength of evidence of each carrier (e.g., Diskin et al. (2006) ), to the "G-score" (Beroukhim et al., 2007) , defined as the number of carriers times the average amplitude of the signal among carriers. The fdr-based approach that we describe arises from a natural likelihood model, is simple and computationally fast, and yields biologically meaningful results.
False Discovery Rate Methods
Forgetting about cnv structure for a moment, suppose we have M null hypotheses H 01 , H 02 , . . . , H 0M to test, based on possibly correlated test statistics z 1 , z 2 , . . . , z M . False discovery rate methods can be motivated by the Bayesian two-groups model discussed at length in Efron (2008) , in which each case is either null or non-null with prior probability π 0 or π 1 = 1 − π 0 , and with the z values having density either f 0 (z) or f 1 (z),
Bayes rule shows that the posterior probability of "null" given z, the local false discovery rate,
where f (z) is the mixture density
An empirical Bayes approach to multiple testing uses the entire vector z = (z 1 , z 2 , . . . , z M ) to estimate π 0 , f 0 (z), f (z), and then fdr(z), (Replacing densities f 0 and f 1 with their cumulative distribution functions gets us back, almost, to Benjamini and Hochberg's 1995 false discovery rate control algorithm, but here it will be more convenient to deal directly with the densities.) Figure 2 shows fdr(z) based on the combined data for all M = 750, 000 z values z ij (1.3), computed using the locfdr algorithm, Efron (2008) ; locfdr assumes that f 0 (z) is normal, a reasonable assumption here looking at the central portion of the {z ij } histogram, which the averaging in (1.2) renders quite Gaussian. The numerator estimates in (2.4) werê As discussed in Efron (2008) , we can expect a majority of such pairs to have disappointingly large values of fdr(z ij ). Here only 1.5% of the 750,000 have fdr(z ij ) ≤ 0.1, those with z ij ≤ −3.30 or ≥ 3.56. However, we can improve power by adapting the fdr methodology to the two-way structure of cnv data.
Let C i be the class of pairs (i, j) corresponding to position i, so the corresponding z values z ij are all those obtained at position i. We now have N classes C 1 , C 2 , . . . , C N , one for each position, and can imagine fitting a separate two-groups model (2.1) for each class, yielding separate false discovery rate functions fdr i (z). The trouble is that, unless n is very large, a direct approach as in Figure 2 will produce inaccurate estimates fdr i (z). A compromise between using the combined estimate fdr(z) or completely separate estimates fdr i (z) goes as follows: we assume that the null and non-null densities f 0 and f 1 in (2.1) apply unchanged to each class, but that the null and non-null prior probabilities may differ, say
So a cnv-prone position would be one having a larger value of π i1 than the combined value π 1 . Using fdr i (z) = π i0 f 0 (z)/f (i) (z), with f (i) (z) the mixture density applying to C i ,
comparison with (2.2) gives
where tdr(z) is the true discovery rate tdr(z) = 1 − fdr(z) = Pr{non-null|z} (2.11) and
now where tdr i (z) = 1 − fdr i (z) is the true discovery rate Pr{non-null|z, C i } applying to C i , and
Section 6 discusses (2.10) and (2.13) in more detail. None of this seems like a step forward since (2.10) and (2.13) both require knowledge of π i1 , the non-null proportion in C i . There is, however, a simple iterative solution. Given a preliminary estimate tdr i (z) of tdr i (z), perhaps tdr(z) from the combined analysis,
is the obvious estimate of k i , the number of non-null cases in C i , since tdr i (z ij ) estimates the probability that case (i, j) is non-null. This yieldsπ
as an estimate of π i1 , andŜ
for (2.14) (withπ 0 andπ 1 obtained from the combined analysis that gave fdr and tdr, as in (2.6)). We can now update (2.13) to Figure 3 displays the results. The top panel shows those pairs (i, j) having tdr i (z ij ) ≥ 0.99, or equivalently fdr i (z ij ) ≤ 0.01. A very long cnv region is centered around i = 3800, with shorter but still prominent regions near 1, 1100, 1300, 3000, and 4700. Position i = 1755 is less impressive, but does show some non-null cases. The bottom panel graphsk i as a function of position i, withk 1755 = 39.1 showing as a small isolated spike. Is this a "significant" result? The next two sections consider testing and estimation questions for thek i values.
Hypothesis Tests for Position-Wise Copy Number Variation
Having obtained estimatesk i , i = 1, 2, . . . , N , for the number of non-null cnv subjects at marker position i, we wish to decide which, if any, of the positions are unusually prone to copy number variation. For example,k 1755 equals 39.1, compared to the averagek = 8.13 in Figure 3 , which might suggest excess variation at position 1755, an hypothesis we would like to test.
An easy permutation test proceeds as follows: let z j be the jth column of the Z matrix {z ij } (1.3), and z * j the same vector except shifted left I units (with wraparound), Choosing I as an independent and random integer between 0 and N − 1 for each of the n rows yields a permuted matrix,
in which position-wise structure has been nullified, while any subject-wise structure of cnv intervals is maintained. The permutation test comparesk i with the distribution {k * 1 ,k * 2 , . . . ,k * N }, where the k * values are obtained by applying algorithm (2.15)-(2.18) to Z * . (Notice that Z * has the same elements as Z, so that the combined analysis quantitiesπ 0 ,π 1 , fdr(z) and tdr(z) have the same values as in (2.15)-(2.18).)
Ten independent replications of Z * were generated for the example of and use a standard false discovery rate procedure to assess significance among the N p-values.
Basing our significance tests onk i values seems reasonable but perhaps ad hoc. It can, however, be motivated in terms of the two-groups model (2.1), (2.8). Define
the ratio of the non-null probability at the ith position to the combined value π 1 ; the null hypothesis H 0i that position i is not cnv-prone is H 0i : r = 1. Observation z ij has density f (z) under H 0i and density f (i) (z) under (2.8), (2.9), giving log likelihood ratio
where some calculation yields
tdr(z) = 1 − fdr(z) as in (2.11). Assuming that subjects were sampled independently, the n observations in z i = (z i1 , z i2 , . . . , z in ) are independent of each other. The most powerful test of H 0i versus a specific alternative choice of r > 1 then rejects H 0i for large values of
The locally most powerful (lmp) test of r = 1 versus r > 1 rejects for large values of
an increasing function of n 1 tdr(z ij ). In practice we could reject for large values of
is from the first iteration of k i in (2.15), beginning at tdr i (z) = tdr(z). This justifieŝ k
(1) i as a preferred test statistic for H 0i . In our cnv example,k (5) i , the fifth iterate, performed a little better thank (1) i , almost matching the most powerful test statistic (3.5) over the range 1 < r ≤ 4. This seems to put the significance of position 1755 as cnv-prone on safe footing. Figure 4 is not completely reassuring in this regard: the permutation distribution does not look much like a reasonable null hypothesis, since it makes "significant" a majority of the 5000 positions. In particular, the 2024 positions havingk i ≤ 1 are significantly too small by the permutation criterion. Perhaps we should be estimating the accuracy of thek i values rather than testing them for nullness, a point of view taken up in Section 4.
The Accuracy of Position-Wise Estimates
How accurate isk i as an estimate of k i , the number of non-null cases at position i? A simple answer is obtained by resampling the n subjects and calculating non-parametric bootstrap estimates of standard deviations.
Let z j = (z 1j , z 2j , . . . , z N j ) be the N -vector of data for subject j. A typical bootstrap data matrix is
where j 1 , j 2 , . . . , j n is a random sample taken with replacement from the integers (1, 2, . . . , n). We calculate k * i , i = 1, 2, . . . , N , from Z * according to (2.15)-(2.18), including the five iterations. Doing so B times gives bootstrap standard deviation estimates Figure 5 plots sd i versusk i for the cnv data (1.1), i = 1, 2, . . . , 5000, based on B = 200 bootstrap replications. A smooth curve has been drawn through the 5000 (k i , sd i ) points, giving for example sd 1755 = 6.5 atk 1755 = 39.1. This yields approximate 95% confidence intervalsk i ± 2 · sd i , in particular, k 1755 ∈ (26.1, 52.1).
(4.
3)
The lower limit is far abovek = 8.3, providing further evidence that position 1755 is cnv-prone. Note: The bootstrap calculations did not include recomputation of the combined quantities π 0 ,π 1 , tdr(·), and fdr(·) in (2.15)-(2.18), which were kept at their original values. This amounts to treating them as fixed ancillary statistics, as is effectively done in the permutation test of Section 3. Recomputing the combined quantities for each bootstrap replication considerably increased the standard deviation estimates ( sd 1755 = 9.1 for example), and seemed inappropriately conservative here. At this point, selection bias needs to be considered: positions such as 1755 come to our attention because of their unusualk i values, which can be misleadingly large when selected from thousands of possibilities. Frequentist corrections for bias are difficult here, but a simple empirical Bayes calculation offers some insight.
Consider the univariate Bayesian model in which a parameter µ is drawn from prior density g(·) and then x ∼ N (µ, σ 2 ) is observed,
2πσ 2 , and define l(x) = log{f (x)}.
Lemma 1. The posterior expectation and standard deviation of µ given x are
and
where l (x) and l (x) are the first and second derivations of l(x).
Proof. According to Bayes theorem, the posterior density of µ given x is
(4.8) is a one-parameter exponential family with canonical parameter x and sufficient statistic µ/σ 2 . Differentiating ψ(x) twice yields the mean and variance of µ/σ 2 given x, verifying the lemma.
Formula (4.6) goes back, at least, to Robbins (1956) , who credits correspondence with M. Tweedie, though (4.7) seems less familiar. They are ideal for empirical Bayes purposes: having observed x 1 , x 2 , . . . , x N from repeated realizations (µ i , x i ) of (4.4), we can directly estimate f (x) and l(x), and differentiate to get E{µ|x} and sd{µ|x} from (4.6)-(4.7). The key point is that deconvolution for the estimation of the prior g(µ) is completely avoided. Now let (k i ,k i ) play the role of (µ i , x i ) in (4.4). The 200 bootstrap replications for Figure 5 showedk
to be a reasonable approximation, with σ i as indicated in Figure 5 . A density estimatef (k) was obtained by fitting a smooth curve to the histogram heights in Figure 4 (using a Poisson generalized linear model based on a natural spline with five degrees of freedom, as described in Remark D of Efron, 2009 ). This gavel(k) = log{f (k)},l (k),l (k), and thenÊ{k i |k i } and Sd{k i |k i }, with σ 2 obtained from the fitted curve in Figure 4 . Table 1 is that selection bias is not a serious problem here.
There are reasons for skepticism:
• Model (4.4) has σ constant, whereas it varies in our application. More careful calculations show that the effect is small for this situation (only slightly raising the estimates for position 1755).
• At best, the calculations are approxiimating E{k i |k i }, not E{k i |k}, the posterior expectation given all the k values.
• Thek i estimates are correlated with each other. This does not invalidate the use of Lemma 1, but degrades the accuracy of the empirical Bayes estimates; see Efron (2010a) .
These last two points emphasize the fact that empirical Bayes is not actual Bayes, and provides no strict theoretical basis for ignoring selection bias. Nevertheless, the results in Table 1 offer a useful guide for interpreting the estimatesk i .
Various numerical experiments were carried out investigating the accuracy ofk i calculations. The observations x ij in (1.1) actually were each the average of two independent replications x ij1 and x ij2 . Applying algorithm (2.15)-(2.18) separately to the two sets gave nearly the same results, both being slightly degraded versions of the analysis based on (1.1).
Another test involved "spiking in" artificial cnv signals at non-active positions of data (1.1); for example, adding a square wave signal to 40 of the subjects at positions 2233 through 2239. The correspondingk i values edged up to 40 as the size of the square wave increased, topping out at about 50 for enormous signals. (The window width 2m + 1 in (1.2) was kept at 11 as before.) Large numbers of low values of tdr i (z i ) in (2.15) were responsible for the upward bias, which perhaps suggests imposing a cut-off threshold. Section 5 briefly discusses the relation of window width to power and bias.
At this point, we reveal the fact that probe number 1755, which is located at genome base pair position 17,952,757 (NCBI human genome build 36), indeed falls into a region containing previously identified deletions. The deletions in this region have been detected by Conrad et al. (2006) using SNP genotyping arrays and by Mills et al. (2006) and McKernan et al. (2009) using short read sequencing. These studies differ in their estimated boundaries, but all agree that there is a deletion covering probe 1755 in at least one subject in their study.
Estimation of False Discovery Rates
The procedures used for the estimation of fdr i (z) (2.10), the local false discovery rate applying to position i, raise some questions discussed in this section.
A preliminary question concerns the choice of moving average window width M = 2m + 1 involved in the construction of the z-values z ij (1.2)-(1.3). Some insight is gained from a simple model in which the observations x ij in (1.1) are independent normal variates with expectation either 0 or µ, null x ij ∼ N (0, 1) non-null x ij ∼ N (µ, 1) (5.1) and where the non-null cases for subject j occur in contiguous blocks. The adjusted moving average from (1.2),
where, if the moving average is taken entirely within a contiguous non-null block, we have
Averaging increases the null/non-null separation in this case, improving the power of our detection procedure, as made explicit next. The ratio of true to false discovery rates in position i is 5) in the notation of Section 2. Then (5.3) yields
at z = µ M , its non-null expected value, so increasing the window width M raises the ratio exponentially fast. Put simply, large M produces non-null z-values far from 0, at least at positions inside long non-null blocks. Suppose though that the non-null block length M non is less than M . The same reasoning as in (5.7) gives
at the block's central position, so that increasing M is now harmful. The ideal choice is M = M non , the well-known signal matching criterion, but of course in practice we won't know M non . Other considerations come into play: larger M improves the normality of z ij , null normality being an important assumption in (2.5); correlation between nearby x ij 's decreases the advantage of averaging; long non-null intervals like those seen near i = 3800 in Figure 3 may include sub-blocks of negative as well as positive cnv effect. (See the discussion on one-sided procedures below.)
Changing M from 11 to 21 produced small increases in most of the largerk i values seen in Figure 3 , a notable exception being at i = 1755 -inside a very short block -wherek i was halved. The value M = 11 performed satisfactorily on several other data sets, though the specific choice never seemed crucial.
Our data set (1.1) includes copy number variations in both negative and positive directions, that is, having less or more than two copies. This can be seen in Figure 2 , where the combined local false discovery rate fdr(z) decreases to zero at both ends of the z scale. As a consequence, the estimatesk i produced by algorithm (2.15)-(2.18) are two-sided : if we begin the iteration with tdr i (z) = tdr(z) = 1 − fdr(z) thenk i is increased for z ij values that are extreme in either direction.
As we will show in the following, two-sidedness can have undesirable effects. It is simple, and probably preferable, to calculate instead both one-sidedk i estimates. Beginning the iteration at (2.15) with
instead of tdr(z) produces "left-sided"k i estimates, sensitive only to negative z ij values. A similar tactic gives right-sidedk i estimates. The sum of the left-and right-sided estimates is similar to the two-sided estimates of Section 2, but there is an interpretive advantage in observing both sides. Some of the positions for data set (1.1) (though not 1755) displayed large z ij in both directions. These can be genuine, but we might worry that an uncontrolled effect, perhaps a microarray reading difficulty at position i, has artificially broadened the distribution of the n z ij values. A drastic cure is to standardize positions as well as subjects, that is, to perform a second standardization (1.3) with the roles of i and j reversed. Doing so seemed to remove more signal than noise for data (1.1), and is not recommended. Nevertheless, a plot of robust standard deviations as a function of position i may help reveal systematic reading problems.
Formula (2.10), which is the basis of our iterative algorithm (2.15)-(2.18), depends on the strong assumption that f 0 (z) and f 1 (z), the null and non-null densities in the two-groups model (2.1), apply unchanged to each position C i . A more general result that allows the nonnull density to depend on C i (while f 0 (z) is still assumed fixed) is developed in Efron (2009) and in Section 10 of Efron (2010b) . Define
(5.10) Then, to a good approximation, combined from all 750,000 z ij , as in Figure 2 ; Method 1 from 5 iterations of (2.15)-(2.18), two-sided; Method 2 from (5.11), usingŵ i (z) as shown in Figure 6 .
Three estimates fdr i (z) for the local false discovery rate applying to positions 1750-1759 appear in Figure 7 : the combined estimate of Figure 2 , obtained from all 750,000 z ij values; Method 1, from five iterations of algorithm (2.15)-(2.18), applied in the two-sided fashion of Section 2; and Method 2, from formula (5.11), with w i (z)/w i (0) as shown in Figure 6 .
On the left side, both Method 1 and Method 2 yield much smaller estimates than the combined curve, for instance fdr i (−3) = 0.019 from Method 2, compared to the combined estimate 0.125. Both Methods are adjusting the combined estimates fdr(z ij ) downward to account for the excess cnv activity observed at positions 1750-1759.
The story is different on the right side. Method 2 has fdr i (z) = 1 for z > 0, which is intuitively correct since Figure 6 shows no tendency toward large positive z-values in positions 1750-1759. Many of the other positions do show unusually large positive z-values, causing the combined estimate fdr(z) to decline for large positive z. Method 1's estimate declines even more sharply. It is using non-null density f 1 (z) (2.1) as estimated from the combined data, and does not "know" that the non-null values in positions 1750-1759 are only left-sided.
Applying Method 1 separately on the left and right, as in (5.9), resolves the discrepancy with Method 2. Method 2 itself tends to be noisy when applied to individual positions, and the two one-sided versions of Method 1 seem preferable in general.
Convergence Properties of the Iterative Algorithm
Algorithm (2.15)-(2.18) was stopped after five iterations since numerical convergence of thê k i values had nearly been achieved, producing the results pictured in Figure 3, Figure 4 , and Figure 5 . This section discusses the theoretical convergence point of the algorithm, leading to a formula for its standard error, and a connection with maximum likelihood estimation in model (3.7). The development will be in terms ofπ i1 =k i /n (2.16), rather thank i itself.
Returning to the two-groups notation of Section 2, let p 1 and p 0 = 1−p 1 take values between 0 and 1, and define
where L(z) is the likelihood ratio
The actual true discovery rate in class
(A little algebra shows that (6.4) equals (2.13).) Finally, define
where f (i) (z) equals f (z, π i1 ), the mixture distribution (2.9) of z in C i , and the integral is taken over Z, the sample space of z. Since
h i (·) will turn out to determine the convergence point of algorithm (2.15)-(2.18), and also the delta-method standard error of the converged estimate.
Lemma 2. The derivative of h i (p 1 ) is
where fdr(z, p 1 ) = 1 − tdr(z, p 1 ) (6.2).
An empirical version of these theoretical results brings us back to algorithm (2.15)-(2.18). Let z i = (z i1 , z i2 , . . . , z in ) be the vector of n observations for position i, and definê
with tdr(z, p 1 ) as in (6.2). The valueπ i1 havingĥ i (π i1 ) = 0 satisfieŝ 19) showing thatπ i1 is the stable point of (2.16). A familiar estimating-equation argument provides an approximate standard error forπ i1 (or equivalently for the convergent value ofk i = nπ i1 ).
Theorem 4. The standard deviation ofπ i1 is approximated by
with ξ i as in (6.11).
Proof. Only a heuristic derivation of (6.20) will be given here. The random variable tdr(z, π i1 ) has mean (6.6) and standard deviation (6.11),
The first Newton-Raphson step to findπ i1 giveŝ
i (π i1 ) ; (6.23) (6.22) and (6.23) yieldπ
which gives (6.20). The second step in (6.23) substitutes h i (π i1 ) forĥ i (π i1 ). Using (6.9),
25)
being the difference between the true and empirical distributions in C i . Under standard conditions, this will append a factor of only 1 + O(n −1/2 ) to the approximation (6.23).
Several relevant points are raised by the previous discussion:
• The key assumption for algorithm (2.15)-(2.18) is that the same likelihood ratio L(z) = f 0 (z)/f 1 (z) applies to all classes C i , which is a weaker assumption than f 0 (z) and f 1 (z) both staying the same. This follows for (6.2) and (6.19).
• The stable pointπ i1 (6.19) can be found by Newton-Raphson updating, dp 1 = −ĥ i (p 1 )/ĥ i (p 1 ), (6.18) and (6.8). Theoretically, this should converge faster than the EM-type steps in (2.15)-(2.18).
• The convergence estimatesk i = nπ i were nearly the same as those shown in Figure 3 , for example 39.3 compared to 39.1 at position 1755.
• The standard deviation estimates fork i based on the empirical version of (6.20) were a good match to those in Figure 5 for positions havingk i ≥ 15. However, (6.20) gave quite erratic results fork i < 15, and is not recommended in general.
• The standard deviation estimate (6.20) equals the Cramér-Rao lower bound at r = 1 in parametric family (3.7), but not for r = 1.
• A possible competitor toπ i1 would beπ
wherer i is the maximum likelihood estimate of r in (3.4), (3.7). Example 7 of Efron (1975) implies thatπ i1 would be fully efficient at r = 1 but far more variable than Fisher information calculations suggest when r much exceeds 1.
• For our cnv example (1.1), the ML estimatesπ i1 were a nearly perfect linear function of the converged iterative estimatesπ i1 ,π 
Identifying CNV-Prone Regions in Tumors
Analysis of chromosome copy number aberrations in tumor samples is now a staple of cancer studies. A central question in this paper has been "Which locations are more prone to be gained or lost?" The meaning and motivation of this question in the analysis of tumor samples differs from that in the analysis of normal samples. Since tumorigenesis involves the breakdown of DNA repair and maintenance systems, the accumulation of many chromosomal gains and losses in tumors are hypothesized to be random events that occur as a due effect of the development of the tumor. In this sense, many of the cnas we detect are "passenger" mutations, that, unlike "driver" mutations, do not play a functional role in driving tumor progression. For a recent review, see Stratton, Campbell and Futreal (2009) . An important goal in the analysis of tumor samples is to find the driver mutations. Since passenger mutations tend to occur more or less randomly throughout the genome, and driver mutations tend to favor certain genome positions containing functionally relevant genes, driver mutations can be identified by finding positions that are more cna-prone than "random" in a cross-sample analysis. This is the scientific problem that motivates our analysis of tumor samples.
As an example, we analyze chromosome 1 of 207 glioblastoma subjects from the Cancer Genome Atlas project (The Cancer Genome Atlas, 2008) . This data is a 42,075 by 207 matrix, derived from the 42,075 probes that map to chromosome 1 on the Illumina HumanHap 550k array. We applied the hypothesis-testing framework of Section 3 to identify locations prone to gains and losses. The estimatesk i are computed at each location by equation (3.9), which was shown to be a score statistic under a likelihood model. Since gains and losses have completely different biological ramifications in tumors, the two types of changes are treated separately. That is, in computingk i , we set the true discovery rate of subjects with z ij < 0 to 0 for gains, and vice versa for losses as in (5.9).
The top plot of Figure 8 shows the locations where the one-sided false discovery rates are lower than 0.05; blue for gains and red for losses. The bottom plot shows thek i estimates, plotted in the positive direction for gains and plotted inverted in the negative direction for losses. Here we employed the block bootstrap method on the {tdr ij } matrix (Künsch, 1989) to find the distribution of
(a different calculation from, but in similar spirit to, the one used in Figure 5) . Briefly, N/L blocks of size L are sampled with replacement from subject j and concatenated to form tdr * j , one bootstrap realization of the tdr vector for sample j. This is done for j = 1, . . . , n, forming one bootstrap realization tdr * of the original matrix. This sampling process effectively eliminates the position alignment of the samples, while for large enough L the local correlation structure across positions for each sample is preserved. Equation (3.9) is applied to the tdr * matrix to obtain {k * i }, and k max, * , separately for gains and losses. The horizontal dashed lines in the bottom plot of Figure 8 are the 95% quantiles of the distribution of k max (separately for gains Figure 9 : The region between 8500 and 9200 of Chromosome 1 of TCGA glioblastoma data. The heatmap on top shows the Illumina log ratios. The dash-plot in the middle shows the candidate gains and losses by a 0.05 threshold on the local false discovery rate. The bottom plot showsk i profile for gains (blue, positive axis) and losses (red, negative axis), with the horizontal dashed line showing the 95% quantile of max kki computed by block bootstrap. The locations of the genes FAF1 and CDKN2C are shown in the bottom plot. and losses) estimated from 100 bootstrap samples. The block size of the block-bootstrap was set to 1000, with block sizes between 500 and 10,000 yielding essentially the same results. Since only the tdr values are bootstrapped, not the original x matrix, this procedure assumes that the parameters estimated in the original computation of tdr (before the iterative position-wise fitting) are fixed. This assumption is not unrealistic, since with 42075 × 207 data points, the parameter estimates of the mixture distribution in the locfdr method should have more or less converged to their asymptotic values.
The results in Figure 8 show that, for both gains and losses, there are several significant spikes in the {k i } profile. There is one very prominent peak for gains at around 32,000. The signals that contribute to this spike are noticeable in the dash-plot as a column of overlapping dashes. A more interesting case is presented by the less conspicuous spike at around position 9,000 for losses. In Figure 9 , we zoom in to the region [8500, 9200] containing this spike. For this 700 marker region, we also show the heatmap of the original data (the x matrix). The color scheme of the heatmap has the baseline value of 0 as green, with losses visible as horizontal streaks of blue. Dark blue streaks, such as the one for sample 77 from around 8700 to around 8900, are evidence for loss of both copies of the chromosome (homozygous deletions). Less conspicuous light blue streaks are evidence for loss of one of the two chromosomal copies (hemizygous deletions). The dash-plot below the heatmap shows those signals that fall below an FDR threshold of 0.05. All of the homozygous deletions seem to be captured at this threshold. Some of the hemizygous deletions fall above this threshold and are thus not shown in the dashplot, but they contribute tok i , which takes on a maximum value of 12 in this region. The dash-plot clearly shows that this region contains overlapping deletions in quite a few of the samples, withk i peaking at the cross sample intersection of the deleted areas.
The peak (or "valley" in the inverted plot) of thek i profile between markers 8800 and 8900 covers the coding regions for two genes: Fas-associated factor 1 (FAF1) and Cyclin-dependent kinase 4 inhibitor C (CDKN2C), the locations of which are marked in the bottom plot of Figure 8 . Notice that the width of FAF1 coincide very well with the width of the peak. FAF1 codes for a protein that enhances FAS-induced programmed cell death (apoptosis). It is well known that cells attain uncontrolled growth in tumors by disrupting apoptosis. CDKN2C also encodes a cell growth regulator protein that prevents tumorigenesis. Thus, it is plausible that deletion of the region within probes 8800-8900 (mapping to 50Mb-51Mb on the p-arm of chromosome 1) is an event that plays a driving role in the tumorigenesis of its carriers in this cohort.
Local Tests for CNV
Once a genomic region has been identified to contain a candidate cnv by the fdr-based method, other methods can be used to extract more detailed information. At this stage, many questions remain: When multiple nearby locations within a sample fall below the fdr threshold, do they belong to a single contiguous stretch of cnv? If they do, can we accurately estimate the locations of the break-points? For a cnv-prone location, identified by a highk i value, can the carriers be identified more accurately than by thresholding the local fdr? Also, the set of candidates reported by the fdr-based method would no doubt contain false positives. Could we achieve better accuracy by a more detailed follow-up analysis, that examines each candidate cnv and tosses out those that look like imposters? In this section, we seek solutions to these remaining problems. Since our analysis is limited only to those genomic regions that are labeled as "interesting" by the fdr method, we will call the ensuing analysis "local", as opposed to a "global" analysis covering the entire data matrix.
In the local analysis, we return to the original {x ij } matrix of normalized intensity values. The fdr method described in the previous sections works off the matrix of z-values, which were obtained from the normalized data through a smoothing step that averages adjacent probes. The original x matrix, if properly normalized, contains entries that are approximately i.i.d. standard normal under the null hypothesis. An effective normalization procedure based on a low-rank factorization followed by probe-specific standardization is given in Siegmund et al. (2010) . We consider the situation where a set of nearby positions
fall below the fdr threshold in a given sample. By "nearby", we mean that they are close enough for us to suspect that they may belong to the same contiguous cnv. Since it is common for cnvs in normal samples to cover 10 kilobases or more, and very uncommon for two different cnvs to be separated by less than 10 kilobases, we might define "nearby" to be within 10 kilobases of genomic distance, which equates to 1-10 probes depending on the microarray platform. If a position falls below the fdr threshold, and no nearby positions are significant, then we would have l = 1, in which case I would contain only the single position. We assume that the index set I can not be expanded further, that is, there is no fdr-significant position in the given sample that is nearby, but that does not belong to I. It is easy to see that the set of all called positions for a given sample can be uniquely partitioned in this way into non-overlapping index sets. An example is shown in Figure 10 .
For each index set I (say, corresponding to a sample j), a change-point model can be used to estimate the location(s) of one or more possible change-points in the genomic region containing I. Let the indices in I be ordered by genome position, and let s = i 1 − L, t = i l + L, where L is a value that is large but much smaller N . We then extract the values {x s,j , x s+1,j , . . . , x t,j } from the x matrix, which we re-name element-wise as y 1 , . . . , y T , T = t − s + 1, for convenience. If we were to take a hypothesis-testing approach this step, the null hypothesis that there is actually nothing going on in this region can be formulated as The parameters µ, τ 1 , τ 2 are not known. For some platforms, it has been noted that the noise variance increases for CNV regions, which may motivate the addition of an extra variance term σ 2 to the observations within [τ 1 , τ 2 ) under the alternative. However, we have found, as does Olshen et al. (2004) and Wen et al. (2006) , that the heterogeneous variance model does not significantly improve detection accuracy. Under the above model, the generalized likelihood ratio assuming known τ 1 , τ 2 and maximized over µ has the form L(τ 1 , τ 2 ) = τ 2 −1 i=τ 1 y i (τ 2 − τ 1 ).
Maximizing over τ 1 and τ 2 , the generalized likelihood ratio test of H 0 versus H A is L(τ 1 ,τ 2 ), where (τ 1 ,τ 2 ) = argmax 1≤τ 1 <τ 2 ≤M L(τ 1 , τ 2 ).
The CBS algorithm of Olshen et al. (2004) and the MBIC method of Zhang and Siegmund (2007) use a similar statistic, but adjusted for an unknown baseline mean. Significance values for tests using L(τ 1 ,τ 2 ) are given in Siegmund (2007) . Since this region has already passed a global filter based on fdr, a less conservative test is more appropriate for the local analysis. In our experience, thresholds of 0.05 or 0.1, without adjusting for the multiple testing across regions, work well. Since the set of regions reported by the fdr procedure should be heavily enriched for true cnvs, it seems more fitting to treat the analysis of each region as an estimation problem rather than as a testing problem. Instead of asking the question, "Is there a CNV in this region?" we instead ask, "How many break-points does this region contain, and what are their locations?" This framework is especially fitting for index sets that contain multiple cnvs, or complex variants with nested changes. In this sense, the BIC approach described in Yao (1988) and Zhang and Siegmund (2007) seems to be appropriate. The models in Yao (1988) and Zhang and Siegmund (2007) assume that there are m change-points τ 1 , . . . , τ m (m is unknown). The data is assumed Gaussian, with the mean shifting at each change-point, but with the variance remaining constant. While Yao (1988) showed that the traditional BIC (Schwarz, 1978) is consistent for the estimation of m, Zhang and Siegmund (2007) showed that it is not consistent in estimating the Bayes factor, the quantity that underlies the classic BIC. Zhang and Siegmund (2007) gave a modified form of the BIC, which improves the small-sample accuracy for estimating m. An example, shown in Figure 11 , is the well-known cnv region on the p-arm of chromosome 22. The figure shows the break-points estimated by maximum likelihood under this Gaussian model, with the number of break-points estimated using the modified BIC criterion of Zhang and Siegmund (2007) . As indicated by the coloring of points, while most of the locations in the nested homozygous deletion (between 559 and 578) pass the 0.005 fdr threshold, some of the locations in the hemizygous deletion (between 337 and 559) do not even pass the 0.05 threshold. Thus, a local change-point analysis is useful for refining the fdr result and building a more complete picture for each cnv region.
The BIC may report that the candidate region contains no change-points. There would be two possible reasons for this: the region is a false positive, or the signal is so weak that it is missed by the local analysis. Local analysis with a well formulated change-point model should be more powerful than global analyses, because the multiplicity has been much reduced. Thus, if the BIC reports 0 change-points, we conclude that the region is a false positive.
