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Abstract
We aim to characterize fault slip behavior during all stages of the seismic cycle in subduction
megathrust environments with the eventual goal of understanding temporal and spatial variations of
fault zone rheology, and to infer possible causal relationships between inter-, co- and post-seismic
slip, as well as implications for earthquake and tsunami hazard. In particular we focus on analyz-
ing aseismic deformation occurring during inter-seismic and post-seismic periods of the seismic
cycle. We approach the problem using both Bayesian and optimization techniques. The Bayesian
approach allows us to completely characterize the model parameter space by searching a posteriori
estimates of the range of allowable models, to easily implement any kind of physically plausible
a priori information and to perform the inversion without regularization other than that imposed
by the parameterization of the model. However, the Bayesian approach computational expensive
and not currently viable for quick response scenarios. Therefore, we also pursue improvements
in the optimization inference scheme. We present a novel, robust and yet simple regularization
technique that allows us to infer robust and somewhat more detailed models of slip on faults. We
apply such methodologies, using simple quasi-static elastic models, to perform studies of inter-
seismic deformation in the Central Andes subduction zone, and post-seismic deformation induced
by the occurrence of the 2011 Mw 9.0 Tohoku-Oki earthquake in Japan. For the Central Andes,
we present estimates of apparent coupling probability of the subduction interface and analyze its
relationship to past earthquakes in the region. For Japan, we infer high spatial variability in material
ix
properties of the megathrust offshore Tohoku. We discuss the potential for a large earthquake just
south of the Tohoku-Oki earthquake where our inferences suggest dominantly aseismic behavior.
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1Chapter 1
Introduction
Space geodesy allows us to monitor crustal deformation at the surface of the Earth – deformation
that is caused by a diversity of geophysical processes. Examples of such processes include mo-
tion of the tectonic plates, regional distributed deformation at plate boundaries, deformation of the
crust associated with the elastic earthquake cycle and aseismic slip on faults, seasonal deformation
associated with hydrologic forcing and volcanic deformation. In particular, geodetic networks of
receivers of the Global Positioning System (GPS) that record continuously can be used to monitor
the spatial and temporal evolution of crustal deformation. These observations, together with seis-
mological observations, allow one to infer the character of fault slip and eventually to constrain
mechanical models. In the context of subduction megathrusts, such estimates allow us to improve
our understanding of spatial and temporal variations of fault behavior throughout the seismic cycle
and its implications for earthquake and tsunami hazard. Inverse methodologies play a key role in
this “quest for information” (Tarantola and Valette, 1982), allowing us to estimate parameters defin-
ing subsurface processes using surface measurements. Regardless of the details of the methodology,
the use of a priori knowledge will bias our estimates. Thus, one must take care with the use of a
priori information, especially given our limited access to the actual physical system.
The temporal scale of the seismic cycle in subduction zones spans from seconds to thousands of
years. The global seismological network was established by the end of the 1960’s, while continuous
2and widespread geodetic monitoring of crustal deformation did not begun until the end of the 20th
century. Thus, we have been able to continuously and densely observe only a small fraction of the
evolution of the megathrust seismic cycle. This limited period of observations is manifest in our
limited knowledge of the physics controlling earthquake occurrence in subduction zones. As an
example, the 11 March 2011 (Mw9.0) Tohoku-Oki earthquake and its associated tsunami in Japan,
took the scientific community by surprise as it had an extent and location that was not predicted
by coupling models using recent geodetic measurements nor by seismic hazard studies analyzing
megathrust events from the last 500 years†. Events such as the Tohoku-Oki earthquake motivate
much of the effort in this thesis. For example, in chapter 3 we discuss the effects of commonly
adopted a priori information in linear least square estimates of subsurface fault slip and propose
theoretical improvements to ameliorate shortcomings of such analyses.
Observations of crustal deformation during the inter-seismic and post-seismic periods can be
used to differentiate the seismogenic regions of the subduction megathrust from those that tend to
behave aseismically. To fully exploit such observations, we need to solve an inverse problem that is
intrinsically ill-posed. Thus, one must devise schemes that provide robust estimates and minimize
bias introduced by our a priori knowledge on the subduction system as well as limit the use of
a priori information to be as physical as possible. In this thesis, we analyze two approaches to
infer the kinematics of the subduction interface based on surface observations. A fully Bayesian
approach, which allows us to completely characterize the solutions and uncertainties of the inverse
problem and allows us to use only physically justifiable a priori information without the need of
additional regularization; and the optimization approach which gives biased solutions due to the
need of regularization of the solutions because of the ill-posed nature of the inverse problem. In the
optimization approach, we propose a novel regularization scheme that allows us to infer more stable
†Although there were some insights from the 869 July 17 Jogan earthquake, which may have closely resembled the
2011 event (Minoura et al., 2001).
3and robust estimates of slip on faults in a case such as the Japan megathrust where there is a large
spatial variation of the sensitivity of fault slip to available onland observations.
In Chapter 2 of this thesis we analyze positional time series of crustal deformation in the Central
Andes and Japan Trench subduction zones, where we isolate earthquake, seasonal, secular and
anthropogenic signals that are later used as constraints for inter-seismic coupling models in the
Central Andes subduction zone and for inferences of after-slip triggered by the occurrence of the
Tohoku-Oki earthquake in Japan.
In Chapter 3, we first review the optimization approach for regularized linear static fault slip
inversion problems and discuss the pros and cons of commonly used regularization schemes. We
then derive a simple yet robust regularization scheme that accounts for the spatial variability of
the constraints on-land geodetic measurements typically provide on estimates of slip on different
regions of a given fault. Since fully Bayesian inference schemes are coming of age due to the
increase in computational power, we develop a Bayesian framework within which we can use a
priori information that is related to quantities typically used in the common optimization approach.
Most importantly, these developments provide a theoretical understanding and a unified formulation
to aid interpretation of many regularization techniques under a Bayesian framework.
In Chapter 4, we analyze post-seismic deformation associated to the Tohoku-Oki earthquake.
Since this earthquake was unexpected by the scientific community, we are particularly interested in
inferences of the behavior in the shallow portion of the Japan Trench megathrust just south of the
rupture area of the Tohoku-Oki event with the aim of studying the potential for a future earthquake
in the region. Although not definitive, our modeling suggests that this portion of the megathrust is
undergoing aseismic fault slip. Based on variations in the characteristic time scale of postseismic
fault slip, we also infer strong heterogeneity in the spatial distribution of the mechanical properties
of the Japan Trench megathrust.
4In Chapter 5 we develop a novel and simple model of inter-seismic coupling in subduction
zones. We use a fully Bayesian approach as an inference scheme, where we propose a representation
of the ensemble of models obtained during the Bayesian inversion as estimates of apparent coupling
probability and we analyze and compare our inferences of coupling with co- and post-seismic slip
behavior associated to past earthquakes in the region.
In the final chapter, we summarize and analyze the main results of this thesis and we give some
insights on the continuation of this work in the future.
5Chapter 2
Post-processing of GPS Time Series
2.0 My contribution in this chapter
• Development of computational codes to post-process positional time series and isolate signals
modeled in equation (2.1).
• Catalog of displacements associated to various earthquakes recorded by GEONET and CAnTO
GPS networks (Figures 2.7 - 2.22, 2.25, 2.26).
• Estimation of secular rates using GEONET and CAnTO GPS networks in Japan and Central
Andes, respectively.
• Estimation of post-seismic displacements associated to the March 11, 2011 Tohoku-Oki
(Mw9.0) earthquake. Post-seismic displacements are estimated between mainshock time
and September 22, 2012.
2.1 Introduction
The Global Positioning System (GPS) is a space-based navigation system consisting of a constel-
lation of satellites that enables positioning, within a given reference frame, of a specialized GPS
receiver antenna that has direct line of sight with at least 4 satellites of the constellation. Geodetic
6networks of GPS receivers can be used to monitor and study the surface deformation of the Earth,
produced by a wide variety of geophysical processes, at spatial scales that are only limited by the
extent and density of the GPS networks. Among examples of geophysical processes studied based
on measurements of surface deformation sampled with the aid continuous GPS networks are: the
estimation of global plate motions (e.g., Sella et al., 2002; Argus et al., 2010), regional deformation
of the crust at plate boundaries (e.g., Sagiya et al., 2000; Aoki and Scholz, 2003; Meade and Hager,
2005; McCaffrey et al., 2013), co- and post- seismic deformation (e.g., Heki et al., 1997; Hsu et al.,
2006; Simons et al., 2011; Vigny et al., 2011; Ozawa et al., 2011, 2012), deformation associated to
aseismic events (e.g., Dragert et al., 2001; Miller et al., 2002; Sagiya, 2004; Hirose and Obara,
2005; Radiguet et al., 2011), seasonal deformation (e.g., Heki, 2006), and volcanic deformation
(e.g., Owen et al., 2000; Puskas et al., 2007; Larson et al., 2010), etc. We focus in the analysis
of positional GPS time series sampling crustal deformation associated with all the stages of the
seismic cycle. In particular we try to isolate tectonic signals within positional time series obtained
from continuously recording GPS networks in the regions of the Central Andes and Japan Trench
subduction zone megathrusts.
2.2 Methodology
Positional time series are obtained by a process of trilateration based on estimates of GPS receiver-
satellite pseudo-distances obtained during the processing of the raw data received from the visible
portion of the satellite constellation (For a general description of the procedure see Blewitt, 1997,
2007). Typically, global and regional processes such as solid Earth tides, ocean tidal loads and
atmospheric delay of the GPS signal, are estimated or modeled independently and used to produce
positional time series not influenced by such processes. The resulting GPS positional time series
contain signals coming from different sources at different spatial and temporal scales. The sources
7include geophysical processes, artifacts in the actual positioning system itself and anthropogenic
non-tectonic sources. Geophysical signals may include secular motion due to inter-seismic tectonic
loading, earthquake associated deformation (co-seismic deformation and post-seismic relaxation),
quasi-periodic terms associated with hydrological forcing, and transient signals that may be caused
by aseismic dislocation on faults, processes related to volcanism, etc. The GPS position estimation
process also produces visible signals on the positional data. For example, a periodic sidereal signal
is observed for sub-daily positioning estimates ranging from a few centimeters to meters. As the
GPS satellites orbit the Earth the satellite constellation is constantly changing, repeating the same
configuration approximately every 23 hours and 56 minutes (Larson et al., 2007). The motion of
the satellite constellation changes scattering patterns of the GPS signal electromagnetic waves in
the immediate vicinity of the GPS antenna, thus changing the estimations of its position. There
are also apparent motions that are coherent across the whole GPS network, commonly referred to
as Common Mode Error (CME). CME may be interpreted as errors in the determination of the
reference frame for each epoch produced by uncertainties in the position of the GPS satellites as
well as in satellite clocks. CME ranges from a few millimeters to centimeters, thus its identification
and removal is essential if our eventual goal is to identify subtle tectonic signals.
We aim to analyze long-term deformation signal associated with all the stages of the seismic cy-
cle in subduction zone megathrusts, particularly we are interested in analyzing deformation patterns
induced by tectonic loading due to inter-seismic coupling and post-seismic deformation after large
earthquakes, both processes have associated time-scales that goes from months to several years,
therefore we choose to use daily estimations of the GPS receiver positions to explore for such pro-
cesses. Daily positional time series average over the sidereal period and are thus ignored here. If
we ignore the signals potentially produced by transient aseismic events such as the ones observed
in southern Japan (e.g., Ozawa et al., 1999, 2003, 2004), we can approximate daily positional time
8series with a functional form such as,
u(t) = u0 + vt+
∑
i
[ci(t) + pi(t)] +
∑
k
hk(t) + s(t) + CME(t) (2.1)
ci(t) = u
i
cH(t− ti0) (2.1a)
pi(t) = α
i
R log
(
1 +
(t− ti0)
τ
H(t− ti0)
)
(2.1b)
hk(t) = β
kH(t− tk) (2.1c)
s(t) = γ1 sin
(
t
T1
+ φ1
)
+ γ2 sin
(
t
T2
+ φ2
)
(2.1d)
where H(·) is a Heaviside function, T1 = 1yr, T2 = 0.5 yrs, τ is the decay time of the post-seismic
relaxation signal. The positional time series in equation (2.1) are separated into a constant offset
(u0), secular motion due to inter-seismic tectonic loading (v), earthquake associated deformation
(co- and post- seismic, ci(t), pi(t)), seasonal terms s(t) associated with hydrologic forcing, as well
as anthropogenic signals hk(t) related to changes in hardware or location of the site. Here, ti0 and
tk indicate the time of occurrence for the i-th earthquake and k-th anthropogenic step, respectively.
In the context of this model, if we find transient signals, we proceed to model them as a single
jump at the middle of the signal time span and to increase the uncertainties (by a factor of 1000)
of the positional data during such transients, effectively treating the transient temporal evolution as
noise. In future analysis we will include a parameterized model for the aseismic process using, for
example, spline functions.
We identify and separate the components of the time series in (2.1) through an iterative process
similar to Dong et al. (2006), in which the CME is also estimated and removed. The process is
illustrated in Figure 2.1(b). We first examine positional time series to identify the time of occur-
rence of any earthquakes and anthropogenic signals, we then fit for the different components of the
time series in the model (2.1) using a traditional weighted least squares method, where the weights
9(a) (b)
Figure 2.1. (a) Example of a daily positional time series from continuous GPS observations in Japan.
The 3 stages of the seismic cycle are labeled, where the co-seismic jump corresponds to the one of
the 11 March 2011, Tohoku-Oki earthquake. The inset shows the induced post-seismic motion as
well as signals from several aftershocks. (b) Iterative workflow used to identify and separate the
different components present in the positional time series.
are chosen as the reciprocal of the positional variances. Then, based on high-pass-filtered post-fit
residuals, we calculate and remove the CME from the original data. We repeat the process until
no new features are identified in the positional time series. The residual time series are filtered by
removing a long period signal calculated from a running median filter computed using a running
window of 1 month centered at each sample. During the production of the original positional time
series, orbital parameters are re-estimated for each epoch, causing CME to be dominantly a high
frequency signal. High-pass-filtering residuals avoids contaminating estimates of CME with misfits
from crudely modeled long period transient signals. Nevertheless, transient signals with a duration
of less than a month may affect the estimation of the CME.
During the least squares fitting process, observational uncertainties are rescaled to achieve a re-
duced chi-squared of 1. We first fit the positional time series using the formal errors of the positional
time series as uncertainties for the misfit function. Then we do a second fit in which we use a scaled
version of the formal errors with a scale factor defined as the standard deviation of the first residual
fit over the average value of the formal errors of the positional time series. We isolate the signals in
the positional time series using the fit with the rescaled uncertainties.
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As part of the signal identification process in the positional time series, we identify annual
and semi-annual seasonal signals. Figures 2.6 and 2.24 show estimates of phase and maximum
amplitude of the seasonal components for the positional time series in northeast Japan and Central
Andes subduction zones. Those figures show phase as the orientation of a couple of blue and red
arrows, which points in opposite directions indicating the time of the year in which the seasonal
component reaches it maximum and minimum value of movement respectively. The size of the
arrows indicate the maximum amplitude of the seasonal component on each GPS site. Figure 2.2
shows the legend needed to interpret the phase in of each seasonal component as the time of the
year in which their maximum amplitudes occur. For example, if the blue-red arrows in Figure
2.2 represent the annual and semi-annual signal for the vertical (up is positive) component of the
positional time series, the orientation of the arrows indicates that for the annual seasonal signal,
maximum uplift and subsidence occurs in June and December, respectively. For the semi-annual
seasonal signal, the diagram indicates that maximum uplift occurs in March and September, and
maximum subsidence in June and December.
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Figure 2.2. Legend for annual and semi-annual seasonal component phase and amplitude. Blue and
red arrows indicate the time of the year in which each seasonal signal reaches its maximum ampli-
tude in the positive and negative direction of the considered component of positional time series,
respectively. Blue and red circles show the amplitudes at different times of the period considered
for the seasonal component. Black dashed arrows show the amplitude of the seasonal component at
randomly selected times.
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2.3 Japan GPS time series post-processing
We estimate post-seismic crustal deformation following the Great Tohoku-Oki (Mw9.0) mainshock
using positional time series at GPS sites in northeast Japan. We use +16 years of data provided by
the Geospatial Information Authority (GSI) of Japan to produce daily positional time series using
the software GIPSY/OASIS (JPL) referenced to ITRF 2008. Processing of the raw GPS data was
performed by Susan Owen and Angelyn Moore at the Jet Propulsion Laboratory (JPL) as part of the
ARIA (Advanced Rapid Imaging and Analysis) project, a collaboration between Caltech and JPL.
The positional time series measured near the region affected by the Tohoku-Oki (Mw9.0) earth-
quake are dominated by large co- and post- seismic displacements with amplitudes much larger
than any other signal in the positional data. To avoid any bias induced by mismodeling of these
large amplitude processes, we perform a two stage analysis based on the procedure described in the
methodology section. We first model the positional time series using only the observations prior to
the Tohoku-Oki main shock. Then, we remove the modeled signal from the positional data includ-
ing the observed period after the Mw9.0 earthquake. The resulting dataset consist of uncorrelated
noise before the Tohoku-Oki mainshock and positional data after such event which only contains
co-seismic and post-seismic signals. We proceed with the analysis of the resulting dataset to iso-
late the post-seismic positional time series by removing any step-like signals as well as any signal
originated by processes not occurring in the subduction megathrust such as the signals produced
by the April 11, 2011 (Mw6.6) shallow Fukushima aftershock. A foreshock event occurred 3 days
before the Tohoku-Oki earthquake, daily positions makes impossible to isolate both events. Thus,
the signal of the foreshock, although negligible, will be included in the estimation of the mainshock
co-seismic displacements. The foreshock and mainshock signals can be isolated with the use of
higher rate GPS positional data, which is left for future work.
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Once the co- and post-seismic signals associated to the Tohoku-Oki main shock have been
identified and isolated, we proceed to compute post-seismic displacements as the difference of the
position of each site at two given times, computed using a linear trend over an ad-hoc 7 day window.
Note that the estimation of the post-seismic displacements is independent of any assumption on the
post-seismic relaxation process, as it is calculated as a mere difference between the last known
position and the position just after the occurrence of the Tohoku-Oki earthquake of the cleaned time
series. Figure 2.4 shows the post-seismic displacements over a time period from main shock to
September 22, 2012, compared against the inferred co-seismic displacements associated with the
Tohoku-Oki (Mw9.0) earthquake. As a byproduct, we also obtain models for secular (inter-seismic)
strain rates, seasonal and other earthquake signals present in the time series (Figures 2.5, 2.6, 2.7–
2.22).
The GPS positional time series may have data gaps. Some of the causes for such gaps include
station malfunction/maintenance, electricity outages, etc. In the particular case of the Tohoku-Oki
earthquake, several of the coastal GPS sites may have been destroyed by the tsunami that followed
the earthquake. Some of the sites were not included in this analysis due to processing issues. For
example, Figure 2.3 shows several of the GPS sites have observations that stop on December 2011
due to an upgrade of their antenna, which requires us to reprocess these data. We will include the
full data set in a future work. Since we are interested in studying co- and post-seismic displacements
associated with the 2011 earthquake, we discard any site that do not have at least 90 daily positions
after the earthquake. We also require at least 5 years worth of samples before theMw9.0 mainshock
in order to properly isolate secular and seasonal signals on the positional data.
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Figure 2.3. Blue and red triangles show the location of the GEONET GPS sites in northeast Japan.
Red color indicates sites with missing data due to processing issues.
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Figure 2.4. Horizontal (a) and vertical (b) co- and post- seismic displacements associated with the
11 March 2011 (Mw9.0) Tohoku-Oki earthquake. Post-seismic displacements are estimated up to
September 22, 2012. Note the change in direction of the horizontal post-seismic displacements
with respect to co-seismic in northern Honshu, as well as the change in the vertical hinge line from
off-shore for the main shock to inland for the post- seismic displacements. A similar picture of the
spatial complexity in the displacement field is described in (Ozawa et al., 2011, 2012)
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Figure 2.5. GPS inferred horizontal and vertical inter-seismic secular rates. Horizontal rates are
calculated relative to GPS site 0232 (red dot close to 138.5E, 38.5N).
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Figure 2.6. Semi-annual and annual seasonal signal. Note the spatial coherency of the semi-annual
component, especially for E component, we can not find any obvious explanation for such co-
herency. For the annual term, the horizontal components are scattered but the vertical component is
coherent. For the latter it may be associated with hydrological forcing. Orientation and length of
the blue-red arrows indicate phase and amplitude of the respective seasonal term (see Figure 2.2).
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2.3.1 North-East Japan GEONET earthquake catalog
Information obtained from PDE catalog from USGS earthquake archive.
Date - Time [UTC] Lat Lon Dep Mag Location Name Figure
yyyy-mm-dd hh:mm [deg] [deg] [km]
2003-07-25 22:13:29 38.415N 140.996E 6 6.1 Miyagi 2.7
2003-09-25 19:50 41.775N 143.904E 27 8.3 Offshore Hokkaido Tokachi-Oki EQ. 2.8
2003-10-08 09:06 42.648N 144.570E 32 6.7 Offshore Hokkaido - 2.9
2004-10-23 08:56 37.231N 138.753E 16 6.6 West Honshu Niigata Chuetsu EQ. 2.10
2004-11-28 18:32 43.006N 145.119E 39 7.0 Offshore Hokkaido - 2.11
2004-12-06 14:15 42.900N 145.228E 35 6.8 Offshore Hokkaido - 2.12
2005-08-16 02:46 38.276N 142.039E 36 7.2 Offshore Miyagi Miyagi-Oki EQ. 2.13
2007-07-15 01:13 37.535N 138.446E 12 6.6 West coast of Honshu - 2.14
2008-06-13 23:43 39.030N 140.881E 7.8 6.9 Honshu Iwate-Miyagi 2.15
Nairiku EQ.
2008-07-19 02:39 37.552N 142.214E 22 7.0 Offshore Miyagi 2.16
2009-12-17 14:45 34.934N 139.179E 13.6 4.9 Shizuoka 2.17
near Izu-Tobu volcano
2011-03-11 05:46 38.297N 142.373E 29 9.0 Offshore Tohoku Tohoku-Oki EQ. 2.18
† 2011-03-11 06:08 39.927N 143.002E 30.9 7.4 Offshore Iwate - 2.19
† 2011-03-11 06:15 36.106N 141.777E 8.7 7.7 Offshore Ibaraki - 2.20
2011-04-11 08:16 37.001N 140.401E 11 6.6 Fukushima - 2.21
2011-10-29 - - - - - Chiba Prefecture - 2.22
Table 2.1. Earthquakes detected using GEONET GPS time series in North-Japan
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Figure 2.7. Displacements associated with the July 25, 2003 (Mw6.1) earthquake in Miyagi. Offsets
derived from daily epochs.
†Location and magnitude from Nishimura et al. (2011). GPS co-seismic displacements for these events are obtained
from high-rate continuous GPS positional time series.
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Figure 2.8. Displacements associated with the September 26, 2003 Tokachi-Oki (Mw 8.3) earth-
quake. Offsets derived from daily epochs.
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Figure 2.9. Displacements associated with the October 08, 2003 offshore Hokkaido (Mw 6.7) earth-
quake. Offsets derived from daily epochs.
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Figure 2.10. Displacements associated with the October 23, 2004 Niigata Chuetsu (Mw 6.6) earth-
quake. Offsets derived from daily epochs.
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Figure 2.11. Displacements associated with the November 28, 2004 offshore Hokkaido (Mw 7.0)
earthquake. Offsets derived from daily epochs.
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Figure 2.12. Displacements associated with the December 6, 2004 offshore Hokkaido (Mw 6.8)
earthquake. Offsets derived from daily epochs.
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Figure 2.13. Displacements associated with the August 16, 2005 Miyagi-Oki (Mw7.2) earthquake.
Offsets derived from daily epochs.
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Figure 2.14. Displacements associated with the July 15, 2007 west coast of Honshu (Mw6.6) earth-
quake. Offsets derived from daily epochs.
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Figure 2.15. Displacements associated with the June 13, 2008 Iwate-Miyagi Nairiku (Mw6.9) earth-
quake. Offsets derived from daily epochs.
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Figure 2.16. Displacements associated with the July 19, 2008 offshore Miyagi (Mw7.0) earthquake.
Offsets derived from daily epochs.
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Figure 2.17. Displacements associated with the December 17, 2009 (Mw4.9) earthquake. Offsets
derived from daily epochs.
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Figure 2.18. Displacements associated with the March 11, 2011 Tohoku-Oki (Mw9.0) earthquake.
Offsets derived from daily epochs.
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Figure 2.19. Displacements associated with the March 11, 2011 (Mw7.4) offshore Iwate aftershock
of the Tohoku-Oki earthquake. Co-seismic displacements obtained by fitting a bilinear function and
a co-seismic jump. Offsets derived from 30 second epochs.
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Figure 2.20. Displacements associated with the March 11, 2011 (Mw7.9) offshore Ibaraki after-
shock of the Tohoku-Oki earthquake. Co-seismic displacements obtained by fitting a bilinear func-
tion and a co-seismic jump. Offsets derived from 5 minute epochs.
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Figure 2.21. Displacements associated with the April 11, 2011 Fukushima (Mw6.6) earthquake.
Offsets derived from daily epochs.
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Figure 2.22. Displacements associated with the October 29, 2011 event. Offsets derived from daily
epochs. Time series suggests this may be a transient event.
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2.4 Central Andes GPS time series post-processing
Our primary goal is to obtain estimates of crustal secular rates that sample the strain accumulation
induced by the plate coupling at the subduction megathrust between Nazca and South-American
plates. We use 3 component positional time series from a recently established continuous GPS
network in the region in a collaborative effort of scientists from Chile, France, Peru and United
States as a part of the Central Andes Tectonic Observatory (CAnTO). The positional time series
referenced from ITRF2005 are estimated by Jeff Genrich (Caltech) using daily generated RINEX
files and the software GAMIT/GLOBK.
Using the procedure described in the methodology section, we obtain 3 component inter-seismic
crustal velocities (Figure 2.23) from the positional time series, as well as, annual and semiannual
seasonal (phase and amplitude, Figure 2.24) and earthquake signals (Figures 2.25–2.26). In partic-
ular we identify co-seismic displacements corresponding to 2 large earthquakes in the region, the
June 13, 2005 Tarapacá (Mw7.8) deep earthquake and the November 14, 2007 Tocopilla (Mw7.7)
earthquake (Figures 2.25 and 2.26, respectively).
27
72˚W 71˚W 70˚W 69˚W 68˚W
24˚S
23˚S
22˚S
21˚S
20˚S
19˚S
18˚S
17˚S
ATJN
CBAA
CBRO
CDLC
CHMZ
CJNT
CRSC
CTLR
HMBS
JRGN
LYAR
MCLA
MNMI
PCCL
PCHA
PICB
PMEJ
PSGA
PTCL
PTRE
RADO
SRGD
UAPE
UCNF
UTAR
VLZL
3 [cm/yr]
72˚W 71˚W 70˚W 69˚W 68˚W
24˚S
23˚S
22˚S
21˚S
20˚S
19˚S
18˚S
17˚S
ATJN
CBAA
CBRO
CDLC
CHMZ
CJNT
CRSC
CTLR
HMBS
JRGN
LYAR
MCLA
MNMI
PCCL
PCHA
PICB
PMEJ
PSGA
PTCL
PTRE
RADO
SRGD
UAPE
UCNF
UTAR
VLZL
1 [cm/yr]
Figure 2.23. Horizontal and vertical components of GPS secular rates with respect to stable South
America. Blue arrows correspond to CAnTO GPS sites installed by Caltech. The time span of the
positional time series used in its derivation goes from September 2005 to September 2009.
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Figure 2.24. Semi-annual and annual seasonal signal.
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2.4.1 Central Andes Tectonic Observatory GPS observed earthquake catalog
Date - Time [UTC] Lat Lon Dep Mag Location Name Figure
yyyy-mm-dd hh:mm [deg] [deg] [km]
2005-06-13 22:44 19.987S 69.197W 115.6 7.8 Tarapacá Tarapacá EQ. 2.25
2007-11-14 15:40 22.247S 69.890W 40 7.7 Offshore Tocopilla Tocopilla EQ. 2.26
Table 2.2. Earthquakes detected using GPS time series in Central Andes
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Figure 2.25. Estimation of the horizontal and vertical components of GPS co-seismic displacements
for the June 13, 2005 Tarapacá (Mw7.8) deep earthquake. Offsets derived from daily epochs.
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Figure 2.26. Estimation of the horizontal and vertical components of GPS co-seismic displacements
for the November 14, 2007 Tocopilla (Mw7.7) earthquake. Offsets derived from daily epochs.
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Chapter 3
Inverting for Fault Slip Distributions
3.0 My contribution in this chapter
• Recognizing the spatial variability of the constraint provided by unevenly distributed sur-
face observations on fault-slip, I develop a novel spatially variable smoothing regularization
methodology for the least squares quasi-static slip inversion problem based on the sensitivity
of the fault to the observables. Such methodology allows us to obtain slip estimates that are
more stable under noisy observations and somewhat more detailed than those obtained by
utilization of previous regularization schemes for the least squares problem.
• I deduce a variant of the Bayesian inversion framework found in Tarantola (2005) in which
I introduce an additional quantity that can be used to introduce a priori information on the
model parameters. I express and interpret the novel regularization scheme proposed in this
work, in the context of the modified Bayesian formulation.
• Development of the computational codes to solve for the regularized least squares problem
proposed in this work.
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3.1 Introduction
During all the stages of the seismic cycle, earthquakes, aseismic slip, or even the onset of locking
on the fault, may produce geodetically measurable deformation at the surface of the Earth. For
example, we can use space geodetic observations to measure crustal deformation associated to such
phenomena (e.g., §2; Pritchard et al., 2007). We are interested with the inversion problem dealing
with estimation of the source for such observations given a “physical” forward model that links the
observations (generally made at the earth surface) with the distribution of slip behavior that caused
them. For the static slip inversion problem, the relationship between slip on a fault and surface
displacements can be described in a general form by the Fredholm integral equation of the first
kind:
∫
Ω
K(Φ,Ω)m(Ω)dΩ = d(Φ) (3.1)
where Ω, Φ are the coordinates describing the fault surface and the observations respectively,
K(Φ,Ω) the elastic response of the earth for a dislocation on a point of the fault surface and d(Φ)
the observations. In an approach to numerically solve the slip inversion problem, one could perform
a finite discretization of the fault surface into non-overlapping regions such that Ω =
Np⋃
j=1
Ωj in
which it is assumed that slip is constant on each discretized element (m(Ωj) = mj). Now, if the
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observations are made at Nobs discrete points Φi (d(Φi) = di), we can write (3.1) as
Np∑
j=1
∫
Ωj
K(Φi, Ωj)m(Ωj)dΩj = d(Φi) (3.2a)
Np∑
j=1
mj
∫
Ωj
K(Φi, Ωj)dΩj = d(Φi) (3.2b)
Np∑
j=1
mjGij = di (3.2c)
Gm = d (3.2d)
where Gij =
∫
Ωj
K(Φi, Ωj)dΩj is the response of the Earth at the observation points Φj to a unit
slip on the fault surface discretization Ωj .
Due to the integral nature of the Fredholm equation and that of the response of the media (K),
unless the observations are made very close to the fault surface (which may be unpractical or unfea-
sible in most of the cases), any model prediction d is insensitive to the high frequency component
of the slip distribution on the fault surface, leading to a discrete ill-posed linear inverse problem
(e.g., Hansen, 1998). Thus, in estimating the slip distribution, m, constrained by the observations,
d, any errors on either the measurements or the physical model, can be spuriously mapped into a
high frequency slip distribution, leading to unstable and “unrealistic” distributions of slip behavior.
Producing precise and realistic estimates of the distributions of slip behavior in faults is a critical
step to understand the physics controlling the behavior of faults throughout the seismic cycle. Thus,
we need to use methods that minimize spurious signals that the inherent instability may add to the
solution of the inverse problem.
There are two general end member approaches to estimate the distribution of slip on a fault
that deals with the inherent instability of the inverse problem: An unregularized, computationally
expensive, fully Bayesian approach (e.g., Minson et al., 2013) and a much more expedient but
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less complete optimization approach using some form of regularized least squares (e.g., Segall and
Harris, 1987). In the Bayesian formulation, the solution of the inverse problem is the a posteriori
probability density function of the model parameters, which describes the plausibility of such set of
models constrained by a priori information and observables. Posing the inverse problem in this way
ensures the uniqueness of its solution (Tarantola, 2005). An important property of the Bayesian
approach over the classic optimization techniques is our ability to limit ourselves to physically jus-
tifiable a priori information (e.g., we do not expect to find normal slip on a subduction megathrust)
without imposing other a priori behavior (e.g., smoothness) beyond that imposed by the model pa-
rameterization itself. In contrast, optimization approaches use some form of regularization to avoid
numerical instabilities and over-fitting of errors. In practice, this error includes both observational
errors and limitations in our physical modeling (e.g., assumed elastic structure and fault geometry),
a.k.a. prediction or epistemic error. In many cases, such as for large earthquakes, the prediction
error is probably larger than the observation error (Minson et al., 2013). The optimization approach
inherently requires one to determine the amount of regularization applied - sometimes posed as
a penalty parameter or as a correlation length (e.g., Segall and Harris, 1987; Tarantola, 2005;
Radiguet et al., 2011; Menke, 2012). Some inversion methods use a Bayesian approach to infer-
ring the penalty parameter (e.g., Fukuda and Johnson, 2008) in what is otherwise an optimization
approach.
A major limitation to application of the unregularized Bayesian approach is that the estimates
of the a posteriori distributions for the model parameters are only as good as the a priori misfit
covariance model including both observation and prediction error. Reasonable estimates of the
prediction error, including the covariance between neighboring observations, remains an unsolved
problem (e.g., Tarantola, 2005; Minson et al., 2013). More practically, but equally problematic,
the unregularized Bayesian approach is computationally expensive (Minson, 2010). Thus, while
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we generally prefer to move in the direction of a Bayesian methodology, we continue to pursue
improvements in the least squares optimization approach.
3.2 Slip inversion with spatially variable regularization
Recapitulating, we want to find the discretized values of slip m constrained by the observations d
and a model of the elastic media representing the Earth G by solving the system of Nobs equations
Gm = d (3.3)
An equivalent version of (3.3) can be obtained when considering the observational and/or model
prediction errors by defining a matrix Wχ that weights the different equations of the system:
W
1/2
χ Gm = W
1/2
χ d (3.4)
Here, Wχ can be considered as the inverse of the covariance matrix Cχ representing the uncer-
tainties in both our observations and our forward model. Typically, modeling errors are assumed
to be negligible and observations are assumed to be uncorrelated, leading to a weight matrix that is
diagonal with values given by the reciprocal of the measurement standard deviations (e.g., Harris
and Segall, 1987; Segall and Harris, 1987).
Depending on the refinement of the model parameterization, the static slip inversion problem
quickly becomes an ill-posed problem. Thus, slip inversions need to be regularized when the so-
lution is obtained through optimization methodologies. There are two flavors of the optimization
approach, one where regularization is achieved through penalizing a norm of some function of the
model parameters (e.g., Segall and Harris, 1987; Radiguet et al., 2011; Evans and Meade, 2012)
or alternatively by adjusting the actual parameterization of the model to control the solution (e.g.,
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Pritchard et al., 2002; Barnhart and Lohman, 2010). Both, Pritchard et al. (2002) and Barnhart and
Lohman (2010), optimize the parameterization of the fault surface by adjusting the discretization of
the fault to achieve a quasi-uniform resolving power.
Here, we seek a simple hybrid approach, one that uses an arbitrarily fine discretized fault sur-
face (only limited by computer resources) and adopts a regularization that allows for a smoothly
varying correlation length. As in Barnhart and Lohman (2010) our approach regularizes the slip in-
version by augmenting the spatial correlation length of the inferred values of slip at less constrained
regions of the fault. The main difference between the two approaches, and the key advantage for
our methodology, lies in how the regularization is performed, ours by varying the strength of a
slip smoothing operator over an evenly sized and finely discretized fault and Barnhart and Lohman
(2010) by adjusting the size of the dislocation region. The latter approach has the benefit of ef-
fectively imposing a spatially variable correlation length (i.e., constant slip over a variably sized
fault patch) that obviates the need for additional smoothing of the model. Note that the final dis-
cretization used will depend on the amount of other information one chooses to use (e.g., a priori
knowledge on the direction of slip) and on the method used to refine the fault discretization. How-
ever, the approach leads to model discretizations that tend to include regions with large uniform
behavior with sharp discontinuities which may lead to unrealistic distributions of stress, potentially
limiting the usability of the inferred slip distribution. As an aside, one could reduce this problem by
modifying the approach to include smoothly varying basis function as opposed to piecewise con-
stant dislocations. Our approach is also more amenable to an eventual extension to include seismic
observations to perform a kinematic slip inversion. Barnhart and Lohman (2010) method makes
difficult the extension to a kinematic inversion as it produces highly variable patch sizes and the
method is computationally expensive.
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3.2.1 The damped least squares method
Given the linear inverse problem Gm = d, we would like to find a model mest that minimizes
some measure of the amount of error between the prediction of the model dpred = Gmest and the
observations dobs.
Following Menke (2012), the least squares method defines a prediction error, or misfit e =
dobs−dpred and it searches for mest such that it minimizes the total measure of length of the error,
calculated as the L2-norm of the misfit E = ‖e‖22 = eTe. Here the total measure of length of the
error E correspond to the squared Euclidean norm of the misfit vector e †. In a more general case,
the total errorE, or sometimes called misfit function, can be calculated using theW matrix-induced
L2-norm of the misfit as a measure of length of the total error,
E(m) =
∥∥∥W1/2χ e∥∥∥2
2
=
∥∥∥W1/2χ (dobs −Gm)∥∥∥2
2
= (Gm− dobs)TWχ(Gm− dobs) (3.5)
In order to find the model that minimizes the total error, we impose the optimality condition
∇E(m) = 0, which leads to the normal equations:
(
GTWχG
)
m = GTWχdobs (3.6)
then, if the inverse of the matrix GTWχG exists, the least squares solution to the inverse problem
is given by
mest =
(
GTWχG
)−1
GTWχdobs (3.7)
In the case where
(
GTWχG
)−1 can not be calculated, either because G is the discretization of
†Norms other than the Euclidean norm could be used (e.g., Evans and Meade, 2012, use an L1-norm on model
parameters to promote sparse estimates of slip), in general any Lp-norm. The chosen norm has an impact on how
sensitive the inversion results are to noise and especially outliers in the observations (see Menke, 2012, §3.2). Generally
the L2-norm is utilized because it allows the derivation of closed forms for the inverse problem solution and the results
have a direct relationship with a Gaussian probability density.
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an ill-posed problem or the system of equations is underdetermined, the model parameters can be
estimated by minimizing the sum of a measure of length of the model prediction E(m) and some
measure of “simplicity” of the solution L(m), thus solving the minimization problem
min
m
{E(m) + ε2L(m)} (3.8)
where the parameter ε is chosen either by trial and error to produce a solution that has a reasonable
prediction error E(m) (Menke, 2012, and references therein) or, for example, by a cross validation
technique (e.g., Efron and Gong, 1983; Aster et al., 2012). The measure of “simplicity” of the
solution can be expressed as the general measure of length,
L(m) =
∥∥∥W1/2m (m−m∗)∥∥∥2
2
= (m−m∗)TWm(m−m∗) (3.9)
where m∗ is a known model given by previously obtained knowledge or beliefs on the model pa-
rameters (what we believe mest should be) and L(m) measures how distant is the model m from
the a priori model m∗ with a metric defined by the weighting matrix Wm. The resulting inverse
problem is called the weighted damped least squares problem,
min
m
{
(Gm− dobs)TWχ(Gm− dobs) + ε2(m−m∗)TWm(m−m∗)
}
(3.10)
with normal equations,
(
GTWχG+ ε
2Wm
)
mest = G
TWχdobs + ε
2Wmm
∗ (3.11)
and a unique solution, for each value of ε, can be obtained when the matrix
(
GTWχG+ ε
2Wm
)
has full rank,
mest(ε) =
(
GTWχG+ ε
2Wm
)−1 (
GTWχdobs + ε
2Wmm
∗) (3.12)
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Note that both Wχ and Wm are required to be semi-definite positive matrices in order to ensure
the convexity of the objective function and the existence of a solution of the minimization problem
(3.10).
3.2.2 Commonly used regularization schemes
The slip regularization is given by the measure of simplicity of the model (3.9). Here the regular-
ization operator (the weight matrix W
1/2
m ), is assumed to be linear and can be chosen according to a
priori beliefs on the distribution of fault slip. For example, one can use 0th order Tikhonov† regular-
izationW
1/2
m = I, L(m) = ‖m−m∗‖22 in which the solutions of the inverse problem minimize the
total amount of fault slip if m∗ = 0. If m∗ 6= 0, it will minimize the total difference between mest
and m∗, i.e., it will try to find models similar to the a priori one. A problem arises when trying to
find a proper m∗, especially for the slip inversion problem, it is very unlikely if not impossible to
define absolute a priori values for slip on faults without inducing large artifacts in the estimated a
posteriori values.
A different a priori can be to assume a smoothly varying distribution of fault slip, which can be
achieved by the 2nd order Tikhonov† regularization W
1/2
m = ∇2, L(m) =
∥∥∇2(m−m∗)∥∥2
2
where
∇2 is the Laplacian operator defined on fault slip surface coordinates. Here, the regularization will
try to produce models that have smooth deviations from the a priori model m∗, but does not ensure
that mest will be smooth as m∗ can be any model of our choice, in particular it could be a rough
one. The use of the Laplacian operator in our measure simplicity of slip translate into minimizing
the roughness of slip distributions (or maximizing the smoothness). Thus, to be consistent with our
a priori assumptions, we should selectm∗ to be the smoothest model possible, a constant one. Then
the measure of simplicity can be written as L(m) =
∥∥∇2m∥∥2
2
. For the smoothing regularization
†Strictly speaking, Tikhonov regularization also imposes that the a priori model belongs to the null space of the
regularization operator W1/2m (see §4 of Aster et al. (2012))
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operator over a discretized fault, the continuous Laplacian operator can be replaced by a finite
difference counterpart (e.g., Desbrun et al., 1999).
In general, any matrixWm could be used to construct a measure of length of the model parame-
ters as long asWm is semi-definite positive. To ensure that, one could define a filter (regularization)
operator F and then construct Wm = FTF which is semi-definite positive†.
In a naive word of warning, if one chooses to design a regularization operator, one must check
how the operator bias the solution of the inverse problem and how effective it is at stabilizing the
solution of the ill-posed inverse problem. Table 3.1 shows the regularization schemes typically used
to regularize the slip inversion problem. In the following we analyze some of the regularization
schemes in Table 3.1 with the aim to explore their implications for the estimates of slip on faults.
We use the Japan Trench megathrust and the location of the GPS sites of the GEONET network in
Japan as the fault where slip is estimated and the location of the (synthetic) observations (see §2.3,
§4). The location of the GPS sites and fault geometry are the same as used in the study of post-
seismic deformation presented in Chapter 4 of this thesis. The synthetic dataset consists of null GPS
displacements (or equivalently, mtrue = 0) at the GEONET GPS network with same uncertainties
as the ones of the post-seismic displacements used in Chapter 4 of this thesis. We do not add noise
to the synthetic observations with the aim to observe only the influence of the regularization on the
solution‡.
In a first case, we present damped least squares estimates of fault slip (3.12) using two regu-
larization schemes that minimize the amplitude of m −m∗, 0th order Tikhonov (W1/2m = I) and
a measure of simplicity that additionally imposes a correlation between the model parameters m
†This is the reason why we previously name W1/2m , the square root of the regularization operator Wm. Here we use
the definition of square root of a matrix as B = A1/2 if A = BTB.
‡We consider that the effect of any numerical rounding error is negligible as the regularized system of equations are
numerically well posed for a well defined range of damping factors if the null spaces of G and W1/2m only intersect at the
trivial point m = 0.
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Typical regularization operators
Examples Operator Effects
Tikhonov regularization
if W
1/2
m m∗ = 0
Segall and Harris (1987)→
W
1/2
m = I minimizes amplitude of m−m∗
W
1/2
m = ∇ minimizes gradient of m−m∗ impose
correlation
length on m
W
1/2
m = ∇2 minimizes roughness of m−m∗
Tarantola (2005)
W
1/2
m = C
−1/2
m minimizes amplitude of m−m∗Radiguet et al. (2011)
Table 3.1. Typical regularization operators used in slip inversion problems.
through an a priori model covariance matrix (Wm = C−1m ). The latter corresponds to the regular-
ization scheme similar to the used by Radiguet et al. (2011) in a study characterizing a slow slip
subduction event in Mexico†. As mentioned before, absolute values of the a priori model m∗ will
be associated with large uncertainties. Thus, we choose an a priori model that is essentially wrong
(m∗ = 300 cm) with the aim to test the consequences of such wrong model for our slip inver-
sion. We use the Generalized Cross Validation technique (Aster et al., 2012) to select the damping
parameter ε. Our estimates of slip are shown in Figure 3.1.
Not surprisingly, the inversion results in Figure 3.1 clearly shows that both regularization schemes
bias the slip estimates towards the a priori slip model. Note that the near trench regions of the fault
tend to present the larger biases. The slip solution obtained with 0th order Tikhonov regularization
presents high frequency slip variations throughout the whole fault surface, thus showing the inabil-
ity of this type of regularization to completely reduce the checkerboarding. On the other hand, the
use of the regularization based on an a priori model covariance matrix results in smooth solutions
with a much lower degree of bias. Nevertheless, given the bias induced in fault slip estimates by
the tested regularization methods, we do not recommend the use of any form of regularization that
relies in absolute values of an a priori slip model‡.
†Note that the damping parameter ε here controls the correlation length between the model parameters im-
posed by the covariance matrix Cm(ε). The damped least squares solution for this case has the same form
as (3.12), but the damping parameter is “absorbed” by the a priori covariance matrix, i.e., mest(ε) =(
GTWχG+C
−1
m (ε)
)−1 (
GTWχdobs +C
−1
m (ε)m
∗).
‡Normally the true model has a finite value and the a priori model is set to zero. Given the symmetry between
observations and the predictions of the a priori model our conclusions do not change (see equation 3.37 in Tarantola,
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Target Model W
1/2
m = I Wm = C
−1
m
(a) mtrue (b) mest (c) mest
Figure 3.1. Estimates of fault slip (colorbar in cm) constrained by noise free synthetic observations
generated with the null slip model (a) using 0th order Tikhonov regularization (b) and a measure of
simplicity induced by an a priori covariance matrix of the model parameters (c). Note the bias in
the estimated slip caused by intentional use of a wrong a priori model m∗.
We performed a second suite of test, under the same assumptions, but this time using a 2nd
order Tikhonov regularization with an approximation of the Laplacian operator (Desbrun et al.,
1999). Here the a priori model m∗ = 300 cm is constant, and we successfully recover the target
model (Figure 3.1a). Since the a priori model belongs to the null space of the Laplacian operator,
there are no sources for perturbations in the solution of the inverse problem. At this point, our results
suggests that the Laplacian operator is a preferred choice for the regularization of the slip inversion
problem (e.g., Segall and Harris, 1987), but before reaching any conclusions, let’s perform a more
challenging test on this operator, a checkerboard test with noisy synthetic observations.
We generate two sets of synthetic observations using a checkerboard pattern of slip (Figure
3.2a) that differ only in the realization of the added random noise (Noise1 and Noise2), which the
same variances as the observations that are used for the inversion of post-seismic deformation in
§4. Figure 3.2b,c shows slip estimates constrained with the synthetic observations with added noise
2005). The examples are shown using a null true model because it is easier to observe the bias in the solutions.
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Figure 3.2. (a) Input checkerboard-like slip model used to generate synthetic displacements at posi-
tions corresponding to GPS sites located in Japan. Two sets of synthetic observations are generated
by independent realizations of the same Gaussian noise, Noise1 and Noise2, based on observational
variances described in §4. (b) and (c) show estimates of slip constrained by the synthetic observa-
tions with added Noise1 and Noise2, respectively.
realizations Noise1 and Noise2 respectively. For this synthetic inversion, we define the optimum
damping parameter ε as the one that produces the best recovery of the target slip model. Note how
the recovered solution varies greatly when changing the realization of the synthetic noise. Although
slip estimates are well resolved at the fault patches beneath Japan, near trench slip is much more
unstable and show slip values that tend to be smeared values of the ones at the nearest well resolved
region (Figures 3.2b and 3.2e). If one attempts to avoid this problem by increasing the damping
constant, one overdamps the solution in well resolved areas. This behavior suggests the need for
spatially variable damping.
3.2.3 Spatially variable smoothing
In the previous section, we performed inversion tests with synthetic datasets with the goal of explor-
ing the bias that different types of regularization operators impose in our fault slip estimates as well
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as to evaluate the stability of the solution of the inverse problem. We find that the regularization
operator that minimizes the 2nd order differential of the spatial distribution of slip (W
1/2
m = ∇2 and
W
1/2
m m∗ = 0) may be the best suited for slip inversion. Nevertheless, such regularization scheme is
spatially uniform, i.e., the strength of the smoothing imposed by the Laplacian operator is the same
for every slip patch on the fault. Thus, leading to solutions that trade-off overdamping in some
regions with underdamping in others. Moreover, regardless of the type of regularization tested in
the previous section, we observe a strong dependence between fault – observation distance and the
location of larger bias or instability in the slip estimates. Therefore, we would like to explore such
a relationship. For that purpose, we will give a step back to first analyze the original problem (3.4)
in which no regularization is applied and then propose a measure of simplicity (regularization) that
stabilizes the slip estimates evenly across the fault.
We aim to find estimates of slip by solving the least squares problem,
W
1/2
χ Gm = W
1/2
χ d (3.13)
where Wχ is typically the inverse of the covariance matrix associated to the misfit (Cχ), G repre-
sents the physical model, m the values of slip on each fault patch, and d the observations from the
onland GPS sites in Japan. The solution of the least squares problem can be found by minimization
of the misfit function
E(m) = (Gm− d)TWχ(Gm− d) (3.14)
where Wχ is the inverse of the covariance matrix associated to the misfit.
Let m˜ be the model that minimizes the quadratic form E(m). We will analyze now the stability
of the misfit function values upon perturbations from the optimum model. The misfit function in
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terms of the deviations from the least squares solution ∆m = m− m˜
E(∆m) = ∆mTGTWχG∆m+R
TWχR (3.15)
where R = Gm˜− d is the fit residual. Now, we can calculate the variation (increase) of the misfit
function due to a perturbation  from the optimum slip for the fault patch i, ∆mi = eˆi as
∆E(∆mi) = 
2
(
GTWχG
)
ii
= 2Si (3.16)
where we define the sensitivity of the fault slip patches S = diag(GTWχG), which can be in-
terpreted as a relative measure of how sensitive is the model prediction to slip on different fault
patches. Indirectly, S can be taken as a measure of the strength of the constraints provided by the
observations (e.g., onland GPS) to the slip on each fault patch. Figure 3.3 shows the strike-slip and
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Figure 3.3. Sensitivity calculated for the Japan Trench megathrust assuming that observations are
uncorrelated and have the same variance (i.e., S = diag(GTG)). SS and DS indicate strike-slip and
dip-slip, respectively.
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dip-slip sensitivities normalized by its maximum value for the case in which all the observations are
uncorrelated and have unit variance (i.e., Wχ = I). Note that for this particular case of observa-
tional covariances the sensitivity is the norm squared of the Green’s functions. Based on the norm of
the Green’s functions, Loveless and Meade (2011) shows an image similar to Figure 3.3, referring
to it as the power of GEONET GPS network to constrain the plate interface behavior, showing its
strong spatial variability.
Going back to equation (3.16), the change of the misfit function upon a perturbation from the
optimum slip on a single fault patch is proportional to the sensitivity of such fault patch. In order
to solve the least squares problem, we search for a solution by a process of minimization of the
misfit function. If there is a large spatial variability in the sensitivity of the fault patches, errors
on the observations or the physical model will be preferably mapped as slip into the fault patches
with smaller sensitivity as it minimizes the variation (increase) of the misfit function. Thus, we
would like to regularize the inverse problem using a method that searches to artificially equalize the
sensitivity of all fault patches, so that potential perturbations get mapped into slip distributed along
all fault patches.
In a first intuition driven approach, we want to derive a regularization scheme that only accounts
for the variations in the degree to what a unit slip on each fault patch contribute to the predicted
displacements. Thus, we use S = diag(GTG), where we assume uncorrelated observations with
unit variance. As defined, the sensitivity is the norm squared of the Green’s functions associated to
each fault patch, i.e.,
S = diag(GTG) (3.17)
Si = ‖gi‖2 (3.18)
where gi is the i-th column of the design matrix G. Note that for the problem of elastic dislocation,
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if the fault discretization if fine enough, gi is proportional to the source surface area. The Lapla-
cian regularization has the ultimate effect of imposing a spatial correlation length on slip among
neighboring patches (§A), providing us with a tool to artificially increase the source surface area of
the slip patches. Therefore, by changing the relative strength of the Laplacian applied to each fault
patch we are effectively changing the correlation length associated to such fault patch relative to the
others in the parameterized fault surface. We propose a measure of simplicity L(m) that accounts
for the spatial variability of sensitivity, the sensitivity modulated regularization,
L(m) =
∥∥∥S−1/2∇2m∥∥∥2
2
= (∇2m)TS−1(∇2m) (3.19)
where S is the sensitivity of each fault patch.
The definition of the sensitivity as S = diag(GTG) has the inconvenience that it does not
consider the regularization itself in its calculation. It is an intuitive attempt to consider the fact that
different regions of the fault surface have a different capacity to be constrained by the data based on
the sensitivity of each fault slip patch. Here we present an information content criterion to calculate
the regularization weights in (3.19).
Recall that we are solving the damped least squares problem†,
min
m
{
(Gm− dobs)TWχ(Gm− dobs) + ε2(m−m∗)TWm(m−m∗)
}
(3.20)
with family of solutions and associated a posteriori covariance matrix,
mest(ε) =
(
GTWχG+ ε
2Wm
)−1 (
GTWχdobs + ε
2Wmm
∗) (3.21)
C˜m(ε) =
(
GTWχG+ ε
2Wm
)−1
(3.22)
†For the purposes of this section, we are ignoring the possible implementation of positivity constraints. Although
their implementation should not change significantly our weights calculation, these are considered an approximation
when positivity constraints are present due to the inability to directly compute an a posteriori covariance matrix of the
model parameters.
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where Wχ is the data weights matrix † defined as the Cholesky decomposition of the inverse of the
misfit covariance matrix, and W
1/2
m = WST is the weighted Laplacian regularization operator (T
is a finite difference approximation of the Laplacian operator∇2).
The Laplacian operator imposes a correlation between neighboring fault patches (§A). By chang-
ing the regularization weights one can control the induced correlation length in different parts of
the fault surface. From an information theory perspective, a high correlation between neighboring
patches is equivalent to saying that they share the information obtained from the observations. Also,
as discussed later, the information contained within an inferred parameter is related to its variance
if the parameter follows a Normal PDF.
We propose to calculate the regularization weights (WS) by imposing the a priori constraint
that the information content obtained from the data must be the same for all fault slip patches.
A measure of the information content on a continuous random variable is given by the differ-
ential entropy. If f(x) is the PDF of the continuous random variable X , its differential entropy is
defined as,
h(x) = −
∫
X
f(x) log(f(x))dx (3.23)
Also, Kullback-Leibler divergence gives us a measure of the “distance” from the PDF of the random
variable x (f(x)) to another PDF associated to the same random variable (µ(x)),
DKL(f‖µ) = −
∫
X
f(x) log
(
f(x)
µ(x)
)
dx (3.24)
If the variable x is a Cartesian parameter and µ(x) is a uniform PDF representing its state of homo-
geneous information (see Tarantola, 2005), µ(x) is constant, and the Kullback-Leibler divergence
†In this particular study we assume Wχ to be diagonal, i.e., we ignore possible correlations between the different
observations.
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of f(x) with respect to µ(x) is proportional to the differential entropy. From here on, we assume
that the a priori PDFs for slip can be approximated by uniform distributions (uninformative) as we
derive a measure of simplicity based on the second spatial differential of slip and not in the actual
values of slip.
Each component of m inferred through eq (3.21) follows a Normal PDF and its differential
entropy depends only on the marginal variance of the parameter,
h(x) =
1
2
ln
(
2pieσ2
)
(3.25)
then imposing a constraint of equal a posteriori information content on m is equivalent to imposing
that a posteriori marginal variances are the same for all components of m. The equal information
constraint is used to modify the regularization weights to in turn modify the covariances of the
model parameters in order to achieve equal a posteriori variances. From an information theory
perspective, we seek to equalize the information content on each fault patch by manipulating the
amount of information shared with its neighbors.
For the damped least squares problem in eq (3.20), the estimated parametersm follow a Normal
PDF with a posteriori covariance matrix
C˜m =
[
GTWχG+ ε
2TTW2ST
]−1
(3.26)
We decompose C˜m into a constant diagonal matrix and a symmetric Hollow matrix: C˜m = α2I+
C˜H , so we are imposing that all the a posteriori variances are equal to α2, leaving the covariances
to be determined by the structure ofT, G andWχ. By imposing this condition, we obtain the equal
information constraint
diag
([
GTWχG+T
TW2ST
]−1)
= α2I (3.27)
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Figure 3.4. Sensitivity representation of the regularization weights inferred using the equal infor-
mation constraint for 200 random initial values for the iterative optimization algorithm. All models
are sorted by the same indexing process. The plot shows the stability and convergence of the op-
timization process. Strike slip and dip slip sensitivity plots can not be compared because they are
sorted independently.
We can then solve this system of nonlinear equations to obtain estimates of W2S and α
2. Note
that ε was absorbed by the regularization weights since they are both unknown and that we are
assuming that WS is a diagonal positive definite matrix. We use MATLAB’s lsqnonlin function,
using the Levenberg-Marquardt algorithm for the optimization process. In Figure 3.4 we show 200
stacked solutions of W2S (we plot the normalized inverse for comparison purposes with S) obtained
using random initial values in the iterative algorithm and obtaining very similar solutions for all
cases. Thus showing the stability of the method.
For comparison purposes, we plot in Figure 3.5 the normalized sensitivity inferred from the
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(a) Sensitivity inferred from equal information constraint
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(b) Sensitivity calculated as diag(GTG)139 140 141 142 143 144 14534
35
36
37
38
39
40
41
42
log10 SS sensitivity (G
tG)
 
 
−3.5 −3 −2.5 −2 −1.5 −1 −0.5 0
139 140 141 142 143 144 145
34
35
36
37
38
39
40
41
42
log10 DS sensitivity (G
tG)
 
 
Figure 3.5. Comparison of sensitivity obtained through the equal information constraint (EIC) ver-
sus diag(GTG). SS and DS indicate strike-slip and dip-slip respectively. The major difference
occurs at the edges of the parameterized fault surface, where EIC shows a decreased sensitivity due
to incorporation of regularization in calculation of its weights.
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equal information constraint (EIC) against the one calculated as S = diag(GTG). EIC regular-
ization weights are consistently larger (lower sensitivity) at the edges of the model, reflecting the
difference between the regularization used at the edges and interior of the parameterized surface.
Note that we do not include the full set of equations in the calculation of the regularization weights
WS , as these calculations are based on the a posteriori covariance matrix on the model parameters
which do not depend on the actual observations. Thus, the value of the damping parameter ε may
then be different. Here, we find a first approximation of the regularization weights and we are inter-
ested in their relative values, therefore we normalize the obtained weights by the maximum value
when solving (3.20). A more sophisticated approach would solve a non linear least squares problem
in which we impose the equal information constraint on each linearized system during the iterative
inversion scheme. The study of such algorithm is left for future work.
We performed inversion tests with synthetic data comparing the results obtained using the two
discussed methods to calculate the regularization weights and found no significant differences in the
recovered slip distributions (see Figure 3.7). Thus, we use the intuitive approach (S = diag(GTG))
to compute the regularization weights for our slip inversions.
To illustrate the impact of sensitivity modulated regularization we perform 2 checkerboard tests,
comparing uniform regularization (previous section) and the sensitivity modulated regularization
(Figure 3.6). We use the same synthetic datasets as in previous section, recall that these differ only
in the realization of the added random noise, and have the same variances as the data used in our
inversion of post-seismic after-slip in Chapter 4. The main advantage of the sensitivity modulated
regularization approach is that we avoid introduction of artifacts in low resolution areas and we are
able to make reasonable interpretations in these regions. When using the classic uniform regulariza-
tion the recovered solution varies greatly when changing the realization of the synthetic noise, and
the obtained values near the trench tend to be smeared values of the nearest well resolved region
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(Figures 3.6b and 3.6e). Such problems can not be avoided by increasing the damping constant, as
one overdamps the solution in well resolved areas. Compared to the uniform regularization, sensi-
tivity modulated regularization enables us to recover a much more stable slip distribution, an overall
rougher solution while imposing a stronger smoothing in regions with lower sensitivity (See Figure
3.6d) .
For synthetic inversion we can define the optimum damping parameter ε at the minimum of the
target slip misfit/roughness curve. Thus, rougher models are considered to be underdamped, and
smoother ones overdamped. Comparing both regularization schemes for different noise realizations
on the synthetic data, sensitivity modulated regularization provides a much greater stability of the
inferred models (see red symbols in Figure 3.6d). Moreover, a comparison of the results with
different noise realizations, reveals that the slip roughness/target model misfit values coincide at
higher values of ε (lower roughness), and also are much more closer (stable) for underdamped
models (higher roughness) when using the sensitivity modulated regularization relative to the ones
obtained using the uniform smoothing regularization.
Note in Figure 3.6 that using the proposed regularization approach at the regions of low sen-
sitivity the recovered after-slip is approximately the average of the target model as opposed to the
results obtained using the constant Laplacian in which the after-slip distribution is poorly resolved
and unstable, obtaining values smeared from the regions of high sensitivity. Also, the sensitivity
regularization allows us to improve the stability of the slip distribution and to recover solutions with
a smaller misfit and an overall rougher slip distribution while imposing a stronger smoothing at the
least sensitive regions of the fault surface.
We use the measure of simplicity (3.19) when solving static linear slip inversion problems.
The evaluation and deduction of a generalization of this procedure for a general linear least square
inversion problem is left for future work.
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As an aside, for completeness purposes, we calculate the sensitivity S = diag(GTG) for the
fault and set of observations used in the study of inter-seismic deformation in the Central Andes
subduction zone, which is described in Chapter 5 (Figure 3.8). For a detailed description of the
fault and observations see Chapter 5.
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Figure 3.6. (a) Input checkerboard-like slip model used to generate synthetic displacements at the
GPS sites. Two sets of synthetic observations are generated by independent realizations of the
same Gaussian noise, Noise1 and Noise2, based observational variances. We perform slip inversion
tests constrained by the synthetic observations using the classic Laplacian regularization of the
slip distribution (b and e) and using the sensitivity-based regularization proposed in this study (c
and f). (b) and (c) uses the synthetic data with added Noise1, (e) and (f) use Noise2. (d) Target
slip RMS residual vs slip roughness for the inversions using both regularization schemes. Open
symbols indicate the optimum solutions. For comparison purposes, the roughness is computed
as ‖T ·m‖2 for both regularization cases, where T is the finite differences representation of the
Laplacian operator.
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Figure 3.7. Estimates of slip constrained by synthetic observations that were generated as explained
in Figure 3.6. Here we compare estimates in which the regularization weights are calculated using
S = diag(GTG), panels (a) and (b); and calculated using S estimated with the equal informa-
tion constraint (3.27), panels (c) and (d). (see values of sensitivity, S, in Figures 3.5b and 3.5a,
respectively).
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(a) log(Sstrike-slip) (b) log(Sdip-slip)
Figure 3.8. Strike-slip (a) and dip-slip (b) sensitivity S = diag(GTG) for fault surface and obser-
vations of inter-seismic secular rates used in Chapter 5. Green and blue triangles indicate GPS sites
in which only horizontal and 3 component secular rates were measured, respectively. The size of
the discretized elements of the fault is about 2− 3 km2. See Chapter 5 for further detail.
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3.3 A Bayesian framework for the regularization of slip inversion
Given the rapid increase in available computational power, the Bayesian approach for inverse prob-
lem is being promoted as the standard procedure for inverse modeling, in particular for inferring
finite fault earthquake source models (e.g., §5; Minson et al., 2013). Recognizing such advances,
here we derive an alternate formulation of the Bayesian inversion problem proposed by Tarantola
(2005), in which we incorporate the a priori information of a derived quantity, that can be, for exam-
ple, the roughness of slip, and the probability distribution representing the theoretical relationship
between the model parameters and the derived quantity.
Following Tarantola (2005), we derive a Bayesian formulation of the inverse problem where we
take into account a set of observations d, model parameters m, and a some quantity h that can be
estimated from a linear transformation of the model parameters.
LetM the model space manifold, with some coordinates (model parameters)m = {m1,m2, . . . ,mNp}
and homogeneous probability density µM (m); D the data space manifold, with some coordinates
(observable parameters) d = {d1, d2, . . . , dNobs} with homogeneous probability density µD(d);
and H the manifold of the quantity h with coordinates h = {h1, h2, . . . , hNh} with homogeneous
probability density µH(h). Let X be the joint manifold built as the Cartesian product of the three
manifolds D × H ×M, with coordinates x = {d,h,m} = {d1, d2, . . . , h1, h2, . . . ,m1,m2, . . .}
and with homogeneous probability density µ(x) = µ(d,h,m) = µD(d)µH(h)µM (m).
3.3.1 Representation of theoretical relationships
We represent the correlations between the parameters imposed by the theoretical relationships (to-
gether with their uncertainties when applicable) in our modeling by the joint probability density
function Θ(d,h,m). Here, by theoretical relationships we mean the equations given by our physi-
cal model relating the slip distributionmwith the observations d as well as the equations describing
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the relationship between the slip distribution m and the derived quantity h. In general, the joint
probability density function can be written in terms of the conditional and marginal probabilities.
By marginalizing in terms of the model parameters we obtain,
Θ(d,h,m) = θ(d|h,m)θ(h|m)µM (m) (3.28)
where θ(d|h,m) represents the theoretical relationship describing our physical model (e.g., the
elastic response of the Earth) and θ(h|m) the theoretical relationship between the model parameters
(slip distribution) and the quantity h.
For the case of the static slip inversion, the physical model gives us predicted observations in
the data space through the linear relationship d = Gm. Recognizing that the physical model is an
approximation of the true physics governing the processes that cause our experimental observations,
we will assume that our model predictions have uncertainty (i.e., d ≈ Gm) described by the
Gaussian probability distribution with expected value Gm and covariance matrix Cp†. Then the
state of information given by the physical theory can be written as the probability density,
θ(d|h,m) = θ(d|m) = const. e− 12 (d−Gm)TC−1p (d−Gm) (3.29)
Here Cp will depend exclusively in the ability of the chosen physical model to represent the true
physics of the problem in question. Although estimating Cp remains an open problem (Tarantola,
2005; Minson et al., 2013), it is believed that the major source of modeling errors for the co-seismic
slip forward model comes from the assumed elastic structure of the medium (Minson et al., 2013),
and from the actual elasticity assumption for the case in which slip on the fault is occurring aseis-
mically over a prolonged period of time.
For the relationship between the model parameters m and the quantity h we will assume that
†The model prediction covariance matrix Cp is denoted as CT in Tarantola (2005).
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their relationship is linear, h(m) = Hm and that it is exact†. Then, the probability density describ-
ing the state of information given by such a relationship can be described as
θ(h|m) = const. δ(h−Hm) (3.30)
where δ(·) is the Dirac probability density.
3.3.2 Measurements
We will start here from the fact that no matter how good or advanced our techniques can become,
every physical measurement we can make has some inherent noise or uncertainties that will limit
the amount of information we can obtain from such observations. Such state of information of
the observations can be represented by a probability density ρD(d) defined over the data space D.
Typically, we could measure Nobs observations and assemble them into a data vector d and we may
obtain obtain the observed values dobs, with uncertainties described by a Gaussian distribution with
a covariance matrix CD. In this case, ρD(d) is a Gaussian probability density function centered at
dobs,
ρD(d) = const. e−
1
2
(d−dobs)TC−1D (d−dobs) (3.31)
where CD will depend exclusively on the quality of the instruments and methodologies used to ob-
tain the observations. For example, in the case of GPS positioning, CD could contain uncertainties
coming from errors in atmospheric models for electromagnetic waves propagation, position of the
satellite constellation, scattering of electromagnetic waves in the vicinity of the GPS antenna, etc.
† Known without uncertainty since it is an arbitrarily defined mathematical relationship. However, one could argue
that there is some uncertainty in the relationship if it corresponds to a discretization of a continuous relationship (e.g.,
when H is the umbrella operator approximating the Laplacian operator∇2).
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3.3.3 A priori information
Here we define the a priori information on both model parameters m and the quantity h. By a
priori information we mean that such information is obtained independently of the experimental
observations. We also impose the condition that the a priori information obtained for the model
parameters m must be independent on the a priori information on h. We explore the consequences
of the latter assumption after we derive the solution of the inverse problem.
The probability density functions ρM (m) and ρH(h) will denote the state of a priori information
for the model parameters m and the quantity h, respectively. The most obvious case is when we
do not have any a priori information on either m or h, where the state of a priori information is
represented by the homogeneous probability density functions µM (m), µH(h).
A general assumption that can be done either for m and h is that these are random realizations
from a particular Gaussian distribution with a given mean mprior, hprior and covariance CM , CH .
Then the a priori information on m and h is represented by the following a probability density
functions,
ρM (m) = const. e−
1
2
(m−mprior)TC−1M (m−mprior) (3.32)
ρH(h) = const. e−
1
2
(h−hprior)TC−1H (h−hprior) (3.33)
The main advantage of the Gaussian assumption, as we will see later, is that we can directly
obtain a closed form of the inverse problem solution in the least squares sense. More general
assumptions can be used as a priori information such as bound constraints, non-linear constraints,
but those will require to solve the inverse problem either by the use of an iterative optimization
technique or by direct sampling of the model parameters using under the Bayesian framework
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3.3.4 Joint a priori and a posteriori information
As previously defined, the a priori information on model parameters m, the derived quantity h and
the observations d must be mutually independent. Therefore, the information we have in m, h and
d can be described by the joint probability density
ρ(d,h,m) = ρD(d)ρH(h)ρM (m) (3.34)
The a priori probability density ρ(d,h,m) represent the information obtained on the observable
parameters d and the a priori information on both model parameters m, and the quantity h. Also,
we have defined the theoretical probability density Θ(d,h,m) which represents the theoretical
correlations between d, h and m as obtained, for example, from the theory modeling the elastic
response of the Earth and the mathematical relationship between the model parameters m and their
derived quantity h.
The theroretical and a priori states of information can be combined to produce the a posteriori
state of information. The a posteriori state of information can be obtained by the conjunction of the a
priori and theoretical states of information (see Tarantola and Valette, 1982; Mosegaard and Taran-
tola, 2002; Tarantola, 2005, for the conjunction of states of information). Then, the probability
density σ(d,h,m) representing the a posteriori information on the space D× H×M is:
σ(d,h,m) = k
ρ(d,h,m)Θ(d,h,m)
µ(d,h,m)
(3.35)
where µ(d,h,m) represents the homogeneous state of information and k is a normalization con-
stant.
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3.3.5 The solution of the inverse problem
Given the a posteriori information in theD×H×M space defined in (3.35), the a posteriori in the
model spaceM is given by the marginal probability density
σM (m) =
∫
H
∫
D
σ(d,h,m)dddh (3.36)
In the general case, (3.36) defines the solution of the inverse problem as the a posteriori proba-
bility density function of the model parameters σM (m) (Tarantola, 2005).
We now treat the case in which the a priori information is assumed to follow a Gaussian proba-
bility density (equations 3.31, 3.33 and 3.32) and using the theoretical information described by the
probability densities (3.29) and (3.30). By replacing the chosen densities in (3.36) we obtain:
σM (m) = kρM (m)H(m)L(m) (3.37)
where,
ρM (m) = const. e−
1
2
(m−mprior)TC−1M (m−mprior) (3.38)
H(m) = const.
∫
H
θ(h|m)ρH(h)
µH(h)
dh (3.39)
= const.
∫
H
δ(h−Hm)e− 12 (h−hprior)TC−1H (h−hprior)
µH(h)
dh
= const. e−
1
2
(Hm−hprior)TC−1H (Hm−hprior)
L(m) = const.
∫
D
θ(d|m)ρD(d)
µD(d)
dd (3.40)
= const.
∫
D
e−
1
2
(d−Gm)TC−1p (d−Gm)e−
1
2
(d−dobs)TC−1D (d−dobs)
µD(d)
dd
= const. e−
1
2
(Gm−dobs)TC−1χ (Gm−dobs)
Cχ = CD +Cp (3.41)
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L is normally called the Likelihood function L(m) = ρD(Gm). We can then rewrite (3.37) as
σM (m) = ke
−S(m) (3.42)
where k is a normalization constant and the misfit function S(m) is the quadratic form
S(m) =
1
2
[
(Gm− dobs)TC−1χ (Gm− dobs) + (Hm− hprior)TC−1H (Hm− hprior)
+(m−mprior)TC−1M (m−mprior)
]
(3.43)
Since the misfit function S(m) is a quadratic function of m , we know that the a posteriori
density for the model parameters follows a Gaussian distribution with mean value m˜ and covariance
matrix C˜M whose density can be written as:
σM (m) = const. e−
1
2
(m−m˜)T C˜−1M (m−m˜) (3.44)
where,
C˜M =
(
GTC−1χ G+H
TC−1H H+C
−1
M
)−1
(3.45)
m˜ = C˜M ·
(
GTC−1χ dobs +H
TC−1H hprior +C
−1
M mprior
)
(3.46)
This result can be easily shown by replacing (3.45) and (3.46) into the exponent of (3.44) and show
that 12(m− m˜)T C˜−1M (m− m˜) = S(m) + ν, where ν is a constant (independent of m).
For completeness purposes, we will show now the solution of the inverse problem for two partic-
ular cases in which the a posteriori density on m is a Gaussian distribution as shown in (3.44). One
particular case is given in Tarantola (2005), where the quantity h is not considered in the derivation
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of the problem. Here the a posteriori density of m is a Gaussian distribution given by (3.44), where
C˜M =
(
GTC−1χ G+C
−1
M
)−1
(3.47)
m˜ = C˜M ·
(
GTC−1χ dobs +C
−1
M mprior
)
(3.48)
The other particular case is defined when there is no a priori knowledge on the model parameters.
In this case the a priori information is described by the homogeneous density ρM (m) = µM (m),
which is constant if m is defined in a linear space. Here the a posteriori density of the model
parameters is Gaussian as in equation (3.44), where
C˜M =
(
GTC−1χ G+H
TC−1H H
)−1
(3.49)
m˜ = C˜M ·
(
GTC−1χ dobs +H
TC−1H hprior
)
(3.50)
3.3.6 Bayesian equivalent formulation
Since the measures of length in both the model error E(m) and the simplicity of the model L(m)
are quadratic forms of m, the weighted damped least square problem (3.10) can be expressed in the
more general Bayesian formulation (3.42) under Gaussian assumptions on both model parameters
and observations if the weight matrices Wχ and Wm are symmetric. In general, the observations
uncertainties can be approximated to follow Gaussian statistics†, then here we will treat the case in
which Wχ is positive definite (full rank) and corresponds to the inverse of the covariance matrix
representing the observational uncertainties CD. For this case, the observations are represented by
the density ρD(d) (3.31), and the measure of length of the misfit error E(m) is related with the
†Mainly because we assume that the observations are obtained as a sequence of several “random” processes, thus
the Gaussian approximation for the observables probability density comes directly from the Central Limit Theorem of
probabilities.
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Likelihood function L(m) = ρD(Gm) by
L(m) = const. e− 12E(m) (3.51)
Note here that finding mest that minimizes E(m) gives the maximum likelihood solution to the
undamped problem Gm = dobs.
Regarding the measure of simplicity of the model parameters, we distinguish two cases, whether
the weight matrix Wm is semi-definite or definite positive in order to find a Bayesian equivalent
of L(m). The straightforward case is presented when Wm is positive definite as the measure of
simplicity can be expressed as the a priori probability density on the model parameters (3.32),
ρM (m) = const. e−
1
2
(m−mprior)TC−1M (m−mprior) (3.52)
in which we choose, mprior = m∗, and CM =
W−1m
ε2
.
For the case when Wm is semi-definite positive, for example, when the regularization operator
corresponds to a higher order spatial differential of the slip distribution (e.g., gradient, Laplacian), an
a priori covariance matrix for the model parameters would have infinite variance in the directions
that define the null space of Wm. In this case, we use the a priori information on the derived
quantity h which PDF is expressed in equation (3.33). Here the derived quantity can represent
steepness if the gradient of slip is used as the regularization operator, or roughness of the slip
distribution is we use the Laplacian operator. Let’s recall equation (3.33),
ρH(h) = const. e−
1
2
(h−hprior)TC−1H (h−hprior) (3.53)
In §3.2 we analyzed the commonly used uniform Laplacian regularization and we derived a
sensitivity modulated Laplacian regularization that takes account for the spatial variations on the
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strength of the constraint provided by the observations. In both cases we search to minimize the
roughness of the solution ∇2m. We can say then that h is the variable representing the roughness
of the slip distribution and consequently that equation (3.53) represents the a priori distribution on
roughness, defined on roughness space, regardless of any value of slip on the models. It is a priori
information on roughness, as equation (3.31) represent the a priori information on the observation
space regardless of any relationship between the observation and model spaces. The only requisite
is that the a priori information on model parameters, derived quantity and observations are obtained
independently.
Recapitulating, in §3.2 the discussed measures of simplicity assumed an a priori roughness
hprior = 0 as we looked for smooth models, and they only differ in the weighting WS of the
Laplacian operator, recall L(m) = (∇2m)TW2S(∇2m). Now, since L is a quadratic form on the
roughness of the model, and WS is required to be positive definite, we can represent such measure
of simplicity through an a priori Gaussian PDF for roughness with zero mean (hprior = 0) and
covariance matrix CH = W−2S . Here, the uniform regularization imposes an identity matrix for
the covariance matrix of roughness
(
CH =
I
ε2
)
, and for the sensitivity regularization the corre-
sponding covariance matrix for the roughness is proportional to the sensitivity of the faults patches(
CH =
S
ε2
)
. Recall that ε is the damping parameter of the damped least squares method.
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Chapter 4
Post-seismic Deformation of the Great
11 March 2011 Tohoku-Oki Mw9.0
Earthquake and Mechanical
Heterogeneity of the Megathrust
4.0 My contribution in this chapter
• In this chapter I analyze the post-seismic deformation associated to the Tohoku-Oki earth-
quake monitored with the GEONET Japan GPS network. In this analysis, based on my infer-
ences of after-slip and also based on previous studies that analyze co- and inter-seismic stages
of the seismic cycle, I suggest that the shallow-most region of the Japan Trench megathrust
located south of the rupture region of the Tohoku-Oki earethquake may behave aseismically,
as well as that the Japan Trench megathrust may present an heterogeneous distribution of
material properties.
4.1 Abstract
The occurrence of the great 2011 Tohoku-Oki earthquake offshore northern Honshu, Japan immedi-
ately raised concerns about a potential future earthquake just to the south and closer to Tokyo. The
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extent to which this region of the subduction megathrust fault is locked and accumulating elastic
stress to be released in a future earthquake is not well constrained. Concerns have been heightened
with the proximal 2011 earthquake potentially bringing this region closer to rupture. Alternatively,
this portion of the fault may have an intrinsic tendency to creep aseismically thereby at least partially
mitigating concerns for a large earthquake in this region. Geophysical observations, particularly
those from geodetic networks, permit one to explore the spatial relationship between co-seismic
fault slip, post-seismic fault slip and seismicity and to thereby constrain the style of slip on the
megathrust fault. Using a novel inference scheme, we find that the distribution of post-seismic fault
slip occurs mainly down-dip and south of the source region of the Tohoku-Oki mainshock with neg-
ligible slip in regions that slipped during the main rupture. At a spatial resolution near the trench
of 100 km along strike and 60 km along dip, the shallowest portion of the megathrust offshore
Ibaraki Prefecture experienced over 1 m of aseismic slip in the 18 months following the earthquake
– actual slip amplitudes maybe larger if they occur over a smaller scale. The spatio-temporal com-
plexity of inferred fault slip, suggests strong spatial heterogeneity of the mechanical properties on
the megathrust. We suggest that the shallow-most region of the Japan Trench megathrust located
just south of the rupture area of the 2011 (Mw9.0) Tohoku-Oki earthquake may behave aseismically,
thus diminishing the potential (but not excluding the possibility) for a large future earthquake in the
region.
4.2 Introduction
The 11 March 2011 (Mw 9.0) Tohoku-Oki, Japan earthquake occurred on the megathrust offshore
northern Honshu at the Japan Trench where the Pacific Plate subducts at a rate of about 8.5 cm/yr
(Taira, 2001; DeMets et al., 2010). This portion of the subduction zone regularly experiences M
7-8 earthquakes, typically at depths of 40-60 km (Igarashi et al., 2001). Large earthquakes have
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also occurred at shallower depth, including the 1931, 1968 and 1994 Sanriku-Oki earthquakes (e.g.,
Nakayama and Takeo, 1997), and the 869 July 17 Jogan earthquake (which may have closely re-
sembled the 2011 event (Minoura et al., 2001)). Observations from seismic and geodetic networks
before and after the Mw 9.0 event, allow one to study the overall mechanical behavior of the subduc-
tion megathrust and the dependencies between distributions of slip behavior throughout the seismic
cycle. These data also allow us to examine the potential for a large earthquake just south of the
region that slipped co-seismically during the 2011 event.
The primary region of fault slip in the 2011 Tohoku-Oki earthquake occurred over a surpris-
ingly small area but with unexpectedly large amplitude. In places fault slip exceeded 60 m with an
overall complex distribution of fault slip (Simons et al., 2011). The southern extent of co-seismic
slip offshore Ibaraki and Fukushima Prefectures partially overlapped regions previously inferred
to be locked (Hashimoto et al., 2009; Loveless and Meade, 2010, 2011; Simons et al., 2011; Kato
and Igarashi, 2012); while the northern limit of co-seismic rupture coincides with the transition
to a region previously inferred to be relatively uncoupled and assumed to be creeping aseismically
(Hashimoto et al., 2009; Loveless and Meade, 2010, 2011). Analyses of other large megathrust
earthquakes around the globe suggest that portions of the megathrust that experience aseismic slip
(before or after a large event) are located proximal to regions experiencing significant co-seismic
slip during large earthquakes (e.g., Chlieh et al., 2008; Konca et al., 2008; Kaneko et al., 2010;
Perfettini et al., 2010). The majority of aftershocks near the megathrust with mechanisms similar
to the mainshock also circumscribe regions inferred to have experienced large co-seismic fault slip
during the 2011 mainshock (e.g., Kato and Igarashi, 2012). Aftershocks occurring off the fault
are primarily normal and strike slip events (Asano et al., 2011; Kato and Igarashi, 2012; Ye et al.,
2012; Shinohara et al., 2012). The largest of the aftershocks (Mw 7.4 and Mw 7.9) occurred on
or proximal to the megathrust offshore Iwate and Fukushima (Asano et al., 2011; Nakajima et al.,
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2011; Nishimura et al., 2011; Simons et al., 2011).
Before the 2011 Tohoku-Oki earthquake, many inter-seismic fault coupling models for the Japan
Trench suggested that the portions of the fault inferred to be coupled were broadly limited to regions
that had experienced earthquakes over the last few centuries - with either negligible or limited cou-
pling in much of the region that slipped co-seismically in 2011 (El-Fiky and Kato, 1999; Ito et al.,
2000; Nishimura et al., 2000, 2004; Suwa et al., 2006; Hashimoto et al., 2009; Loveless and Meade,
2010, 2011). The shortcomings of these coupling models motivates our need to improve our kine-
matic description of fault slip during different stages of the seismic cycle in order to both improve
our understanding of the rheological nature of the megathrust as well as for seismic and tsunami
hazard assessment. From a mechanical perspective, we need to explore the extent to which seismic
and aseismic slip may overlap spatially and how to interpret such overlap (or lack thereof) in the
context of mechanical fault models (e.g., Lay and Kanamori, 1980, 1981; Scholz, 2002). In the con-
text of northeast Honshu, Japan, we are particularly concerned with the region offshore of Ibaraki
prefecture, just south of the rupture area of the Tohoku-Oki earthquake, where the potential for a
large earthquake is still unclear (Simons et al., 2011). Like the region of the Tohoku-Oki rupture (at
a similar distance from the trench), this region was believed to be relatively uncoupled with little
potential for a large earthquake (e.g., Loveless and Meade, 2010, 2011). A great earthquake having
now occurred just to the north, it is essential to assess how this portion of the megathrust is respond-
ing to the increase in stress induced by the 2011 event. Is this segment of the megathrust locked with
the potential to generate another great earthquake or is it experiencing accelerated aseismic creep
that may reduce (but not obviate) the concern of a future great earthquake even closer to regions of
high population density?
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Figure 4.1. Assumed 1D elastic model and 3D view of the 3D fault surface. The elastic properties
are computed by averaging the 3D tomography from NIED (Japan National Research Institute of
Earth Science and Disaster Prevention) at the epicentral region of the Tohoku-Oki earthquake for
the first 16 km depth. The elastic structure is taken from Takahashi et al. (2004) below 16 km depth.
4.3 Modeling
We developed a three-dimensional model of the Japan Trench portion of the megathrust constrained
by regional seismicity and interpreted seismic profiles available in the published literature (Simons
et al., 2011; Ye et al., 2012, and references therein). The media is represented by a 1D layered elastic
structure with properties computed by sampling 3D tomography at the main shock epicentral area
(Figure 4.1).
The Green’s Functions relating an unit dislocation on a given fault patch with the prediction of
displacements at the GPS sites (Figure 2.4) are computed by approximating a finite triangular elastic
dislocation in the layered elastic half space. Each triangular dislocation is represented by summation
of a set of point sources evenly distributed over the triangle’s surface. We divide the triangle into
sub-triangles and each point source is located at a sub-triangle centroid with a potency proportional
to the area of the sub-triangle. We find that a sufficient number of point sources corresponds to
when the longest side of the associated sub-triangle has a length that is less than the fourth of the
distance between the triangle and its closest GPS site.
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Inferring the distribution of offshore subsurface fault slip using geodetic observations onshore is
recognized to be a highly ill-posed estimation problem usually requiring some form of regularization
or prior information (§3). As such, particular care is needed to avoid inducing artifacts or biasing our
interpretations from our choice of regularization. We employ a novel, simple, and robust approach to
estimating distributions of subsurface fault slip for cases such as in Japan, where our observational
sensitivity to the behavior of different portions of the fault is highly variable (§3). Essentially,
our approach adopts a form of regularization that minimizes the roughness of the inferred model
with a relative strength that varies spatially depending on the sensitivity of the observations to any
given portion of the fault model. As is common in this type of inversion, we assume there is no
normal (as opposed to thrust) component of slip. Also, as plate convergence direction is relatively
perpendicular to the Japan trench, we expect that the stronger spatial variability will occur on the dip
component of slip, reason for that we impose a relatively stronger damping constant on the along
strike component of slip.
We can rewrite the optimization problem (3.10) as:
min
mφ∈<,mδ≥0
∥∥∥W1/2χ ([Gδ|Gφ] [mδmφ ]− d)∥∥∥22
+λ2
∥∥∥∥S− 12δ Tmδ∥∥∥∥2
2
+γ2
∥∥∥∥S− 12φ Tmφ∥∥∥∥2
2
(4.1)
where m describes the distribution of slip, G the elastic Green’s functions, d the observations,
W
1/2
χ is the Cholesky decomposition of the inverse of the covariance matrix Cχ associated to the
misfit and λ2, γ2 are the associated Lagrange multipliers (damping factors). For simplicity we write
γ2 = ν2 · λ2, in which ν2 represents a relative weight between the strike- and dip- slip smoothing
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constraints. By a process of trial and error, we determine the best value of ν2 = 200 for our fault
slip inversion. We solve the optimization problem using constrained least squares algorithm “lsqlin”
in MATLAB.
The use of a least squares method to solve the inverse problem assumes Gaussian statistics for
both the errors on the observables d and a priori model prediction errors. The covariance matrix of
the misfit can be written as Cχ = Cd +Cp, where Cd is a diagonal matrix with the data variances
and Cp is a diagonal matrix representing the fact that our physical model is an approximation of the
physical process that drive the observations (e.g., assumed elastic model for the earth). We assume
uncorrelated errors for both Cd and Cp. We set the uncorrelated Cp errors to 2[mm] and 5[mm]
for horizontal and vertical components of the GPS post-seismic displacements, respectively. The
obtained slip distribution is not sensitive to the chosen values of Cp within a 20% variation. We
chose a spatially uniform distribution of Cp because we lack the knowledge of its error structure.
For example, Minson et al. (2013) proposes that for the co-seismic slip inversion Cp variances
scale with the square of the observations, assuming that Cp is mainly due to errors in the assumed
elastic structure of the media. For the co-seismic problem an elastic media seems to be a good
approximation given the time scale (∼ 1 [min]) of the co-seismic process. Nevertheless, for the
post-seismic slip inversion, with a time scale from several months to years, the rheology becomes
an important factor. If we compare a viscoelastic model with an elastic one, the displacements
predicted at the GPS sites by a given slip distribution will vary in both amplitude an location. Thus,
the structure of Cp will be much more complex than the one assumed by Minson et al. (2013)
and since we are unable at the moment to compute such a complex structure, we use the simplest
possible one, an uncorrelated, spatially uniform one.
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4.4 Observations of post-seismic deformation
To constrain the fault slip models we use observations from more than 480 continuously record-
ing Global Positioning System (GPS) sites installed and operated by the Geodetic Survey of Japan
(Miyazaki et al., 1997). The GPS positions are estimated once a day to produce individual three-
component positional time series, from which we isolated an 18-month-long post-seismic time se-
ries with seasonal effects, secular motion and offsets due to aftershocks removed (§2.3). We analyze
post-seismic displacements up to September 22, 2012.
Post-seismic displacements (Figure 2.4) affect most of northern Honshu and follow a similar
pattern as those estimated earlier (Ozawa et al., 2011, 2012). Total estimated horizontal post-seismic
displacements are up to 25% of the co-seismic offsets at the region of maximum co-seismic dis-
placement and up to 90% in adjacent regions (Figure 2.4). Surface velocities have not yet returned
to pre-earthquake rates (Figure 4.2). The observed change in the pattern of horizontal component
of surface deformation between co-seismic and post-seismic periods indicates that co- and post-
seismic slip occurs on different regions of the megathrust (Figure 2.4). Similarly, the vertical com-
ponent of post-seismic deformation shows uplift in the forearc and subsidence in the backarc (Figure
2.4). Such a pattern of vertical deformation implies that post-seismic after-slip on the megathrust is
occurring at depths greater than the co-seismic fault slip. An exception to this trend occurs in the
region north of Kamaishi, where onland subsidence is occurring near the coast suggesting that after-
slip at this latitude is primarily occurring offshore. While we cannot exclude the possibility that the
observed complexity of vertical post-seismic displacements reflects at least some contribution from
faults other than the megathrust, we interpret these observed surface displacements purely in terms
of fault slip on the megathrust.
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Figure 4.2. Estimates of post-seismic displacement between August 22, 2012 and September 22,
2012. We observe that, during the last month of the analyzed time series, onland deformation still
presents a pattern resembling post-seismic deformation, suggesting that it is still ongoing. Since we
have removed pre-Tohoku-Oki earthquake secular rates, if post-seismic deformation is not further
occurring we expect that this figure will be dominated by scatter unless secular rates have changed
after the Tohoku-Oki earthquake
4.5 Results and discussion
We use the geodetic data shown in Figure 2.4 to invert for post-seismic slip models associated to
the Tohoku-Oki (Mw 9.0) earthquake. We search for a family of after-slip models due to the non-
uniqueness of the inverse problem solution. In Figure 4.3 we show 7 models of after-slip, each one
for a different value of the damping parameter, from a highly rough (a) to the most damped (g).
Box (h) shows the trade-off curve between data residual (‖W1/2χ (Gm − d)‖2) and slip roughness
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(‖S−1/2Tm‖2) for a set of selected damping parameters. The apparent range of the trade-off curve
may be misleading since it shows a significant change of model roughness, but the change in data
misfit is quite marginal. Thus, the traditional method of selecting the damping parameter located at
the point of larger curvature of the tradeoff “L-curve” is of little use. Also, the implementation of
the positivity constraint on the dip component of slip comes at a high computational cost (several
minutes to hours in a 12 core CPU depending on the value of λ). Thus, calculating λ using the
classical “leave one out" cross validation technique becomes untractable. The use of the faster Gen-
eralized Cross Validation technique (Aster et al., 2012) is not possible due to the use of the positivity
constraint. The models shown in Figure 4.3 are good candidates to be solution of the inverse prob-
lem and their main features of after-slip are similar among all the shown models, varying mostly
in their degree of smoothing. We select (d) as a representative model of the solution space of the
inverse problem using a criteria of compatibility with independent geophysical observations (e.g.:
location of repeater aftershocks, source regions of large aftershocks and location of HF radiators
during mainshock) and also asking for a certain degree of smoothing in the solution. In Figure 4.4
we show model (d) in detail. Figure 4.6 shows the comparison between predicted and observed GPS
displacements for the selected model.
An outstanding characteristic differentiating our after-slip models from previously published
ones (Ozawa et al., 2011, 2012; Munekane, 2012) is the spatial variability and compactness of the
inferred post-seismic slip. Robust estimates of 18 months of post-seismic after-slip are found down-
dip and south of the region that experienced the largest co-seismic fault slip during the 2011 main
shock. With the available data and within the imposed averaging scale of > 100 km (Figure A.1a),
we are not able to constrain the extent of any shallow after-slip north of the 2011 event. We estimate
that post-seismic slip during the 18 months following the Mw9.0 mainshock has an equivalent
moment magnitude of Mw8.7. About 77% of the moment released post-seismically occurs down-
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Figure 4.3. Family of after-slip models inferred from onland post-seismic displacements between
March 11, 2011 and September 20, 2012. We show 7 models of after-slip in (a) through (g) sorted
in order of increasing roughness. In (h) we shows the curve comparing the model misfit and rough-
ness. Red squares indicate the selected model of after-slip and the blue square indicates the model
discussed in this study. Note how all the selected models share similarities in the sense that all of
them predict high after-slip down-dip of the source region of the Tohoku-Oki mainshock and the
offshore Ibaraki Mw7.9 aftershock and after-slip located far off-shore, south of the region of the
Tohoku-Oki mainshock.
dip of the 2011 mainshock rupture (Figure 4.5) , where we also infer the largest estimates of after-
slip (∼13m).
The inferred region of after-slip complements areas inferred to have ruptured during the Tohoku-
Oki mainshock and during the largest aftershocks (orange contours, and ellipse in Figure 4.4) (Si-
mons et al., 2011; Ozawa et al., 2011, 2012; Lay et al., 2011; Pollitz et al., 2011; Yue and Lay, 2011;
Kato and Igarashi, 2012; Evans and Meade, 2012). Previous studies also suggest that after great
(Mw ∼ 8− 9) earthquakes, post-seismic slip may occur at the surrounding areas of the mainshock
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Figure 4.4. Map of Tohoku region of Japan showing the representative after-slip from this study
(model (d) in Figure 4.3). 15 m slip contours of the Tohoku-Oki mainshock (Minson et al., 2013)
are shown in brown lines and JMA epicenter indicated with black star. Orange 1 meter slip contours
and ellipse denote the rupture zones of the Mw7.9 Ibaraki-ken Oki and Mw7.4 Iwate-ken Oki af-
tershocks, respectively. Rectangular red box indicates the Sanriku-Oki low seismicity region SLSR
(Ye et al., 2012). The dashed red lines represent the 50 and 90 km depth contours of the interface
between the Pacific-Okhotsk plates. Blue contours and dots indicate the aftershock density and
location of repeater aftershocks (Kato and Igarashi, 2012).
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Figure 4.5. Potency as a function of depth for the representative after-slip model (Figure 4.4). Red
and blue colors indicate regions of the megathrust inferred to have after-slip below and above 1
meter (7% of maximum inferred value of after-slip). The inset shows a map with the 2 regions of
after-slip indicated by the proposed threshold. In terms of potency, ∼ 17% of the total potency is
associated to the regions of the fault with less than 1 meter of after-slip (red). Nevertheless, the
fraction of the total fault surface area contributing to it is ∼ 70%. Black transparent bars represent
the co-seismic potency associated to the Tohoku-Oki mainshock. The co-seismic potency is scaled
by a factor of 110 .
rupture zone (e.g., Pritchard et al., 2002; Yagi et al., 2004; Ozawa et al., 2004; Baba et al., 2006;
Hsu et al., 2006; Perfettini et al., 2010; Vigny et al., 2011; Lin et al., 2013).
In order to obtain estimates of the spatio-temporal evolution of after-slip, we divide the GPS po-
sitional time series into 6 time subintervals with variable timespan, and solve for after-slip using the
sensitivity regularized least square inversion (4.1) independently on each time window. Thus, with-
out any consideration on the temporal correlation of the GPS time series and hence on the inferred
after slip. Since the signal decay of the post-seismic GPS positional time series can be represented
by a logarithmic function, we choose an equal spacing of the time intervals in a logarithmic space
in order to ensure that the signal to noise ratio of the estimated post-seismic displacements remains
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Figure 4.6. Observed and predicted post-seismic GPS displacements between 2011-03-11 and 2012-
09-22.
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similar in all time windows. The signal to noise ratio of the calculated GPS displacements on each
time window is smaller than the one of the displacements calculated over the whole time interval
(from mainshock time to September 22, 2012). Thus, the cumulative after-slip obtained by adding
the after-slip estimated at all 6 time intervals is slightly different from the one estimated using the
total accumulated post-seismic displacements. This difference is more notorious at the less sensitive
regions of the megathrust where the partial after-slip estimations are smoothed in a greater degree
due to lower signal to noise ratio. However, the differences are mostly in the degree of smoothness
of the estimated models, in which the cumulative after-slip tend to be smoother. Figures 4.8 - 4.13
compare observed and predicted GPS displacements corresponding to each time window.
The spatio-temporal evolution of after-slip (Figure 4.7) down-dip of the Tohoku-Oki rupture
area show features that decay in time, with a slight spatial migration. A different behavior is ob-
served offshore Ibaraki, where early after-slip occurs down-dip, to the northern and southern extents
of theMw7.9 aftershock and starts to migrate towards the trench surrounding the rupture zone of the
aftershock. As up-dip migration continues, it develops a larger transient after-slip event that appears
to reach the trench. This transient after-slip up-dip of the source of the Mw7.9 aftershock is equiv-
alent to an Mw8.2 earthquake and is presumably triggered by the stress increase generated by the
abrupt termination of the Tohoku-Oki mainshock north and down-dip of this region, as suggested by
previous studies in other seismogenic regions (Perfettini and Avouac, 2004; Perfettini et al., 2010;
Hsu et al., 2006). Given the large spatial correlation induced by smoothing inherent in the estima-
tion process, the transient event may in fact be more spatially compact than what is shown but with
correspondingly larger amplitude (§A). Thus, we cannot say with any certainty the extent to which
after-slip reaches the trench.
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Figure 4.7. Spatio-temporal evolution of after-slip during the 18 months following the Tohoku-Oki
mainshock estimated for non-overlapping contiguous time windows with sizes that preserve the sig-
nal to noise ratio of the GPS inferred post-seismic displacements. Note the transient event offshore
Ibaraki that seems to reach the trench at the time window shown in panel (c). All shown solu-
tions have an equivalent moment magnitude of Mw8.2 and were obtained using the same damping
constant. Other features as in Figure 4.4
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Figure 4.8. Observed and predicted post-seismic GPS displacements between 2011-03-11 and 2011-
04-07.
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Figure 4.9. Observed and predicted post-seismic GPS displacements between 2011-04-07 and 2011-
05-17.
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Figure 4.10. Observed and predicted post-seismic GPS displacements between 2011-05-17 and
2011-07-17.
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Figure 4.11. Observed and predicted post-seismic GPS displacements between 2011-07-17 and
2011-10-16.
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Figure 4.12. Observed and predicted post-seismic GPS displacements between 2011-10-16 and
2012-03-01.
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Figure 4.13. Observed and predicted post-seismic GPS displacements between 2012-03-01 and
2012-09-22.
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In the absence of more precise geodetic constraints on the deformation in this area, we can
consider the presence of repeating earthquakes as a potential proxy for fault creep as these events
are considered to be recurrent ruptures on seismic patches of a fault to accommodate quasi-static
slip in neighboring aseismically creeping areas (Nadeau and Johnson, 1998; Igarashi et al., 2003;
Perfettini and Avouac, 2004). A large number of repeater events occur in the shallow portion of the
megathrust offshore Fukushima and Ibaraki prefectures (Figure 4.4; Kato and Igarashi, 2012), and
are consistent with ongoing fault creep, suggesting that after-slip may have indeed reached trench
depth.
Between 85% and 95% of the inferred post-seismic potency does not occur on portions of the
fault inferred to have slipped during the Tohoku-Oki mainshock (Figure 4.4), where the range of
values reflects different approaches to estimating overlap between co- and post-seismic fault slip.
It is common to interpret the behavior of fault slip along a subduction megathrust in the context of
an asperity model controlled by “rate and state” friction, where the megathrust is viewed as a set
of stick-slip velocity weakening asperities surrounded by creep occurring on velocity strengthening
media (e.g., Lay and Kanamori, 1981; Perfettini and Avouac, 2004). According to such a model,
regions of the megathrust that are known to have experienced earthquakes are unlikely to undergo
post-seismic slip due to the increased stress caused by the rupture process of a neighboring earth-
quake (Rice and Gu, 1983; Segall, 2010). The small apparent overlap inferred between co- and
post-seismic slip, supports the asperity model characterization of the subduction megathrust.
Earlier analysis inferred overlap of fault slip during and after the Tohoku-Oki earthquake and
thus called into question the basic idea behind “rate and state” formulism (Johnson et al., 2012).
Thus, it is critical to assess the extent and reliability of any such overlap. We find only negligible
overlap and it may simply be an artifact of the smoothing in both the co- and post-seismic models.
Furthermore, previously inferred asperities associated with past earthquakes and those inferred by
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inter-seismic coupling models may well lie in places where no after-slip is occurring. A limited
amount of overlap of co- and inter-seismic slip can also be explained by the presence of asperities
located within a ductile region of the megathrust. Such asperities will shield the surrounding region
during the inter-seismic period causing a stress and slip shadow, thus allowing the build up of slip
budget to be posteriorly released as post-seismic slip (Hetland and Simons, 2010). Finally, we
recognize the possibility that slip on faults (e.g., splay faults) not included in the existing fault
models may result in estimating limited amount of spurious slip.
Observations of seismic energy radiated during the rupture process of an earthquake are used to
study the source characteristics. Particularly, regions of the megathrust that present heterogeneous
frictional properties radiate seismic waves at high frequencies when excited by the rupture process
of a large earthquake. Back-projection analysis using array processing techniques on teleseismic
waveforms measured at the EU and US seismic arrays were used to obtain the sources of high
frequency radiation during the rupture process of the Tohoku-Oki mainshock (Figure 4.14; Simons
et al., 2011; Meng et al., 2012). Later in the rupture process, most of the high frequency radiators
tend to occur in regions that are inferred to experience co- and post-seismic slip, reinforcing the
interpretation that these occur at transition zones between brittle and ductile regions, where the
rupture front excites compact brittle asperities embedded in a ductile fault matrix (Simons et al.,
2011). Also the high frequency radiators occur in between the regions of larger inferred after-slip
with the exception of the region offshore Miyagi, where there is an apparent concurrency of the high
frequency radiators, co- and post- seismic slip.
Overall we observe heterogeneous distributions of slip behavior during the different stages of
the seismic cycle at the Japan Trench megathrust. The general sparsity of thrust aftershocks and
heterogeneous distributions of slip behavior leads to conclude that a strong heterogeneity of mate-
rial physical properties may be the most likely cause of the general behavior of the Japan Trench
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Figure 4.14. Representative after-slip model along with estimates of HF radiators from Meng et al.
(2012). The filled black star indicates the epicenter of Tohoku-Oki mainshock estimated by Chu
et al. (2011). Other features as in Figure 4.4
megathrust. Another suggestion for such heterogeneity is given by the spatial distribution of the
decay time of the GPS post-seismic time series (Figure 4.15). We estimate the decay time τ through
a grid search process in which we isolate and fit the east component of the post-seismic positional
time series using several values of τ and the model dpost(t) = α log
(
1 +
t− tEQ
τ
H(t− tEQ)
)
,
where α is a real constant and tEQ corresponds to the time of the 2011 (Mw9.0) Tohoku-Oki earth-
quake. The expression for dpost(t) comes from modeling after-slip using a rate- and state-dependent
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friction law and corresponds to an approximated expression for times that are much smaller than the
characteristic relaxation time tr (see Perfettini and Avouac, 2004). We observe a clear latitudinal
variation of the decay time, with smaller values consistently located at the segment of the megath-
rust with shallow after-slip. Surface post-seismic displacements are the integrated response of the
physical media due to after-slip occurring at different regions of the megathrust, not all of which
have the same relaxation time if material heterogeneity is assumed at the megathrust. Thus, a 1D
model with a single relaxation time may not be the best representation. Note that the inferred de-
cay time of the GPS time series is somewhat consistent with a depth dependence of the megathrust
rheology as the GPS sites with smaller decay times are grouped at the regions where the source
of post-seismic deformation is inferred at shallower depths on the megathrust. As an aside, we
can not ignore the possibility that the observed variations in the decay time of the GPS time series
may be partially attributed to a localized response of a heterogeneous continental lithosphere. We
note as well a spatial regularity in our estimates of after-slip. We believe that such regularity in
the variations of after-slip comes from a limited spatial resolution of after-slip inferences due to
the correlation length imposed by the regularization and that these represents true variations of the
after-slip occurring in the subduction megathrust as these occur in the best resolved regions of the
megathrust. Figure 4.7 supports our conclusions as it shows that the inferred patterns of after-slip
remains stable for 6 independent (and with different noise) after-slip inversions that sample the time
evolution of after-slip. Although unlikely given the after-slip stability shown in Figure 4.7, we rec-
ognize the possibility that a slight underdamping of the inverse problem solution may be affecting
our after-slip estimates. In future work we will analyze the observed regularity of our estimates
of after-slip by using more sophisticated techniques to select the damping parameter, for example,
using a more robust technique to select the damping parameter, for example, cross validation or
model class selection techniques.
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Figure 4.15. Post-seismic decay time of the GPS time series for a subset of GPS sites. (a) Colored
circles indicate the decay time that best fits the post-seismic time series (east component) obtained
through a grid search process. (b) Colored circles indicate the residual between estimates of the
decay time in (a) and a linear trend of the decay time as a function of the distance between the GPS
site and the trench. Figure 4.16 shows the decay time as a function of GPS site – trench distance as
well as a linear trend representing such relationship.
Our model predicts an average after-slip around 1+ meters at the shallow portion of the Ibaraki
segment of the Japan megathrust. The transient event has an equivalent moment magnitude Mw8.2
and occurred just up-dip of the Mw7.9 March 11, 2011 aftershock. Results from inter-seismic cou-
pling models (e.g., Suwa et al., 2006; Loveless and Meade, 2010, 2011) consistently suggest low
coupling on the shallow portion of the megathrust offshore Ibaraki, where we infer transient after-
slip. Moreover, there is no historical record of a large earthquake striking this region apart from
the Fukushima sequence in 1938 with a cumulative seismic moment equivalent to Mw ∼ 8.1 (Abe,
1977), and the Mw ∼ 7.9 March 11, 2011 aftershock. Also relatively low seismicity has been
observed in the shallow region of the megathrust offshore Ibaraki (Ye et al., 2012, and references
therein). Our results suggest that the shallow-most portion of the megathrust offshore Ibaraki is cur-
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Figure 4.16. Post-seismic decay time of onland post-seismic positional time series for a subset of
GPS sites in Japan (Figure 4.15) as a function of the distance between the GPS site and the trench
(blue circles). Red circles correspond to the prediction of a linear fit representing the observed
dependence between the post-seismic decay time an the GPS-trench distance. The fit was performed
using L1-norm for the misfit in order to minimize any bias induced by possible outliers in the
calculation of the decay time of the positional time series.
rently slipping aseismically. This aseismic slip offshore Ibaraki, the inferences of low plate coupling
(e.g., Suwa et al., 2006; Loveless and Meade, 2010, 2011), and the low seismicity in the region,
all suggest that aseismic slip may be the predominant behavior of the shallow-most portion of the
megathrust offshore Ibaraki. However, given the low spatial resolution of our models in regions of
the megathrust distant from onland geodetic observations and that inferences of coupling are low
but not null, we would like to explore the possibility that the region may be able to accumulate
some slip budget. If the slip during the inferred transient can be taken as a threshold to calculate
the maximum allowable slip budget in the area, and that most of the budget will be released aseis-
mically, on average one would expect the occurrence of transient events every 20 - 40 years. On
the other hand, we also explore the existence of small asperities capable of generating large earth-
quakes in the shallow-most part of the megathrust offshore Ibaraki. Depending on the fraction of
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the region that may be coupled, the time necessary to build an earthquake of a given size can be
calculated based on the convergence rate of the plates. For example, if we assume that 25% of the
region offshore Ibaraki located up-dip of the 11 March 2011 (Mw7.9) aftershock is seismogenic,
then approximately 90 years are needed to accumulate enough strain energy to produce a Mw8.2
earthquake and about 1380 years for a Mw9.0 one. There is no historical record of such events
occurring in the past.
A limitation of any inverse problem is the observations signal to noise ratio, which limits its
resolving capacity. If only inland geodetic observations are used, the slip inversion will only be
capable of recovering a large enough source that produces a significant structured signal in the ob-
servables, especially if the source is located near the trench. The limitation posed by the spatial
distribution of the available datasets makes impossible an accurate interpretation of the near trench
behavior of the Japan megathrust offshore Ibaraki and in general for any subduction zone megath-
rust. Given the relevance of offshore events for seismic and tsunami hazard and to mitigate their
effects on the general population, the scientific community and funding agencies need to pay special
attention to monitoring the behavior of subduction megathrusts throughout the seismic cycle. At the
present, offshore underwater geodetic measurements (Ito et al., 2011; Sato et al., 2011; Iinuma et al.,
2012) are the only ones capable of constraining with more precision the near trench megathrust be-
havior. Until such techniques are improved, or new ones developed and applied systematically,
the behavior of the shallow portion of subduction megathrusts will remain unclear. Nevertheless,
our results provide us some hints on the behavior of the shallow portion of the megathrust off-
shore Ibaraki Prefecture. Observations from seismicity, interplate coupling models and the inferred
after-slip episode, all consistently suggests that this region of the megathrust may be prominent to
undergo aseismic deformation as a mechanism to balance the slip budget.
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Chapter 5
A Bayesian Approach to Estimating
Apparent Plate Coupling - The Central
Andes Subduction Zone
5.0 My contribution in this chapter
• Development of a simplified coupling model for subduction zone megathrusts in which only
two states of coupling are allowed, full coupling and uncoupling. The model is parameterized
as an in-depth band of the fault that is fully coupled surrounded by uncoupled regions. The
depths of the boundaries of the coupled region are the free parameters of the model.
• Estimation of a three-dimensional fault structure modeling the contact between Nazca and
South American plates.
• Development of a full Bayesian inversion scheme (and the corresponding computational soft-
ware) to obtain estimates of apparent coupling in subduction zone megathrusts. Under such
framework, I obtain estimates of apparent full-coupling probabilities for the Nazca-South
American plate interface in the Central Andes segment, which are constrained by geodetic
observations of inter-seismic crustal deformation rates. I analyze the obtained estimates of
apparent coupling probability comparing it with the characteristics of past earthquakes in the
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region, as well as possible scenarios for future earthquakes in the region, in particular in the
Arica bend seismic gap.
5.1 Abstract
We aim to characterize the extent of apparent plate coupling on the subduction zone megathrust
with the eventual goal of understanding spatial variations of fault zone rheology, inferring relation-
ships between apparent coupling and the rupture zone of large earthquakes, as well as understand-
ing the implications for earthquake and tsunami hazard. Unlike previous studies, we approach the
problem from a Bayesian perspective, allowing us to completely characterize the model parame-
ter space by searching a posteriori estimates of the range of allowable models instead of seeking
a single optimum model. Two important features of the Bayesian approach are the possibility to
easily implement any kind of physically plausible a priori information and to perform the inversion
without regularization, other than that imposed by the way in which we parameterize the forward
model. Adopting a simple kinematic back-slip model and a 3D geometry of the inter-plate con-
tact zone, we can estimate the probability of apparent coupling (Pc) along the plate interface that
is consistent with a priori information (e.g., approximate rake of back-slip) and available geodetic
measurements. More generally, the Bayesian approach adopted here is applicable to any region
and eventually would allow one to evaluate the spatial relationship between various inferred dis-
tributions of fault behavior (e.g., seismic rupture, post-seismic creep, and apparent inter-seismic
coupling) in a quantifiable manner. We apply this methodology to evaluate the state of apparent
inter-seismic coupling in the Chilean-Peruvian subduction margin (12oS - 25oS). As observational
constraints, we use previously published horizontal velocities from campaign GPS (Kendrick et al.,
2001, 2006) as well as 3 component velocities from a recently established continuous GPS network
in the region (Figure 2.23). We obtain patch-like features for Pc with higher values located above 60
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km depth. We analyze the relationships between regions of high or low Pc and regions associated
with the rupture process of the 1995 (Mw 8.1) Antofagasta, 2001 (Mw 8.4) Arequipa, 2007 (Mw
8.0) Pisco and the 2007 (Mw7.7) Tocopilla earthquakes (all occurred after the time period of the
local campaign GPS measurements); as well as the region identified as the Arica bend seismic gap,
which has not experienced a large earthquake since 1877.
5.2 Introduction
Inverse methodologies used to infer various spatial distribution of fault behavior frequently rely on
optimization techniques, have non-unique solutions and are often ill-posed, requiring use of a priori
regularization on the model parameters (Hansen, 1998). The solution of the inverse problem is very
sensitive to the chosen form and degree of regularization (Menke, 2012; Jónsson et al., 2002). Also,
in optimization approaches, the form of a priori information (ex: positivity constraints) is limited.
A particular case corresponds to the problem of inferring the spatial distribution of apparent
fault coupling in subduction zone megathrusts constrained by geodetic observations of inter-seismic
crustal deformation. Previously published literature (e.g., Ito et al., 1999; Mazzotti et al., 2000;
Bevis et al., 2001; Klotz et al., 2001; Brooks et al., 2003; Khazaradze and Klotz, 2003; Nishimura
et al., 2004; Suwa et al., 2006; Chlieh et al., 2008, 2011; Perfettini et al., 2010; Loveless and Meade,
2010, 2011) use some flavor of optimization approach to solve the inverse problem with different
approaches used to describe a priori information and/or form of regularization. For example, by
minimizing the second spatial differential of the fault slip behavior or using a priori information via
formulae deduced from Bayes theorem (e.g., Akaike Information Criterion, Akaike, 1974), the latter
requiring a parametric formulation for the model parameter uncertainties. It is a common practice
to assume that the observational and model parameter uncertainties are normally distributed (e.g.,
least square family methods). Nevertheless, these approximations may induce a bias in the inverse
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problem solution and may not be an accurate representation of the a posteriori information on the
model parameters when these are poorly constrained.
The main advantage of the optimization techniques is that they are computationally inexpensive,
therefore providing faster solutions, at least compared to a non-parametric Bayesian formulation
of the inverse problem. However, with the increasing capacity of computational facilities (e.g.,
Beowulf clusters) we can make use of alternative techniques that enable us to avoid the caveats
of the optimization approach, such as the bias of the solution introduced by the chosen form of
regularization (§3).
In this work, we propose a Bayesian approach in which we search a posteriori estimates of
the range of allowable models of apparent coupling, sampling the a posteriori (non-parametric)
probability density function (PDF) of the model parameters constrained by onland geodetic obser-
vations of inter-seismic deformation rates. The Bayesian approach, first introduced to geosciences
by Jeffreys (1931, 1939), although not used until relatively recently due to availability of computa-
tional resources, allows us to easily implement any physically plausible a priori information (even
the homogeneous state of information), the use of any PDF to represent the observational uncer-
tainties and to perform the inversion without regularization other than that imposed by the spatial
discretization of the physical model. Moreover, formulating the solution of the inverse problem as
the PDF of the model parameters ensures its uniqueness and presents us with a direct representation
of uncertainties of the solution(Tarantola, 2005; Minson et al., 2013).
We implement a Bayesian framework to invert for apparent plate coupling and apply it to the
Central Andes subduction margin (12oS–25oS) providing a representation of the ensemble of solu-
tions, a spatial distribution of apparent coupling probability. We contrast our results with previously
published co- and post-seismic slip distributions associated with past earthquakes in the region giv-
ing insights on the relationship between the segmentation of the Central Andes subduction megath-
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rust and the potential for earthquake occurrence.
5.3 Observational constraints: Inter-seismic velocity field
We use GPS inferred crustal velocities to describe the strain accumulation induced by the plate
coupling at the subduction interface. Our dataset consist of previously published horizontal crustal
velocities from campaign GPS (Kendrick et al., 2001, 2006) as well as 3 component velocities from
a recently established continuous GPS network in the region in a collaborative effort of scientists
from Chile, France, Peru and United States in the context of the Central Andes Tectonic Observatory
(CAnTO).
Campaign GPS velocities were obtained from joint processing the data gathered by the South
America Nazca Plate Project (SNAPP Norabuena et al., 1999) and the Central Andes Project (CAP,
Kendrick et al., 1999; Bevis et al., 1999; Kendrick et al., 2006, and references therein). The dataset
correspond to repeated surveys spanning from January 1993 to March 2001 (supported by neigh-
boring IGS continuous stations) with observation time spans varying from 2 to 7 years. The time
span heterogeneity is well reflected in the uncertainties of the velocity field. We isolate 3 component
inter-seismic crustal velocities from analysis of the positional time series obtained for the before-
mentioned continuous GPS network in the region (Figure 2.23). Although observations seems to be
consistent, both datasets may be expressed in slightly different coordinate systems, both in a South
America fixed reference frame but with unknown location of its origin. Therefore we introduce
a reference frame correction to each dataset that is estimated during the inversion process. The
correction consist of a translation and rotation of the reference frame for each dataset.
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Figure 5.1. Horizontal components of GPS crustal velocities used in this study. The figure includes
GPS secular rates from campaign GPS (Kendrick et al., 2001, 2006) as well from a recently estab-
lished continuous GPS network. Note that each dataset is expressed in a (slightly different) South
America Fixed reference frame. Horizontal and vertical rates estimates from the cGPS network can
be seen in Figure 2.23 (page 27).
5.4 Subduction model
We build a three-dimensional subduction elastic system by the use of the back-slip model (Savage,
1983) to represent the inter-seismic strain accumulation at the plate interface. We define a 2 plate
subduction model where the convergence between Nazca and South American plates is represented
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by the Euler vector defining the motion of a rigid plate in the sphere (§C; Cox and Hart, 1986).
We also define a spatially variable distribution of apparent coupling along the plate interface with
the aim of incorporating the effects of spatial variations of the mechanical behavior of the plate
interface in the elastic model.
As the dominant physical process responsible for the measured inter-seismic crustal deforma-
tion, we only model tectonic loading transferred at the coupled regions of the subduction interface.
Nevertheless, about 8.5% of the Nz-Sa convergence is achieved in the backarc by underthrusting of
the Brazilian Shield beneath the Subandean Zone (Bevis et al., 2001; Kendrick et al., 2003, 2006;
Brooks et al., 2003; Chlieh et al., 2011). Chlieh et al. (2011) showed that a sliver motion of the An-
dean belt influences the actual estimation of coupling at the Nz-Sa plate interface producing changes
in the inferred coupling patterns depending on the assumed block motion rate of the Andean sliver.
We account for that motion within the reference frame correction applied to each dataset. Other pro-
cesses such as slip partitioning or crustal shortening of the Andean belt are neglected and assumed
to be within the misfit errors.
We use the values of relative plate motion as estimated in REVEL (Sella et al., 2002) to model
the convergence between the Nazca and South-American plates. REVEL only uses space geodesy
data to constrain plate motion, allowing us to use in our model a true instantaneous (averaged over a
few years) solution for present day convergence rates. Other studies (e.g., DeMets et al., 1990, 1994,
2010) incorporate magnetic lineations of the sea floor in their constraints (consequently averaging
the velocities over millions of years), obtaining higher rates than REVEL for the relative plate
motion. Such results are consistent with the hypothesis that the Nz - Sa convergence rate has been
decreasing during the last 20My (e.g., Pardo-Casas and Molnar, 1987; Somoza, 1998; Norabuena
et al., 1999; Sella et al., 2002; Kendrick et al., 2003, 2006) and the convergence direction has remain
stationary during that period (Pardo-Casas and Molnar, 1987; Somoza, 1998).
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We represent the Nazca–South American plate interface between the 12oS and 26oS, by a 3D
triangulated surface built using the softwares Gocad (Paradigm ©) and Geomod (in development
at Caltech). A three-dimensional representation of the megathrust avoids inversion artifacts on the
spatial distribution of plate apparent coupling, as pointed out by Moreno et al. (2009) in a study of
co-seismic (static) slip inversions where sensitivity analysis are perform comparing 3D and planar
fault structures to model the megathrust. To constraint the geometry of the megathrust, we use
earthquake catalogs of relocated seismicity (Engdahl et al., 1998; Engdahl and Villaseñor, 2002),
regional catalogs (e.g., Comte et al., 2004); seismic reflection profiles (e.g., Oncken et al., 1999;
Hampel et al., 2004; Krabbenhöft et al., 2004), sea floor bathymetry and topography from ETOPO
02, and a model for subducted Nazca plate top geometry derived from a database of independent
geophysical information (Tassara et al., 2006). The obtained plate interface is consistent with the
one obtained by Hayes and Wald (2009); Hayes et al. (2009) that uses relocated seismicity and
focal mechanisms of large earthquakes. It is also fairly similar to that obtained by Cahill and Isacks
(1992) although our model has sharper features, primarily due to improved constraints, because
we now have access to better datasets to constrain such surface and the ability to do local 3D
spatial interpolation allowing the use of a spatially varying smoothing factors for the surface. The
triangulated mesh is composed of regular triangles (close to equilateral), each one with an area
∼ 2−3[km2]. A Transverse Mercator map projection, centered at 18oS , 72oW, is used to minimize
the distortion produced by the map projection.
Previous studies show that most of the GPS velocities can be explained by locking of the upper
50[km] of the plate interface (Klotz et al., 2001; Bevis et al., 2001; Khazaradze and Klotz, 2003;
Kendrick et al., 2003, 2006; Brooks et al., 2003) and thus motivated us to consider only an analogous
simple model to represent the tectonic loading. We describe apparent coupling along the plate
interface by 2 interpolated curves in depth, the top ( Ztop ) and bottom ( Zbottom ) boundary of the
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(a) (b)
Figure 5.2. Three-dimensional surface representing the geometry of the top of the Nazca plate
colored by depth. (a) An example of seismicity (white dots) and location of seismic profiles used
to fit the 3D surface, along with the topography of the South American plate. (b) Illustration of our
coupling model: a coupled region (yellow) defined by its top and bottom boundaries (thick white
curves).
coupled zone (Figure 5.2b). The plate interface is coupled in the region enclosed by these curves
and uncoupled outside. We ignore the possible existence of any transition zones. For practical
purposes we also impose that a point p of the plate interface can be coupled only if it lies within
a prescribed region in depth defined by a minimum and maximum coupling depth (Zmin(p) and
Zmax(p), respectively). The latter condition does not constrain the depth values of the previously
defined coupled zone boundaries.
We define a trench coordinate system† (t, d, z) in order to have a spatial discretization of the
forward model that is trench arc-length-wise, i.e., in which we measure the discretization size along
the trench curve. For a point p, the transformation from a Cartesian (x,y,u) to a trench (t,d,z)
coordinate system is defined as follows: z is its depth (with respect to mean sea level), d is the map
distance of the point p to the trench and t is the arc-length (measured with respect to an arbitrary,
fixed, trench point) that minimizes the distance d. If more than one trench point satisfies the latter
condition, the one with minimum arc-length is used, in this way a one to one mapping is defined
†We do not analyze the metric in the trench coordinate system since it is used solely to compute a mask defining the
coupled portion of the plate interface. Any other physical quantity is computed using the original Cartesian coordinate
system.
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from Cartesian (x,y,z) to trench (t,d,z) coordinate systems. In trench coordinates, the coupling state
(CS) for a point p with coordinates (tp, dp, zp) can be represented by the function,
CS(tp, zp) = Π
Zmax(tp)
Zmin(tp)
(zp) ·ΠZ1(tp)Z0(tp) (zp) (5.1)
where ΠZbZa(z) = H(z − Za)−H(z − Zb), is a boxcar function between depth’s Za and Zb.
Along strike variations in the boundaries of the coupled zone are described by interpolation
of equally spaced knots in trench arc-length (t). Given 2 independent and identically distributed
random variables, any non-constant function of this variables will follow a different probability
distribution. For example, a linear interpolation between these 2 random variables will produce in-
terpolated values whose PDF is proportional to the convolution of the PDFs of the random variables
defining the interpolation knots. Thus, in order to preserve the statistical properties of the interpo-
lation knots for any of the interpolated values we choose a nearest neighbor interpolation scheme.
The interpolation formula can be written as,
Zi(t) =
N∑
k=1
zk · Φk(t) (5.2)
Φk(t) =

1−H (t− 1
2
[t1 + t2]
)
if k = 1
H
(
t− 1
2
[tk−1 + tk]
)−H (t− 1
2
[tk + tk+1]
) if 1 < k < N
H
(
t− 1
2
[tN−1 + tN ]
)
if k = N
(5.2a)
where i is the name of the boundary curve, N is the number of knots of the curve, Φk(t) is the
Nearest Neighbor interpolation formula, tk, zk are the arc-length and depth of the curve knots (for
Ztop or Zbottom ) and H(·) is a Heaviside function.
We use a back-slip model (Savage, 1983) and a finite rectangular dislocation in an elastic half-
space (Okada, 1985) in order to model coupled regions and the resulting crustal deformation. Re-
gions of the plate interface where CS = 1 are assumed to be locked (coupled) and where CS = 0,
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aseismic steady slip is occurring. In addition, each dataset used to constrain coupling at the plate
interface consists of GPS velocities expressed relative to some fixed point in South America. How-
ever, the methodology used to define each reference frame may lead to inconsistent GPS velocities.
Thus, we need to express such observations in a common reference frame that is consistent with
the plate convergence as obtained from REVEL (Sella et al., 2002). Such a correction is estimated
during the inversion process by adding a velocity field to each dataset corresponding to the motion
of a rigid plate on the sphere (Cox and Hart, 1986). The complete set of free parameters of the
model are the interpolation knots depth of the boundary curves describing the coupled zone and the
three components of the Euler poles modeling each GPS velocity correction.
For a given realization of the model parameters, the coupling state (CS) defines a mask in depth
that indicates which fault patches defining the plate interface are contributing to model the tectonic
loading, therefore, to the prediction of the GPS velocities. On each triangular patch we calculate
two Green’s functions, corresponding to the along strike and down-dip components of the back-slip
rate associated to that patch. Unitary dislocations (Okada, 1985) on a square with the triangle’s
area, dip and strike, and centered on the triangles centroid are used to calculate the prediction of the
GPS velocity field. Note that we use a dislocation over a finite square fault surface to represent a
triangular one. Since the distance between the fault patch and the observation point where the plate
velocities are predicted is large compared with the characteristic size of the dislocation region, the
predicted velocity field is not sensitive to the shape of the finite dislocation. We also need the small
triangles to ensure the precision of the parameterization.
The back-slip rate on each fault patch corresponds to the plate convergence velocity calculated
from REVEL at the centroid of each triangular fault patch and projected into the fault surface. The
projection is done by first rotating each fault patch along its strike direction in δo (dip angle) to
make them horizontal. Then, the plate velocity is projected into the strike and down-dip directions
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to obtain the along strike and along down-dip back-slip rates (SBR and DBR, respectively). Finally,
each fault patch is rotated back to its original position. The predicted velocity at an observation
point i due to coupling at the fault patch j is then calculated as follows,
dpredij = SBRjGmSSij +DBRjGmDSij (5.3)
where GmSSij and GmDSij are the Green’s functions calculated for a unit strike slip and down-
dip slip dislocation, respectively, and,
SBRj = VEjsin(φj) + VNjcos(φj) (5.4a)
DBRj = VEjcos(φj)− VNjsin(φj) (5.4b)
where φj is the strike angle and VEj , VNj the East and North component of the plate convergence
velocity at the centroid of the fault patch j. Now replacing (5.4) into (5.3) and rearranging we
obtain,
dpredij = VEjGmVEij + VNjGmVN ij (5.5)
where,
GmVEij = sin(φj)GmSSij + cos(φj)GmDSij (5.6a)
GmVN ij = cos(φj)GmSSij − sin(φj)GmDSij (5.6b)
then GmVEij and GmVNij correspond to the Green function matrices as a function of the plate
velocity calculated at the fault patch j.
If we consider now the state of coupling at each fault patch (CSj), the velocity field predicted
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by a realization of our model parameters can be written as:
dpredi =
NFP∑
j=1
[
VEjGmVEij + VNjGmVN ij
] · CSj (5.7)
where NFP is the number of fault patches.
5.5 Bayesian inversion
The Bayesian approach uses Bayes theorem to infer the a posteriori state of information on the
model parameters m based on previously obtained information on m and information on the phys-
ical relationships between m and newly acquired observations d (§3; Tarantola, 2005). The rela-
tionship between a posteriori and a priori information can be written as,
P (m|d) = k · P (m) · P (d|m) (5.8)
where k > 0 ∈ IR is a normalization constant, P (m|d) the a posteriori probability on the model
parameters given newly acquired observables, P (m) the a priori probability on the model parame-
ters and P (d|m) the Likelihood of the model prediction given a realization of the model parameters
m.
To motivate the use of a Bayesian approach for the inverse methodology, we show 2 scenarios
for coupling at the plate interface in Figure 5.3. Both cases can be considered as viable solutions of
the inverse problem as their predictions are consistent with the observed GPS data. Thus, suggesting
large uncertainties in the location of the coupled zone. Here we note the importance of estimating the
whole range of possible values for the model parameters, i.e., to properly sample their uncertainties.
The Bayesian approach allows us to compute such uncertainties in a form of a probability density
function (PDF) without assuming any functional form for it and without a priori regularization other
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than that imposed by the model parameterization (in our case, the spacing of the interpolation knots
and a coupling “in-depth" correlation given by the definition of the Coupling StateCS). It also poses
the solution of the inverse problem as the PDF of the model parameters (through millions of sampled
models) as opposed to more classical approaches in which an optimum solution is obtained. Such a
formulation ensures the uniqueness of the inverse problem solution (Tarantola, 2005). Now arises
the problem of how to statistically represent a given ensemble of several million models. We could
compute the mean or median model among a percentage of the best suited sampled models but we
can not say for sure that such models are viable and, in the worst case, it may not be a solution of
the inverse problem or may not make physical sense in the context of the parameterization. To avoid
these complications we do not use statistical estimators to compute an equivalent model. Instead,
we propose an aggregated interpretation of the ensemble of the best suited models by computing
the spatial distribution of the probability of apparent coupling on the megathrust (Pc) from all the
sampled models†.
For a given point p at the plate interface our parameterization defines a state of coupling that is
binary (recall that p is either coupled or uncoupled and no partial coupling is allowed in our model).
Thus, Pc(p) is easily computed by calculating the fraction of sampled models that predict p to be
coupled (5.9). As a direct consequence, the probability of the point p to be uncoupled (Pu(p))
satisfies Pu(p) = 1− Pc(p).
Pc(p) =
number of sampled models in which p is coupled
number of sampled models
(5.9)
5.5.1 Selection of the a priori
With a Bayesian approach one can easily implement a priori constraints such as limiting the range of
any given parameter or describe the a priori information in terms of relationships (or rules) between
† See appendix D for an alternate interpretation of Pc.
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Figure 5.3. Similar GPS velocity predictions for 2 contrasting model scenarios. (a) the plate inter-
face is coupled from the trench up to 50 km depth with a linear transition zone from coupled at 50
km depth to uncoupled below 70 km depth. (b) A handcrafted example using our parameterization.
GPS velocities from Kendrick et al. (2001).
parameters. However, we must exercise extreme caution when choosing such constraints, because
they may add unwanted information to the model parameters that may be inconsistent with some of
the posed hypotheses. An important step in any inverse problem, especially for the unregularized
Bayesian approach, is to check how the chosen parameterization and a priori set of restrictions are
adding information to our model parameters. Since the proposed physical model has a bimodal state
of coupling (a point p of the plate interface is either coupled or not), it is straightforward to represent
the state of absence of information by choosing an uninformative a priori set of restrictions on the
model parameters that produce a probability of apparent coupling Pc = 0.5 on any point of the plate
interface in which coupling is allowed by our model. However, choosing the right set of restrictions
without adding unwanted a priori information is a challenging problem.
We illustrate how a particular set of a priori restrictions adds unwanted information to the model
parameters. In the chosen model parameterization the entire coupled zone is only allowed to lie
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between seafloor (trench) and a maximum depth (Zmin and Zmax, respectively). Thus, a natural
choice of restrictions to describe the a priori is given by,
Ztop, Zbottom ≈ U [Zmin, Zmax] (5.10a)
Ztop ≤ Zbottom (5.10b)
where Ztop , Zbottom are drawn independently, and the restriction (5.10b) comes from imposing
that Ztop and Zbottom , the top and bottom boundaries of the coupled zone, must never cross. The
sampling space of Ztop and Zbottom under such restrictions is shown in Figure 5.4a1.
Using the set of restrictions (5.10a) and (5.10b) on the parameters we can estimate the probabil-
ity of coupling for a point p with depth zp ∈ [Zmin, Zmax] as,
Pc(p) = P (CS(zp) = 1|Ztop ≤ Zbottom) (5.11)
where CS(zp) is the coupling state of point p from equation (5.1). Then,
Pc(p) = P (Ztop ≤ zp ≤ Zbottom|Ztop ≤ Zbottom)
=
P (Ztop ≤ zp ≤ Zbottom ∩ Ztop ≤ Zbottom)
P (Ztop ≤ Zbottom) (5.12)
and since Ztop and Zbottom are independent (uniformly distributed) random variables, by simple
inspection of Figure 5.4a1, we obtain that the probability of coupling Pc as a function of depth of
the point in the plate interface is the parabola,
Pc(p) =

(Zmax − zp)(zp − Zmin)
1
2(Zmax − Zmin)2
if Zmin ≤ zp ≤ Zmax
0 ∼
(5.13)
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(a1) (a2)
(b1) (b2)
Figure 5.4. Sampling space for Ztop and Zbottom in addition to: (a1) the first set of restrictions
which gives Pc non-constant in [Zmin, Zmax] and the triangular-shaped PDFs shown in (a2). (b1)
the set of restrictions that gives Pc = 0.5 constant and uninformative PDFs (shown in b2) over such
region. Note that, since Ztop and Zbottom are drawn independently from an uniform probability
distribution, their joint PDF can be identified directly by simple inspection of Figures (a1) or (b1)
depending on the adopted a priori set of restrictions. Note that in both cases Pc is proportional to
the area defined by the intersection of the 2 hatched regions.
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and the marginal PDFs for Ztop and Zbottom are triangular in shape,
fZtop(zp) =
2(Zmax − zp)
(Zmax − Zmin)2 Zmin ≤ zp ≤ Zmax (5.14a)
fZbottom(zp) =
2(zp − Zmin)
(Zmax − Zmin)2 Zmin ≤ zp ≤ Zmax (5.14b)
Recall that our physical model has a bimodal state of coupling (either coupled or not). Thus, in the
absence of observations to constraint the model parameters, one would expect an a priori coupling
probability of 50% constant over the plate interface, which is clearly not the case. The chosen set of
restrictions is adding information to the model parameters, which is reflected in the triangular shape
of the marginal PDFs (5.14a) and (5.14b) (see Figure 5.4a2).
Our goal now is to find a suitable set of a priori restrictions that allows us to estimate a posteriori
values of Pc that are constrained only by the GPS observations and not by the in-depth coupling
regularization imposed by our definition of the coupling state CS (5.1). Thus, to obtain an a priori
Pc = 0.5 constant over the region of the plate interface that is allowed to be coupled.
To accomplish our goal, we need marginal PDFs for Ztop and Zbottom that are uninformative
(constant) and equally valued in the depth interval [Zmin, Zmax]. We accomplish such a condition
by extending the sampling space and adding an extra restriction on its extent. Now follows a proof
that the restrictions (5.15a), (5.15b) and (5.15c) suites our needs.
Let W > 0 be the maximum distance between Ztop and Zbottom and the set of a priori
restrictions,
Ztop ∼ U [Zmin −W,Zmax] (5.15a)
Zbottom ∼ U [Zmin, Zmax +W ] (5.15b)
0 ≤ Zbottom − Ztop ≤W (5.15c)
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with this a priori, recalling the independence and uniformity of the random variables Ztop and
Zbottom , we can calculate Pc(p) based on Figure 5.4b1. Then,
Pc(p) = P (Ztop ≤ zp ≤ Zbottom|0 ≤ Zbottom − Ztop ≤W )
=
P (Ztop ≤ zp ≤ Zbottom ∩ 0 ≤ Zbottom − Ztop ≤W )
P (0 ≤ Zbottom − Ztop ≤W )
=
1
2W
2
1
2(Zmax +W − Zmin)2 − 12(Zmax − Zmin)2
(5.16)
by rearranging terms,
Pc(p) =

W
2(Zmax − Zmin) +W if Zmin ≤ zp ≤ Zmax
0 ∼
(5.17)
then by choosing W = 2(Zmax − Zmin) we obtain from (5.17) that Pc(p) = 0.5 ∀p s.t. its depth
zp ∈ [Zmin, Zmax]. Note that, by construction, Pc(p) = 0 for zp outside the interval [Zmin, Zmax].
With this restrictions, the marginal PDF’s for Ztop and Zbottom become,
fZtop(zp) =

zp − (Zmin −W )
W 2
if Zmin −W ≤ zp < Zmin
1
W
if Zmin ≤ zp ≤ Zmax
(5.18a)
fZbottom(zp) =

1
W
if Zmin ≤ zp ≤ Zmax
(Zmax +W )− z
W 2
if Zmax < zp ≤ Zmax +W
(5.18b)
and these are uninformative and with equal value in the interval [Zmin, Zmax] (see Figure 5.4b2).
Thus, we use the a priori restrictions (5.15a), (5.15b) and (5.15c) for our inversion of apparent
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(a) (b)
Figure 5.5. Consequences of the chosen parameterization. The figure illustrates an extreme (and
unlikely) case in which the down-dip limit of the coupled zone Zbottom is very well constrained
and there is no constraint on the up-dip limit Ztop. (a) Conditional PDF of Ztop for a given value
of Zbottom = z∗b . The yellow shaded area corresponds to the region of the sampling space where
Ztop ≤ zp, i.e., that allow the point p with depth zp to be coupled. (b) Coupling probability of
a point p of the plate interface given that Zbottom = z∗b from equation (5.19). Note that in this
extreme case, the coupling probability at the shallow-most portion of the modeled region will never
be below 0.5. This is a consequence of the depth-dependent correlation imposed by the chosen
model parameterization.
coupling.
A caveat of the chosen parameterization may arise when the observational constraint on the top
boundary of the coupled zone Ztop is not strong enough (or at least considerably weaker than the
lower boundary one). We evaluate an extreme (and very unlikely) case where the down-dip end of
the coupled zone Zbottom is very well constrained (as seen later in tests with synthetic observations
and in our results for coupling in the Central Andes), so it can be treated as a known deterministic
variable fixed at Zbottom = z∗b and that there is no constraint at all to the up-dip boundary of the
coupled zone Ztop . The conditional a priori PDF for Ztop given Zbottom = z∗b is a uniform
distribution (Figure 5.5a) and it can be calculated directly from the a priori joint PDF of Ztop and
Zbottom (Figure 5.4b1) as Ztop ∼ U [z∗b −W, z∗b ]. Then the coupling probability of a point p with
depth zp located above z∗b and below trench depth Zmin can be calculated as,
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Pc(p|Zbottom = z∗b ) = P (zp ≥ Ztop|Zbottom = z∗b )
=
W − (z∗b − zp)
W
but W = 2(Zmax − Zmin)
= 1.0− 0.5 z
∗
b − zp
Zmax − Zmin Zmin ≤ zp ≤ z
∗
b (5.19)
Now we are interested to see the dependency of the coupling probability at the trench given by
the value of the down-dip limit of the coupled zone Zbottom = z∗b . Figure 5.5b shows a schematic
representation for equation (5.19). In this extreme case when there is no constraint on Ztop and
Zbottom has a deterministic value we find that Pc at trench depth (Zmin) will always be larger
than 0.5 as a direct consequence of the in-depth correlation of coupling imposed by the model
parameterization (5.1). A more realistic situation where there is some degree of constraint on Ztop
and a stronger one on Zbottom will have a much complex behavior. Nevertheless, our simple analysis
suggests that weaker constraints on the top boundary of the coupled zone, as occur in subduction
zones where models are only constrained by onland data, will translate into near trench estimates of
apparent coupling probability that are slightly larger than their true value, the difference depending
on the relative strength of the constraints provided by the observations.
As for the Cartesian coordinates of the Euler pole defining the reference frame correction, we
restrict these parameters to a “wide enough" interval centered at the origin.
So far we have mentioned a priori information as restrictions applied to the model parameters.
We also use non-parametric a priori that corresponds to the geometry of the plate interface, plate
motion given by REVEL (Sella, 2002) and the fact that we are disregarding any other contribution
to the crustal deformation other than the tectonic loading at the coupled region of the plate interface
and a sliver movement of the Andean region.
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5.5.2 Sampling the a posteriori
We implement a Markov Chain Monte Carlo (MCMC) (Hastings, 1970) algorithm to sample the a
posteriori probability density functions of the model parameters: depth of the interpolation knots
of each coupled zone boundaries and the Cartesian components of the Euler pole corresponding
to each reference frame correction. A known problem to Monte Carlo methods is the curse of di-
mensionality , which refers to the exponentially increasing difficulty to sample the model parameter
space when there is a high number of parameter to sample. In our case, we choose a knot spacing
of 75 km for the boundaries of the coupled interface, which translates into 80 parameters (consid-
ering the 3 components of the Euler poles for the 2 GPS velocities datasets). We use the CITerra
Beowulf cluster in order to run simultaneously hundreds of independent MCMC chains to substan-
tially improve the sampling efficiency of the high dimensional model parameter space and do it in
a reasonable time. Each MCMC chain is previously tuned in order to have an acceptance rate of
about ∼ 20− 30%.
The goodness of a model parameter realization (m) is given by the Likelihood function L(m) =
P (dpred|m),
L(m) = exp
(
−
Nobs∑
i=1
|dobsi − droti (m)− dpredi (m)|
σi
)
(5.20)
σi =
√
σobs
2
i + σm
2
i (5.20a)
where Nobs is the number of observations, dobsi , d
rot
i (m) and d
mod
i (m) are the i-th observation,
reference frame correction and predicted velocity respectively, and σi is the uncertainty associated to
the i-th observation. The L1 norm is used in order to have a likelihood function that is less sensitive
to observational outliers (Menke, 2012). Note that σi is composed by the observational uncertainty
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σobs as well as an additional term σm with the purpose to recognize that the physical model used in
this study is a simple approximation of the physics controlling the velocity field measured through
the GPS observations. Note as well that we are artificially inflating the observational uncertainties
to take account of model shortcomings and that σi is not the result of the convolution of the random
variables representing observational error and model prediction uncertainties. By introducing such
representation of the model prediction uncertainties we are reducing the amount of information
available to estimate the model parameter PDFs, but avoiding artifacts that may occur when trying
to overfit the observations with an approximated forward model without additional regularization
on the model parameters. Now arises the problem of estimating σm, such a task still remains an
unsolved problem with the current available techniques (Tarantola, 2005; Minson et al., 2013).
Since we do not have any kind of a priori knowledge on the model prediction uncertainties we
impose σm = 1mm/yr as a minimum threshold for the observational errors.
Before we present any inversion results constrained by the GPS data, we first sample the a priori
PDF of our model parameters (Figure 5.6) and perform a series of tests using synthetic data in order
to study the resolution of our model parameters (Figures 5.7 and 5.8). In Figure 5.6a, Pc = 0.5
is calculated from all the sampled models using formula (5.9) and correspond to a gray tone in the
color palette. Note that Pc = 0.5 represents a state of absence of information (recall this is the
a priori Pc, i.e., without considering observational constrains), then when analyzing the inversion
results (a posteriori Pc), the meaning of any area of the map showing gray tones is that the model is
poorly resolved in such areas. Possible causes for such a behavior are that the observations either do
not provide enough constraints on such region, are inconsistent among themselves or inconsistent
with the physical model. On the latter case, Pc ≈ 0.5 could mean that there is partial coupling,
but reaching that conclusion will require additional knowledge as our modeling can not distinguish
between the different causes that lead to obtain Pc ≈ 0.5 in some areas.
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(a) (b)
Figure 5.6. (a) Map of apparent coupling probability (Pc) obtained by sampling the a priori PDF
of the model parameters. Here Zmin = trench depth and Zmax = trench depth + 80 km. Note that
the a priori Pc = 50% for the whole plate interface. (b) The a priori PDF of the top (blue) and
bottom (red) edges of the coupled zone (Z0 and Z1, respectively) along with the a priori Pc (green)
for a trench perpendicular section. Both PDFs are plotted with equal probability (area to the left
of the curve is 1). Pc = 0.5 ∈ [Ztrench, Zmax] and 0 outside. Note that we show the PDFs over
the whole sampling space, which is greater than the region of the plate interface where the apparent
coupling is being characterized. As shown in §5.5.1, the extended region is needed to obtain an a
priori Pc = 0.5 ∈ [Ztrench, Zmax]. In subsequent plots of the PDFs for Ztop and Zbottom, we also
show its values zoomed in over this interval. The area of Ztop PDF above trench depth (Zmin) is
equal to the probability of the model to be coupled up to trench depths. Equivalently, the area of
Zbottom PDF below Zmax depth corresponds to the probability of a plate interface coupled up to the
maximum allowed depth.
In order to test the ability of the model and the set of observations to resolve coupling along
different regions of the plate interface, we perform a series of inversion tests with synthetic datasets
using the location and uncertainties of the GPS observations used later in this work to infer a poste-
riori estimates of apparent coupling in the Central Andes. We computed synthetic observations for
a plate interface coupled from trench up to 50 km depth and uncoupled below (Figure 5.7a) and for
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(a) Synthetic Apparent Coupling (b) Apparent Coupling Probability from data in (a)
(c) PDFs (Lon=72W,Lat=18S) (d) PDFs (Lon=75W, Lat=16S)
Figure 5.7. Results for inversion with synthetic observations generated using a plate interface cou-
pled from trench up to 50 km depth (a). Estimates of apparent coupling probability (Pc) are shown
in (b) as well as the coupled zone boundaries PDFs for 2 trench perpendicular cross sections (c, d).
Note how coupled and uncoupled regions are interpreted to have very high and low Pc, respectively.
Also, the lower boundary of the coupled zone is better resolved than the upper one since its PDF is
narrower (c, d).
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(a) Synthetic Apparent Coupling (b) Apparent Coupling Probability from data in (a)
(c) PDFs (Lon=72W,Lat=18S) (d) PDFs (Lon=75W, Lat=16S)
Figure 5.8. Results for inversion with synthetic observations generated using a plate interface cou-
pled from trench up to 50 km with a linear transition to 70 km depth (a). Estimates of apparent
coupling probability (Pc) are shown in (b) as well as the coupled zone boundaries PDFs for 2 trench
perpendicular cross sections (c, d). Note how coupled and uncoupled regions are interpreted to have
very high and low Pc, respectively. Also the lower boundary of the coupled zone is much better
resolved than the upper one since its PDF is narrower (c, d). Note that Pc remains high until the
middle of the transition zone considered when calculating the synthetic observations, as the model
parameterization does not allow partial coupling.
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a similar case with a linear transition zone from coupled at 50 km to uncoupled at 70 km depth and
below (Figure 5.8a). We add a Gaussian random noise to both datasets based on the observational
uncertainties. As proposed by Bevis and Martel (2001), both cases of synthetic observations show
that the obliquity of the crustal velocity predictions is greater than the one of the plate convergence
direction for the coastal sites and it rotates towards a trench perpendicular direction as their location
moves away from the trench.
The inversion results for the first synthetic data (Figure 5.7a) shows that the coupled and un-
coupled regions can be identified by a high (Pc > 0.75) and low (Pc < 0.25) coupling probability,
respectively. For the synthetic dataset where a transition zone is added a similar result is obtained
but the down-dip limit of the coupled region is interpreted to be at the middle of the transition zone
as a consequence of the parameterization not allowing partial coupling. In both cases, a direct in-
spection of the sampled PDFs reveals the known issue that the lower end of the coupled region is
much better resolved than its upper boundary due to the lack of off-shore observations to constrain
the model. The model is much better resolved at the regions where the spatial distribution of the
stations is denser. Note that gray areas are less evident in such regions.
5.6 Results and discussion
We present a posteriori estimates of apparent coupling probability (Pc, Figure 5.9) constrained by
the GPS velocities shown in Figures 5.1 and 2.23. Recall that wherever Pc is close to 0.5 (grayish
color) it means that the model is poorly constrained in that region. When Pc is close to 0 it means
that the probability for such point to be uncoupled (Pu) is close to 1 (5.9).
From a point of view of interpretation of the apparent coupling probabilities we recall that the
physical model does not allow for partial coupling. Therefore, Pc must not be interpreted as the
value of the coupling coefficient, except when Pc ≈ 1 or Pc ≈ 0 in which the patches showing such
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Figure 5.9. Estimates of a posteriori Pc constrained by the GPS velocities (green arrows, reference
frame corrected by maximum likelihood Euler poles) along with GPS velocity predictions of the
maximum likelihood model (red arrows). Yellow dots and letters at the trench indicate perpendicular
sections shown in Figure 5.10, in which Ztop and Zbottom PDFs and Pc are plotted for each section.
White contours indicate co-seismic slip of large subduction earthquakes in the last century and green
contours indicate post-seismic slip for Pisco (Mw8.0) 2007 earthquake from Perfettini et al. (2010).
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Figure 5.10. A posteriori Pc and Ztop, Zbottom marginal PDFs for the trench perpendicular cross
sections located at the yellow dots in Figure 5.9. Each panel shows the marginal PDFs over the
whole sampling space accompanied by a zoomed plot on the right showing the fraction of the PDFs
that lie in the region that is allowed to be coupled. The marginal PDFs are normalized, such that the
area under the curves represent probabilities directly.
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a behavior may be interpreted as coupled or uncoupled.
Figure 5.10 shows a posteriori estimates of the marginal PDFs for the boundaries of the coupled
zone. Note how the PDFs for the down-dip limit ( Zbottom ) are much more concentrated than the
PDFs for the updip limit ( Ztop ) denoting the stronger constraint that onland observations impose
on the downdip boundary of the coupled zone. With the exception of profile (b), we observe that
the boundaries of the coupled zone are very well constrained, being the down-dip limit located at
depths coincident with the vertical projection of the coastline and the up-dip limit to be shallower
than 20 km depth. Instead, profile (b) shows a posteriori marginal PDFs that are very similiar to the
a priori ones, meaning that the model is not well constrained by the observations or it is inconsistent
with the mechanics governing the observations in such region.
We observe in Figure 5.9 a spatially heterogeneous pattern for Pc in which the higher anomalies
(Pc > 0.75) are mainly located off-shore and shallower than 40 - 60 km depth. If we interpret
these regions with high apparent coupling probability as fully coupled (CS = 1.0), our results are in
agreement with the findings of Béjar-Pizarro et al. (2013) in a inter-plate coupling study based on
space geodesy in the North Chile subduction zone, and with the conclusions of Tichelaar and Ruff
(1993) in a study that characterized the maximum locking depth of the subduction interface by an
analysis of the seismicity of the region. As shown in the inversion of synthetic data, these areas with
high Pc may include part of the brittle ductile transition zone at the down-dip extent of the coupled
zone.
Figure 5.9 shows a comparison between our inferences of apparent coupling (Pc) and estimates
of co-seismic rupture extent associated with past earthquakes in the region (Pritchard et al., 2007;
Sladen et al., 2010; Béjar-Pizarro et al., 2010). We observe that regions with high coupling prob-
ability can not be directly interpreted as the configuration of asperities or co-seismic slip regions.
As shown in Figure 5.9, earthquakes may rupture areas characterized by high apparent coupling, or
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these may well occur between the inferred coupled and uncoupled regions of the megathrust (e.g.,
Tocopilla earthquake, Béjar-Pizarro et al. (2010)). The Pisco (Mw8.0) 2007 earthquake suggest an
anti-correlated relation between Pc and the inferred co-seismic slip in which their rupture areas are
enclosed by either regions with very high Pc (interpreted as coupled) and/or very low Pc (interpreted
as uncoupled). The Arequipa (Mw8.4) 2001 shows a similar anti-correlation but with regions with
distinct values of high apparent coupling probability. In the other hand, the Antofagasta (Mw8.0)
1995 earthquake ruptured entirely in a region predicted to have a high apparent coupling probability.
The 2007 (Mw7.7) Tocopilla earthquake occurs at the down-dip end of the region identified
as coupled based on Pc values, which might be identified as a region where a transition between
brittle and ductile behavior is occurring from our inversion results using synthetic data (see Figure
5.8). The 2007 earthquake rupture area extends only below 30 km depth, with the exception of
its southern extent, where co-seismic slip seems to have propagated up to 25 km depth, beneath
Mejillones peninsula (Béjar-Pizarro et al., 2010). Previous work on the region of the Tocopilla
earthquake locate the lower end of the seismogenic zone at around 50 km depth, using seismicity–
Tichelaar and Ruff (1991); Suárez and Comte (1993); Comte and Suárez (1995); Delouis et al.
(1996)– and using coupling models inferred from space geodesy–Bevis et al. (2001); Khazaradze
and Klotz (2003); Chlieh et al. (2004, 2011); Béjar-Pizarro et al. (2013). Our results shows that in
the region of the Tocopilla earthquake the apparent coupling probability remains high up to 40 km
depth with a very precise location of its down-dip boundary (Figure 5.10). The location of the down-
dip limit of coupling can be biased by the existence of a transition zone for coupling, locating it near
the middle of the transition zone if such coupling transition is assumed to be linear (Figure 5.8).
Béjar-Pizarro et al. (2010) interpret the 30 km depth limit as a change in the frictional properties
of the plate interface separating the shallower seismogenic zone with potentially larger asperities
from a deeper region characterized by a more heterogeneous slip behavior. Also, Contreras-Reyes
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et al. (2012) identified an abrupt change in the angle of subduction of the Nazca plate at ∼ 20
km depth, relating it to an along dip segmentation of the subduction megathrust, which might have
arrested the updip propagation of the Tocopilla earthquake. Therefore our coupling inferences may
well correspond to a fully coupled plate interface up to ∼ 30 km depth followed in depth by a
brittle-ductile transition zone up to ∼ 50 km depth.
The 2001 (Mw8.4) Arequipa earthquake occurs in a region where the geodetic observations used
to derive our inferences of apparent coupling were made before the occurrence of the earthquake.
Thus, our estimates of coupling reflect the state of stress during the last part of the seismic cycle on
the segment of the megathrust affected by the 2001 event. If we interpret as fully coupled (Cs = 1.0)
any region inferred with Pc > 0.75, it follows that the Arequipa earthquake rupture occurs entirely
in within a region that is strongly coupled. Although there have been observations of earthquakes
partially rupturing a coupled region (e.g., Konca et al., 2008), stalling of the rupture process in its
southern extent can not be explained by the coupling model as interpreted.
Imaging of the rupture process of the Arequipa earthquake based on seismic and geodetic obser-
vations (e.g., Giovanni et al., 2002; Bilek and Ruff , 2002; Pritchard et al., 2007) locate most of the
moment release where our modeling indicates an apparent coupling probability of Pc ≈ 0.8. Also,
the rupture of the Arequipa earthquake is surrounded by regions with Pc ≈ 1.0 and only a small
fraction of the moment released by the earthquake (at the beginning of the rupture process) occurs
at areas with Pc ≈ 1.0. In particular we could explain the southern termination of the earthquake if
we associate the lower coupling probability (Pc ≈ 0.8) in the region which experienced large slip
during the Arequipa earthquake with a small decrease in the actual coupling coefficient. Under this
assumption, the higher coupling probability located southeast of the Arequipa earthquake source
area marks the presence of a stronger asperity that remains unbroken under the shear stress increase
produced by the propagating rupture and where two large aftershocks, (Mw6.7 and Mw7.7) occur
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lately (Pritchard et al., 2007, and references therein). Nevertheless, we need to justify the infer-
ences of smaller coupling coefficient within the context of a coupling model which does not allow
partial coupling.
Based on our analysis of a priori information on the up-dip limit of the coupled zone (see
Figure 5.5) and inspection of the a posteriori marginal PDFs for the up-dip boundary of the coupled
zone Ztop near the Arequipa earthquake (see c and d boxes in Figure 5.10), we can deduce that the
coupling model is well constrained in such regions by the available geodetic data. Now, given that
our model does not allow partial coupling, we may attribute variations on our inferences of coupling
probability to variations on the consistency of the model with the observables. The inconsistencies
of the model that causes the decrease in the estimated coupling probability could be related and not
limited to localized deviations from the assumed elastic structure of the media, or heterogeneities
in the frictional properties defining the mechanical behavior of the subduction megathrust. If we
assume the latter case, we could interpret the variations of Pc between 0.8 and 1.0 as variations in
the degree of coupling on the Arequipa earthquake segment of the Nz-Sa subduction megathrust.
Spatial variations in the degree of coupling can be ultimately translated into differences in fault
steady state shear frictional strengths. Thus, meaning that the regions of the megathrust where large
amplitudes of slip occurred during the Arequipa earthquake has on average less strength than the
surrounding fully locked areas. The region of slightly weaker coupling coincides with the subduc-
tion of the Nazca Fracture Zone beneath South America. The Arequipa earthquake hypocenter is
located down-dip of the northernmost asperity. Analysis of teleseismic body waves reveals that rup-
ture evolves with a small moment release at the beginning of the rupture, followed by a quiescence
period to then release more than 2/3 of the total moment during the last phase of the rupture process
(Giovanni et al., 2002). The time evolution of the rupture process is consistent with the spatial
distribution of co-seismic slip obtained from joint inversion of seismic and geodetic data (Pritchard
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et al., 2007) ( Figure 5.9, white 4 m contours). Here, we propose that the asperities (stronger re-
gions) surrounding the areas that slipped co-seismically during the Arequipa earthquake, pinned the
region of the megathrust in between until the 2001 event started rupturing the northernmost asperity
and dynamic stresses induced by the first sequence of the rupture triggered the rupture process at
the weaker, less coupled, region where the largest portion of the moment was released.
The region of the Nz-Sa plate interface located between the epicenter of the 2001 (Mw8.4)
Arequipa earthquake and the subducting Nazca Ridge is inferred to have a probability of apparent
coupling Pc ≈ 0.5. As discussed before, this value of Pc corresponds to our a priori state of
information (compare PDFs of Figure 5.10b with the a priori PDFs in Figure 5.6). Thus, we can not
deduce any interpretation on the actual coupling state. Pc ≈ 0.5 may be caused by partial coupling
in the region, as this region has been previously identified as partially coupled in previous studies
(e.g., Chlieh et al., 2011). Nevertheless this area has experienced large earthquakes, 1996 Mw7.7
and 1942 Mw ∼ 8.2 earthquakes whose ruptured asperities may be associated with the subduction
of the Nazca Ridge (e.g., Dorbath et al., 1990; Chatelain et al., 1997; Giovanni et al., 2002). The
oblique subduction of the Nazca Ridge may influence the inter-seismic rates used in this study,
which could lead to inconsistencies in the model as we represent the Nz-Sa plate interface with a
smoothed geometry. Thus, leading to estimates of coupling probability that are close to the a priori
values.
The 2007 (Mw8.0) Pisco earthquake occurs north of the Nazca Ridge and ruptured 2 asperities
located in between regions of high (Pc > 0.9) and low (Pc < 0.2) probability of coupling (Figure
5.9, Sladen et al., 2010; Perfettini et al., 2010) . Given the along dip orientation of this region
of transition from low to high Pc, we assume that such region appears as an artifact due to the
averaging scale of coupling imposed by the model parameterization (∼ 75 km). Thus, we infer that
the asperities ruptured during the Pisco earthquake are associated with the coupled patch inferred
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just northwest of the Pisco earthquake. The 2007 event triggered aseismic frictional after-slip in
two adjacent regions of the plate interface. The region with largest after-slip remarkably coincides
with a patch we infer to be uncoupled on the western flank of the subducted Nazca Ridge. Thus,
the west flank of the Nazca Ridge may present aseismic behavior throughout the seismic cycle,
possibly caused by changes in the stress regime due to eastward oblique subduction of the range.
The smaller post-seismic after-slip patch is located next to the 2 asperities that ruptured during the
Pisco earthquake in a region inferred to be coupled by our modeling. Stress shadows associated
with the Pisco earthquake asperities may cause that the aseismic region in question to appear as
coupled before the Pisco earthquake occurrence (Hetland and Simons, 2010).
The largest region inferred as coupled by our modeling coincides with the Arica bend seismic
gap, which extends from Mejillones peninsula in Chile, to the city of Ilo in Perú. This large ho-
mogeneously strongly coupled segment may be the consequence of the subduction of the Iquique
Ridge under South America (Contreras-Reyes and Carrizo, 2011). This segment has not experi-
enced a large earthquake since the 1868 (Mw ≈ 8.5 − 8.8) earthquake in Southern Perú and the
1877 (Mw ≈ 8.7 − 8.8) (Dorbath et al., 1990; Comte and Pardo, 1991). With the aim of provid-
ing information for future earthquake hazard studies in the region, we are particularly interested in
estimating the extent of the rupture of a future earthquake in the Arica bend seismic gap. We could
postulate a possible earthquake that ruptures the whole region identified as coupled, from ∼ 22.5S
to the southern limit of the co-seismic rupture of the Arequipa earthquake as our coupling model
does not give any evidence of segmentation of the subduction megathrust. Nevertheless, we would
like to explore the possibility of seismic segmentation within the seismic gap, especially because
the 1877 earthquake in northern Chile did not ruptured the whole seismic gap and may have stalled
just south of the Arica bend (Comte and Pardo, 1991).
Previous studies proposed that topographic and bathymetric features may influence the rupture
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extent of large subduction earthquakes (e.g., Contreras-Reyes and Carrizo, 2011; Béjar-Pizarro
et al., 2013; Baker et al., 2013). While subducting bathymetric features may affect the state of
stress at the plate interface and therefore the state of coupling, topographic features may be the con-
sequence of long-lasting heterogeneous spatial distribution of frictional properties at the subduction
megathrust. Among examples of such features are the Mejillones peninsula, which coincides with
northern and southern limits of the rupture areas of the Antofagasta (Mw8.1) 1995, and Tocopilla
(Mw7.7) 2007 earthquakes; the subduction of the Iquique ridge and the Nazca fracture zone which
apparently limited the extent of the Arequipa (Mw8.4) 2001 earthquake; and the subduction of the
Nazca ridge just south of the source region of the Pisco (Mw8.0) earthquake.
We explore the role potentially played by the Arica bend in seismic segmentation of the seismic
gap. For that purpose, we use catalogs of historical large (Mw > 7.0 − 8.0) earthquakes with
estimates of their trench parallel rupture extent based on local intensities estimated from historical
documents (Dorbath et al., 1990; Comte and Pardo, 1991, and references therein). We recognize
that the extent of the historical events may contain large errors that may come from site effects at
the locations where intensities are estimated. The historical events north and south of the Arica
bend show a rather unpredictable behavior of the termination of the rupture zone that is closer
to the bend, where seismic rupture of some large (M > 8) earthquakes seems to occur across
the bend and sometimes stall when approaching it, with some smaller (M > 7) events occurring
just south or north of the bend. Although not incorporating the geometric complexity, a somewhat
similar behavior is observed by Kaneko et al. (2010) in a study of numerical dynamic simulations of
spontaneous seismic and aseismic slip using a simplified subduction-like model that implements an
aging rate and state frictional rheology in planar fault where two coupled (velocity weakening) fault
segments surround a small aseismic (velocity strengthening) segment between them. Moreover,
regional seismic catalogs show a smaller amount of seismicity in the region of the Arica bend
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(David, 2007). Therefore, suggesting that the region of the megathrust located in the vicinity of the
symmetry axis of the Arica bend may have a much smaller degree of coupling . If such region is
small enough, stress shadows from fully coupled asperities north and south of the Arica bend, will
result in apparent coupling inferences that show the Arica bend to be fully coupled.
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Chapter 6
Summary
During the course of my thesis I analyzed geodetic measurements of crustal deformation (GPS po-
sitional time series) to infer distributions of fault slip behavior associated with aseismic sources in
subduction zone megathrust, with the eventual goal of understanding the mechanical behavior of the
subduction interface between large earthquake occurrence, its relationship with fault slip behavior
during such earthquakes and implications for earthquake and tsunami hazard. I addressed the un-
derlying estimation problem using both a fully Bayesian and a regularized optimization approach,
exploring the benefits and limitations of such methodologies. For the optimization approach, I
develop a novel method of regularization that accounts for the spatial variability of fault slip sensi-
tivity to observations, and presented a unified representation and interpretation of the regularization
technique under a more general Bayesian framework.
During the development of the theory for sensitivity regularization, I explored different def-
initions of a “simple” slip model that are often used as a priori information and concluded that
any measure of simplicity that relies on the knowledge of absolute a priori values of slip must
be avoided (normally it is assumed that the a priori value of slip is zero) as it biases the inferred
slip distribution towards the a priori absolute values of slip and also introduces artifacts due to in-
consistencies between the a priori values and the regularization scheme. We propose the use of a
sensitivity modulated smoothing regularization based on minimization of the norm of the second
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spatial differential of slip in which we choose an a priori information on slip that is consistent with
such regularization, a constant slip model in which the value of the constant is unknown. In the
future, it may be fruitful to expand the sensitivity modulated approach to more general problems
related to geophysics, other than static fault slip estimation. For example, in a kinematic finite fault
slip inversion, or its application to the problem of estimation of a 3D velocity field from multiple
InSAR observations taken from various vantage points.
I applied the sensitivity regularization scheme to obtain estimates of after-slip induced by the
Tohoku-Oki (Mw9.0) earthquake in Japan, finding robust estimates of fault after-slip that are re-
markably detailed for a slip inversion with a smoothing constraint. The results suggest that the Japan
megathrust has highly heterogeneous material properties. Future work should apply the sensitivity-
based regularization methodology and/or Bayesian inversion methods to obtain estimates of inter-
seismic coupling to enable consistent interpretation of fault slip during the different phases of the
seismic cycle.
I applied a fully Bayesian approach to obtain estimates of inter-plate coupling in the Central
Andes subduction megathrust. The ensemble of solutions is represented as a distribution of apparent
coupling probability in the Nz-Sa plate interface. A comparison between coupling inferences and
the co- and post-seismic slip associated with past earthquakes in the region reveals that variations on
the degree of coupling may be related to seismic segmentation in the subduction megathrust, as well
as that earthquake occurrence may not always occur at the strongest coupled regions of the fault,
but may also occur in regions that are inferred to release some slip aseismically. In particular, the
region associated with the Arica bend seismic gap, which has not experienced a large earthquake
since 1877, is inferred to be fully coupled from trench depth to∼ 40−50 km depth, with no apparent
along strike variations in apparent coupling probability. Nevertheless, the along strike discretization
of coupling parameterization is about 75 km. Thus, coupling inferences may be missing small scale
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variations in the degree of coupling which are averaged by the model and those possible missing
variations of coupling may influence seismic segmentation in the region. Although, it is not clear
that using a parameterization with a finer spatial discretization will reveal such changes as a small
region with lower degree of coupling will be masked out by stress shadows from the surrounding
regions with higher degree of coupling near the end of the seismic cycle, as is believed to be the case
for the Arica bend seismic gap. As shown in Chapter 5, the simple model parameterization used to
obtain apparent coupling probability (Pc) estimates, a model that does not allow for partial coupling
and that imposes a strong depth-dependent correlation of coupling, tends to overestimate Pc at the
shallow-most portions of the megathrust which are less constrained by onland observations of inter-
seismic crustal deformation rates. During the realization of this thesis, improved methodologies that
allows us to solve larger inverse problems using a full Bayesian framework became available (e.g.,
Minson et al., 2013), ameliorating the need of an overly simplified model to be able to solve the
inverse problem using a full Bayesian framework. Therefore, for future work, I would recommend
these improved methodologies to solve the fully Bayesian inversion problem and to parameterize
apparent coupling in faults allowing for partial coupling, in a similar manner as slip is parameterized
to solve the co-seismic slip estimation problem (e.g., Simons et al., 2011). Here, apparent coupling
would be allowed to vary spatially over the fault without imposing a priori spatial correlation lengths
for the apparent coupling. Thus, avoiding the caveats that arise with the overly simplified physics,
and also allowing us to obtain, for example, more direct interpretations of the variations of apparent
coupling and possibly to obtain a better relationship between coupling and seismic segmentation
without requiring several assumptions that were needed in this work to infer small variations in the
degree of coupling based in a model that only allows 2 states of coupling on a fault patch, either
fully coupled or uncoupled.
Estimates of distributions of slip behavior representing aseismic processes in the subduction
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megathrust can be constrained by the use of geodetic measurements. Currently such measurements
are systematically obtained only onland, which limits the spatial resolution of the inferred slip in
the shallow-most portions of the subduction megathrust, generally located at great distances from
the coast. In Chapter 3 of my thesis I proposed a novel regularization scheme that stabilizes the
slip estimates at the shallow-most portions of the megathrust and allows us to obtain more detailed
slip distributions at the better resolved areas of the fault (closer to the coast). Nevertheless, such
stability is achieved by imposing a large correlation length at the less constrained regions of the
megathrust, which decreases the spatial resolution of the slip distribution on such regions. In the
study of post-seismic deformation after the Tohoku-Oki (Mw9.0) earthquake, I relied on the loca-
tion of repeater earthquakes at the shallow-most portion of the megathrust to partially overcome the
afterslip low spatial resolution problem and complement our inferences that suggest aseismic behav-
ior on such region. Given the relevance of shallow megathrust offshore events especially for tsunami
hazard, a better understanding of the mechanical behavior of the shallow portions of the megath-
rust is required. Such understanding can only be achieved by direct and systematic measurements
of seafloor deformation above the offshore portion of the subduction megathrust. At the present,
offshore seafloor geodetic measurements are the only capable of constraining with more precision
the behavior of the shallow-most portion of the megathrust. Therefore, the scientific community
and funding agencies need to promote the systematic and dense realization of such measurements,
especially in regions such as the Japan megathrust in which the offshore portion of the megathrust
extends several hundred kilometers from the coast.
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Appendix A
The Smoothing Regularization
Constraint
We solve the damped least squares problem†,
min
m
{
(Gm− dobs)TWχ(Gm− dobs) + ε2(m−m∗)TWm(m−m∗)
}
(A.1)
with family of solutions and associated a posteriori covariance matrix,
mest(ε) =
(
GTWχG+ ε
2Wm
)−1 (
GTWχdobs + ε
2Wmm
∗) (A.2)
C˜m(ε) =
(
GTWχG+ ε
2Wm
)−1
(A.3)
where Wχ is the data weights matrix (assumed to be diagonal) defined as the inverse of the misfit
covariance matrix, and W
1/2
m = WST is the weighted Laplacian regularization operator, where T
is a finite difference approximation of the Laplacian operator∇2.
The problem can be expressed as the linear system,
 W
1/2
χ G
εWST
m =
 W
1/2
χ d
0
 (A.4)
†For the purposes of this appendix, we are ignoring the possible implementation of positivity constraints. Although
their implementation should not change significantly the calculation of the weights, these are considered an approximation
when positivity constraints are present due to the inability to directly compute an a posteriori covariance matrix of the
model parameters.
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In the following we show how T filters our slip models, as well as the effects of sensitivity
modulated regularization.
We can rewrite our inverse problem using a Bayesian formulation as follows:
P (m|d) = ν · P (m) · L(d|m) (A.5)
where P (m|d) is the a posteriori PDF of m given the observables d, ν is a normalization constant,
L(d|m is the likelihood of the observables given the model m and P (m) is the a priori informa-
tion on the model parameters inferred by the regularization operator. For simplicity of the analysis,
we disregard any effect of the model parameterization on P (m) what is possible if we consider a
fault discretization that is fine enough to avoid introducing a priori information on the slip distribu-
tion given by large fault patch sizes, and the modeled region of the megathrust is large enough to
avoid boundary condition effects. We assume Gaussian uncertainties for the model parameters for
consistency with the least squares solution of the problem.
In (A.4), the factor ε allows us to control the roughness of the solution m ,i.e., the relative
error between the 2 equations . Then, in order to infer the a-priori variances on m imposed by the
regularization, we solve the following least squares problem,
WSTm = r(ε) (A.6)
, where ‖r(ε)‖2 is the allowed roughness of the solution (which is a function of ε). The number of
triangular fault patches is n, so dim(T) = {n × n}. However, the regularization operator admits
a constant solution for m in its null space, then the rank of T as defined for our fault slip models
is rank(Tn×n) = n − 1, i.e., dim(Ker(Tn×n)) = 1†. In other words, T has one zero singular
† For an irregular mesh dim{Ker(T)} = 1 (our case), but for a regular mesh the dimension ofKer(T)will be larger
than 1 since it will be exactly representing a discrete Laplacian operator. In any case, this will not affect the inversion
process, but it needs to be considered when calculating the induced correlations as done in this appendix.
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value. Now we can write the solution of (A.6) as m∗ = mK + m˜ where mK ∈< {Ker(T)} >
and m˜ ∈< {T \ Ker{T}} >. For fairly irregular meshes (as in our case) mK = c · 1n×1 =
c · [1, · · · , 1]T =< {Ker(T)} > , where c ∈ IR. Note that since the null space of T admits a
constant solution, the regularization based on the Laplacian operator does not provide any constraint
on the total amount of slip in the fault.
Now we need to find m˜. For the moment lets assume that WS = In×n (the identity matrix) to
check what is the effect on the solution of the regularization itself. Lets calculate T = UΣVT the
singular value decomposition of T to then compute the truncated decomposition in which Ker(T)
is removed: T˜ = U˜Σ˜V˜T , then eq (A.6) becomes
T˜m˜ = r(ε) (A.7)
with mean solution of the form :
m˜ = (T˜T T˜)−1T˜T r(ε)
= V˜Σ˜
−1
U˜T r(ε) (A.8)
and covariance matrix given by
C˜m = (T˜
T T˜)−1
= V˜Σ˜
−2
V˜T (A.9)
Then the proposed regularization can be thought as an a priori Gaussian PDF on m, with co-
variance matrix C˜m, on the deviations of m from a constant, unknown, slip distribution.
Now when using the sensitivity regularization, the regularization weights are given by WS =
S−
1
2 . Each row of the matrix representation of the regularization operator is multiplied with the
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square root of the inverse of the sensitivity associated to such patch. The net effect of the weighting
is that we augment the “correlation lengths” of the patches corresponding to the equations with
higher weights. The weighting process does not affect the null space of T. Now we can rewrite
(A.7) as:
S−
1
2 T˜m˜ = r(ε) (A.10)
with mean solution of the form :
m˜ = (T˜TS−1T˜)−1T˜TS−
1
2 r(ε) (A.11)
and covariance matrix given by
C˜m = (T˜
TS−1T˜)−1 (A.12)
Here we observe that S−1 is modifying the relative orientations of the singular vectors of T˜ (or
the eigenvectors of T˜T T˜) thus changing the covariance between the slip patches and also penalizing
the allowed roughness r(ε) of the fault patches with lower sensitivity.
The effect of the smoothing regularization on the final solution can be obtained by computing
the Pearson correlation matrix from the a posteriori covariance matrix of the inferred slip values.
For that purpose we use the slip solutions of the synthetic inversion tests described in chapter 3 (
Figure 3.6).
The a posteriori covariance matrix for the problem described in (A.4) is:
Cm =
(
GTWTχWχG+ ε
2TTWTSWST
)−1
(A.13)
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then the associated correlation matrix can be computed as
ρij =
Cmij√
CmiiCmjj
(A.14)
note that ρ depends on the damping parameter ε. In Figure A.1, we show for selected fault
patches their a posteriori correlations with the rest of the fault surface (row of the correlation ma-
trix). We use the optimal ε obtained during the inversion of synthetic data using both, the sensitivity
modulated Laplacian regularization and the classical (uniformly weighted) Laplacian regularization.
Note how the correlation length drastically augments as the patch in question is located at regions
with lower sensitivity (increased regularization weights). The damping constant for the strike-slip
regularization is set to be 200 times the one for dip-slip regularization, which translates into larger
correlation lengths for strike-slip (Figure A.1c,d).
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(a) Dip-slip correlation induced by Sensitivity Modulated Laplacian Regularization
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(b) Dip-slip correlation induced by Laplacian Regularization
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(c) Strike-slip correlation induced by Sensitivity Modulated Laplacian Regularization
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(d) Strike-slip correlation induced by Laplacian Regularization
Figure A.1. Strike- and dip- slip a posteriori correlations induced by the Sensitivity Modulated
Laplacian regularization (a,c) and uniform Laplacian regularization schemes (b, d). Colorbar indi-
cates Pearson correlation coefficient. See text for explanation of the figure.
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Appendix B
After-slip Inversion with a Different
Regularization Scheme
In order to test the validity of the after-slip inferred off-shore Ibaraki in our model, we perform
slip inversion tests with the observed post-seismic displacements up to September 20, 2012 using
both the sensitivity modulated regularization and the minimum norm (order zero Tikhonov) regu-
larization, which minimizes the amount of total inferred fault slip. We find the latter tends to avoid
assigning slip at the less constrained regions of the fault surface. Evans and Meade (2012) shows
similar results for the Tohoku-Oki earthquake slip distribution constrained by on-shore GPS data.
Using a sparsity promoting method which minimizes the number of fault patches undergoing slip
(through minimization of the slip L1-norm), they obtain a co-seismic slip distribution that do not
predict slip at regions near the trench where evidence suggest several tens of meters of co-seismic
dislocation (e.g., Simons et al., 2011; Ito et al., 2011; Sato et al., 2011; Iinuma et al., 2012). We
also find a systematic improvement on data fit when using the sensitivity regularization over using
L2-norm slip regularization in our after-slip inversion (Figure B.2). Thus, suggesting that the after-
slip inferred by our model near the trench off-shore Ibaraki is actually needed to better explain the
observables and not an artifact of the proposed regularization scheme. The comparison is made as
explained in the following. Figure B.1 shows a family of solutions using the order zero Tikhonov
regularization, in which we select 7 solutions from under damped to over damped, using the L-curve
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selection criteria. Given the different regularization schemes used, we do not have a direct method
to compare the solutions with the ones obtained for the sensitivity regularized inversion. Thus, in
both cases we select 7 representative solutions from under damped to over damped and compare the
misfits of these directly.
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Figure B.1. Family of after-slip models inferred from the inland GPS post-seismic displacements
between March 11, 2011 and September 22, 2012 . We show 7 models of after-slip in (a) through (g)
sorted by the roughness of the model, being (a) the rougher one and (g) the smoother one. In (h) we
shows the curve comparing the model misfit against its roughness in which red squares indicate the
shown models of after-slip and the blue square indicates the model selected for further discussion
in this study. Note how all the selected models share similarities in the sense that all of them predict
high after-slip downdip of the source region of the Tohoku-oki mainshock and its Mw7.9 aftershock
and after-slip located far off-shore, south of the region of the Tohoku-oki mainshock.
In order to test the significance of the observed systematic difference in the misfit for the inver-
sions with both regularization schemes we estimate an upper bound on the error of the misfit (shown
as error bars in Figure B.2). The estimation is done by using the triangular inequality. If  is the
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Figure B.2. Comparison of observational misfit between selected solutions obtaind using order zero
Tikhonov regularization (blue) and the sensitivity modulated regularization (red) proposed in this
study. Note the systematic difference in the misfits and that our methodology is able to consistently
better explain the observations.
error in the calculation of the misfit we have
‖W1/2χ (Gm− d+ )‖ ≤ ‖W1/2χ (Gm− d)‖+ ‖W1/2χ ‖ (B.1)
Now in order to find ‖W1/2χ ‖ we draw N realizations of it (∗) assuming each of its components
follow a Normal PDF with 0 mean and 1 cm standard deviation. For each realization of the vector
∗ we calculate the norm ‖W1/2χ ∗‖ . Then we approximate the error of the misfit norm as,
‖W1/2χ ‖ ≈ E∗ + 2σ∗ (B.2)
where
E∗ =
1
N
N∑
i=1
‖W1/2χ ∗i ‖, and σ∗ =
√√√√ 1
N − 1
N∑
i=1
(
‖W1/2χ ∗i ‖ − E∗
)
(B.3)
Then, the half length of the error bars is obtained from the estimation of ‖W1/2χ ‖ in Figure B.2.
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Appendix C
Equations for Rigid Motion on the
Sphere from Cox and Hart
To account for the variability in background plate velocity due to the plate interface extension, we
calculate the plate kinematics using the Euler vector describing the relative motion between Nazca
and South-American plates . Here we summarize the equations in Cox and Hart (1986) used to
calculate the instantaneous local velocity V = (Vn, Ve, Vu) given the Euler vector E describing the
plate motion and the point P where the velocity is being calculated. The local plate velocity in
global coordinates can be defined as:
V =
(
ωEˆ
)
∧ (R⊕P) (C.1)
where ω is the amplitude of the plate’s angular velocity (angle must be in radians), Eˆ is the nor-
malized Euler vector describing the plate motion, R⊕ is the radius of the earth (6370 km) and Pˆ is
the point (on a unit sphere) where the local plate velocity is being calculated. In an earth centered
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coordinate system we have,
Eˆ = (Ex, Ey, Ez) (C.2)
Ex = cos(λE)cos(φE) (C.2a)
Ey = cos(λE)sin(φE) (C.2b)
Ez = sin(λE) (C.2c)
Pˆ = (Px, Py, Pz) (C.3)
Px = cos(λP )cos(φP ) (C.3a)
Py = cos(λP )sin(φP ) (C.3b)
Pz = sin(λP ) (C.3c)
where λE , φE and λP , φP are the latitude and longitude of the Euler pole , and of the point on the
surface of the spherical Earth. The local plate velocity in the Earth centered coordinate system can
be calculated by replacing (C.2) and (C.3) into (C.1), obtaining
V = ωR⊕νˆ (C.4)
where,
νˆ = (νx, νy, νz) (C.5)
νx = EyPz − PyEz (C.5a)
νy = EzPx − PzEx (C.5b)
νz = ExPy − PxEy (C.5c)
Now we need to transform the local plate velocities expressed in an Earth centered coordinate
149
system to a local coordinate system (North, East, Down) with origin at the point where the plate
velocities are being calculated. The transformation is defined by the matrix T, which defines a
linear transformation between from (x,y,z) to (n,e,d) coordinate systems,
T =

Tnx Tny Tnz
Tex Tey Tez
Tdx Tdy Tdz
 =

−sin(λP )cos(φP ) −sin(λP )sin(φP ) cos(λP )
−sin(φP ) cos(φP ) 0
−cos(λP )cos(φP ) −cos(λP )sin(φP ) −sin(λP )
 (C.6)
where each row correspont to the unit vectors defining the local reference frame < nˆ, eˆ, dˆ >. Thus,
the velocity in the local reference frame can be obtained as,
Vlocal = [T ] ·V
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Appendix D
An Interpretation of the Apparent
Coupling Probability
The philosophy behind the work in Chapter 5 is to provide a robust Bayesian inverse methodology
that allows us to overcome all the caveats inherent to classical optimization approaches in order to
fully characterize the apparent coupling on the megathrust by sampling all the possible solutions
of the inverse problem. We provide an interpretation of such ensemble of solutions in terms of
the spatial distribution of the probability of apparent coupling. The ensemble of solutions (or its
interpretation) may now be used in any subsequent geophysical or engineering application requiring
a priori knowledge on the apparent plate coupling. Nevertheless, for those applications that need
to use our estimates of apparent coupling to feed deterministic models, we propose an apparent
coupling model that, while it is not a solution of the posed inverse problem, it explains the mean of
the posterior estimates of the corrected crustal velocity field.
Recall that we are solving the linear problem
G ·m = d = dobs − drot (D.1)
where G is the matrix with the kernels that relate the apparent coupling with the GPS velocities, m
(mi ∈ [0, 1]) is the apparent coupling at each patch of the plate interface and d is the GPS velocities
with the reference frame correction.
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Instead of solving the linear system, we represent m using the coupling state Cs defined in eq
(5.1), turning it into a non-linear inverse problem, but with a much lower number of parameters.
Also, Cs imposes a correlation in depth for the apparent coupling and restricts its possible values to
mi ∈ {0, 1}. After sampling process, we ask what is the probability for a patch of the plate interface
to have an apparent coupling equal to 1 (PC = P (mi = 1)).
Now let us forget about our nonlinear parameterization form and focus on the samples obtained
for m during the inversion. Let m˜ = {m˜{k}}Nsk=1 be the set of such samples (Ns is the number of
samples).
Now, by observing our inversion results in figure (5.9), we can see that the mean posterior GPS
velocity explain well the corrected GPS data. Now using the samples m˜ we would like to find an
apparent coupling model that predicts the mean posterior predictions d¯. We have,
d¯i =
1
Ns
Ns∑
k=1
d˜
{k}
i
=
1
Ns
Ns∑
k=1
(
G · m˜{k}
)
i
=
1
Ns
Ns∑
k=1
Np∑
j=1
Gijm˜
{k}
j
=
Np∑
j=1
Gij
1
Ns
Ns∑
k=1
m˜
{k}
j (D.2)
recall that
Pc(mj) = P (mj = 1) =
1
Ns
Ns∑
k=1
m˜
{k}
j (D.3)
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now by making the substitution,
⇒ d¯i =
Np∑
j=1
GijPc(mj)
⇒ d¯ = G · Pc(m) (D.4)
Therefore, if we choose an apparent coupling distribution that has the same value as the prob-
ability of apparent coupling, the GPS velocity prediction is equal to the mean of the corrected a
posteriori observations obtained during sampling. Further analysis is required to estimate the un-
certainties of this particular spatial distribution of apparent coupling (recall that it is not a solution
of the posed inverse problem), but such estimation is out of the scope of this work.
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