Abstract. This paper deals with the homogenization of a mixed boundary value problem for the Laplace operator in a domain with locally periodic oscillating boundary. The Neumann condition is prescribed on the oscillating part of the boundary, and the Dirichlet condition on a separate part. It is shown that the homogenization result holds in the sense of weak L 2 convergence of the solutions and their flows, under natural hypothesis on the regularity of the domain. The strong L 2 convergence of average preserving extensions of the solutions and their flows is also considered.
Introduction
This paper is concerned with the homogenization of a boundary value problem for the Laplace operator on a domain in R 2 with locally periodic oscillating boundary. Specifically, the domain is given by Ω ε = x ∈ R 2 : 0 < x 1 < 1, 0 < x 2 < η x 1 ,
where η is a positive Lipschitz continuous function which is periodic in the second variable, and ε is a small parameter (see Figure 1 (a)). On the oscillating part of the boundary the Neumann condition is prescribed, and on a separate part the Dirichlet condition, and the data are assumed to be L 2 . We are interested in the asymptotic behavior of the solutions u ε to the boundary value problem, and their flows, as ε tends to zero.
Domains with oscillating boundaries have attracted particular interest in the case where the domain is thin, that is to say when homogenization and dimension reduction may take place. This is natural in the mathematical physics program of the derivation of lower-dimensional theories from three-dimensional (see e.g. [14] ). There is a rich literature on thin heterogeneous domains (see [41, 6, 7] and the references therein). Asymptotic analysis in thin domains with locally periodic oscillating boundary was conducted in [20, 26, 38, 18, 5, 3, 6, 43] .
Domains with oscillating boundaries in the case where the domain is not thin, appears to have attracted a bit less attention. There are many works on homogenization in periodically oscillating domains with pillar type oscillations of fixed amplitude where the cross-section of each pillar is constant in the vertical (normal) direction. For the literature on pillar type oscillations, we refer to [25, 39, 29] and the references therein. Oscillating domains with non-uniform cylindrical pillars, that is when the cross-sections of the pillars are varying in the vertical direction have been considered in [27, 37, 1, 35] . In the mentioned works, the top boundary of the pillars have been assumed to be flat, that is the measure of the cross-section of each pillar at the maximum height is assumed to be positive, and also the base of each pillar assumed to be flat. There are few works on non-flat top boundaries, and [19, 2] stand out. In [19] , the authors restrict the boundary graph functions to be smooth, periodic, and to have a unique maximum in each period. In [28] , the authors consider an oscillating domain without explicit periodicity assumption and the base of each uniform pillar is allowed to be non-flat. Locally periodic flat pillar type domains were considered in [24] , with respect to width and height.
In this paper, the oscillating domain Ω ε is a bounded region of the epigraph of a locally periodic Lipschitz function η(x 1 , x 1 /ε), where η : [0, 1] × T → R, and ε is a small parameter. These assumptions on η ensure that the domain is connected and Lipschitz. In particular, the domain is not thin the direction normal to oscillation, and not of pillar-type, and no assumptions are made on the flatness, and no restrictions are put on the number of maxima η is allowed to attain in each period. Under these assumptions, the domain naturally becomes asymptotically disconnected (in the x 1 direction) between two curves, one that appears as a part of the limiting boundary and one that appears as an interior interface, as ε tends to zero. The assumptions on η guarantee that these curves are graphs of Lipschitz functions.
The expected influence of the domain oscillations on the asymptotic behavior of the solutions to the present boundary value problem is that since the Laplace operator is local and the periodicity of the domain makes a region asymptotically become non-connected in the x 1 direction, ∂/∂x 1 cannot be present in the homogenized equation in that region. This will show in the homogenized boundary value problem.
The result of this paper is the homogenization of the domain for the particular boundary value problem in which the heterogeneity is only in the domain. Three properties of homogenization are shown. Namely, (i) the weak L 2 convergence of the zero-extended solutions and their flows (Theorem 6.1), (ii) that the error of the zeroth approximation of the solutions and their flows converge strongly to zero in L 2 restricted to the oscillating domain (Theorem 7.1), and (iii) the strong L 2 convergence of average preserving extensions of the solutions and their flows (Theorem 8.1). In regard to (iii), in [19] another extension was used, while extension we use is the one used in [34, 24] .
The analysis methods we use are standard techniques of asymptotic analysis and homogenization in particular. The method of homogenization is outlined in [31] . The method of periodic unfolding is described in [21, 22, 23] , which is closely related to the notion of two-scale convergence [40, 4, 47] , a generalization of weak convergence. Some works in which the unfolding method was used extensively in problems with oscillating boundary are [16, 17, 24, 1] . The homogenized problem is of degenerate elliptic type, as will be described below (c.f. [19] ). The classical theory of Sobolev spaces for such is outlined in [32, 33] . For the method of asymptotic expansions we refer to [9, 11, 10, 42, 13, 44, 12, 45, 15, 8, 36] .
The rest of this paper is organized as follows. The problem statement and the results are presented in Section 2. The homogenized problem is derived using formal asymptotic expansions of the solutions in Section 3. In Section 4, an example is provided that shows that the first term in the asymptotic expansion to u ε may be globally regular even in a degenerating case. In Section 5, the mean value property for the periodic unfolding is presented, adjusted to the present problem. The homogenization result of weak convergence of the solutions and their flows is established in Section 6. In Section 7, the convergence of energy is shown. In Section 8, the strong convergence of the extended solutions and their flows using average preserving extensions is shown. A numerical example, illustrating the rate of convergence is presented in Section 9.
Problem statement and results
In this section we state the boundary value problem and present the results. With strictly positive Lipschitz η : [0, 1] × T → R, the sequence of Lipschitz domains with periodically oscillating boundaries is for each ε = 1/k, k = 1, 2, . . ., defined by
Here, T denotes the one-dimensional torus realized with unit measure.
be the sequence of solutions to the following mixed boundary value problem:
where Ω ε ⊂ Ω. Here ν denotes the outward unit normal to the domain, and H 1 (Ω ε , Γ) the functions in H 1 (Ω ε ) with zero trace on Γ = (0, 1)×{0}. Our goal is to describe the asymptotic behavior of the solutions u ε to (1) as ε tends to zero.
The solutions u ε will be approximated in terms of the solution u 0 to the homogenized problem:
[u] = 0 on Γ − ,
where the coefficients A 0 , the domain Ω, and the interior interface Γ − are defined as follows. The brackets [·] denote jump over Γ − . In terms of the Lipschitz functions
is separated into the regions
with interior interface Γ − = ∂Ω − ∩ ∂Ω + . An illustration of Ω, with the regions Ω + and Ω − , and the interface Γ − , indicated is shown in Figure 1(b) , corresponding to the domain Ω ε in Figure 1 (a). Let h denote what we call the density of Ω ε in Ω:
The effective matrix is
In Ω − the density is h = 1. The assumption that η is strictly positive ensures that the segment Γ = (0, 1)× {0} is separated from the graph of η(x 1 , x 1 /ε), so Ω − is a nonempty connected Lipschitz domain. The subdomains Ω + and Ω − have been chosen such that Ω + covers the periodic region of Ω ε , and Ω + is of positive measure if η(x, y) is nonconstant in y for at least one x. Denote by L 2 (Ω, h) the Lebesgue space {v : Ω v 2 h dx < ∞}, and W (Ω, Γ) the Sobolev space
The homogenized problem (2) has a unique solution u 0 ∈ W (Ω, Γ). We will first establish the homogenization of (1), that is the convergence of the solutions u ε and their flows ∇u ε to the solution u 0 to the homogenized problem (2) and its flow A 0 ∇u 0 . Let u ε ∈ H 1 (Ω ε , Γ) be the solutions to (1), and let u 0 ∈ W (Ω, Γ) be the solution to (2) . In Theorem 6.1, it is shown that
as ε tends to zero. Here tilde denotes extension by zero. At this point we know that there will be oscillations in u ε in the upper part Ω + due to the periodicity of Ω ε , while no oscillations in the lower part Ω − due to the compact embedding of
. Moreover, we cannot at this point exclude the possibility of oscillations in the solutions u ε due to something else, as the above weak convergences may be expressed as weak unfolding or two-scale convergence. A next step is to check whether the strong unfolding convergence (or strong two-scale convergence) holds for the solutions u ε and their flows, as it would rule out the possibility of oscillations due to something else than the periodicity of the domain.
The weak convergence of the zero extensions in the upper part Ω + cannot be strong, unless the limit is zero. To this end we first describe the error measured in the oscillating domain. Not only are the unfoldings of the solutions u ε and their flows strongly converging, ruling out any oscillations due to something else then the periodicity in the domain, but also there are no oscillations.
For u ε the solutions to (1) and u 0 the solution to (2), in Theorem 7.1 it is shown that
Turning back to the question of homogenization, there is an extension of the solutions u ε and their flows for which strong convergence holds in L 2 (Ω), which settles the question about oscillations.
For u ε the solutions to (1) and u 0 the solution to (2), in Theorem 8.1 it is shown that when the functions are extended in a way preserving their average (c.f. [34, 24] ),
as ε tends to zero, when ∼ m denotes the particular extension ( (18), (19) in Section 8).
Asymptotic expansions for the solutions
To derive the homogenized equation (2) for the solutions u ε to the equation
asymptotic expansions may be used, in the form of a formal power series in the small parameter ε. In the problem (3), in the periodic region Ω ε + of the domain Ω, ε represents both the periodicity in the x 1 direction, as well as the order of magnitude of the widths of the pillars with homogeneous Neumann condition on their sides. In the fixed region Ω − of the domain, ε represents the periodicity on the interface Γ − .
The above reasoning leads us to consider the following Bakhvalov ansatz for inner expansion in the periodic region Ω ε + :
where u i + are assumed to be periodic in y. Let χ(x, y) denote the characteristic function of the set
Then the characteristic function of Ω ε is
We write (3) in the homogeneous domain Ω as follows:
With the ansatz (4),
A substitution of (4) into (5) and collecting similar powers of ε result in the following equations for the initial powers of ε:
The equation for power ε −2 suggests that u 0 + is independent of y. Viewing the above equations as definitions of u i + in T with x as a parameter, the compatibility condition for u 2 + may be read off from the ε 0 equation:
where
the compatibility condition is
The equation (6) is the homogenized equation for u ε in the periodic part Ω + of Ω.
In the fixed region Ω − of the domain, the equation (3) reads
Consider the following ansatz for inner expansion in the fixed region Ω − :
where u i − are assumed to be periodic in y. With the ansatz (8),
A substitution of (8) into (7) and collecting similar powers of ε result in the following equations for the initial powers of ε:
The equation for power ε −2 suggests that u 0 − is independent of y. By the periodicity of u (1, 2) , Ω − = (0, 1) × (0, 1), and the interface is Γ − = (0, 1) × {1}. In Figure 2 , illustrations of the domains Ω ε and Ω are shown. In this case,
and
The solution to the homogenized problem (2) is
in Ω − .
In particular, u 0 ∈ H 1 (Ω) and it has continuous gradient over the interface Γ − . 
Periodic unfolding
The only apparent possible cause of oscillations in the solutions to (1) and their flows is the periodicity in the domain, in the x 1 direction. For the study of these oscillations we will use periodic unfolding.
The periodic unfolding at rate ε of a function v :
where [·] denotes the integer part, where v is extended by zero when necessary. Using this change of variables for the periodic coefficient χ Ω ε + in (1), the characteristic function of the region of Ω ε where coefficients are periodic,
, the characteristic function of the domain
There holds
The property (9) is the strong unfolding convergence of the sequence and it is useful in the passage from periodic domain to a fixed domain in integrals. It expresses that χ Ω ε + converges weakly in L p (R 2 ) while not strongly, and that the oscillation spectrum of the sequence belongs to the integers if not empty. To obtain (9) one uses the almost everywhere pointwise convergence of χ Ω ε u to χ Ωu and the Lebesgue dominated convergence theorem, or views it as a consequence of Lemma 5.1 below.
The cost of replacing in integrals the ε depending unfolded domain Ω ε u with the fixed domain Ω u is described by the following lemma.
as ε tends to zero.
, the discrepancy can be computed as follows:
The differences Ω ε u \ Ω u and Ω u \ Ω ε u are contained in some strip of measure O(ε):
where C may be chosen independent of ε by the Lipschitz continuity of η and
Then by the Hölder inequality,
which gives (i).
The estimate in (ii) follows from (i) and the density of
Homogenization
In this section we establish the homogenization of problem (1) to (2) in the sense of weak convergence of the solutions and their flows. The method we use is the unfolding Lemma 5.1 to pass to the fixed domain Ω u , and the weak compactness in L 2 (Ω u ) to characterize the asymptotic behavior of u ε .
Theorem 6.1. Let u ε ∈ H 1 (Ω ε , Γ) be the solutions to (1), and let u 0 ∈ W (Ω, Γ) be the solution to (2). Then
as ε tends to zero, where ∼ denotes extension by zero.
The convergence of the flows in Theorem 6.1(ii) means that u ε converges weakly to u 0 in H 1 (Ω − , Γ), and strongly in L 2 (Ω − ) by the Relich theorem.
Lemma 6.1. For any ε = 1/k, k = 1, 2, . . ., there exists a unique solution u ε ∈ H 1 (Ω ε , Γ) to (1). For the solutions u ε , the following a priori estimate holds:
Proof. The variational form of (1) 
for all ψ ∈ H 1 (Ω ε , Γ). By the Hölder and Poincaré inequalities, the left hand side in (10) is an inner product on H 1 (Ω ε , Γ). The right hand side in (10) is a bounded linear functional on H 1 (Ω ε , Γ). The Riesz theorem guarantees the existence of a unique solution u ε ∈ H 1 (Ω ε , Γ). Using u ε as a test function in (10), the Cauchy-Schwarz inequality gives
from which the desired a priori estimate is obtained.
Lemma 6.2. For the sequence of solutions u ε to (1), the following a priori estimates hold for the unfolded sequences:
Proof. A split of the variational form (10) of problem (1) into the periodic Ω ε + and the fixed Ω − reads
After unfolding Ω ε + and using Lemma 5.1 one arrives with ψ ∈ H 1 (Ω ε , Γ) at
The desired estimates follow by using u ε as a test function, and the Poincaré inequality.
Regarding the function space W (Ω, Γ) associated to the homogenized problem (2). In the cover Ω + of the periodic region of Ω ε , the H 1 (Ω) ellipticity of the operator to the homogenized problem (2) may be violated. For
in Ω + , |ξ| 2 in Ω − , and h(x) tends to zero as x approaches M = {x : h(x) = 0}, which might be nonempty. The properties Proof. The variational form of (2) is: Find u 0 ∈ W (Ω, Γ) such that
for all ψ ∈ W (Ω, Γ). The Hilbert space structure on W (Ω, Γ) has been chosen such that
By the Hölder and Poincaré inequalities, the left hand side of (12) defines an inner product on W (Ω, Γ). The right hand side of (12) is a bounded linear functional on W (Ω, Γ). By the Riesz theorem, there exists a unique u 0 ∈ W (Ω, Γ) satisfying (12) .
Proof of Theorem 6.1. From Lemma 6.1 and Lemma 6.2 we have the following a priori estimates for the solutions u ε to problem (1) and their unfoldings:
By weak compactness, there exist u
, and a subsequence of ε which we still denoted by ε, such that
where the equality of second component of the weak limit of T ε ∇u ε and
, and the independence of u 0 on y, follow from the boundedness of the sequences and
Claim 1: The average of p in y is zero:
Information about p may be obtained by using oscillating test functions in the equation for u ε (c.f. [36, 46] ). The prototype ϕ ε = εφ(x){x 1 /ε}, with φ ∈ C ∞ 0 (Ω + ) and {·} denoting fractional part, would serve the purpose in view of (11) because
As ϕ ε are not necessarily continuous on Ω ε + , appropriate shifts are introduced as follows. Note that
Replace x ε k = kε with a grid where the graphs of η(x 1 , x 1 /ε) and η − (x 1 ) are close:
Let φ ∈ C ∞ 0 (Ω + ). Then with x ε k as in (16),
by the Lipschitz continuity of η − , and φ is compactly supported. With ϕ ε given by (16), (17) as test functions in the equation (11) for u ε , and using that
obtains in the limit
which gives the first claim.
Claim 2: u 0 ∈ W (Ω, Γ) and solves the homogenized problem (2).
To verify that u 0 ∈ W (Ω, Γ) is suffices to check that u
, the weak continuity of the trace gives u
as ε tends to zero. Thus
It follows that u
, for by the Lipschitz continuity of η − ,
By passing to the limit in the variational form (11) of problem (1) with ψ ∈ C ∞ (Ω, Γ), using the weak convergence of u ε , T ε u ε , T ε ∇u ε (13)- (15), and that p is of average zero in y, one obtains that u 0 satisfies (12), the variational form of (2), as ε tends to zero, by the density of C ∞ (Ω, Γ) in W (Ω, Γ).
The uniqueness of the solution u 0 to the homogenized problem (2) ensures that the full ε sequences (13)-(15) converge.
The weak limit of a sequence is obtained from the weak unfolding limit (weak two-scale limit) by taking the average over the cell of periodicity. Because T ε u ε converges weakly to u 0 , and u 0 does not depend on y,
weakly in L 2 (Ω + ), as ε tends to zero. It follows that u ε hu 0 weakly in L 2 (Ω), as ε tends to zero.
By the same property of weakly converging unfolding, as was used in the previous paragraph, and that p is of average zero in y,
weakly in L 2 (Ω + ), as ε tends to zero. It follows that ∇u ε A 0 ∇u 0 weakly in L 2 (Ω), as ε tends to zero.
Justification
In this section it is shown that the error in approximating the solutions u ε to (1) and their flows with the solution u 0 to the homogenized problem (2) and its flow tends to zero, measured in L 2 (Ω ε , h). The method we use is the convergence of energy.
Theorem 7.1. Let u ε ∈ H 1 (Ω ε , Γ) be the solutions to (1), and let u 0 ∈ W (Ω, Γ) be the solution to (2) . Then
Proof. By the weak convergence of u ε , T ε u ε , T ε ∇u ε (13)- (15), the property that sum of lim inf is less than or equal to lim inf of sum, using that u ε , u 0 solve (11), (12),
It follows that each weak convergence in (13)- (15) is strong, and p = 0. The convergence in (i) and (ii) then follow from Lemma 5.1(ii).
As T ε ∂u ε ∂x 1 tends to zero strongly in L 2 (Ω u ), the proof of Theorem 7.1 shows that
as ε tends to zero, which justifies the first term in the asymptotic expansion.
Average preserving extension
In this section we prove the homogenization Theorem 6.1 for an average preserving extension (see [34, 24] ). The method we use is the strong unfolding convergence obtained in the proof of Theorem 7.1, which is stated explicitly in the form of Lemma 8.1 below.
Let the local average of a function v in the x 1 direction over Ω ε + be denoted by
where m ε (v)(x) is set to zero at points where h(x) = |Y (x)| = 0. The average preserving extension is defined by
For v ∈ H 1 (Ω ε ), m ε (v) and m ε (∇v) are well-defined, using the Sobolev space property that v has a representative that is absolutely continuous on almost all line segments parallel to the coordinate axes and with square integrable partial derivatives. In particular, v belongs to H 1 ({(t, x 2 ) : t ∈ R} ∩ Ω ε + ) for almost all x 2 of relevance.
be the solutions to (1), and let u 0 ∈ W (Ω, Γ) be the solution to (2) . Then
as ε tends to zero, where ∼ m denotes the extension (18), (19) .
In the proof of Theorem 7.1, the following strong convergence of the unfolded sequences were obtained, which in terms other than unfolding means that the oscillation spectrum of the sequences belong to the integers if not empty, and that the sequences converge strongly two-scale.
Proof of Theorem 8.1. Because the extension does not alter the functions u ε in Ω − , the Ω − parts of (i) and (ii) are included in Theorem 7.1. In Ω + , by definition,
The first term on the right hand side tends to zero as ε tends to zero according to Theorem 7.1. The second term may be estimated as follows. Because u 0 is independent of y, and T ε u ε converges to u 0 strongly in L 2 (Ω u ), by Theorem 6.1 and Lemma 8.1(i), the Hölder inequality gives
as ε tends to zero, which gives part (i). Part (ii) is obtained by repeating the above two steps for the components of ∇u ε in place of u ε , using the second parts of Theorem 7.1 and Lemma 8.1.
Numerical example
To illustrate the rate of convergence in Theorem 6.1, we consider the following example. Let u ε be the solutions to (1) with f = 1 and η(x, y) = (1 + x cos(4πx))(1 + sin(2π(x + y))/2).
Then h = 1 on the graph Γ − of η − , and h = 0 on the graph of η + . The domains Ω ε and Ω are illustrated in Figure 1 . The solutions u ε , u 0 to the problems (1), (2) are approximated by means of the finite element method using piecewise linear Lagrange elements. The numerical approximations are denoted by u ε s , u 0 s . The numerically measured rate of convergence for the approximation in Theorem 6.1, are illustrated in Figure 3 , obtained using the numerical tool FreeFEM [30] . The data points were obtained using the values of ε and the number of degrees of freedom given in Table 1 .
We observe that the rate of convergence in for u ε appears to be close to ε 3/4 , and for ∇u ε close to the classical ε 1/2 , or slightly worse, for zeroth approximation measured in L 2 (Ω ε , h) for the selected values of ε. Table 1 . The numerically measured errors for the approximation in Theorem 6.1, rounded to three significant digits. The number of degrees of freedom, rounded to two significant digits, is abbreviated to dof. The row ε = 0 is for the numerical solution u 0 s to the homogenized problem.
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