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従来の区間値を使用したクラスタリングでは Gowda‐Diday dissimilarity measure やIchino‐
Yamaguchi dissimilarity measure, the generalized Minkowski distance, Housdorff distane が伝






 X=[\underline{X}, \overline{X}]=\{x\in R:X\leq x\leq\overline{X}\} (2.1)
ただし,  a\in R に対して,
 a=[a, a]
とする.区間値の集合は
 K=\{[\underline{X}, \overline{X}]:\underline{X}, \overline{X}\in R, 
\underline{X}\leq\overline{X}\} , (2.2)
 K^{p}=\{[\underline{X}_{1}, \overline{X}_{1}], , [X_{p}, \overline{X}_{p}] :
X_{j}, \overline{X}_{j}\in R, \underline{X}_{\dot{j}}\leq\overline{X}_{j}, j=1, 
,p\} (2.3)
で表される.以降は単純のため,  K=K^{1} とする.次に,区間値の基本算法 [3] を載せる.
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定義1.  *\in\{+, -, \cross\} を実数の集合における二項演算子,加えて  X,  Y\in K,  \lambda\in R としたとき,
 X*Y=\{x*y:x\in X, y\in Y\} (2.4)
 \lambda X=\{\lambda x:x\in X\} , (2.5)
 |X|=\{|x|:x\in X\} (2.6)
 \sqrt{x}= {面  :x\in X },  \underline{X}\geq 0 (2.7)
とする.
 X,  Y\in K,  \lambda\in R に対して,  X=[\underline{x}, X],  Y=LY,  X] と置くと,定義1より
 X+Y=[\underline{X}+\underline{Y}, \overline{X}+\overline{Y}] (2.8)
 \lambda X=\{\begin{array}{l}
[\lambda\underline{X}, \lambda\overline{X}], \lambda\geq 0
{[}\lambda\overline{X}, \lambda\underline{X}], \lambda<0
\end{array} (2.9)
 X-Y=[\underline{X}-\overline{Y}, \overline{X}-\underline{Y}] (2.10)
 |X|=\{\begin{array}{ll}
[\underline{X}, \overline{X}],   \underline{X}, \overline{X}\geq 0
{[}0, \max\{-\underline{X}, \overline{X}\}],   \underline{X}<0<\overline{X}
{[}-\overline{X}, -\underline{X}],   \overline{X}\leq 0
\end{array} (2.11)
 \sqrt{X}=[\sqrt{\underline{X}}, \sqrt{\overline{X}}], \underline{X}\geq 0 (2.12)
が導かれる.上記から得られる算法を以下に定理として明示する.




 \lambda, \mu\geq 0\Leftrightarrow(\lambda+\mu)X=\lambda X+\mu X (2.16)
 \lambda(X+Y)=\lambda X+\lambda Y (2.17)
 (\lambda\mu)X=\lambda(\mu X) (2.18)
lX  =X (2.19)
 |X|=\{0\}\Leftrightarrow X=\{0\} (2.20)
 |\lambda X|=|\lambda||X| (2.21)
が成り立つ.
本研究では区間値間の順序関係について  X=[\underline{x}, X]\in K,  Y=[Y, \overline{Y}]\in K に対して
 \underline{X}\leq\underline{Y}, \overline{X}\leq\overline{Y}\Leftrightarrow 
X\leq Y (2.22)
とする.このとき  (K, \leq) は半順序集合であることは明らかである.この順序関係に関する基本的
な算法を定理2として提示する.
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定理2. X,  Y,  Z,  W\in K,  \lambda\in R に対して
X  \leq Yarrow X+Z\leq Y+Z (2.23)
X  \leq Y,  Z\leq Warrow X+Z\leq Y+W (2.24)
 \lambda\geq 0, X\leq Yarrow\lambda X\leq\lambda Y (2.25)




定義2 (Moore et  a1.[3] ) .  X\in K に対し,
 X^{2}=X\cross X . (2.28)
定義3 (Moore et  a1.[3] ) .  X\in K に対し,
 X^{(2)}=\{x^{2}:x\in X\} . (2.29)
定義2は定義1を,そのまま適用したものであり,定義3は2乗を関数として捉えたものであ
る.この2つの定義から得られる各値は等しくなるとは限らないことが既に知られている.例え
ば,X  =[-1,1] の場合,  X^{2}=[-1,1]\neq X^{(2)}=[0,1] となる.これらの2乗の定義と絶対値の定
義から得られる特徴を以下に示す.
命題1. X  \in K に対して以下が成り立つ.
 |X|^{2}=|X|^{(2)}, |X|^{2}=|X^{2}| , (2.30)
 |X|^{(2)}=|X^{(2)}|=X^{(2)} , (2.31)
 \sqrt{X(2)}=|X| , (2.32)
 \sqrt{X(2)}=\sqrt{X^{2}}=|X|, X\geq 0 . (2.33)
3 区間値距離
 d を実数  x\in R の実数値関数とする.区間値  x\in X,  X\in K の  d における像は
 d(x)=\{d(x) :x\in X\}
と表される [3]. この関数  d\ovalbox{\tt\small REJECT}こ距離関数を適用することで得られる入力と出力を共に区間値を取る
区間距離関数を定義する.本研究では Ward 法を扱うため,  d に平方ユークリッド距離を適用した
ものを使用する.
定義4 (ユークリッド平方区間値距離  A,  B ) .  D_{2}^{2} :  K^{p}\cross K^{p}arrow K,  D_{2}^{(2)} :  K^{p}\cross K^{p}arrow K とし,
 X=  (X_{1} , X_{p})\in K,  Y=(Y_{1} , Y_{p})\in K^{p} に対して
 D_{2}^{2}( X, Y)=\sum_{k=1}^{p}|X_{k}-Y_{k}|^{2} (3.1)
をユークリッド平方区間値距離  A,
  D_{2}^{(2)}(X, Y)=\sum_{k=1}^{p}|X_{k}-Y_{k}|^{(2)} (3.2)





定義5 (区間平均値).X  =(X_{1} , X_{p})\in K^{p} に対して,
 E( X)=\frac{1}{p}\sum_{i=1}X_{i}p (4.1)
をXの区間平均値という.
定義6. X  =  (X_{1} , X_{p})\in K^{p} に対して,
 V_{1}(X)= \frac{1}{p}\sum|X_{i}-E(X)|^{2} , (4.2)
 V_{2}(X)= \frac{1}{p}\sum|X_{i}-E(X)|^{(2)} , (4.3)
 V_{3}(X)= \frac{1}{p}\sum(X_{i}-E(X))^{2} , (4.4)
 V_{4}(X)= \frac{1}{p}\sum(X_{i}-E(X))^{(2)} (4.5)
とし,それぞれを Xの区間分散  A , 区間分散  B, 区間分散  C, 区間分散  D という.
区間分散  A,  B は通常の分散の定義式を元にしていないことに注意する.
定義7.  s=  (s_{1} , s_{p})\in K^{p} に対して,  \sqrt{V(s)} を  s の区間標準偏差と呼ぶ.
区間分散  A,  B,  C,  D 間の関係については以下が成り立つ.
命題2.  X=  (X_{1} , X_{p})\in K^{p} に対して,  V_{1}(X)=V_{2}(X)=V_{4}(X) が成り立つ.
よって,命題1, 2より
 D_{2}^{(2)}( X, Y)=\sum_{k=1}^{p}|X_{k}-Y_{k}|^{(2)}
 = \sum_{k=1}^{p}(X_{k}-Y_{k})^{(2)}
が成り立つことから,定義3を使用することにより,平方ユークリッド区間値距離は通常の偏差
平方和を区間値で考えたものと一致することがわかる.以降は平方ユークリッド区間値距離  B を
使用する.
5 区間 Ward 法
本研究では区間値の順序関係は半順序のみを扱うため,以下に示す極小を使用する.
定義8.  \chi\subset K,  X\in\chi であるとき,Xが  \chi の極小要素であるとは,
 Y\leq X, Y\in\chiarrow Y=X
であるときを言う.  \chi の極小要素全ての集合を  {\rm Min}\chi と表す.
23
クラスターの集合を  \mathcal{G}=\{G_{1} , ,  G繍と表記する.このとき個体は  \alpha\in K^{p},  \alpha\in G_{i},  i=
 1 , ,  k とする.クラスター  G_{g} に属する個体数を  n_{g} とすると,全体の個体数は  n= \sum_{g=1}^{k}n_{g} と
なる.本研究では区間値を用いた Ward 法を2種類 (区間 Ward 法‐A, 区間 Ward 法‐B) 提示す
る.最初に,区間値による偏差平方和を使用する区間 Ward 法‐A を示す.
偏差平方和を
ESS  (G_{g})= \sum_{\alpha\in G_{g}}D_{2}^{(2)}(\alpha, E(G_{g}))
とする.ここで,  E(G_{g})=(E(\alpha_{1,1}, \cdots, \alpha_{n_{g},1}), \cdots, E(\alpha_{1,p}, 
\cdots, \alpha_{n_{g},p})),  \alpha_{i}=(\alpha_{i,1}, \cdot\cdot , \alpha_{i_{P}},),  i=
 1 , ,  n_{g} とする.クラスター  G_{f}\in \mathcal{G} と  G_{g}\in \mathcal{G} の問の非類似度を以下で定義する.
 D_{2a}(G_{f}, G_{g})=ESS(G_{f}\cup G_{g})-ESS(G_{f})-ESS(G_{g}) (5.1)
この,クラスター問の非類似度として (5.1) を使用する方法を区間 Ward 法‐A と呼ぶ.区間Ward
法‐A は通常の偏差平方和の式を利用した ESS  (\cdot) を使用しておりデータが間隔尺度の場合は基本
算法の延長となることに注意する.よって,区間 Ward 法‐A は通常の Ward 法と同様の解釈で計
算出来る.しかし,非類似度の計算において区間値の減算が行われているため非類似度の下限は
 0 以下の値を取ることに注意する.
非類似度の下限が必ず  0 以上の値を取る方法として,以下の区間 Ward 法‐B を合わせて示す.
 x=  (x_{1} , x_{m})^{T},  y=(y_{1} , y_{n})^{T},  x_{i},  y_{j}\in R^{p},  i=1 , ,  m,  j=1 , ,  n とし,




とする.  G_{f}=\{X_{1}, , X_{m}\},  G_{g}=\{Y_{1}, , Y_{m}\},  X_{i},  Yj\in K^{p},  i=1 , ,  m,  j=1 , ,  n が与
えられたとき,
 \triangle(G_{f}, G_{g}) (5.3)
 =\{f_{mn}(x, y);x_{i}\in X_{i}, i=1, , m, y_{j}\in Y_{j}, j=1, , n\} (5.4)
とする.  \triangle(G_{f}, G_{g}) が取りうる範囲を非類似度
 D_{2b}(G_{f}, G_{g})=[ \min A(G_{f}, G_{g}), \max\triangle(G_{f}, G_{g})] (5.5)
と定義する.非類似度  D_{2b}(G_{f}, G_{g}) を使用した手法を区間 Ward‐B と呼ぶ.この非類似度は
  \min f_{mn}(x, y) (5.6)
 s .  t .  x_{i}\in X_{i},  y_{j}\in Y_{j},  i=1 , ,  m,  j=1 , ,  n (5.7)
と
  \max f_{mn}(x, y) (5.8)
 s .  t .  x_{i}\in X_{i},  y_{j}\in Y_{j},  i=1 , ,  m,  j=1 , ,  n (5.9)
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を解くことで得られる.  f_{mn}(x, y) は [2] より平均値ベクトル  \mu_{G_{f}},  \mu_{G_{g}} による式に変形できること
から,問題 (5.6) と (5.8) はそれぞれ,
  \min\frac{mn}{m+n}(\mu_{G_{f}}-\mu_{G_{g}})(\mu_{G_{f}}-\mu_{G_{g}})^{T} (5.10)
 s .  t .  \mu_{G_{f}}\in E(G_{f}),  \mu_{G_{g}}\in E(G_{g}) (5.11)
と
  \max\frac{mn}{m+n}(\mu_{G_{f}}-\mu_{G_{g}})(\mu_{G_{f}}-\mu_{G_{g}})^{T} (5.12)
 s .  t .  \mu_{G_{f}}\in E(G_{f}) ,  \mu_{G_{g}}\in E(G_{g}) (5.13)
になり,決定変数の数は個体数に依存しない.(5.10) と (5.12) は半正定値問題であることに注意
する.
これらの区間 Ward 法‐A と区間 Ward 法‐B を使用したアルゴリズムを具体的に示す.単純のた
め,  D\in\{D_{2a}, D_{2b}\} とする.
Sl 初期設定として個々の個体をクラスターとする.すなわち,
 G_{i}:=\{i\}, i\in N
とし,  k:=n , つまり,クラスターの数は個体数とする.
S2非類似度極小のクラスター対を探して結合する.つまり,
 \chi:=\{D(G_{i}, G_{i'}):G_{i}, G_{i}\in \mathcal{G}, G_{i}\neq G_{i'}\}
とし,  D(G_{g}, G_{r})\in{\rm Min}\chi となる  G_{g} と  G。を  \mathcal{G} から取り除き,  G'=G_{g}\cup G。を  \mathcal{G} に追加す
る.ここで  k:=k-1 とし,クラスターを1つ減らす.このとき  k=1 ならば終了する.こ
のときの結合するときの区間値距離  D(G_{g}, G_{r}) を結合レベルと呼ぶ.
S3全ての  G_{i}\in \mathcal{G},  G_{i}\neq G’についてクラスター間の非類似度を再計算し,S2に戻る.
ステップS2では極小を利用しているため,結合候補となるペアが複数存在することがある.本研
究ではその候補の中から結合するペアを決定する方法を以下に4つ設定した.
1.  {\rm Min}\chi が与えられたとき,  D(G_{g}, G_{r}) \in\arg\min\min X を満たす  G_{g} と  G_{r} を選ぶ.
 x\in{\rm Min}_{\chi}
2.  {\rm Min}\chi が与えられたとき,  D(G_{g}, G_{r}) \in\arg\min\max X を満たす  G_{g} と  G_{r} を選ぶ.
 x\in{\rm Min}_{\chi}
3.  {\rm Min}\chi が与えられたとき,  D  (G_{g}, G_{r}) \in\arg\min m(X) を満たす  G_{g} と  G_{r} を選ぶ.ここで
 x\in{\rm Min}_{\chi}
 X=(\underline{X}, \overline{X})\in K に対して   m(X)=\frac{1}{2}(X+\overline{X}) とする.
4.  {\rm Min}\chi の中からランダムに一つの元を選ぶ.














るクラスターを  G_{g} と  G_{r} とし,レベルを  D(G_{g}, G_{r}) とする.デンドログラムを作成する際
には上側と下側,それぞれどちらを  G_{g} もしくは  G_{r} とするのかは任意ではあるが,ここで
は  G_{g} を上側,すなわち矢印で表記するものとする.  n_{g}=1 である場合にはデンドログラム
作成の際,  D(G_{g}, G_{r}) の上限と下限の範囲で矢印を引く.このときの例を図2に示す.
 g
図2:  n_{g}=1 の例
次に  n_{g}>1 の場合を考える.このとき,  G_{g}=G_{k}\cup G_{l} とする.  D(G_{g}, G_{r}) の上限と下限
をそれぞれ  \overline{D(G_{g},G_{r})} と  D(G_{g}, G_{r}) とし,  D(G_{k}, G_{l}) の上限と下限をそれぞれ  \overline{D(G_{k},G_{l})} と
 D(G_{k}, G_{l}) とする.ここで,  D(G_{g}, G_{r})\leq D(G_{k}, G_{l}) のときは,  D(G_{g}, G_{r}) から  D(G_{k}, G_{l}) の
ノードまでの問を破線で繋ぐこととする.このケースを図3で示す.  D(G_{g}, G_{r})>D(G_{k}, G_{l})
‐‐Ⅰ
図3:  n_{g}>1 かつ  D(G_{g}, G_{r})\leq\overline{D(G_{k},G_{l})} の{列









小規模な数値実験により,区間 Ward 法‐A と区間 Ward 法‐B により得られるデンドログラム
を提示する.入カデータは  X_{1},  X_{2}\in K とし,表1の値をとるものとする.このデータに区間
Ward 法‐A と区間 Ward 法‐B を適用し,本研究で提案したデンドログラム作図法により図示し
たものが図5と図6である.極小を選択する設定は minmin を使用した.図5の結合レベル零
表1: 入カデータ  X_{1},  X_{2}
図5: 区間 Ward‐A のデンドログラム
は個体  E のラベルの位置である.この事実から,結合レベルの下限が負に割り込んでいること
を見ることが出来る.一方,区間 Ward 法‐B は概ね直観に沿う結果となっており,見た目も通常
のWard 法の結果に似ていることが分かる.図5と図6で結合している順番を比較すると,この
二つの手法は大きく異なっている.実際にこの2つの手法間の Fowlkes‐Mallows index (FMI) は
FM4  = (0.600, 0.639, 0.424, 0.235, 0.000, 0.000),  i=2 , , 7となっており,最初のステップから
異なる結合ペアが選ばれていることが分かる.ここでの  i はクラスター数を表す.次に表1の各項
目の上限下限に対して,平均5, 分散3の正規分布に従う乱数を加えたデータを用いて計算を行い.
そこから得られる FMI を各階層別の箱ひげ図として示す.図7は設定 minmin を使用したもので
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