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A new diabatization scheme for direct quantum dynamics: Procrustes
diabatization
Gareth W. Richingsa) and Scott Habershonb)
Department of Chemistry and Centre for Scientific Computing, University of Warwick, Coventry, CV4 7AL,
UK
We present a new scheme for diabatizing electronic potential energy surfaces, for use within the recently
implemented direct-dynamics grid-based (DD-GB) class of computational nuclear quantum dynamics methods
(DD-SM and DD-MCTDH), called Procrustes diabatization. Calculations on the well-studied molecular
systems LiF and the butatriene cation, using both Procrustes diabatization and the previously implemented
propagation and projection diabatization schemes, have allowed detailed comparisons to be made which
indicate that the new method combines the best features of the older approaches; it generates smooth surfaces
which cross at the correct molecular geometries, reproduces interstate couplings accurately and hence allows
the correct modelling of non-adiabatic dynamics.
I. INTRODUCTION
In recent years, simulating the non-adiabatic, nu-
clear quantum dynamics (QD) of molecules following
photo-excitation has become an increasingly popular and
powerful tool to complement experimental studies of,
for example, organic chromophores,1–5 organometallic
complexes,6–8, DNA bases,9–11, and more.
A range of different non-adiabatic dynamics simula-
tion methods are now available, with examples including
trajectory surface hopping (TSH),10,12–22 ab initio
multiple spawning (AIMS),11,23–25, multi-configuration
Ehrenfest,5,26,27 multi-configuration time-dependent
Hartree (MCTDH),1–4,28 multi-layer MCTDH29–31 and
variational multi-configuration Gaussian (vMCG).32,33
These methods share the common goal of trying to
determine the time evolution of a mixed electronic
and/or nuclear wavefunction according to the time-
dependent Schro¨dinger equation, but differ in the details
of the representation of the wavefunction and its time-
propagation, depending upon the rigour with which they
treat quantum-mechanical effects such as tunnelling,
zero-point energy conservation, and non-adiabatic tran-
sition between different electronic states. However, a
feature which all share is the need to know the potential
energy operator in the Hamiltonian, which is given in
multi-state problems by a set of interacting potential en-
ergy surfaces (PESs); for QD methods where the nuclear
wavefunction is expanded in a localised basis (e.g. TSH,
AIMS and vMCG) only localised knowledge of the PESs
is required, but for fully quantum-mechanical methods
such as MCTDH, a global form of the PESs is required
for all degrees-of-freedom under consideration.1–4,28
In traditional schemes for solving the time-dependent
Schro¨dinger equation, a great deal of effort is required
to generate a mathematically compact representation
of the global PESs before one performs nuclear dy-
namics simulation.1–4,7,8,34 However, much recent effort
a)Electronic mail: G.Richings@warwick.ac.uk
b)Electronic mail: S.Habershon@warwick.ac.uk
has gone into developing on-the-fly QD methods where
PESs are generated during the propagation of the nu-
clear wavefunction35–39 Over the last few years we have
implemented this idea in the arena of grid-based QD
methods, particularly MCTDH and the simpler stan-
dard method (SM), allowing the performance of fully
quantum dynamics without the hassle of pre-fitting the
PESs (termed DD-GB (grid-based) methods of which
DD-SM and DD-MCTDH are variants) and have applied
this approach to systems such as malonaldehyde,40,41
salicylaldimine,40–42 pyrazine,41,42 butatriene41,43 and
molecular sunscreens.44 Our on-the-fly fitting procedure
uses kernel ridge regression (KRR)45–56 to generate rep-
resentations of the PES using electronic energies calcu-
lated at molecular geometries selected according to the
location of the nuclear wavefunction; this strategy gen-
erates a global PES which is periodically updated as the
wavepacket evolves.
Methods such as TSH10,12–22 and AIMS11,23–25 use the
adiabatic representation of the relevant PESs, such that
the PESs are energy-ordered at all points in configura-
tion space, and transfer of nuclear wavepacket population
between them is governed by vectorial non-adiabatic cou-
pling terms (NACTs). As explained later, the adiabatic
PESs are not smooth and the couplings are infinite at
points where different electronic states become degener-
ate, so, to provide smooth surfaces amenable to a global
fit with smooth functions, our strategy is to transform to
the diabatic representation of the PESs prior to the gen-
eration of a global PES fit using KRR. Unfortunately,
there is no way to perform this diabatization transfor-
mation exactly (such that all NACTs are exactly zero
everywhere57,58), so we must instead resort to approxi-
mate diabatization methods which give smooth surfaces
whilst reducing the troublesome NACTs as much as is
possible.
Many diabatization schemes have been proposed to ad-
dress this problem, with representative schemes based on
integration of the NACTs,43,59–69 block-diagonalization
of the Hamiltonian matrix,57,70–74 minimising the change
in some selected molecular property of the states between
geometries e.g. dipole moments64 (plus quadrupoles75) or
2atomic transition charges,76 or the state itself77–80, the
fourfold way,81–83 or construction of regularized diabatic
states.84,85 There are also QD methods where diabati-
zation is performed locally in configuration space before
transforming back to the adiabatic representation in or-
der to get NACTs.86.
In this Article, we introduce a new diabatization
scheme which is based on the notion of directly min-
imising the change in the electronic wavefunctions across
configuration space using the solution to the orthogonal
Procrustes problem;76,87–91 our scheme is directly com-
patible with our recent development of direct-dynamics
methods, but is not limited to this application. To as-
sess the new diabatization scheme, we perform a de-
tailed analysis of the properties of the generated dia-
batic states in the case of LiF64,77,92–94 and the bu-
tatriene cation,37,41,43,66,95–98 both of which have well-
known state crossings in the diabatic representations. We
also confirm that the wavepacket dynamics generated by
the new diabatization scheme is consistent with previous
results for the butatriene cation. To aid in this assess-
ment, we also perform simulations using two recently-
developed diabatization schemes which have also been
used in the context of DD-GB methods, namely projec-
tion diabatization and propagation diabatization. We
conclude that the new diabatization scheme developed
here combines several advantages of these previously-
used diabatization schemes; overall, the combination of
the new Procrustes diabatization scheme with our on-the-
fly DD methods is a promising tool for highly-accurate
non-adiabatic simulations of molecular quantum dynam-
ics.
II. METHODOLOGY
A. Grid-Based Quantum Dynamics: Standard Method
The standard grid-based method for QD is very well
established,28 so we only give a brief summary relevant to
the calculations discussed herein. Considering a molecu-
lar system with f degrees-of-freedom, the nuclear wave-
function may be represented as a linear expansion of
products of time-independent basis functions, the coef-
ficients of each product, Cj1,··· ,jf , being time-dependent
and complex. The basis functions used in this work are
in the highly localised and orthonormal discrete variable
representation (DVR),28 hence the description of the ex-
pansion as a grid. A nuclear wavepacket moving on elec-
tronic state, s, has the form
Ψ(s)(q1, · · · , qf , t) =
N1∑
j1=1
· · ·
Nf∑
jf=1
C
(s)
j1,··· ,jf (t)
f∏
κ=1
χ
(κ)
jκ
(qκ)
=
∑
J
C
(s)
J (t)XJ (q)
(1)
where, for clarity, we have introduced a compound in-
dex, J=j1, · · · , jf . For a system with Ns orthonormal
electronic states, the total wavefunction is defined as
|Ψ〉 =
Ns∑
s=1
|Ψ(s)〉|s〉. (2)
The total Hamiltonian may be written as
Hˆ =
Ns∑
su
|s〉Hˆ(su)〈u|, (3)
so by use of the Dirac-Frenkel variational principle,99,100
a set of coupled equations-of-motion can be derived for
the expansion coefficients:
i~C˙(s)J =
Ns∑
u=1
∑
L
〈XJ |Hˆ(su)|XL〉C(u)L . (4)
Given an appropriate set of initial conditions, these
equations-of-motion are integrated so as to follow the
time evolution of the wavefunction. Using a well-chosen
basis of sufficient size, a numerically exact propaga-
tion of the wavepacket according to the time-dependent
Schro¨dinger equation is obtained for the given Hamilto-
nian.
B. PESs for Grid-Based Wavefunction Propagation:
Kernel Ridge Regression
To create PESs on-the-fly during wavefunction propa-
gation, we use the machinery of KRR. Our overall sim-
ulation strategy has been explained in detail in earlier
work,40–44 so we give only brief, relevant details here.
Given a set of M molecular geometries, {qk}, at which
the diabatic electronic energies and couplings have been
calculated, we define a kernel in the degrees-of-freedom
under consideration (e.g. normal modes) as
k(q,qi) = exp(−α|q− qi|2) (5)
where α is a parameter defining the width. Using KRR,
each element of the diabatic PES matrix can be repre-
sented as
V (su) (q) ≈
M∑
i=1
w
(su)
i k(q,qi). (6)
The expansion weights, {w(su)i }, are determined by solv-
ing the linear equation
Kwsu = bsu, (7)
where the weights are included in the vector wsu, the
elements of the covariance matrix, K, are46
Kij = k(qi,qj) + γ
2δij , (8)
3with γ2 being a small, positive regularization parameter
(set here to 10−8) and
b
(su)
i = V
(su) (qi) , (9)
the actual value of the potential at qi. Using a DVR
basis in a quantum dynamics simulation, we can exploit
the useful property that
〈XJ |Vˆ (su)|XK〉 ≈ V (su) (qJ) δJK . (10)
As suggested in the Introduction, in order to fit global
PESs on-the-fly we must sample relevant geometries at
which to evaluate the electronic energies. This is done by
Sobol sampling41,101–103 within a given distance of the
wavepacket centre along all degrees-of-freedom on each
state at pre-defined time intervals. To reduce the compu-
tational effort we evaluate the KRR variance function46
σ2 (q) = k(q,q) + γ2 − kTK−1k (11)
at each sampled geometry, where k contains the covari-
ances, ki = k(q,qi), between the point of interest and all
other points previously sampled. If the variance, σ2 (q),
is less than a user-defined threshold parameter, the PES
fits at q are assumed to be sufficiently accurate, so further
electronic energy evaluations are not required. If σ2 (q)
exceeds the threshold parameter, the new state energies
are evaluated and added to the database of points, in-
creasing the accuracy of the global fit in the region.
Using KRR allied with the SM we can efficiently sam-
ple configuration space to generate an accurate fit of the
PESs in regions visited by the wavepacket. We also note
that all energies and geometries are saved in a database,
so can be re-used (and augmented) in subsequent calcu-
lations.
C. Diabatic States
In the discussion above, we have assumed that the
KRR fitting, and eventual wavepacket propagation, is
performed in the diabatic electronic state representa-
tion, giving rise to PES elements V (su)(q). However,
the electronic energies and wavefunctions obtained from
standard ab initio electronic structure codes such as
Molpro104 are ordered by energy and form an adiabatic
representation of the PESs, with a series of non-crossing
surfaces. The coupling between these states is a result
of their non-zero gradients with respect to the nuclear
coordinates; for adiabatic states ψi and ψj , where i 6= j,
this NACT is a vector of the following form:
Fij =
〈ψi|∇Hˆ|ψj〉
V Ajj − V Aii
= 〈ψi|∇ψj〉
= −〈∇ψi|ψj〉,
(12)
where V Aii and V
A
jj are the adiabatic energies of the cor-
responding states and ∇ is the gradient operator with
respect to the nuclear coordinates. From the first line
of Eq. (12), it is clear that the vector NACT has a pole
at nuclear geometries where V Aii = V
A
jj , meaning that
the magnitude of the coupling becomes infinite at such
points of degeneracy. From the second and third lines of
Eq. (12) we see that the infinite coupling is equivalently
caused by a discontinuity in the gradient of both states
at that point, leading to the cusp-like shape of the PESs
at conical intersections.
When performing grid-based QD calculations, a global
fit to the PES is required (whether fitted prior to, or
during, the running of the dynamics); PESs with infi-
nite couplings and discontinuous derivatives are not eas-
ily represented with a reasonable number of well-behaved
functions, so it is desirable to transform to a diabatic
representation (although we note that machine learning
approaches have been used to fit adiabatic states in the
context of TSH dynamics53–56). Specifically, the aim of
diabatization is to transform the adiabatic states into a
set of diabatic states in which the vector NACTs are elim-
inated. The resulting, diabatic PESs can now cross one
another smoothly at points of degeneracy, with the inter-
state couplings being represented by finite, potential-like
terms. As a result, diabatic PESs and couplings lend
themselves well to expansion in terms of well behaved
analytic functions, such as those used in KRR.
To fit a diabatic PES on-the-fly, it is necessary first
to transform the adiabatic energies calculated at each
sampled geometry to the diabatic representation. The
key part of this process is determining the unitary,59
coordinate-dependent adiabatic-diabatic transformation
(ADT) matrix, A, at each point, q, such that
VD(q) = AT(q)VA(q)A(q), (13)
where VA and VD are the adiabatic and diabatic energy
matrices respectively (the former being diagonal, the lat-
ter not diagonal). Once VD has been determined, its
elements can be used in fitting the PESs and diabatic
couplings (the off-diagonal terms in VD) using the KRR
procedure outlined in section II B.
An important point to note is that strict diabatic
states, where all NACTs are completely eliminated, can
only be found in special cases, for example for diatomic
molecules.58 For polyatomic systems one can eliminate
the couplings by using a crude adiabatic basis where the
electronic basis is taken as being the set of adiabatic
states at a single reference geometry. This basis is then
used to expand the total wavefunction at all geometries
and, because it is a constant basis, the NACTs vanish.
However, as the adiabatic functions do change with ge-
ometry, a larger and more computationally-demanding
crude adiabatic basis is needed to represent the PES than
if a more flexible basis were used.105 The crude adiabatic
basis has been used successfully in a local sense with
trajectory-based dynamics methods106–109, the adiabatic
states at the geometry at the beginning of the timestep
for each trajectory being used as the quasi-diabatic ba-
sis in which quantities are expanded for the rest of the
4timestep, at the end of which a new crude adiabatic basis
is defined. Useful as these methods are, however, their
locality means that they cannot be used in our case where
the full expansion of the nuclear wavefunction requires a
global diabatic representation with a single gauge.
Alternatively to the crude adiabatic basis a complete
manifold of states is needed for polyatomic systems,58
but this condition means that an infinite number of
states would need to be included in order to remove all
NACTs;58 this is clearly impossible in practice. As such,
the two formal ways of exactly diabatizing PESs for poly-
atomics are impractical in our case, so we have to accept
that we will be unable to reduce the NACTs to exactly
zero, with the remainder terms being non-removable cou-
plings. Fortunately, around points of degeneracy, the
singular coupling is removable110 and the non-removable
parts are insignificant.111 Overall we are then left with
a set of finite, residual NACTs which are usually safely
ignored along the lines of the Born-Oppenheimer approx-
imation due to the terms in the transformed Schro¨dinger
equation being multiplied by a coefficient inversely pro-
portional to the nuclear masses.110,112 The upshot is that
the states we obtain by calculating the ADT matrix are
only quasi-diabatic; however, for brevity we will refer to
the states we calculate simply as diabatic states.
To date, our DD-GB simulation approach has em-
ployed two different diabatization schemes to enable on-
the-fly non-adiabatic simulations; in the following sec-
tions, we will recap these two diabatization schemes, and
highlight some of their weaknesses. We then describe the
new Procrustes diabatization scheme, and how it offers
advantages over the previous approaches.
1. Propagation diabatization
The first diabatization scheme implemented for the
DD-GB class of methods using KRR-fitted PESs was
the propagation diabatization method,43 which was orig-
inally used by one of us in the Quantics package to dia-
batize states for use with the DD-vMCG approach.66,98
This earlier implementation used modified Shepard in-
terpolation to fit the diabatic PES as a weighted sum
of local harmonic approximations, and hence required
diabatic gradients and Hessians (transformed from the
adiabatic quantities available from many electronic struc-
ture packages). However, our KRR fitting procedure only
uses energy information so we use a modified algorithm
which is outlined in the supporting information (SI) for
completeness. We return to this difference after a brief
description of the theory behind the method.
As the name suggests, the propagation diabatization
method relies on the propagation of the ADT matrix65
from molecular configuration to molecular configura-
tion. This method uses the approximate differential
equation58–60
∇A ≈ −FA, (14)
where F is a square matrix, the elements of which are the
NACTS, Fij . For a complete set of states this expres-
sion is an exact equality, the inexactness here reflecting
the presence of non-removable couplings. However, as
the main aim of this diabatization scheme is to smooth
out the PESs in the region around points of degeneracy
where the removable couplings dominate, we pragmati-
cally treat Eq. (14) as an equality in order to determine
approximate ADT matrices. Doing so, and assuming we
know A at some geometry, q, then the ADT matrix at
some new point, q + ∆q, is59,65
A (q + ∆q) = exp
(
−
∫ q+∆q
q
F · dq
)
A (q). (15)
Evaluation of the integral in Eq. (15) allows us to prop-
agate A from configuration to configuration.
The assumption that we know A at the initial geom-
etry is justified by considering Eq. (14). A is a uni-
tary matrix, dependent on the molecular geometry but
we are free to choose any constant, unitary matrix, A0,
and make the replacement in Eq. (14), A→ A′ = AA0,
and the (approximate) equality still holds. This being
so, we are free to choose a reference geometry, q0, where
A(q0) = I (i.e. formally A0 = A
†(q0)). In practice
we choose q0 as the centre of the initial wavepacket and
because we know A at one point, we can calculate it
everywhere using Eq. (15).
We should also note other sources of error in this ap-
proach here; we are assuming that Eq. (14) is an equality
for practical purposes, but as this is not actually so, the
integral in Eq. (15) is path dependent58,59,62 meaning
that A(q) depends on the path taken to reach it. This
means A(q) can be altered by the choice of the shape
of path between q and q + ∆q (as noted in the SI, we
choose a straight line in configuration space to take the
shortest path and hence minimise the error in the nu-
merical integral), and also by the choice of the previous
points in the propagation. This means that A(q) is the
result of a series of propagation steps starting from q0:
from q0 we propagate to qa, then to qb and so on be-
fore reaching q. However, propagating from q0 to qa′ to
qb′ etc. will, in general, give a different A(q). In the SI
we give the method for choosing this path uniquely, but
briefly, the path is chosen by finding the nearest point to
q, which is also nearer to q0 than q is (and indeed may be
q0 itself). In this way the propagation radiates out from
the reference geometry, q0. This choice of path does not
necessarily mean that the path from q0 to q is the short-
est possible (i.e. a straight line between the two), but
means that the path passes through other points where
F has been calculated exactly rather than having to be
approximated for the whole path between the end points.
This brings us to the second, potential source of in-
accuracy; the need to numerically integrate the NACTs
in Eq. (15). We use the NACTs in the form of the first
line in Eq. (12), interpolating the numerator and denom-
inator separately. The energies in the denominator are
5fitted by a KRR of all available adiabatic energies (in-
cluding from points previously diabatized or those await-
ing diabatization). The numerator is expected to be well
behaved110 and so is simply linearly interpolated between
the NACTs calculated at q and q + ∆q. Using these two
fits, a trapezium rule integration is used in Eq. (15). We
have already stated that one of the reasons for using the
diabatic representation is to allow an accurate fit of the
PES in terms of the smooth functions used in the KRR
fit so as to avoid fitting around the cusp-like shape of
the adiabatic PES at points of degeneracy, which we are
doing here. It follows that the accuracy of the integral
will be most affected in the region where we most need
it, around conical intersections. As noted in our earlier
work, a linear interpolation of the energy would be even
worse.41
It is also necessary to carefully account for the signs of
the NACTs; because the overall signs of all coupled states
are arbitrary, it is possible for the sign of a NACT to sud-
denly change when comparing the vectors at q and q+∆q
(rather than a natural, smooth change as a function of
coordinate). This has potential to yield completely in-
correct results for the integral of Eq. (15). In our imple-
mentation of the propagation diabatization scheme, we
overlap the electronic wavefunctions at the two geome-
tries and consider the resulting sign; if the overlap of the
states is less than zero, then the sign of the state and
all of its associated NACTS is changed. The method of
overlapping the wavefunctions is described in the SI (Sec-
tion I) as is the exact method for determining whether a
state has changed sign (Section II).
2. Projection diabatization
In an attempt to overcome the deficiencies in the prop-
agation diabatization scheme, we recently implemented41
a second approach, namely the projection diabatization
method of Robertson et al.77. The central idea underpin-
ning this approach is to mix adiabatic states in such a way
that the rate of change of the states with respect to the
nuclear coordinates is minimised, and hence the NACTs
are minimised. This idea has a long pedigree,78–80 re-
flecting the intuitive picture that a diabatic representa-
tion is one where the character of the states (e.g. ionic,
covalent etc.) does not change as a function of nuclear
coordinate. As mentioned above, this may be trivially
achieved by using a crude adiabatic basis where the elec-
tronic basis is taken as being the set of adiabatic states
at a single reference geometry.
The projection diabatization algorithm has been ex-
plained in detail in the two earlier works41,77 and its
implementation is unchanged here. We will, however,
recount some of the underlying assumptions which illus-
trate the differences between the projection and propa-
gation diabatization schemes.
The projection diabatization method relies on using
configuration interaction (CI) expansions of the elec-
tronic wavefunction, practically CASSCF and RASSCF
(complete and restricted active-space self-consistent field,
respectively), where the adiabatic states are expanded in
terms of a set of Slater determinants (usually a ground
state determinant plus a set representing electronic exci-
tations) In other words, for state s, we have
|ψs〉 =
NConfig.∑
i=1
csi |ϕi〉, (16)
where {csi} are the coefficients corresponding to each
configuration represented by the determinant, ϕi. The
propagation diabatization scheme is not, in principle, re-
stricted to CI-type electronic structure methods, but, in
practice, it is limited by the necessity to calculate the
NACTs. As noted in Section II C 1, we also rely on be-
ing able to overlap the electronic wavefunctions at neigh-
bouring geometries so as to maintain constant phases for
the NACTs. The first major advantage of the projec-
tion diabatization scheme, then, is that the issue of the
NACTs’ phases disappears for the simple reason that
NACTs are not required. This has the more significant
advantage that the calculation of NACTS can be compu-
tationally demanding, particularly for larger molecules
and/or when a large number of states.
In the projection diabatization scheme, a reference ge-
ometry, q0, is chosen where the adiabatic and diabatic
states are taken to be one and the same, or, in other
words A(q0) = I. At q0, a calculation is performed,
including the number of states of interest (e.g. using
state-averaged (SA-) CASSCF),104,113,114 whilst at all
other sampled geometries, {q}, two calculations are per-
formed. The first is the same as at q0, including the
number of states required. The active space molecular
orbitals (MOs) at q are then rotated so as to maximise
their overlaps with the corresponding orbitals at q0 using
Molpro104 hence diabatizing the MOs. A second calcu-
lation is then performed, using these diabatized orbitals
(which are not optimized during the calculation; only the
CI part is carried out) in order to get the CI coefficients
for a larger number of states (much greater than the num-
ber of states of interest). With CI vectors for all states at
both q0 and q being in terms of sets of maximally coinci-
dent MOs, the final step of the projection diabatization
proceeds with reference only to the CI vectors. To do so,
a projector onto the space of the CI vectors correspond-
ing to the states in the diabatic manifold (the adiabats
at q0) is constructed; this is then used to extract those
components of the CI space at q which are in the refer-
ence space. The Procrustes method (to be described in
detail in the next section) is then used to rotate the re-
sulting vectors into maximum coincidence with those at
q0. This final operation is necessary to ensure that, not
only do the vectors at q span the same space as those
at the reference geometry, but that the individual basis
vectors most closely represent the reference states. In
this way we get the ADT matrix needed to obtain the
diabatic energies at q using Eq. (13).
6From the summary above, it is clear that there are
two steps required to bring the states at q into maximal,
diabatic alignment with those at the reference point, q0,
namely the orbital and CI vector transformations. The
reason for this can be seen by expanding the NACTs in
terms of the expansion in Eq. (16). Using Eq. (12), for
states a and b
Fab =
NConfig.∑
ij
ca∗i c
b
j〈ϕi|∇ϕj〉+
NConfig.∑
i=1
ca∗i ∇cbi (17)
where we have used the orthonormality of the Slater de-
terminants. From this expression it is clear that the
NACTs arise from two contributions: the coordinate de-
pendence of the MOs (consisting of the MO coefficients
and the atomic orbitals (AOs)) through the gradient of
the Slater determinants, and the CI coefficients.115 By
transforming the MOs so that they are maximally over-
lapped between q and q0, the coordinate dependence on
the MOs (and hence on the determinants) is minimised.
In the original implementation,77 the MOs were over-
lapped using the AO overlap matrix at q along with the
MO coefficients at the respective geometries, and then di-
abatized using the Procrustes method (to be outlined in
section II C 3), whilst in the implementation used in the
Quantics package41 this was modified to using the Ja-
cobi rotation based method in Molpro.104 In both cases
the AO contribution to the diabatization is not treated
explicitly but implicitly by the rotations of the MOs; the
quality of the results gained by both methods indicates
that this is not a significant problem. Assuming the or-
bital transformation has been done and the second CI
calculation performed to get a new set of CI coefficients,
we realise that the first term in the equation has been
minimised, albeit the total wavefunctions and hence val-
ues of the NACTs are unchanged, but with as much of
their magnitude a possible now being contained in the
second term, so we are left with minimising the second
term i.e. bringing the CI vectors at q into alignment with
those at the reference point. It is this, second, transfor-
mation which is used to convert the adiabatic energies to
the diabatic representation.
Returning briefly to the propagation diabatization
method, the decomposition of the NACT into MO and
CI components in Eq. (17) reveals the reason it was not
necessary to diabatize the orbitals in that scheme before
determining the ADT matrix. Specifically, the integra-
tion of the NACTs in Eq. (15) involves an integration
over both components. This means that the ADT matrix
obtained in the propagation scheme can be decomposed
into contributions due to the MO components and CI co-
efficients, and has the necessary flexibility to rotate the
total wavefunctions of the states in a single step.
The projection method was implemented in the Quan-
tics package and shown to work successfully in the case
of the dynamics of pyrazine and butatriene.41 Addition-
ally, calculations were performed along one degree-of-
freedom of butatriene, the 14Ag stretching mode,
41 and
for LiF77, demonstrating that the diabatization correctly
deals with surface crossings along one dimension, a prob-
lem with which the propagation diabatization struggles
unless there is gradient information available. However,
less success was found when using the projection diaba-
tization method in the dynamics of some selected sun-
screen molecules,44 where larger scale vibrational mo-
tions were involved in the dynamics. This latter case
shows that the projection diabatization method is very
robust in keeping track of the diabats defined at the refer-
ence geometry, even if, during the course of the dynamics,
that diabat rises in energy so that the wavepacket cannot
follow it. It also means that diabats which were high in
energy at q0, but which become lower in energy in re-
gions of configuration space that the wavepacket visits,
are not included in the set of reference states; a subse-
quent calculation would need to be performed to include
such a state in the reference.
3. Procrustes diabatization
As the previous two sections have shown, the two di-
abatization schemes we have previously implemented for
the DD-GB set of methods both successfully generate
smooth, quasi-diabatic PESs, removing the discontinu-
ities in the gradients of the PESs and infinite couplings
at points of degeneracy. However, they both have differ-
ent strengths and weaknesses; here, we propose a scheme
which attempts to combine the positives (and remove
some of the negatives) of both methods. We refer to this
new method as Procrustes diabatization hereafter, as it
simply relies on two applications of the solution to the or-
thogonal Procrustes problem.89,90 We acknowledge that
the Procrustes method has been used to diabatize states
before, although not necessarily with that name,76,77,87,88
and has been shown to be equivalent to the block diago-
nalization of the Hamiltonian.87,116 However, to the best
of our knowledge, the diabatization strategy presented
here has not been described before.
For those unfamiliar with the orthogonal Procrustes
problem, we briefly summarise the method here. The
basic idea of the problem is: given two matrices P and
Q, we seek the orthogonal matrix, R, which transforms
P so that the result most closely matches the target, Q.
In other words, we seek
R = arg min
Ω
||PΩ−Q||F, (18)
where || · ||F indicates the Frobenius norm, such that
ΩTΩ = I. The solution to this problem is
R = UVT (19)
where the matrices U and VT are obtained by performing
a singular value decomposition (SVD) on the product of
PT and Q
PTQ = UΣVT (20)
7with Σ being the matrix of singular values.
The utility of the Procrustes method for diabatization
is apparent; we seek a unitary matrix which transforms
the adiabats at some geometry, q, so that they best
match those at the reference geometry. This method has
been used previously to diabatize electronic states using
atomic transition charges as the property of the states
which defines the diabats,76 and also with CASSCF
wavefunctions.77,87,88
However, key to our approach is the fact that we do
not use molecular properties as the characteristics of each
diabat, but the wavefunctions themselves. In the spirit
of the projection diabatization scheme we are looking to
transform the adiabats at q so that they most closely
resemble those at q0. In other words we wish the over-
lap matrix of the diabats at the two geometries to be as
close to the unit matrix as possible, so that we must min-
imise ||SD − I||F where SDij = 〈ψDi |ψDj 〉, the superscript
indicating that we are considering the diabatic states. It
follows that if we know the adiabatic states and the ADT
matrix at some geometry, qa, we also know the adiabatic
states at q, and can evaluate the overlap between these
two sets of adiabats, SA, then, considering the Procrustes
problem, we have
P = A(qa)S
A (21a)
Q = I. (21b)
The necessary SVD is
PTQ = (SA)TAT (qa) = UΣV
T (22)
and thus the required ADT matrix is
A(q) = UVT . (23)
We will only be using CI-type wavefunctions here so, by
the same arguments made in section II C 2 in relation to
Eq. (17), we need to bring both the MOs and CI coef-
ficients at q into alignment with those at the reference
point in order to minimise the NACTs.
We provide a detailed algorithm for the Procrustes dia-
batization scheme in the SI (Section III) but briefly, given
the adiabatic wavefunction, diabatic MOs and ADT ma-
trix at qa, we calculate the Ns electronic energies and
wavefunctions at q. The MOs at both geometries are
overlapped (diabatic at qa and adiabatic at q) and the
Procrustes procedure used to transform the MO coeffi-
cients at q to the diabatic representation (in the case of
CASSCF-type wavefunctions, the active and closed space
orbitals are transformed separately to ensure the invari-
ance of the electronic energies to the transformations). A
second CI only calculation is then performed at q using
these new orbitals to get the CI coefficients in terms of the
diabatic Slater determinants. The overlaps of the wave-
functions at both geometries are then evaluated, giving
SA and the Procrustes method used to get the required
ADT matrix, A(q), which is then used to transform the
adiabatic energies to the diabatic using Eq. (13).
With reference to Eq. (17), the first, MO transforma-
tion deals with the first term in the NACTs, namely
that arising directly from the Slater determinants. We
noted above that the MO contribution to the NACTs
could be further decomposed into a part due to geome-
try dependent changes in the MO coefficients and a part
due to the change of the AO basis.115 The Procrustes
transformation brings the orbitals at q into best align-
ment with those at qa so the coefficient part is certainly
dealt with, but a question remains over the AO part.
In some earlier applications of the Procrustes method
to diabatization87,88 there was no transformation of the
MOs, only of the total wavefunction, resulting in a strat-
egy which was effectively the same as our second step.
We initially tried a method where only the second step
was performed and found that it was insufficient to repli-
cate the diabatic states and couplings in the butatriene
cation (see Section III B for the final results); the initial
transformation of the MO overlaps was necessary to qual-
itatively reproduce the proper surfaces.80 In those earlier
papers87,88 there is discussion of the need to deal with
the AO non-adiabatic coupling, with the solution being
to perform the wavefunction overlaps using the AO basis
at only one of the geometries, hence avoiding the prob-
lem. Here we use the AOs at both qa and q to get the
exact overlap, so there may be residual coupling due to
the movement of the AOs with their associated atoms.
We note that it would be far from straightforward to
achieve a usable diabatization of the AOs in the con-
text of our method, which is meant to automatically di-
abatize wavefunctions using information obtainable from
commercial electronic structure codes; generation and in-
put of a transformed basis in such codes seems to be ex-
tremely tricky, if possible at all. Instead, we will just
make the following observations to justify our neglect
of AO diabatization: all sampled molecular geometries
in our calculations are transformed to the Eckart frame
given by the normal modes at the reference geometry, q0,
where the ADT matrix is taken to be the unit matrix,
hence the changes in the atomic positions between sam-
pled geometries is minimised. The AOs therefore change
as little as possible, reducing the residual coupling. We
could, of course, have chosen a single basis with which
to evaluate the overlaps but wanted to maximise the ac-
curacy of the wavefunction overlaps; that this may be at
the expense of having to accept some residual coupling
due to the AO basis is something we choose to accept,
and the results presented in the following section confirm
this to be a reasonable compromise. Furthermore, it has
been noted previously that the AO component of the
NACTs do not contribute to the induction of electronic
transitions.117
By using the idea of configurational conformity to di-
abatize the states, the Procrustes method is similar to
the projection diabatization scheme, which in its original
form also used the Procrustes method to rotate both the
8MOs and final wavefunction, but used an intermediate
projection operation which is not used here.77 There is
also no need to calculate the expensive NACTs needed in
the propagation diabatization method. Unlike the pro-
jection diabatization scheme, the Procrustes method does
not use a single reference to which all others are com-
pared, but uses a propagation-like series of steps radi-
ating out from q0 (where A = I); in other words, the
states at q are diabatized in comparison to some point
qa, which is the closest point to q which is also closer to
q0 (and has hence already been diabatized). The aim of
this is to better follow the gain and loss of relevant elec-
tronic states in different regions of configuration space, as
is achieved by the propagation diabatization method but
not by the projection diabatization. Such an approach
does have a downside; as explained in Section II C 1, and
relevant here too, the diabatization is path-dependent
meaning that the ADT matrix at q may vary depending
on the series of steps taken to reach it from q0, which is
an artefact of the presence of non-removable couplings.
However, in both methods the sampling of geometries is
not stochastic so the results obtained during the simula-
tions are repeatable.
A major issue, which is caused by the path dependence
of the propagation and Procrustes diabatization schemes,
is that the diabatic states are not unique at any given ge-
ometry, q; they depend on the path taken to reach that
point from q0. This can cause problems, for example, if
a part of the path starts at some intermediate point qa
and then, by some series of steps, returns to qa; in this
case the diabatic states calculated at the first and second
visits to qa will most likely not be identical. For both
path-dependent approaches described here, this problem
is avoided in that there are (generally) multiple paths
radiating out from q0, points being visited in order of
increasing distance from q0; it is thus not possible for
these problematic closed loops to form. In a similar way,
two paths, both starting at q0 could in principle follow
different routes, moving away from q0 but then reaching
the same point, q. Again, the diabats calculated at q
would differ, depending on which of the two routes had
been taken to get there. In our methods this problem is
avoided because each sampled geometry is visited once
and only once, so can only be reached by a single path.
Additionally, the use of the KRR variance measure, Eq.
(11), ensures that the same geometry cannot be included
in the database of energies more than once (it may be
sampled repeatedly, but after the first acceptance into
the database, all subsequent samplings will be rejected).
In fact, the use of the variance measure prevents the in-
clusion of very nearby points in the database so, even in
the case of two paths circling a conical intersection and
approaching one another they will never get too close to
one another and, in any case, the phases of the adiabatic
wavefunctions are kept consistent when using the propa-
gation diabatization by wavefunction overlaps, whilst the
unitary nature of the Procrustes transformations ensures
the uniformity of the phases of the diabatic states.
We also note that the KRR sampling of configura-
tion space can account for the point group symme-
try of the molecule, if required. Each of the normal
modes is a member of an irreducible representation of
the point group and it follows that, along any non-
totally-symmetric mode, qn (keeping all other coordi-
nates constant), the adiabatic and diabatic energies will
be symmetric i.e. Vii(qn) = Vii(−qn) whilst the dia-
batic couplings will be symmetric or anti-symmetric (de-
pending on the irreducible representation) i.e. V Dij (qn) =
−V Dij (−qn). To ensure the correct symmetries of the dia-
batic PESs and couplings: if a point q is sampled and ac-
cepted into the database, all symmetry equivalent points
will also be accepted. This occurs unless their variances
compared to one another fall below the usual variance
threshold parameter, in which cases all points, includ-
ing the initially accepted one, will be rejected. Crucially
this ensures that points with a coordinate of 0 along qn
(except the unique q0) will always be rejected, mean-
ing that, if the couplings are anti-symmetric along qn,
then it will be impossible to have a non-zero coupling
there due to the imperfect diabatization. If the symme-
try equivalent points are all accepted into the database,
then the energies and other adiabatic quantities (NACTs
and CASSCF expansion coefficients) are calculated at
all points. Currently it is not possible to use the data
at a single point then use symmetry operations to get
the NACTs and CASSCF coefficients, whose magnitudes
will be identical, but whose phases will not, although
the NACTs are compared to ensure the calculated val-
ues have the same magnitudes (and if not, are averaged).
Because of the symmetries of the adiabatic quantities cal-
culated and used in the diabatizations, the diabatic states
and couplings have the correct symmetry. This will be
demonstrated later in the case of the butatriene cation.
Finally, we note that the Procrustes solution is an or-
thogonal matrix, not necessarily a rotation matrix, mean-
ing that the arbitrary changes in sign of the states, which
can occur in electronic structure programs, are auto-
matically dealt with to keep the diabatic couplings (off-
diagonal terms in VD) consistent.
III. RESULTS AND DISCUSSION
A. Lithium Fluoride
To test the Procrustes diabatization scheme, we first
look at the classic case of LiF. A common feature of alkali
metal halides is that, at their equilibrium geometry, the
electronic ground state is ionic in character whilst there
is an excited state of covalent character. At the disso-
ciation limit the ordering of these states is reversed, the
inference being that, at some point along the dissocia-
tion coordinate, there is a point at which the two states
cross. The first test of our new diabatization scheme is
whether the crossing of states is successfully dealt with;
the avoided crossing of the adiabats being transformed
9into two smoothly crossing diabats. Furthermore, if we
restrict ourselves to these two states only, then the ADT
matrix is of the form
A(q) =
(
cos θ(q) sin θ(q)
−sin θ(q) cos θ(q)
)
(24)
We constrain LiF to the z-axis, with the coordinate of
the F being greater than that of the Li (i.e. zF > zLi),
then transform to a coordinate system consisting of the
centre-of-mass and the bond length, r. It has been shown
that, for a two-state system, the rotation angle is related
to the non-adiabatic coupling as64,77,118
∂θ
∂r
= F21 = 〈ψ2| ∂
∂r
ψ1〉. (25)
This can be related to the Cartesian components of the
NACT by use of the chain rule such that
〈ψi| ∂
∂r
ψj〉 = 1
M
〈ψi|mLi ∂
∂zF
−mF ∂
∂zLi
|ψj〉 (26)
where mLi is the atomic mass of Li, mF is the atomic
mass of F and M = mLi + mF. Hence, by diabatizing
the states and taking the derivatives of the rotation angle
with respect to the bond length we can directly compare
the results to the Cartesian NACTs given by an electronic
structure package, in our case Molpro.
This comparison was performed by Robertson et al77
when they first introduced the projection diabatization
method; it was found to perform very well, correctly re-
producing the peak in the coupling around the avoided
crossing between the two states, as well as the smooth
crossing of the states. As such we will not try to repro-
duce this result, but we will show the difference between
the results produced by the propagation and Procrustes
diabatization schemes.
The ground state geometry of LiF was optimized us-
ing the SA-CASSCF method in Molpro,104,113,114 with
the lowest two A1 states equally weighted (Molpro em-
ploys Abelian point group symmetry, so LiF is in the C2v
group rather than the correct C∞v). The active space
was 8 electrons in 12 orbitals (5 in the A1 irreducible
representation, 1 in A2, and 3 each in B1 and B2, with
the two closed orbitals in A1) and a 6-311+G(3df) basis
set was employed. The stretching mode frequency was
calculated at the non-state-averaged CASSCF level and
found to be 893 cm−1, allowing the quantum dynamics to
be run in a coordinate system of mass-frequency scaled
normal modes.
Subsequently two DD-SM calculations were run in a
development version of the Quantics package119, using
the propagation and Procrustes diabatization scheme re-
spectively. In both cases a sine-DVR basis was used
with 1201 members in the domain [-100,6]. The initial
wavepacket was a Gaussian function centred at the ori-
gin (corresponding to the Franck-Condon point) on the
excited state with width 1/
√
2 and 0 initial momentum.
The dynamics was then run with SA-CASSCF energies
(and NACTs if needed) being calculated on-the-fly at
points selected by Sobol sampling within three widths of
the centre of the wavepackets on each state, every 1 fs
(10 geometries per state). Electronic structure calcula-
tions were only performed if the KRR variance (Eq. (11))
was greater than 10−3 at each selected geometry whilst
the width-parameter in the Gaussian kernel (Eq. (5)) was
fixed at α = 0.05. The dynamics was run using the de-
fault short iterative Lanczos integrator for 200 fs and a
complex absorbing potential was placed at a (unitless)
coordinate of -95 to absorb the dissociating wavepacket
before reaching the end of the DVR grid. In addition to
the dynamics calculations, a series of SA-CASSCF cal-
culations was performed with Molpro at bond lengths
between 1.0 and 9.0A˚ in order to get the NACTs at each
point to allow comparison with those extracted from Eq.
(25).
In Fig. 1 we present the diabatic energy surfaces pro-
duced by each method: in Fig. 1(a) from the Procrustes
diabatization and in 1(b) from the propagation method
(both transformed to bond length coordinates). Clearly
both methods perform well, producing diabatic curves
which cross smoothly as required at the same bond
length. The slight downturns in the upper diabats at
very short bond-lengths are due to lack of KRR sampling
in that region of configurational space.
To assess the absolute, rather than relative, success of
the diabatization methods we must compare the NACTs
extracted from the derivatives of the ADT matrix rota-
tion angles to those given directly by Molpro using Eq.
(25). These derivatives were calculated numerically by
diagonalising the KRR-fitted diabatic energies at the cen-
tre of each DVR gridpoint to get the ADT matrices, then
using finite differences to get the derivatives. Plots com-
paring the both sets of NACTs, around the point of in-
tersection, are presented in Figs. 2(a) for the Procrustes
diabatization and 2(b) for the propagation diabatization.
It is clear from both of these plots that the NACTs
calculated from the ADT rotation angles, represented by
the solid, red lines, closely follow those calculated directly
using Molpro (the dashed, blue lines in both plots). The
propagation diabatization results almost exactly match
the Molpro results, but this is to be expected as the ro-
tation angle are determined by integration of the NACTs
calculated during the dynamics. The NACTs are not ex-
actly reproduced due to the errors inherent in the inte-
gration used in the propagation diabatization scheme.
The Procrustes diabatization-derived couplings also
agree very well with Molpro calculated values in this
critical region of configuration space, indicating that
the method is correctly representing the system in an
absolute sense. There are differences between the ex-
act and fitted couplings due to the presence of non-
removable couplings which results in an imperfect, quasi-
diabatization. In the Procrustes method, the diabatiza-
tion relies on the overlaps between states at different ge-
ometries, however, the existence of other states, which
are not included in the calculation means that the two
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FIG. 1. Diabatic PESs calculated for LiF generated during
on-the-fly dynamics using (a) Procrustes diabatization and
(b) propagation diabatization.
included states do not span the same space at the differ-
ent geometries (in practice the norms of the columns and
rows of the overlap matrices are not 1). The close agree-
ment of the fitted and exact couplings indicates that the
vast majority of the coupling is recovered, as expected.
We have demonstrated the successful Procrustes dia-
batization of the LiF potential energy curves (PECs) for
the two lowest lying A1 states. However, in the SI (Sec-
tion IV), we include the results of some additional cal-
culations which demonstrate the robustness of the Pro-
crustes method when applied to LiF. In particular, we
investigate the impact of the α-parameter in the KRR
kernel (which allows comparison to the robustness of the
propagation diabatization method) and the CI cut-off (i.e
which overlaps of the Slater determinants are included in
the total state overlaps based on their CI coefficients). It
is shown there that the Procrustes method is more robust
to changes in α than the propagation scheme (which fails
to reproduce the surface crossings if α is set too small),
and is also surprisingly resilient when terms in the state
overlaps are ignored for reasons of increasing computa-
tional speed.
Finally, is is worth reiterating that the Procrustes di-
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FIG. 2. Non-adiabatic coupling terms calculated for LiF from
rotation angles obtained from the adiabatic-diabatic transfor-
mation matrices calculated during on-the-fly dynamics using
(a) Procrustes diabatization and (b) propagation diabatiza-
tion. In both plots the solid, red lines are the fitted terms
and the dashed, blue lines are the coupling terms calculated
directly using Molpro.
abatization scheme does not require NACTs, but pro-
duces diabatic surfaces comparable to those produced us-
ing the propagation diabatization scheme, and correctly
reproduces the NACTs around the critical curve crossing
point. However, we should note that the total walltime
(including all Molpro calculations) for the dynamics us-
ing the propagation dynamics was 46 minutes (on a stan-
dard desktop machine) and for the Procrustes diabatiza-
tion was 92 minutes; twice as long. Nearly all of this
difference is due to the extra time taken in overlapping
the CASSCF wavefunctions for Procrustes diabatization.
The average CPU time for calls to the overlap subrou-
tine were 44 seconds for the Procrustes method and just
under 6 seconds for the propagation scheme. The rea-
son for this discrepancy is the difference in the number
of significant configurations in the CASSCF wavefunc-
tions needed in each method. In both calculations con-
figurations with a maximum coefficient (for both states)
of 10−8 or less were ignored, so the conditions were the
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same for both. However, for the propagation diabati-
zation method the number of configurations with coeffi-
cient greater than this cut-off stays at similar levels at
all sampled geometries, whilst the number increased sig-
nificantly for geometries further from the Franck-Condon
point for the Procrustes scheme. The reason for this dif-
ference lies in the orbitals used to expand the CI vectors
in each case; for the propagation scheme the natural or-
bitals for the relevant geometry, which produces an op-
timally compact CI expansion, are always used. For the
Procrustes method, the orbitals are the diabatic orbitals
which are kept in maximal alignment with the natural
orbitals at the Franck-Condon point. As the sampled
geometries get further from this reference point, the di-
abatic orbitals become less and less like the natural or-
bitals at the current point, leading to longer and longer
CI expansions which take much more effort to overlap.
This is a potential downside of the Procrustes method
presented here; the saving in not calculating NACTs pos-
sibly being eaten up (and more) by the effort in calculat-
ing overlaps. The balance between the two factors will
be system dependent; smaller active spaces and/or larger
numbers of states should favour the Procrustes scheme as
the effort in overlapping the wavefunctions is reduced in
the former case whilst the number of NACTs needed in-
creases in the latter (although the effort in overlapping is
increased, the major contributor to the effort is the num-
ber of configurations and hence the number of overlap
determinants which need to be evaluated). In the SI, we
present results for the Procrustes scheme where the CI
coefficient cut-off is varied to compare the saving in time
and the robustness of the results.
B. Butatriene Cation
To further test the Procrustes diabatization scheme,
we turn to another well studied system, the butatriene
cation, whose conveniently located conical intersection
close to the Franck-Condon point makes it an ideal test
case for new diabatization methods. Initially we look at
the dynamics for a 2-dimensional model before looking in
more detail at potential energy slices along single degrees-
of-freedom.
1. Dynamics in 2 Dimensions
To study the dynamics of the butatriene cation in two
dimensions, three DD-SM calculations were performed,
the only difference between them being the diabatization
scheme used: Procrustes, propagation, or projection.
The geometry of the neutral butatriene molecule was
optimized at the CASSCF(6,6)/3-21G level using Mol-
pro, and normal-mode frequencies and coordinates were
determined. DD-SM calculations were then performed in
two dimensions, using as a coordinate system the mass-
frequency scaled 5Au (torsion, labelled q5, with frequency
768 cm−1) and 14Ag (symmetric carbon stretching, la-
belled q14, with frequency 2195 cm
−1) normal modes.
The ground-state and the first three excited states of the
cation were included in the DD-SM calculations. Sine
DVR bases were used along each normal-mode: 101 grid-
points in the range [−10, 10] along q5, and 81 functions in
the range [−8, 8] along q14. The initial wavepacket was
a Gaussian product function with width 1/
√
2 in each
degree-of-freedom, centred at the Franck-Condon point
(origin of the coordinate system) on the first excited di-
abatic state. Time evolution of the wavepacket was fol-
lowed for 100 fs in total. The PESs were generated by
Sobol sampling 20 geometries within three widths (cal-
culated as
[〈q2〉 − 〈q〉2]1/2, where the expectation values
for each degree-of-freedom are calculated from the cur-
rent wavefunction) of the centre of the wavepacket on
each state every 1 fs. The SA(4)-CASSCF(5,6)/3-21G
energies were calculated at sampled points only if the
KRR variance at each point exceeded 10−3; symmetry
equivalent points were additionally included by supple-
menting each accepted geometry with a further config-
uration in which the q5 coordinate is inverted. For the
projection diabatization calculation, as described in sec-
tion II C 2, a total of 20 states were used in the CI-only
calculations using the diabatic orbitals. After diabati-
zation, the PESs were fitted using KRR with Gaussian
functions with a width parameter α = 0.05.
Fig. 3 shows the diabatic PESs produced by the Pro-
crustes diabatization, and can be compared to those pre-
sented in the supporting information of Ref. 41 (using the
projection diabatization) and in Ref. 98 (using the origi-
nal implementation of the propagation diabatization with
gradient information). The main features to note here are
the smooth crossing of the surfaces, particularly around
the conical intersection between the D0 and D1 (which
correspond to the X˜ and A˜ diabats at the Franck-Condon
point respectively) at the coordinate q14 ≈ 2 in a planar
geometry (q5 = 0) as well as between the B˜ and C˜ diabats
(which correspond to D2 and D3 at the Franck-Condon
point). The diabatization method is therefore capable of
producing smooth, quasi-diabatic potentials which cross
at points of degeneracy in a multi-dimensional system.
Fig. 4 shows the diabatic coupling between the X˜ and
A˜ surfaces as a function of molecular geometry. As ex-
plained previously,41,96 by symmetry this function should
be odd in the q5 coordinate and this is indeed what we
find here. As we move away from the planar geome-
try, the coupling exhibits a dependence on the symmet-
ric stretching coordinate, q14; this coupling is identically
zero wherever q5 = 0, but as the D2h symmetry has been
broken when q5 6= 0, a coordinate-dependence is now al-
lowed. This smooth coupling surface, displaying appro-
priate symmetry, demonstrates the physically-consistent
behaviour of the Procrustes diabatization method.
Turning now to the actual wavepacket dynamics, Fig.
5 shows the time-dependent population of the A˜ diabat
for calculations performed using the three diabatization
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FIG. 4. KRR fit of the diabatic coupling between the X˜
and A˜ diabatic states of the butatriene cation as a func-
tion of the 5Au torsion and 14Ag symmetric stretching mass-
frequency scaled normal modes, as calculated on-the-fly using
the Procrustes diabatization during the DD-SM propagation
described in the text.
schemes. We note that the exact population dynamics is
different for all three cases, but this is to be expected as
the diabatic surfaces are different, however, the dynamics
is qualitatively the same for all three: the initial, rapid
de-population of the A˜ state as the wavepacket encoun-
ters the conical intersection, followed by partial recur-
rences of the population as the wavepacket rocks back
and forth past the state crossing. The Procrustes dia-
batization thus produces diabatic PESs which not only
display the correct desired physical characteristics, but
which also allow the wavepacket to behave as expected.
The population dynamics qualitatively matches that seen
when using pre-fitted vibronic coupling PESs43,66,95, but
we note that in those cases, the q5 mode was a proper tor-
sion mode, rather than the 5Au normal mode used here.
The direct dynamics approaches used here also automat-
ically include the anharmonicity of the PESs, which was
not included in the fitted surfaces. As a result of these
two facts we would not expect quantitative agreement be-
tween the dynamics given when using on-the-fly fitting of
the PESs when compared to that on the pre-fitted sur-
faces.
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FIG. 5. Populations of the A˜ diabatic state of the butatriene
cation during 4-state dynamics on-the-fly: the solid, red line is
the result due to using the Procrustes diabatization to gener-
ate the PESs; the green, hashed, line is the result when using
the propagation diabatization; the blue, dashed line results
when using the projection diabatization.
Even though the dynamic behaviour on the diabatic
PESs is different depending on the diabatization scheme
used, we might expect the dynamics to be similar when
viewed within the adiabatic picture. However, although
it is possible to calculate adiabatic populations within the
Quantics package (the diabatic PESs are diagonalised at
each DVR gridpoint, allowing the transformation of the
wavepacket at those points to the adiabatic representa-
tion), this comparison would itself be misleading. In par-
ticular, the initial wavepacket is placed on the first ex-
cited diabatic PES, but the diabatic surfaces are slightly
different for each diabatization method. As a result,
the initial adiabatic wavepackets in this analysis would
each be different; in other words, the initial conditions of
the adiabatic dynamics obtained for each diabatization
scheme are different, so the comparison between the pop-
ulation dynamics is not particularly meaningful. Ideally,
we could prepare the initial wavepacket on an adiabatic
state, before transforming it to whichever diabatic repre-
sentation was being used before allowing the dynamics to
proceed. To achieve this, we have implemented a method
of transforming the initial wavepacket between the adi-
abatic and diabatic representations when diabatic PESs
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are already available.
To carry out a calculation using an adiabatic, initial
wavefunction one must first run a calculation in the nor-
mal, diabatic representation as a way of sampling con-
figuration space and hence building an approximation to
the global, diabatic PES. A subsequent dynamics calcu-
lation can then be performed using this pre-constructed
PES to which no additional database points are added
during the course of the wavepacket propagation. The
initial wavefunction for this second calculation is defined
as usual, however, before the dynamics begins, this adi-
abatic wavefunction is transformed to the diabatic rep-
resentation. To do this, each DVR gridpoint is taken in
turn and the diabatic energies and couplings are eval-
uated using the pre-fitted KRR functions before being
diagonalized to give the adiabatic energies. The eigen-
vectors calculated at the same time form the ADT ma-
trix at the DVR location which can then be applied to
the adiabatic wavefunction at that point, giving the ini-
tial wavefunction in the diabatic representation, which
is now in general non-zero on each state. This initial
diabatic-representation wavefunction can then be used
to perform the dynamics simulation as normal.
A difficulty with this procedure is the fact that
the eigenvectors at each DVR gridpoint have arbitrary
phases, meaning that the initial, transformed wavefunc-
tion can randomly change sign between adjacent grid-
points. To avoid this, the ADT matrix at the DVR grid-
point closest to the centre of the adiabatic wavepacket is
taken as the reference point and, moving outwards from
that location, the phases of the vectors at each DVR
point are compared to those at the nearest gridpoint
which is also closer to the reference point. The sign of
each eigenvector is changed if the maximum overlap with
those at the nearby gridpoint is less than zero. In this
way a consistent phase propagates outwards across con-
figuration space.
To test the population dynamics of the butatriene
cation using an adiabatic, initial wavepacket, calculations
were performed with the databases created by initial dy-
namics runs using the three diabatization methods. For
the Procrustes and propagation diabatization calcula-
tions, the databases created by the calculations presented
above were used. For the projection diabatization calcu-
lation, a new wavepacket propagation was run to gen-
erate a database of energies; the initial conditions were
the same as described above except that only four states
(rather than 20) were included in the second, CASSCF
calculation (using unoptimized, diabatic orbitals), mean-
ing that the adiabatic-diabatic transformation was only
in the same space of states as both the Procrustes and
propagation diabatization calculations. Using more than
four states would not have allowed a useful comparison
because the set of adiabatic states available would have
been different in this case. The second set of calculations,
using the previously-created databases of energies, were
carried out using the same initial conditions as described
above for the initial calculations; in particular, the initial
wavefunction which was taken to be an adiabatic wave-
function on the D1 state before being transformed to the
diabatic representation.
In Fig. 6, we present the population of the adiabatic
D1 states as calculated during the calculations using the
databases from the Procrustes and projection diabatiza-
tions. We note that the results from using the propaga-
tion diabatization scheme are not included as the agree-
ment with the other two methods was found to be poor.
The reason for this is the inaccuracy of the created di-
abatic states, which leads to a poor fit of the adiabatic
states at the locations of the DVR gridpoints. Further
calculations were attempted using the propagation dia-
batization, but with different KRR fitting parameters.
It was found that the results were quite variable when
changing these parameters, so it is difficult to be confi-
dent about what is the “correct” result, hence its omis-
sion here. This uncertainty about the reliability of the
propagation diabatization scheme in the context of KRR
fitting was mentioned in Section II C 1 and will be further
illustrated in the next Section.
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FIG. 6. Populations of the D1 adiabatic state of the buta-
triene cation during four-state dynamics on-the-fly: the solid,
red line is the result due to using the Procrustes diabatization
to generate the PESs; the blue, dashed line results when using
the projection diabatization.
Returning to the results presented in Fig. 6, we see
excellent agreement between the Procrustes and projec-
tion diabatization results, as would be expected. The
slight variation between the results reflects the difference
in which wavefunction is used as a reference when di-
abatizing the energies at a particular geometry; for the
projection method the comparison is always directly with
the point, q0, whilst for the Procrustes method the com-
parison is to the nearest geometry which is also nearer to
q0. The fits of the PESs are thus slightly different, which
is reflected at the DVR gridpoints where the wavefunc-
tion is defined, leading to different dynamics.
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2. Potential Energy Curves in One-Dimension: 5Au Mode
In light of the difficulty in comparing population dy-
namics, to more clearly examine the differences between
the diabatic PESs for the three diabatization schemes we
examine PES cuts along the two normal modes of the
butatriene cation.
In Fig. 7 we show the diabatic PECs of the first four
states along mode 5Au, calculated using the three dia-
batization schemes in Quantics, with the other normal-
mode coordinate being fixed at zero. The same level
of electronic structure theory was used as in the two-
dimensional case, but this time the potential energy was
simply calculated at the location of the 51 sine DVR grid-
points spread evenly in [−6, 6] in order to avoid any pos-
sible artefacts from the KRR fitting. The only need for
KRR in the calculations was in the fitting of the adi-
abatic potentials used in integrating the NACTs when
using the propagation diabatization scheme (Fig. 7(b)),
where a width parameter of α = 10.0 was used to account
for the close proximity of the gridpoints.
In Fig. 7(a) we present the diabatic PECs generated
when using the Procrustes diabatization, illustrating the
smoothness of the curves, particularly in the crossing of
the double-well diabat C˜ across diabats A˜ and B˜. Con-
sidering Fig. 7(b), the results from the propagation di-
abatization, we see that the basic shapes of the diabats
are similar to those given by the Procrustes diabatiza-
tion but that some of the smoothness has been lost; at
coordinates q5 ≈ ±3.5 we see kinks in diabats X˜, A˜
and C˜. Diabats B˜ and C˜ cross as seen when using Pro-
crustes diabatization, but there is no crossing of diabats
A˜ and C˜ suggesting that they are behaving adiabatically
with respect to one another, forming an avoided cross-
ing which also affects diabat X˜. The presence of this
avoided crossing is confirmed when considering the adi-
abatic plots (not shown), showing that the propagation
diabatization scheme is failing to correctly locate a cross-
ing of the PECs. The reason for these failures is that the
NACTs are orthogonal to the path along q5 meaning that
the integrand in Eq. (15) is zero at all points along q5.
As a result, the ADT matrix, which is the unit matrix at
the reference geometry, q5 = 0, stays as the unit matrix
between these states and thus cannot reorder the states
as required. At the intersection there is a discontinuity
in the ADT matrix which cannot be dealt with naturally
using a smooth integral. In the original implementation
of the propagation diabatization scheme,66,98 which uses
gradient information, this was dealt with by projecting
the adiabatic energies along the integration path in order
to predict the presence of a crossing, and hence to fix the
ADT matrix, but this is not possible here.
In Fig. 7(c) we show the PECs formed when using the
projection diabatization scheme. The major difference
here from the other two results is the shape of diabat C˜,
which is now a single well rather than the double well
seen in Fig. 7(a). The other three states have the same
shape as those seen in Fig. 7(a), although diabats X˜ and
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FIG. 7. Diabatic potential energy curves of the butatriene
cation as a function of the mass-frequency scaled 5Au normal
mode: (a) Curves calculated using the Procrustes diabati-
zation scheme; (b) energies calculated with the propagation
diabatization method; (c) projection diabatization generated
diabats. In all plots the red, solid line is the X˜ diabat, the
green, dashed line is the A˜ diabat, the blue, hashed line is the
B˜ diabat, and the pink, dashed line is the C˜ diabat.
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A˜ attain higher energies at the extremities when using
the projection method. The reason for this is the mixing
in of higher lying states; a total of 20 states were included
in the CI-only calculations in the projection scheme as,
outlined in Section II C 2, from which components could
be included in the 4 diabats. We have performed equiva-
lent Procrustes diabatization calculations with increasing
numbers of states (all significantly higher lying in this re-
gion of configuration space) and the double well character
of diabat C˜ diminishes as the peak at q5 = 0 flattens out
with increasing numbers of states. This reinforces the
point made in Section II C 2 that the projection diabati-
zation scheme is able to follow diabats more closely due
to this large space of states whereas the Procrustes and
propagation methods are constrained to the space of (in
this case) 4 states.
In conclusion, the propagation diabatization struggles
in this case, failing to locate a state crossing which is dealt
with smoothly by the Procrustes diabatization. The pro-
jection diabatization scheme, by dint of its including a
larger number of states gives quite different diabats from
the other two methods.
3. Potential Energy Curves in 1 Dimension: 14Ag Mode
Having considered PECs along mode 5Au, we now ex-
amine the PECs of the butatriene cation as a function of
q14 along mode 14Ag (with the normal-mode coordinate
5Au fixed at zero). The calculation setup was the same
as described in the previous section, with the same DVR
and KRR width parameter (for the propagation diabati-
zation). The results of the three calculations are shown
in Fig. 8.
In Fig. 8(a) we show the PECs along mode 14Ag
generated by the Procrustes diabatization scheme. The
smooth crossing of diabats X˜ and A˜ at the well known
conical intersection at q14 ≈ 2 is of note as is the cross-
ing of states A˜ and B˜ at q14 ≈ −4. The slight kink
in diabat C˜ at q14 ≈ 4.5 is the result of a fifth diabat
which crosses below (and becomes) C˜ at this point. The
presence of this state was confirmed by carrying out cal-
culations along mode 14Ag including more states in the
adiabatic manifold. The kink in the PECs indicates that
we could include more states in the calculation in or-
der to more accurately represent the PEC in this part of
configuration space. However, we note that there is no
discontinuity in the PEC even though the strict diabat
C˜ has left the space of included states, the new state be-
ing included naturally as a result of the propagation-type
nature of the method, moving from geometry to geome-
try. As grid-based dynamics does not need the gradient
of the PESs, the discontinuity in this property is not the
issue it would be if a trajectory-based method were to be
used.
In Fig. 8(b) we present the result of the calculation
using the propagation diabatization method and imme-
diately notice the same feature in diabat C˜ at q14 ≈ 4.5
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FIG. 8. Diabatic potential energy curves of the butatriene
cation as a function of the mass-frequency scaled 14Ag nor-
mal mode: (a) Curves calculated using the Procrustes diaba-
tization scheme; (b) energies calculated with the propagation
diabatization method; (c) projection diabatization generated
diabats. In all plots the red, solid line is the X˜ diabat, the
green, dashed line is the A˜ diabat, the blue, hashed line is the
B˜ diabat, and the pink, dashed line is the C˜ diabat.
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as observed with the Procrustes method. The propaga-
tion diabatization scheme is, as noted before, also able to
naturally incorporate intruder states into the manifold of
diabatic states when they appear. However, the propa-
gation diabatization scheme shows the same failures as
was seen along mode 5Au; specifically, it fails to describe
the crossing of diabats X˜/A˜ and of A˜/B˜ which were cor-
rectly seen using the Procrustes method. The reason, as
was true in the case of the q5 PECs, is the orthogonality
of the NACTs to the integration path, which results in
discontinuities in the ADT matrix at the points of inter-
section; the symmetry of the molecule is the key issue
here.
In Fig. 8(c) we present the PECs along mode 14Ag cre-
ated using the projection diabatization scheme. Clearly
the method correctly describes the same state crossings
as were seen in the Procrustes case, with an additional
crossing between diabats A˜ and C˜ at q14 ≈ −4.5. This
additional crossing is another manifestation of the diaba-
tization scheme’s use of the additional states it has at its
disposal to allow the following of the diabats as strictly
as possible. All of the states reach significantly higher en-
ergies at large negative coordinates than in the other two
cases as a result of this mixing too. At q14 ≈ 4.5 we see
a very slight kink in diabat C˜, but in the other direction
to that seen with the other methods. Again the diabat
is being more strictly followed when using the projection
diabatization method, but this feature can prove a weak-
ness in the method, as was noted earlier in relation to a
previous study44. The projection diabatization method
can and will follow the diabats more strictly than the
other two methods, but this can be an issue when the
wavepacket dynamics covers a large region of configu-
ration space; diabats which were high in energy at the
Franck-Condon point but become lower in energy else-
where may not be included in the reference manifold in
which the wavepacket must move. The Procrustes and
propagation schemes are more pragmatic; at each point
N diabats are formed from the N lowest energy adiabats
as seen at q14 ≈ 4.5 here, so the wavepacket can move
along the lowest energy paths available rather than being
constrained to move on the diabats defined at the refer-
ence points, hence running the risk of being diabatically
trapped in a region of configuration space if there is no
state low enough in energy to allow a way out.
IV. CONCLUSIONS
In this Article, we have presented a new diabatization
scheme which uses the orthogonal Procrustes method to
rotate a set of electronic wavefunctions at one molecular
geometry to most closely match those at a nearby, ref-
erence geometry. The method has been implemented in
a development version of the Quantics package for use
within the DD-GB class of methods and its utility has
been demonstrated here using the simple DD-SM ap-
proach on the classic cases of LiF and the butatriene
cation. Because the potential energy operator, which is
constructed by fitting functions to the diabatic energies
generated by the method, is applied directly to the time-
independent DVR basis, the method also works within
the DD-MCTDH method presented before (the differ-
ence to the DD-SM method used here is in the manner in
which the potential energy integrals are included within
the equations-of-motion). Subsequent contributions from
us will demonstrate the use of the Procrustes diabatiza-
tion scheme within the DD-MCTDH method (including
the secondary fitting used on top of the initial KRR fit-
ting of the PESs41,42), but our main concern here was
the diabatization method itself and the demonstration of
its effectiveness in providing smooth, properly-coupled
PESs.
We have also taken this opportunity to compare the
Procrustes diabatization scheme with those previously
implemented for use with DD-GB methods in the Quan-
tics code, namely the propagation and projection diaba-
tization approaches. We have discussed the advantages
and limitations of all three methods, but overall we feel
that the new method brings together the good points
of the other two methods whilst avoiding some of their
pitfalls. The Procrustes method has the ability to take
account of new states coming down in energy, and becom-
ing significant with respect to the dynamics, in different
parts of configuration space as is done with the propaga-
tion method but not the projection approach. We avoid
the need to calculate NACTs and are able to reproduce
the crossing of diabats in pathological cases, as seen with
the one-dimensional cuts of butatriene where symmetry
meant that the propagation scheme could not cope with
the discontinuity in the ADT matrix that the projection
and Procrustes methods took in their stride. The path-
dependence of the Procrustes diabatization method is an
outstanding issue, as it is with the propagation diabati-
zation, but the choice of paths is repeatable and avoids
the closed loops which may cause issues with the non-
uniqueness of the diabats, whilst precautions are taken
to ensure the correct symmetry of the PESs and cou-
plings.
A further, possible issue with the new diabatization
scheme (as well as with the projection diabatization
method) may also arise if very large systems are con-
sidered: when calculating the overlap of wavefunctions
at successive geometries, even though the individual
changes in the MOs may be small, the cumulative ef-
fect of all of the overlaps having a magnitude less than 1
is that the total wavefunction overlap tends to zero. The
practical effect of this may be to make the diabatization
prone to rounding error. This has not been accounted
for in the current method as the systems under consider-
ation are sufficiently small, but will be worth bearing in
mind in future developments.
We also note that all three diabatization methods, as
implemented, rely on the use of CI-type wavefunction
methods (usually CASSCF) to allow the straightforward
overlap of wavefunctions. Such methods are not the most
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easily used by non-specialists, so further work will be re-
quired to extend the diabatization schemes to more black
box electronic structure methods if the dynamics meth-
ods are to be taken up as useful tools more widely.
Overall, we commend the Procrustes scheme as a di-
abatization method which could be used, not just for
on-the-fly grid-based dynamics but for those who wish
to pre-fit PESs, or use trajectory-based dynamics meth-
ods. Future work will focus on applying the new method
to larger systems as well as combining it with spin-orbit
couplings to allow diabatic nuclear dynamics on different
spin states to be carried out. We will also be looking into
extending the number of coordinate systems we can use
with our method; currently we are limited to using nor-
mal modes because of the automatic construction of the
kinetic energy operator, but it would be desirable to be
able to use, for example, valence-type coordinates to al-
low easier study of larger magnitude dynamics including
photoisomerization or the photostability of DNA bases.
V. SUPPLEMENTARY MATERIAL
Supplementary material providing more details of the
methods described herein, as well as results augmenting
those presented here, is available for this paper. The
method used to overlap two CASSCF wavefunctions at
different geometries using Molpro is described in the first
section. In the second section the propagation diabati-
zation scheme used for DD-GB methods based on KRR
fitting is described in detail as it differs in certain ways
from the originally published algorithm used with DD-
vMCG. The third section describes the Procrustes diaba-
tization algorithm step-by-step when using Molpro. The
fourth and final section contains extra results on the po-
tential energy curves of LiF, particularly demonstrating
the robustness of the Procrustes diabatization method
to variation of user-controlled parameters: the first part
deals with the effect of changing the width of the KRR
kernel; the second part considers the effect of ignoring
increasing numbers of configurations when overlapping
CASSCF wavefunctions.
VI. DATA AVAILABILITY
Data from Figs. 1-8 are available at
wrap.warwick.ac.uk/132731.
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