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ABSTRACT 
MAGNETIC DOPING OF SEMICONDUCTOR MOLECULAR MODELS AND 
COLLOIDAL NANOCRYSTALS  
MAY 2016 
SWAMY PITTALA, B.S., OSMANIA UNIVERSITY 
M.S., UNIVERSITY OF HYDERABAD
Ph.D., UNIVERSITY OF MASSACHUSETTS, AMHERST 
Directed by: Professor Kevin R. Kittilstved 
Spin-based electronics use the spins of electrons in addition to their charges and have potential 
applications to create a next generation of quantum computers, capable of storing vast amounts of 
data in an energy-efficient way. Diluted magnetic semiconductor quantum dots (DMS-QDs) have 
shown great promise as ideal materials for application in spin-based electronics. However, doping 
impurities into quantum confined colloidal nanocrystals (NCs) has been a great challenge due to 
the lack of control over the dopant reactivity during the specific stages of nucleation and growth. 
The mechanism of dopant incorporation into nanocrystals is complex and well-defined and 
atomically precise molecular clusters can provide detailed knowledge and novel insights into the 
doping process. This work focuses on the synthesis of Co2+ substituted CdS and ZnS based 
molecular clusters and understanding doping mechanism at the molecular level and use these 
clusters as precursors to make doped nanocrystals. The cation exchange rates and thermodynamic 
stability of dopants in the smallest tetrameric clusters is found to depend mainly on the identity of 
the host cation in the cluster. The surface ligand dynamics of clusters directly control the rate of 
dopant ion exchange into molecular clusters. As the size of molecular clusters increases the ligand 
dynamics decreases and dopant exchange into these larger clusters becomes less feasible.  
vii
We developed a method to synthesize doped NCs using these pre-doped magnetic molecular 
chalcogenide clusters, as single-source precursors. We obtained very high concentration of cobalt 
impurities into CdS nanocrystals without undergoing spinodal decomposition. This high doping 
level is attributed to the growth mechanism that involves formation of dopant substituted metastable 
magic-sized nuclei (CdS)34 before the critical nuclei during the synthesis. Furthermore, the 
particular growth mechanism of doped nanocrystals can be controlled by the size of diluted 
magnetic molecular precursors. The synthetic strategy demonstrated here utilizes magnetic 
inorganic clusters as true single-source precursors and provides an effective and tunable route to 
synthesize doped nanocrystals with high dopant concentrations. 
viii
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1.1.  Semiconductor nanocrystals and the quantum-size effect 
Bulk II-VI semiconductors exhibit a characteristic fixed direct energy gap, known as band gap 
separating the conduction band minimum and the valence band maximum. The photoexcitation of 
a semiconductor crystal promotes an electron from the valence band to the conduction band and 
creates a loosely bound electronhole (e–h+) pair, usually delocalized over a length much longer 
than the lattice constant.  As the diameter of the semiconductor crystallite approaches this 
excitonic Bohr radius, its electronic structure begins to change. This phenomenon is known as the 
quantum-confinement effect, which can be characterized by a blue-shift in the optical band gap. 
By decreasing the size of semiconductor materials so called colloidal semiconductor nanocrystals 
can exhibit atom-like discrete quantized energy levels unlike the continuous bands observed in 
bulk semiconductors due to the quantum-confinement effect. The density of states in 
semiconductor nanocrystals are confined all three dimensions are also called quantum dots. The 
size of these nanocrystals typically ranges from a few nm to 10 nm. These semiconductor 
nanocrystals are made of hundreds to thousands of atoms are also termed as artificial atoms. The 
inorganic core of a colloidal semiconductor quantum dot is typically functionalized with an 
organic/aqueous outer layer of ligand molecules that enables these materials to be dispersed in a 
variety of solvents. One of the most interesting characteristic effects of colloidal semiconductor 
nanocrystals that their size-dependent band gap, which can be tuned to manipulate their physical 
properties simply by changing their size. Because of their unique size-dependent properties, 
which include size-tunable absorption and fluorescence and advantage of being solution 
processable, semiconductor nanocrystals are promising candidates for bio-imaging and device 
applications such as photovoltaics, solid-state lighting, and electronics. 
1
1.2. Synthesis and mechanism of colloidal semiconductor nanocrystals 
Nanocrystals can be synthesized from a variety of different materials and in several different 
reaction conditions. For the first time in 1993, Murray et al. demonstrated the principle for the 
synthesis of CdE (E = S, Se, Te) colloidal nanocrystals in organic solvent (trioctylphosphine 
oxide, TOPO) at high temperature. This method traditionally called the “hot-injection” method, 
has been successfully used to make high quality II-VI colloidal semiconductor nanocrystals. 
During the synthesis, precursors are injected into hot organic solvents at 360 °C under 
rigorously air-free conditions. Initially, the precursors are converted into monomers and then into 
nanocrystals surrounded by surface organic ligands. In general the organic ligands have two 
purposes, a) solubilize and disperse the nanocrystals and the reactants involved in the growth and 
b) control the growth kinetics. The ligands also provide necessary repulsion or steric hindrance
between the nanocrystals to prevent them from aggregating. The temperature, type of solvent and 
ligand, concentration of ligands, and reaction time can strongly influence the growth kinetics, 
crystallite phase and shape of the nanocrystals. Later, Talapin et al. reported the low size 
distribution in as prepared CdSe nanocrystals of the order of 5% by adding hexadecylamine to 
TOPO/Trioctylphoshine mixed solvent.1 One of the main disadvantages of these hot-injection 
methods was using pyrophoric and highly toxic organometallic reagents as precursors. Many 
studies were focused on the development of synthetic methods to replace the organometallic 
reagents by easy to handle standard reagents and improve the quality, quantum yield, and size 
distribution of nanocrystals. Peng et al.  reported the use of much safer synthetic route with stable 
Cd precursors such as cadmium oxide and cadmium acetate that replaced pyrophoric 
dimethylcadmium.2-3 A further modification of the high temperature methods consisted of 
understanding the role of the solvents, reactivity of the precursors, and temperature, to determine 
their influence on the nucleation and growth kinetics of the nanocrystals.4 The detailed 
investigation on the growth mechanism of nanocrystals is crucial to control the physical 
properties by means of size, shape, and composition. 
2
The classical nucleation and growth of monodisperse hydrosols were studied by LaMer and 
Dinegar in 1950.5 The formation of nanocrystals are divided into two major steps: the nucleation 
stage in which several freely dispersed atoms or ions spontaneously assemble into 
thermodynamically stable small crystals (nuclei), and the growth stage during which small 
crystals grow into larger nanocrystals (see Figure 1.1).6 In the nucleation stage, the solution phase 
where the atoms are dispersed and the crystalline phase where the atoms are assembled are 
separated by an energy barrier. The driving forces for the nucleation can be explained by the 
combination of the gain in the chemical potential and the increase in the total surface energy. The 
increase in chemical potential is due to the energy freed by the formation of bonds in the growing 
crystal. For a spherical nucleus consisting of atoms, the total free energy of the system changes by 
the value G; c and s are the chemical potentials of the crystalline phase and the solution phase, 
respectively, r is the radius of the nucleus and  is the surface energy. 
       ∆G = n(c  s) + 4r2      (1.1) 
If dm is the density of the atoms in the nanocrystal, then the equation reads 




(c  s) + 4r2     (1.2) 
If the chemical potential of the atoms in solution is larger than that of bound atoms, the first 
term in equation 1.2 becomes negative, and thus the free energy reaches a maximum for a certain 
radius rc, termed the critical size, where the nucleation barrier imposed. In the solution, any 
crystal smaller than this critical nucleus possesses a thermodynamic tendency to dissolve and any 
crystal larger than the critical sized nuclei shall be thermodynamically driven to grow. The 
nucleation process stops once the monomer concentration falls below the critical supersaturation 
level (see Figure 1.1). During the growth stage, the monomers first have to be transported towards 
the surface of the nanocrystal (diffusion), and subsequently react with the nanocrystal. The 
growth rate of the nanocrystal is dictated by the rate at which the monomers reach the surface of 
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the crystal. Typically, an excess amount of monomer precursors is injected into the reaction 
mixture and monomers can be attached wherever there is a vacant position on growing crystal. 
The diffusion process can be neglected due to the high concentration of monomers and rate is 
only depends on the reaction between the monomer and the crystal. This growth region is called 
reaction controlled growth. Ultimately, the system enters into the Ostwald ripening regime, 
which means the smallest nanocrystals dissolve to free monomers that are incorporated into the 
larger nanocrystals. This phenomenon is characterized by a large broadening of the size 
distribution.  
 
Figure 1.1. Schematic diagram illustrating the LaMer classical model of monomer concentration 
during the nanocrystals nucleation and growth process. The blue arrows indicate the nucleation 
period and the red arrows indicate the growth period. Figure adapted from ref. [6]. 
1.3. Doping magnetic impurities into colloidal semiconductor nanocrystals 
The use of intentional impurities or dopants to control the behavior of materials lies at the 
heart of many technologies. Introduction of a paramagnetic transition metal ion impurities into 
semiconductors nanocrystals alters the electronic structure and modifies the electronic, optical 
and magnetic properties due to the exchange interactions between the impurity atoms and host 
carriers. This phenomenon has attracted significant attention due to their possible application in 
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spin-based electronics, quantum computing and solar energy technologies. Whether the dopants 
substitute the host cationic site or occupy interstitial position in the lattice depends on the dopant 
ion solubility in the crystallite lattice and its oxidation state. The paramagnetic transition metal 
dopants such Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Cr2+ favor the substitution into the cationic site due to 
the proper charge compensation in the lattice. Each dopant has a unique electronic structure and 
can introduce new functionalities to the host semiconductor material. For example, in Mn2+ doped 
II-VI semiconductors, tetrahedrally-coordinated Mn2+ creates new states between the valance and 
the conduction band related to the d-orbitals and displays longer life time (milliseconds) and acts 
as traps to increase the efficiency for solar to energy conversion. Santra et al. demonstrated the 
use of Mn:CdS in quantum dot sensitized solar cells to enhance the efficiency over 5%.7 The 
Mn2+ d-states decrease the excitonic recombination after the photoexcitation due to the longer life 
time of electrons in Mn2+ and efficiently transport the electrons into TiO2 photoanode. Dong et al. 
demonstrated that hot electron generation in Mn2+ doped CdSeS/ZnS can be utilized to enhance 
the photocatalytic activity in H2 production reactions.8 Hot electrons are generated via the 
sequential two-photon-induced process by the utilizing long-lived Mn2+ excited state as the 
intermediate state. The Cu2+ in semiconductor lattice display an emission over the entire visible 
region and recent success in the synthesis of optically active Cu2+ doped II-VI semiconductor 
have shown that these can be promising materials as bright visible light phosphors.9 
If the dopant ion concentration is small, these are called diluted magnetic semiconductor 
quantum dots (DMS-QDs). DMSs exhibit many interesting optical, magnetic, magneto-transport 
properties due to strong exchange interactions between magnetic moment of transition-metal ion 
and the charge carriers. The d-orbitals of dopant have exchange interactions with the s-and p-
orbitals of the conduction band and the valence band of the host semiconductor so called sp-d 
exchange interactions as shown in Figure 1.2. These exchange interactions give rise to a giant 
Zeeman splitting of the band structure that potentially allows for the manipulation of conduction 
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electrons or holes. The manipulation of single electrons with NCs has attracted researchers to 
envision using DMS-QDs as the functional bits of a quantum computer. Recent demonstration of 
an exciton magnetic polaron10 and electron controlled-magnetism11 by the Gamelin group in 
colloidal DMS-QDs provide major advances in the understanding of how to manipulate the spins 
of dopant ions in a DMS-QD and the realization of a spintronic device based on DMS-QDs. 
There have been many recent reports on ferromagnetism in DMSs and among all Cr doped ZnTe 
has received extraordinary attention since ferromagnetism was theoretically predicted at room 
temperature. Saito et.al reported the RT ferromagnetism in Cr:ZnTe thin films and characterized 
by magnetic circular dichroism spectroscopy. Pandey et al. reported the observation of long-lived 
photoinduced magnetization in Cu2+ doped ZnSe/CdSe core shell nanocrystals, suggesting 
potential applications of DMS-QDs for magneto-optical storage and optically controlled-
magnetism.12 
 
Figure 1.2. Schematic representation of sp-d exchange interactions in Mn:CdTe semiconductors. 
The valence band is formed by the p-orbitals of Te and conduction band is formed by the s-
orbitals of Cd. The Mn t2g - orbital mixes with the anion p-orbital. Figure adapted from ref. [13]. 
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In II-VI semiconductors, the valance band and conduction band are formed by p-orbital of 
anion and s-orbital of cation, respectively. When the transition-metal ion substitute into the host 
cationic site, d-electrons of the dopant ion strongly mixes (kinetic) with the p-band due to the 
hybridization of their wavefunctions and lead to strong p-d exchange interactions. The p-d 
exchange interaction represented as No which is the exchange constant per unit volume and it 
could be positive which lead to ferromagnetic or negative which lead antiferromagnetic. The s-
band of the conduction band does not mix with the d-electrons, but still influenced by the 
magnetic ion.13-14 The s-d exchange coupling (No) is always positive (ferromagnetic). The 
magnitude of the s-d exchange coupling is much smaller compared to the p-d exchange coupling. 
For the first time in 1994, Bhargava et al.15 reported the successful incorporation of magnetic 
dopants into II-VI colloidal semiconductor nanocrystals. Nanocrystals of Mn2+ doped ZnS were 
prepared at room temperature by a co-precipitation method and characterized by the 
Mn2+:4T1→6A1 transition at 585 nm in the optical emission spectrum. To dope ZnS, 
diethylmanganese in a tetrahydrofuran solvent prepared by mixing manganese chloride with 
ethylmagnesium chloride is added to the reaction. They reported an external photo-luminescent 
quantum efficiency of 18% which was the highest at that time and it was attributed to the 
shortening of the lifetime of the emission associated with the impurity. In 2001, Norris et al. 
reported the synthesis of high-quality Mn2+ doped ZnSe nanocrystals by a using high temperature 
organometallic synthesis method with a quantum yield of 22% and confirmed by electronic 
paramagnetic resonance and magnetic circular dichroism spectroscopies. In addition to traditional 
high-temperature techniques, the molecular clusters have been used as single-source precursors to 
synthesize doped nanocrystals. 
 Despite successful incorporation of many dopants such as Mn2+, Co2+, and Cu2+ into 
nanocrystals, the mechanism of dopant incorporation during the reaction is not well understood. 
There have been several theoretical models proposed to understand the dopant mechanism in 
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nanocrystals as shown in Figure 1.3. Initially in 1950, Turnbull argued that doping crystals tends 
to be unsuccessful due to the smaller number of atoms compared to bulk materials.16 But the 
theory was purely statistical. An alternative explanation to unsuccessful doping is self-
purification, in which the impurities are expelled from the nanocrystal due to the thermodynamic 
reasons. The solubility of impurity ions in a nanocrystal is much lower than in a bulk material and 
thus it is hard to dope into the nanocrystal. The successful reports on the doping of nanocrystals 
were explained by the trapped dopant model where dopant ions adsorb on the nanocrystal surface 
and are then covered by following the growth process. For this to occur, the surface must be 
favorable for the dopant to adsorb and it should have a stronger binding energy with the specific 
facet of the nanocrystal lattice. The surface ligands also must not have a stronger affinity to the 
nanocrystal surface or for the impurity ion.  
1.4. Inorganic molecular clusters as single-source precursors for pure and doped 
nanocrystals 
In all hot-injection (lyothermal) techniques that are discussed above, a very high temperature 
is essential for the formation of crystallites and for annealing out the lattice plane defects. 
Lyothermal routes are highly dependent on the starting materials (both metal and anion), organic 
solvent, and the reaction condition. For example, growth and size dispersity in CdSe is more 
easily controlled compared to CdS and CdTe, mainly due to the chemical reactivity of the metal 
precursors. A novel approach was developed by the O’Brien group to use single-source molecular 
precursors instead of the hazardous metal alkyl, methyldiethyldiselenocarbamatocadmium(II), 
[(CH3)CdSe2CN(C2H5)2]2 used as precursors to make CdSe nanocrystals.17-18 The advantage of 
using single-source precursors is that metal-chalcogenide bond is already formed and acts as a 
convenient reactive intermediate during the growth. 
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Figure 1.3. Dopant mechanisms as explained by theoretical models.19 a). Turnbull model, in 
which the number of impurities per nanocrystal decreases with crystallite size. B). Self-
purification model, in which dopant solubility is lower in the nanocrystal than in the bulk 
semiconductor. C). Trapped dopant model, in which kinetic factors govern the doping process. 
Figure adapted from ref. [19].  
Inorganic molecular clusters with the general formulae of [M(EPh)4]2-, [M4(EPh)10]2- and 
[M10E4(E’Ph)16]4- (M= Cd, Co, Zn and E, E’= S, Se) with (NMe4)+ counter ions are ideal single-
source precursors. These are a class of materials that exists as discrete units with structures 
related to a fragment of a bulk lattice.  The [M10Se4(SPh)16]4- clusters have been used as inorganic 
precursors to make bulk semiconductor powders via thermal decomposition and solvothermal 
decomposition due to the thermodynamic instability of the clusters.20 These clusters can be used 
as single-source precursors to make larger and more thermodynamically stable nuclei and 
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colloidal nanocrystals by controlling the thermodynamic and kinetic processes of the reaction (see 
Figure 1.4). In this method, inorganic clusters act as a preformed nucleus that eliminates the need 
for pyrolytic step to initiate the nucleation commonly required for lyothermal growth processes. 
In contrast to the hot-injection methods, the nucleation and growth stages are well separated 
because the preformed nucleus is capable of undergoing structural arrangement without the 
dissolution of the precursors. Then, for the first time in 2002, Strouse and coworkers introduced 
an innovative methodology that utilizes inorganic clusters as single source precursors for the 
preparation of II-VI QDs, and they also extended this method to dope the NCs.21 Clusters are 
introduced into an alkylamine solvent at lower temperatures (<80°C) and nucleation occurs 
instantly and is followed by growth under thermal control. The main advantage of this new 
method is the greater synthetic control obtained by eliminating the pyrolytic step, the slow 
thermodynamic growth at low temperature and yields highly crystalline materials with less than 
5% size dispersity.  
Figure 1.4. Inorganic cluster synthesis method to synthesize the nanocrystals with 
hexadecylamine as capping ligand. Figure adapted from ref [21].  
For doping nanocrystals, the inorganic cluster synthesis is described in literature as among 
the most interesting synthesis methods. During the synthesis dopants (CoCl2 or 
(NMe4)2[Co4(SePh)10]) added along with the polynuclear clusters such as (NMe4)2[Cd4(SePh)10] 
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or (NMe4)4[Cd10Se4(SePh)16] to yield Co-doped CdSe nanocrystals. Whereas the doping of 
wurtzite phased CdSe colloidal nanocrystals has proved to be relatively ineffective by standard 
high temperature techniques, this inorganic cluster method has reportedly yield successful doping 
of Mn2+ and Co2+ into CdSe lattice. Initial attempts to prepare TM2+:CdSe using 
(NMe4)2[Cd4(SPh)10] and TMCl2 only yielded undoped CdSe nanocrystals instead of  doped CdSe 
nanocrystals. But CdSe doping was successful only after the addition of an elemental Se 
precursor and it was argued that this is due to the formation of (NMe4)4[Cd10Se4(SePh)10] (see 
equation below) clusters, which facilitate the dopant ion exchange into clusters and then 
undergoes lyothermal degradation to yield doped CdSe nanocrystals.22  
5[Cd4(SePh)10]2- + 8Se0  2[Cd10Se4(SePh)16]4- + 8PhSeSePh + 2SePh- 
1.5. Metal-benzenechalcogenolate molecular clusters  
The structural geometries of [Cd4(SPh)10]2-, [Cd10S4(SPh)16]4-, [Cd17S4(SPh)28]2- clusters are 
shown in Figure 1.5. In these molecular clusters, metal chalcogenide bond lengths are nearly 
equivalent to those in their analogous metal chalcogenide nanocrystals, and quantum confinement 
is preserved as well. Molecular clusters provide many advantages due to the following reasons: 1) 
clusters have a well-defined size, and 2) the majority, if not all, of the atoms in molecular clusters 
are exposed to solvent.  
The study of the chemistry and photophysics of tetrameric metal benzenechalcogenolate 
molecular clusters with the general formula (NMe4)2[M4(EPh)10] (M = Cd, Zn, Fe and Co; E = S) 
was initiated over 30 years ago due to their structural similarity to multinuclear clusters in 
cysteine-rich proteins (metallothionein).23-28 Later, these molecular clusters have become 
attractive model systems for II-VI QDs due to their inherent monodispersity and atomically 
precise compositions.29-31 The tetrameric cluster possesses an adamantane-like [(µ-SPh)6M4] core 
with the M2+ sites occupying the corners of a tetrahedron and coordinating with 3 bridging 
benzenethiolates. The remaining 4 benzenthiolate ligands bind each of M2+ sites to complete the 
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structure and provide a pseudo-tetrahedral environment for each M2+ ion. We regard these 
tetrameric molecular clusters in particular as ideal models of the QD surface. 
Figure 1.5. Crystal structures of [Cd4(SPh)10]2-, [Cd10S4(SPh)16]4-, [Cd17S4(SPh)28]2- clusters. Size 
of clusters were calculated based on the distance between the two edge atoms. [NMe4]+ counter 
ions are not shown in the Figure. Color symbols: red = metals, yellow = sulfur on thiophenolate 
(SPh-), black = sulfur. 
Dance et al. reported the synthesis of decameric clusters with the general formulae of 
[M10E4(E’Ph)16]4- where M = Cd; Zn and E, E’ = S, Se by adding a stoichiometric amount of 
elemental chalcogenide powder to the acetonitrile or DMF solution containing the tetrameric 
clusters. The [Cd10E4(E’Ph)16]4- (Cd10) has a molecular structure in which the Cd10E4(EPh)16 core 
is a macro-tetrahedral fragment of the well-known cubic zinc blende (sphalerite) lattice. The 
Cd6(µ-S)4 octahedron makes up the inner cage of the Cd10 cluster and Cd2+ ions are termed “Cdi”. 
The other four faces of the inner Cd6 octahedron are capped by podant Cd(-SPh)3(SPh) groups, 
the other four of which are arrayed as a large outer tetrahedron (Cdo). Therefore each Cdi metal is 
coordinated by two (µ3-S) chalcogenide ions and (µ-S'Ph) bridging thiophenolate ligands. The 
Cdo metal atom is coordinated by three doubly bridging (µ-S'Ph) and one terminal (StPh) 
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thiophenolate ligand. The idealized structure and its symmetry may be described in terms of 
expanding polyhedral as octahedron-M6-tetrahedro-(3-E)4-truncated tetrahedron-(-SR)12-
tetrahedro-M4-tetrahedro-(SR)4. The idealized symmetry of the M10E4S16 core is Td (43m), but 
this symmetry is lowered due to the thiolate ligand substituents. The crystallographic point group 
of [M10E4(E’Ph)16]4- is S4(4) symmetry.  
In 1998, Lee et al.32 reported the synthesis of [Cd17S4(SPh)28](NMe4)2 clusters and 
characterized them crystallographically. The central atom, Cdi is connected to four quadruply 
bridging S2- ions. There are 12 Cd atoms that are part of the cuboctahedron, Cdc each with 
(µ-ScPh)1(µ-SiPh)2(µ4-S)1 coordination. The outer layer of the cluster has 4 Cd atoms, Cdo each 
with tetrahedral Cd(SoPh)1(µ-ScPh)3 coordination. The symmetry of the cluster is D2. The clusters 
were prepared by mixing stoichiometric amounts of PhS-, Cd2+, Na2S, and Me4NCl in an 
acetonitrile/methanol mixture at room temperature.  
1.5.1. Molecular clusters: bridging the gap between the molecules and nanoscale materials 
The physical properties of bulk inorganic semiconductor are collective properties that result 
from the periodic arrangement of a large number of atoms or molecules in a crystal lattice. As the 
size of the semiconductor crystal lattice is decreased to the nanometer range, the properties are 
gradually transformed from a bulk to a quantum confined regime. A further reduction of 
crystallite size finally yields molecular dimensions. Several studies were focused to isolate the 
small colloidal nanocrystals to study the transition of the properties from colloidal nanocrystals to 
molecules. However, because of the relatively broad size distribution of colloidal nanocrystals, 
the correlation of the observed physical properties with the particle size is complicated. Molecular 
clusters with different sizes are ideal candidates due to their well-defined size, structure, and 
monodispersity. Moreover, the bond lengths, bond angles and coordination environment at the 
cationic and anionic sites are very similar in the clusters to those in the bulk semiconductor. The 
photophysical and electrochemical properties of molecular clusters, Mn (M = Cd, Zn; n = 1, 4, 
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and 10) have been studied as a function of size to investigate the gradual transition from 
molecular to semiconductor properties.33-35 Their studies proved that the increase of cluster size 
increases the ligand-to-metal charge transfer transition character and redox activity. In the early 
90’s, the use of molecular clusters as extended solids to bulk semiconductors became an 
interesting topic in the semiconductor community.20 In 1993, Herron et al.36 reported the synthesis 
of the large molecular cluster, Cd32S14(SPh)36. DMF4, which possesses a diameter of 1.5 nm and 
these clusters were characterized the single-crystal structure and optical properties. The 
absorption spectrum exhibits a maximum at 358 nm in a THF solution at room temperature, 
which is similar to that observed in small nanocrystals. 
Figure 1.6 shows the structural transitions from molecular clusters to nanocrystals. As the 
clusters size increases the electronic structure transforms from a HOMO-LUMO into bands.37 The 
stability and nuclearity of the molecular clusters increases with an increase in crystallite size. If a 
detailed understanding of the structure and physical properties are obtained in molecular clusters, 
these systems can be used to model and control properties in nanoscale materials.      
 
Figure 1.6. Transition from molecular clusters to nanocrystals: molecular structures for the metal 
benzenechalcogenolate clusters. Crystal structures are shown for the tetramethylammonium salts 
of [Cd(SPh)4]2−, [Cd4(SPh)10]2−, [Cd10S4(SPh)16]4−, and [Cd17S4(SPh)28]2− clusters are from refs. 
[38], [39], [40], and [41], respectively. The r-value is the distance from the centroid of the cation 
sublattice (for the [Cd(SPh)4]2− and [Cd17S4(SPh)28]2− clusters this is a central Cd2+ site) to the S 
of the terminal PhS− ligands.  
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1.5.2. Metal ion exchange reactions in molecular clusters 
Metal (cation) ion exchange reactions have been studied for many years in metal 
chalcogenide molecular clusters, primarily performed by Henderson and Holm to understand how 
metal aggregates and metallothioneins behave.42-44 In metal clusters structural integrity can be 
retained by the bulk of the cluster framework, and metal exchange can occur without displacing 
the ligands in the cluster.  Initially, Holm et al.42 investigated the metal ion exchange between the 
[M4(SPh)10]2- and [M4(SPh)10]2- (M = Fe, Co and M = Co, Zn, Cd) clusters in CH3CN solvent, 
these undergo rapid metal ion exchange between the clusters to form equilibrium mixed clusters 
of [M4-xMx(SPh)10]2- where core morphology remains unchanged. However, the metal ion 
exchange mechanism is not well understood. Henderson et al.43 studied the kinetics of metal 
exchange into [M4(SPh)10]2- clusters using CoCl2, Co(NO3)2, and FeCl2 in a CH3CN solution. The 
mechanism of metal ion exchange is explained by two possible mechanisms as shown in Figure 
1.7. Mechanism 1 is a concerted process, involving the initial attack of an incoming metal (M) 
ion at the bridging thiophenolate positions. Mechanism 2 is a step wise process, involving the 
initial cleavage of a bridging thiophenolate prior to the attack of an incoming metal (M) ion at 
the pendant thiophenolate. These two mechanisms are similar and indistinguishable based on the 
rate law and only differ in elementary steps, where the attack of incoming metal ion to make the 
bond with the bridging thiophenolate in mechanism 1 differs from the bond breaking of the same 
thiophenolate from the parent cluster in mechanism 2. 
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 Figure 1.7. Two possible metal ion exchange processes between M ion (incoming ion) and 
[M4(SPh)10]2- (parent cluster). Mechanism 1 involves the attack of the incoming ion and then 
replace the host metal site. Mechanism 2 involves the breakage of bond, followed by the attack of 
the incoming ion to the pendant bridging thiophenolate. Figure adapted from ref. [43].  
1.6. Colloidal nanocrystals with sub 2-nm size 
As the size of nanocrystal is pushed into a smaller and monodisperse sub 2-nm range, new 
properties emerge.45-47 A significant amount research is focusing to understand what happens to 
the photophysical properties at the threshold of colloidal nanocrystals to molecular transition. 
There have been two types of sub-2nm nanocrystals reported in the literature: magic-size 
nanoclusters/nanocrystals and ultrasmall nanocrystals. These will be separately discussed in 
sections 1.7.1 and 1.7.2. Two main fundamental differences between the magic-size nanoclusters 
and ultrasmall nanocrystals are (i) the full width half maxima (fwhm) of the band gap absorption 
peak and (ii) the growth mechanism. Generally, magic-size nanoclusters exhibits a sharp 
absorption with a small fwhm (20 nm) compared to ultrasmall nanocrystals which show a 
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broader absorption. The growth of magic-size clusters involves the simultaneous degradation of 
peaks and the formation of a new red-shifted peak over time, termed as heterogeneous growth. 
However, the growth of ultrasmall nanocrystals exhibits a continuous red shift of the first 
excitonic peak, often called homogenous growth. 
1.6.1. Ultrasmall nanoclusters 
Ultrasmall nanocrystals with diameters of 2 nm or less are comprised the majority of atoms at 
the surface causing the surface structures and the local chemical environment to be dominated by 
new physical/optical properties.48 In 2005, it was discovered that sub-2nm CdSe nanocrystals 
exhibit balanced white-light emission and this emission is mainly due to the broad surface deep 
trap emission. The broad emission makes these ultrasmall nanocrystals very attractive potential 
candidates for the solid-state lighting. Landes et al. reported the synthesis of small nanocrystals 
with diameters of as small as 1.6 nm at lower reaction temperatures compared to Murray hot 
injection method. Only suitable ligands can produce ultrasmall nanocrystals and give their unique 
properties. Bowers et al. reported the unique features of CdSe ultrasmall nanocrystals where two 
emission peaks at 445 nm (blue) and 485 nm (green) were observed in addition to the broad deep-
trap emission. The peak at 445 nm is associated with the ligands bound to Cd at the nanocrystal 
surface. The wavelength of the blue peak and the intensity can be tuned by changing the type of 
ligands and chain length, respectively. The origin of the green peak is not well-known, but related 
to the surface of the nanocrystal. The combination of wavelengths from blue to green and the 
deep-trap emission in the red wavelengths perfectly generates white-light. The major drawback to 
using these clusters for white-light generation is their low quantum yield around 10%, due to the 
emission mostly surface related. Rosson et al. found that by mixing ultrasmall nanocrystals with 
formic acid the quantum yield improved to as high as 45%. Qu et al. found improvement of the 
quantum yield of the white-light generated emission peaks by increasing the Se:Cd ratio. 
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To understand the actual atoms arrangement, structure and physical origin of trap states, 
aberration-corrected atomic number contrast scanning transmission electron microscopy (Z-
STEM) was used to obtain the lattice resolved images of the nanocrystals.49 Figure 1.8 shows that 
generation of white light emission from CdSe ultrasmall nanocrystals and Z-STEM images of 
CdSe indicate that dynamic fluctuations arise from the nanocrystal surface. The large number of 
atoms on the surface makes the nanocrystal unstable and act as dynamic disordered (fluxional) 
structures and leads to dynamic band gap. STEM observations and DFT simulations suggest that 
the energy gaps of ultrasmall nanocrystals vary continuously on a femtosecond time scale 
implying that even a single nanocrystal can emit throughout the visible region and to create 
white-light. 
1.6.2. Magic-sized nanoclusters 
The magic-size nanoclusters are one type of ultrasmall nanocrystals. The magic-size 
nanoclusters are thermodynamically stable due to the high symmetry in their structure. Generally, 
magic-size nanoclusters are synthesized at low reaction temperatures in relatively weak organic 
ligands such as carboxylic acid and amines.45,50-51 Magic size clusters are small and display sharp 
absorption spectra (fwhm = <20 nm) than larger nanocrystals with the composition of (CdSe)n, 
where n = 13,19,33,34, etc. In 2004, Kasuya et al.52 reported the synthesis of (CdSe)n (n = 
13,19,33,34) nanoclusters and characterized them using a mass-spectrometric analysis. These 
nanoclusters are extremely stable and contain a precisely specified number of constituent atoms 
while their stoichiometric composition is identical to the bulk solids. First-principle calculations 
using ultrasoft pseudopotentials and generalized gradient approximations show (CdSe)n to be a 
cage-like polyhedral with sp3-like zigzag networks of alternatively connected Cd and Se ions 
forming four- and six-membered rings similar to (BN)n but are highly puckered (see Figure 1.9). 
The size and absorption wavelength of the magic-size nanoclusters is influenced by the ligand 
chain length and reaction growth temperature. The larger fatty acid ligands and higher growth 
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temperatures yield larger magic-size nanoclusters compared to smaller fatty acids and lower 
growth temperatures.  
 
Figure 1.8. Left: The white light emission spectra of CdSe ultrasmall nanocrystals. Right: STEM 
images of ultrasmall nanocrystals displaying the continuous motion and disorder of the surface 
atoms while the core remains almost stable. Figure adapted from ref. [48]. 
The introduction of magnetic dopants into these magic-size nanoclusters enhance the 
magnetic and magneto-optical properties due to the stronger confinement of dopants with the 
carriers compared to larger nanocrystals.53 In 2010, Yu et al.54 reported the successful 
incorporation of Mn2+ ions into (CdSe)13 nanoribbons and observed a giant Zeeman splitting with 
an effective g-factor of ~ 600 due to the strong confinement in small magic-size nanoclusters. 
They reported a Mn2+ ion incorporation of 10% into CdSe nanoribbons, which was the highest 
concentration of dopants to be incorporated. They utilized the strategy of cation-exchange into 
thermodynamically stable (CdSe)13 magic-size nanoclusters during the nucleation stage. The 
strategy of using these magic-clusters as precursors to increase the doping concentration and to 
control the reaction growth processes opens the possibility to explore these molecular sized 
clusters and nanoclusters.  
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 Figure 1.9. Structures of the (a) (CdSe)13 and (b) (CdSe)34 nanoclusters calculated to be the most 
stable among the (CdSe)n core-cage nanoparticles. (a) (CdSe)13 has 3 four-membered and 10 six-
membered rings in the cage. (b) (CdSe)34 has a truncated-octahedral morphology formed by a 
(CdSe)28-cage with 6 four-membered and 83 six-membered rings. A (CdSe)6 cluster 
encapsulated inside this cage provides additional network and stability. Colors: Se – dark brown 
and light brown, Cd – white and green. Figure adapted from ref. [52]. 
1.7. Ligand-field electronic absorption spectroscopy to probe the local environment of Co2+ 
Ligand-field theory has been used to probe the local environment of metalloprotein active 
sites by substituting spectroscopically active Co2+ ions into inactive metal ions such as Zn2+. Co2+ 
exhibits absorption features in the visible region and that can serve as spectroscopic probe to 
analyze the electronic structure and geometry properties. Figure 1.10 shows the energy level 
diagram for Co2+ (d7) in a tetrahedral environment with the absence of spin-orbit coupling. The 
Co2+ ion in a tetrahedral environment gives a 4A2 ground state and three quartet excited states 
(4T2(F), 4T1(F), 4T1(P)) whose energies are depend on the strength of the metal-ligand interactions. 
The ligand-field excitation of Co2+ ions gives three spin-allowed transitions corresponding to 4A2 
 4T2(F) (1),  4A2  4T1(F) (2), and 4A2 4T1(P) (3). The absorption feature corresponds to 3 
ligand-field transition from Co2+ in a pseudo-tetrahedral coordination geometry observed in 
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visible region. In addition to a 3 transition maximum, several other peaks were observed and are 
related to spin-orbit mixing of the quartet 4T1(P) excited state and the nearby doublet levels which 
relax the spin-forbiddenness of transitions to the doublet levels. 
Radovanovic at al.55 reported the use of Co2+ ligand-field electronic absorption spectroscopy 
to directly probe the dopant environment and the stability in CdS and ZnS nanocrystals. In 
Co2+:CdS semiconductors, three spin-allowed 4A2  4T2(F),  4A2  4T1(F), and 4A2 4T1(P) 
absorption transitions were observed at a ligand-field strength, 10Dq/B  4.75. The right panel in 
Figure 1.10 shows the absorption spectra of Co:CdS synthesized using the hot-injection and 
isocrystalline core-shell methods. The stability of the dopant and the local environment in the 
nanocrystals were investigated by monitoring the absorbance of 4A2 4T1(P) transition in a 
pyridine solution. The absorption spectra of Co:CdS nanocrystals prepared by the standard 
inverted micelle co-precipitation method displayed a broad absorption centered at 14600 cm-1 
attributed to the majority of Co2+ ions at the surface. The pyridine acts as a coordinating ligand 
and reacts with the surface bound Co2+ ions on nanocrystal surface. The dashed spectrum shows 
the absorption after 23 h and lost 50% of their absorption integrated intensity. These results 
further confirmed the Co2+ ions are bound with Pyridine and reveal that micelle co-precipitation 




 Figure 1.10. Ligand-field energy level diagram for Co2+(d7) in a tetrahedral environment without 
spin-orbit coupling. Three transitions from 4A2 to 4T2(F), 4T1(F) and 4T1(P) correspond to ligand 
field transitions and are represented as  1, 2, and 3  respectively. Right panel: The absorption 
spectra of Co2+:CdS nanocrystals prepared by  (a) the standard inverted micelle co-precipitation 
method and (b) the isocrystalline core/shell method in a pyridine solution over time. The y-axis is 
the absorbance in atomic units. The solid line was collected after 2 h and the dashed line after 
more than 22 h. Figures adapted from ref. [55]. 
1.8. Magnetic circular dichroism spectroscopy 
Magnetic circular dichroism (MCD) is a powerful technique to characterize the doped 
nanocrystals, it confirms whether the dopant ions incorporated into nanocrystal by measuring the 
effect of magnetic ions on band structure of host.56 The magnetic dopant ions establish the 
exchange interactions with the charge carriers and split the band structure so-called “giant 
Zeeman splitting” which is the defining physical property of a diluted magnetic semiconductor. 
There are two spectroscopic techniques available to determine the giant Zeeman splitting of 
colloidal DMS-QDs: magnetic circular dichroism and magnetic circularly polarized luminescence 
(MCPL). This section describes the information about MCD spectroscopy. Application of the 
magnetic field splits the excited state into several components. If the transition observed from 
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ground state to excited state as shown in Figure 1.11 using circularly polarized light, then two 
transitions are observed based on the selection rules MJ = +1 (left circularly polarized light, 
LCP) or 1 (right circularly polarized light, RCP). Figure 1.11b shows the absorption spectra of 
LCP and RCP transitions in the absence of magnetic field and dichroism measured from the 
difference between those signals (RCP  LCP) which is zero. Figure 1.11c shows the dichroism 
spectra in the presence of a magnetic field exhibits the positive and negative features and the 
signal intensity is directly related to EZeeman. The Zeeman splitting can be experimentally 
determined by fitting the intensities of the MCD spectra with a Gaussian function and using 
equation 3. 
                                                   𝐸𝑍𝑒𝑒𝑚𝑎𝑛 = [
√2𝑒
2
] (A/A)                                            (1.3) 
Where  is the Gaussian bandwidth and A is the maximum intensity at the positive MCD 
signal. 
The Zeeman splitting of the excited state due to the dopant-carrier interactions can 
be_expressed as a combination of intrinsic and magnetic exchange effects using mean-field 
approximation (see equation 2). Where, gint is the intrinsic excitonic g-factor, B is the Bohr 
magneton, H is the applied field, x is the mole fraction of the dopant Sz is the spin expectation 
value of the dopant, and N0 and N0 are the s-d and p-d exchange interactions energies, 
respectively. 
                          ∆EZeeman = ∆Eint + ∆Esp-d = 𝑔𝑖𝑛𝑡BH + xN0()Sz                               (1.4) 
 The intrinsic term is related to the Zeeman splitting in undoped nanocrystals and is a small 
value that is opposite in sign to that of doped nanocrystals, and it is therefore often neglected. 
Figure 1.12 shows the absorption and MCD spectra of undoped CdSe and Co doped CdSe.57 The 
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MCD spectra of undoped CdSe display derivative feature with positive signal at the band-edge 
absorption maximum. Co doped CdSe also has derivative features with negative signal at the 
band-edge maximum and in addition to excitonic intensity, second feature at 13,500 cm-1 
identified as ligand-field transition of tetrahedral Co2+. 
 
Figure 1.11. (a) Schematic illustration of the selection rules for absorption of circularly polarized 
light in a transition between a nondegenerate ground state and a degenerate excited state. The 
dichroism spectra of excitonic transition (b) without and (c) with an external magnetic field. 
Figure adapted from ref. [56]. 
Figure 1.13 shows the magnetic saturation curves of undoped CdSe, Co and Mn doped CdSe 
nanocrystals. Variable-field measurements of CdSe MCD features show only a linear dependence 
with applied magnetic field and no magnetic saturation. In contrast, MCD signals of Co doped 
CdSe following the magnetic saturation with S = 3/2. The dashed curves shows the relative 
magnetization of S = 3/2 calculated using equation 5, where M is the volume magnetization, g is 
the isotropic g-value measured for bulk Co2+:CdS (g = 2.3) , x is concentration of dopant ions, No 
is the number of unit cells per unit volume, B is the Bohr magneton,  H is the applied field, T is 
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the temperature, k is Boltzmann’s constant. Similarly, Mn doped CdSe shows the opposite 
polarity than undoped CdSe and follow magnetic saturation. 
           𝑀 =
1
2
𝑁𝑔𝜇𝐵 [(2𝑆 + 1) 𝑐𝑜𝑡ℎ ((2𝑆 + 1) (
𝑔𝜇𝐵𝐻
2𝑘𝑇
) − 𝑐𝑜𝑡ℎ (
𝑔𝜇𝐵𝐻
2𝑘𝑇
))]                           (1.5) 
 
Figure 1.12. Absorption and variable field (0-5 T) MCD spectra of colloidal (a) d = 3.19 nm, 
undoped CdSe nanocrystals and (b) d = 2.76 nm, 1.5% Co2+:CdSe nanocrystals collected at 6 K. 




Figure 1.13. Variable-field MCD saturation magnetization data collected at 6 K for undoped 
CdSe (, exciton) 1% Mn:CdSe (, exciton) and 1.5% Co:CdSe (, exciton; °, ligand-field). The 
dashed curves shows the spin-only saturation magnetization calculate from equation 4 using 
appropriate bulk parameters. Figure adapted from ref. [57]. 
1.9. Scope of the present work 
The giant Zeeman splitting of the band structure is the characteristic physical property of a 
true diluted magnetic semiconductor. The total giant Zeeman splitting of the band structure 
(Ezeeman) is greatest at the center of the DMS-QDs due to the maximum overlap between the
exciton and the dopant wavefunctions. In a typical high-temperature synthesis method, dopants 
are excluded from the core during growth resulting in non-uniform dopant distributions. This 
significantly reduce the dopant-exciton wavefunction overlap and leads to a decreased Ezeeman. 
However, doping impurities into quantum confined colloidal nanocrystals has been a great 
challenge due to the lack of control over the dopant reactivity during the specific stages of 
nucleation and growth. To achieve this goal we need a better understanding of the molecular 
processes that promote dopant incorporation into the QD at the nucleation stage. We present here 
a study of transition metal (TM) ion substitution into [Zn4(SPh)10]2- and [Cd4(SPh)10]2- molecular 
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clusters (MCs). These molecular clusters are ideal structural and functional mimics of the critical 
nucleus of the parent ZnS and CdS QDs, respectively.  
Chapter 2 and 3 will discuss metal (cation) exchange of Co2+ into [Cd4(SPh)10]2-, 
[Cd10S4(SPh)16]4-, [Cd17S4(SPh)28]2- molecular clusters in great depth. Different from previous 
reports, we isolated these clusters as powders and characterized them using various spectroscopic 
and mass spectrometric techniques. Co2+ is a spectroscopically active metal ion and provides the 
possibility to understand the local environment after exchanged into parent clusters. As we 
discussed in section 1.5 and 1.6 these molecular clusters are model systems of the nanocrystals. In 
Chapter 4 we use these pre-doped molecular clusters as a single-source precursors to synthesize 
the doped nanocrystals. In this chapter we point out some key points to control the nucleation and 
growth processes using molecular clusters. Recently, use of small nanocrystals for solid-state 
lighting became a popular research topic due to the broad emission of nanocrystals throughout the 
visible region. Chapter 5 will focus on synthesizing these undoped and doped (Mn2+, Co2+, and 
Cu2+) ultrasmall nanocrystals using larger molecular clusters as precursors. These larger 
molecular clusters mimic the core of the nanocrystals and similar in size to small nanocrystals. 
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CATION EXCHANGE IN SMALL ZnS AND CdS MOLECULAR 
ANALOGS 
2. 1 Introduction 
Colloidal II-VI semiconductor quantum dots (QDs) have impacted many fields of science and 
engineering due to their size-tunable chemical and photophysical properties.1-3 Introduction of 
paramagnetic metal ions into colloidal semiconductor nanocrystals, also known as diluted magnetic 
semiconductors QDs (DMS-QDs), exhibit many interesting optical, magnetic, and electronic 
properties due to the strong exchange interaction (sp-d) between charge carriers of the 
semiconductor and magnetic ions. The defining feature of the sp-d exchange is the giant Zeeman 
splitting of charge carriers in the valence and conduction bands, which is maximized when the 
dopant is at the center of the nanocrystal thus enabling optimum overlap between the wavefunctions 
of the dopant ion and the spatially-confined exciton.4-6 Although many reports describe synthetic 
approaches to doping paramagnetic ions into various QDs,7-12 the synthesis of colloidal DMS-QDs 
with controlled and homogeneous dopant distributions remains a challenge.  
The first report of successful internal doping of CdSe QDs with Co2+ dopants by high-
temperature techniques utilized (NMe4)2[Cd4(SePh)10] molecular clusters and CoCl2 as the host and 
dopant precursors, respectively.13 The successful doping by this method is in part due to the 
separation of the nucleation and growth compared to the conventional 'hot injection' method to 
prepare high-quality QDs.10,14-15 Even though this cluster degradation method led to the successful 
doping of other novel II-VI colloidal DMS-QDs in addition to Co2+-doped CdSe, confirmation of 
dopant incorporation into the critical nucleus at the stage of nanocrystal nucleation remains 
elusive.6 Furthermore, the general mechanism of dopant incorporation into DMS-QDs remains an 
active area of research and has recently included the doping of small clusters.16-21 For instance, Yu 
et al. achieved a very large splitting of the exciton in Mn2+-doped CdSe quantum nanoribbons (geff 
~600 at 1.8 K) by controlling the composition of the molecular clusters at nucleation.22 Successful 
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doping of magnetic ions into discrete “magic-sized” clusters has also been reported for 
Mn2+:ZnTe.23 A primary objective of research in this field is to find new synthetic routes to prepare 
precision-doped DMS-QDs to increase the dopant-exciton overlap. In order to synthesize DMS-
QDs with homogeneous dopant distributions throughout the nanocrystal, we need a more thorough 
understanding of the molecular processes that promote dopant incorporation into the QD at the 
nucleation stage.   
Cation exchange and reversible exchange processes are promising post-synthetic methods to 
control compositions (or heavily doped) and shape of colloidal nanocrystals due to the excellent 
morphology retention and rapid reaction rates.24-26 For example, several groups reported the 
synthesis of Ag+-doped CdSe nanocrystals by cation-exchange reactions at room temperature.26-27 
However, there are no reports of paramagnetic transition metal (TM2+ = Mn2+, Co2+ and Fe2+) 
doping of colloidal II-VI nanocrystals using only cation exchange. A fundamental understanding 
of the kinetic and thermodynamic factors that govern cation exchange at QD surfaces is greatly 
needed. In this study we focus on using cation exchange reactions to substitute transition metal ions 
into small molecular analogs of CdS and ZnS nanocrystals. The small number of atoms and high 
surface area provide more flexibility to the clusters than the nanocrystals, which allows the clusters 
to accommodate structural deformation during the exchange without changing morphology.28-31  
The study of the chemistry and photophysics of tetrameric metal benzenechalcogenolate 
molecular clusters with the general formula (NMe4)2[M4(EPh)10] (M = Cd, Zn, Fe and Co; E = S, 
Se) was initiated over 30 years ago due to their structural similarity to multinuclear clusters in 
cysteine-rich proteins (metallothionein).32-37 Recently, these molecular clusters have become 
attractive model systems for II-VI QDs due to their inherent monodispersity and atomically precise 
compositions.38-40 The tetrameric cluster possesses an adamantane-like [(µ-SPh)6M4] core with the 
M2+ sites occupying the corners of a tetrahedron and coordinating with 3 bridging benzenethiolates. 
The remaining 4 benzenthiolate ligands bind each of M2+ sites to complete the structure and provide 
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a pseudo-tetrahedral environment for each M2+ ion. We regard these tetrameric molecular clusters 
in particular as ideal models of the QD surface and we will gain insight into the underlying doping 
mechanism of QDs by studying the dynamics of the cation exchange reactions. In addition, recent 
interest in these and similar Co2+-containing compounds was generated by the demonstration of 
slow magnetic relaxation of the magnetization in mononuclear (Ph4P)[Co(SPh)4], due to its large 
and negative axial component to the zero-field splitting of the 4A2 ground state.28-29 Similar 
structural distortions around the Co2+ ion in other complexes appears to be a general design motif 
for mononuclear magnetic systems based on pseudo-tetrahedral [CoS4]2– complexes.30-31 However, 
the large single-ion anisotropy is lost in the tetrameric [Co4(SPh)10]2– clusters, which does not 
possess cooperative magnetic behavior. 
Herein we present a detailed and systematic experimental study of Co2+ exchange reactions 
with (NMe4)2[Zn4(SPh)10] and (NMe4)2[Cd4(SPh)10] molecular clusters using electronic absorption, 
luminescence, and 1H-NMR spectroscopies to confirm the speciation of the dopant ions in the 
molecular clusters. Variable-temperature NMR spectroscopy and stopped-flow kinetics 
measurements were performed to determine cation exchange rates and cluster dynamics at 
equilibrium. Ligand-field and charge transfer electronic transitions are observed in the absorption 
spectra that are unique to the diluted molecular clusters. To complement the spectroscopic studies, 
we also performed high-resolution electrospray ionization mass spectrometry (ESI-MS) to confirm 
and quantify the relative substitution yields in the clusters with different compositions. Our results 
unambiguously confirm the successful substitution of Co2+ into both [Zn4(SPh)10]2– and 
[Cd4(SPh)10]– clusters. Furthermore, we present evidence that Co2+ exchange into [Zn4(SPh)10]2– 
clusters is thermodynamically favored compared to the [Cd4(SPh)10]2– clusters that have a large 
mismatch in covalent radii. However, the rate of cation exchange is primarily governed by ligand 
interconversion rates (bridging PhS– ↔ terminal PhS–) in solution and are much faster for the 
34
[Cd4(SPh)10]– clusters as deduced from the temperature dependence of the NMR spectra and 
confirmed by stopped-flow kinetics measurements.  
2.2 Experimental and physical methods 
The following synthetic procedures are adapted from Scudder et al33 and Dance et al41-42 and 
performed in a N2-filled glove box (VAC atmospheres) except where noted. Thiophenol (PhSH, 
99%, Acros), 4-methyl-thiophenol (p-Me-PhSH, 98%, Acros), triethylamine (Et3N, 99%, Fisher), 
zinc nitrate hexahydrate (Zn(NO3)2·6H2O, Fisher), cadmium nitrate tetrahydrate (Cd(NO3)2·4H2O, 
99+%, Acros), cobalt nitrate hexahydrate (Co(NO3)2·6H2O, 99+%, Acros) and 
tetramethylammonium chloride (NMe4Cl, 98+%, Acros) were used as received. In our studies, we 
denote the tetrameric cluster (Me4N)2[M4(SPh)10] where M = Zn2+ or Cd2+ as M-4 and diluted 
tetrameric clusters (Me4N)2[(M1−xCox)4(SPh)10] as (M1−xCox)-4 cluster. Caution: thiophenol is 
extremely toxic and should be handled in accordance with the materials safety datasheet.  
The Zn-4 clusters synthesized by the following procedure. PhSH (3.7 mL, 36.4 mmol) and 
Et3N (5.1 mL, 36.4 mmol) were dissolved in methanol (8 mL). A solution of Zn(NO3)2·6H2O (4.2 
g, 14.1 mmol) in methanol (14 mL) was added to the above solution, stirred for 20 min and followed 
by addition of a solution of NMe4Cl (1.746 g, 16 mmol) in methanol (8 mL). The resulting clear 
solution was kept at ~0 °C for 48 h and white crystals formed. The crystals were removed from the 
glove box to a chemical fume hood where they were filtered, washed with cold methanol to separate 
the unreacted precursors and vacuum dried. Products were left to recrystallize from a supersaturated 
solution in anhydrous CH3CN with a few drops of toluene by vapor diffusion method in a freezer 
at ~0 °C. 
The (Zn1−xCox)-4 clusters synthesized by the following procedure. The procedure is same as 
for Zn-4, except varying amounts of Co(NO3)2·6H2O was added to the preformed Zn-4 clusters 
before addition of the methanolic NMe4Cl solution. The solution immediately turned green upon 
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addition of cobalt nitrate. We have prepared (Zn1–xCox)-4 clusters where xnom = 0.005, 0.01, 0.05, 
0.10, 0.15, 0.20, 0.25 and 0.50. Clusters with xnom > 0.01 were not recrystallized due to the 
sensitivity of clusters to oxidation. In all clusters with Co2+, the xnom value refers to the nominal 
cation mol fraction of Co(NO3)2·6H2O added to the pre-formed clusters. 
Synthesis of [Zn4(SPh)8Cl2](NMe4)2 and [(Zn1−xCox)4(SPh)8Cl2](NMe4)2 clusters prepared by 
the following procedure. To a solution of PhSH (1 mL, 10 mmol), Et3N (1.38 mL, 10 mmol) and 
NMe4Cl (0.5 g, 0.45 mmol) in methanol (10 mL), Zn(NO3)2·6H2O (1.5 g, 5 mmol) dissolved in 
methanol (15 mL) was added slowly. A white precipitate immediately formed and was dissolved 
by addition of acetone (10 mL). For Co2+ doping, Co(NO3)2·6H2O dissolved in methanol was added 
to the preformed clusters. The solution was left at room temperature for 5 days. Crystals were 
washed with methanol and vacuum dried.  
The Cd-4 and (Cd1−xCox)-4 clusters synthesized by the following procedures. The synthetic 
procedure was similar as for the Zn-4 clusters, except Zn(NO3)2·6H2O was replaced by 
Cd(NO3)2·4H2O. To a solution of PhSH (4.64 mL, 45.5 mmol) and Et3N (6.35 mL, 45.5 mmol) in 
methanol (15 mL), Cd(NO3)2·4H2O (5.18 g, 17 mmol) in methanol (15 mL) was added dropwise. 
After 20 min, NMe4Cl (2.11 g, 19.25 mmol) in methanol (10 mL) was added to the above solution. 
For Co2+ doping, Co(NO3)2·6H2O dissolved in methanol was added to the preformed Cd-4 clusters 
before addition of the methanolic NMe4Cl solution. Only 0.5% (xnom = 0.005) and 1% (xnom = 0.01) 
doped clusters were recrystallized.  
The clusters with 4-methylbenzenethiolate (p-Me-PhS−) instead of benzenethiolate (PhS−) were 
synthesized using similar procedures.  
The [Co(SPh)4](NMe4)2, Co-1, cluster prepared by the following procedure. To a solution of 
PhSH (1.65 mL, 16 mmol), Et3N (2.23 mL, 16 mmol) and NMe4Cl (1.1 g, 10 mmol) in methanol 
(35 mL), Co(NO3)2·6H2O (0.5 g, 1.7 mmol) in methanol (5 mL) was added dropwise. After 20 
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minutes, 1-propanol (25 mL) was added and left undisturbed at 0 °C for 48 h and greenish-blue 
crystals formed. The crystals were separated and vacuum dried. 
The following procedure was used to synthesize Co-4 clusters. To a solution of PhSH (0.51 
mL, 5 mmol) and Et3N (0.7 mL, 5 mmol) in acetonitrile (12 mL), Co(NO3)2·6H2O (0.485 g, 2 
mmol) in ethanol (13 mL) at ~40 °C was added. After 20 min, a solution of NMe4Cl (0.655 g, 6 
mmol) in methanol (5 mL) at ~70 °C was added. Dark green crystals were obtained after storing 
the product solution for 5 days at ~0 °C. 
Absorption (Cary 50 or Varian 670 FTIR) and emission (Cary Eclipse) spectra were collected 
on acetonitrile solutions purged with N2 gas. High-resolution electrospray mass spectrometry 
(ESI-MS) was collected in negative-ion mode with a cone voltage of 80 V and flow rate of 3 μL/min 
(Bruker FT-MS solariX-7T). Variable-temperature 400 MHz 1H-NMR studies in d3-CH3CN 
(100.02 mg sample dissolved in 0.4 mL solutions) (Bruker Avance). Stopped-flow kinetics 
measurements were performed using OLIS RSM-1000 spectrophotometer in CH3CN or 
dimethylformamide (DMF) solutions. Molar concentrations of cobalt in the clusters were 
determined quantitatively by inductively coupled plasma optical emission spectroscopy (ICP-OES, 
Perkin Elmer Optima DV4300). The clusters were digested in 5% HNO3 solution for ICP-OES 
measurements and the measured values agree well with the nominal cation mol fractions (i.e., x  
xnom). 
2.3 Results and discussion 
2.3.1 Electronic structures and dopant stability 
The room temperature electronic absorption spectra of Zn-4 and Cd-4 clusters after addition of 
Co2+ ions (xnom = 0.25), Co-4 and Co-1 clusters in CH3CN are presented in Figure 2.1. The Zn-4 
and Cd-4 clusters containing Co2+ possess two intense transitions in the UV region greater than 4 
eV that are similar to the respective spectra of the pure Zn-4 and Cd-4 clusters. The UV transitions 
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have been assigned previously for Zn-4 and Cd-4 to a combination of the ππ* transition of the 
PhS− and ligand-to-metal charge transfer (LMCT) transition.43-44 The Co-4 and Co-1 clusters also 
display broad electronic transitions in the UV, but with different relative intensities compared to 
the Zn-4 and Cd-4 clusters and an additional transition at slightly lower energies at ~4.2 eV. These 
UV transitions of Co-1 and Co-4 have not been reported previously, but are similar to the other 
M-1 and M-4 clusters, respectively.43-46 The weaker UV transition at ~4.2 eV in the Co-1 and Co-4 
clusters is of the same order of magnitude as the UV transitions and is assigned to a LMCT 
transition involving the empty 4s orbitals of the Co2+ ion. A schematic molecular orbital diagram 
with possible electronic transitions for the (M1−xCox)-4 clusters is shown in Figure 2.2. 
The spectral region from 1.5 - 4.0 eV shows additional electronic transitions in the clusters 
containing Co2+ ions that are at least 2 orders of magnitude weaker than the UV transitions. The 
bands between ~2.6 – 3.8 eV are assigned as LMCT transitions from ligand-based π-orbitals of the 
PhSb− and PhSt− to the partially-filled t2 orbitals of the Co2+ ion based on previous assignment of 
the spectra of Co-1 and Co-4 clusters.41,47 The structured band centered at ~1.8 eV shown on an 
expanded energy axis in Figure 2.1 is the 4A2(F)4T1(P) ligand-field transition of the pseudo-
tetrahedral Co2+ ion.41 The energy and fine structure of the 4T1(P) transition is similar for both 









Figure 2.1. Electronic absorption spectra of (Zn1−xCox)-4, (Cd1−xCox)-4, Co-4 and Co-1 in 
acetonitrile at room temperature (xnom = 0.25 for the two doped clusters). The spectra are separated 
into three regions: >3.8 eV are intense host-based LMCT transitions; between 2.5 – ~3.8 eV are 
weaker Co2+-related transitions; and <2.3 eV are ligand-field transitions associated with Co2+. The 
optical densities in visible region are scaled by 1-2 orders of magnitude to be on the same scale as 
the UV transitions. Note the change in energy scaling changes at 2.3 eV denoted by the vertical line 
and “//” on the axes. Far right: schematic representions of the cluster and coordination environment 
of the Co2+ ions (phenyl groups omitted). 
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 Figure 2.2. Schematic molecular orbital diagram of (M1-xCox)-4 clusters with possible electronic 
transitions. The degeneracy of the π-based MOs of the thiophenolate S atom is lifted in the 
tetrameric cluster by the nonequivalence of the 4 terminal and 6 bridging PhS− ligands. The 
inequivalent bridging and terminal PhS− ligands introduce additional charge transfer transitions as 
a result of a trigonal distortion of the M2+ site (ignoring the Ph rings).   
The energies of the 4A2(F)→4T1(F) (ν2) and 4A2(F)→4T1(P) (ν3) transitions occur at similar 
energies for both the (Zn1−xCox)-4 and (Cd1−xCox)-4 clusters with ν2 ≈ 0.93 eV and ν3 ≈ 1.80 eV. 
The ligand field parameters were estimated using expressions derived by Lane and co-workers48 in 
eqs 2.1 and 2.2.  
 (10Dq)2 – 0.529(ν2 + ν3)(10Dq) + 0.294ν2ν3 = 0                                             (2.1) 
                                      B = (ν2 + ν3 – 30Dq)/15                                                                  (2.2) 
Previously reported ligand field parameters for Co2+ in the Co-4 clusters are Dq = −58.8 meV 
and B = 68.1 meV (|Dq|/B = 0.86), and in the Co-1 cluster are Dq = −50.0 meV and B = 79.7 meV 
(|Dq|/B = 0.63).36,47-48 Using eqs 2.1 and 2.2 we estimate the ligand field parameters for Co2+ diluted 
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in the Zn-4 and Cd-4 clusters to be Dq = −56 meV and B = 71 meV (|Dq|/B = 0.79). The ligand 
field parameters for Co2+ in Zn-4 and Cd-4 are closer to Co-4 than Co-1. We also observe a gradual 
shift in the energy of the visible LMCT transition at ~2.7 eV towards the analogous LMCT 
transition in Co-4 (~2.9 eV) with increasing nominal Co2+ content (see Figure 2.3). These results 
indicate that Co2+ is incorporated into the M-4 clusters.  
 
Figure 2.3. Energy of the ligand-to-metal charge transfer (PhS− → Co2+) as a function of nominal 
x. A gradual shift in energy indicates the increase of Co2+ incorporation into the molecular clusters.   
Figure 2.4 shows the room temperature absorption and normalized emission spectra of 
(Zn1−xCox)-4 and (Cd1−xCox)-4 clusters in degassed CH3CN solutions as a function of xnom. Upon 
addition of Co2+ to the Zn-4 cluster we observe drastic changes to the emission spectra, but 
negligible changes to the absorption spectra of the UV bands. The lower energy feature of Zn-4 
gradually disappears and the higher energy feature at 4.12 eV gradually shifts to the 4.14 eV 
emission of Co-4 with increasing xnom. The normalized spectra shown in Figure 2.4a reveals a clear 
isosbestic point at ~3.8 eV that suggests the change in the emission spectra of the Zn-4 clusters is 
caused by Co2+ incorporation. The emission spectra of pure Cd-4 cluster shows a single, broad peak 
at ~4.03 eV that has little to no change with increasing Co2+ addition compared to (Zn1−xCox)-4. 
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This result suggests that the higher energy 4s orbitals of Zn compared to the 5s orbitals of Cd has 
a significant effect on the relative emission intensities.  
 
 
Figure 2.4. Room temperature electronic absorption and emission spectra (hνexc = 5.2 eV) of (a) 
(Zn1−xCox)-4 and (b) (Cd1−xCox)-4 clusters. The absorption spectra were collected at xnom = 0 (—) 
and 0.25 (·····). The emission spectra are shown with xnom = 0 (—), 0.10 (– -), 0.25 (·····), and 1 (– 
· –). The asterisk at ~4.5 eV in the emission spectra is an artifact from a long-pass filter.  
Türk and coworkers reported weak emission centered at 3.4 eV for the Zn-4 cluster and ~2.5 
eV for the Cd-4 clusters from aerated acetonitrile solutions under 4.0 eV excitation.43,45 The 2.5 eV 
emission peak of Cd-4 shifts to 3.5 eV (with a shoulder at 2.8 eV) upon exposure to UV irradiation 
and was attributed to the formation of thianthrene, benzothiophene, and benzenethiol 
photoproducts. We did not observe the formation of these photoproducts under anaerobic 
excitation. Here, we observe two peaks in the UV region for Zn-4 in contrast to the previous reports 
and assign the emission bands to the radiative recombination from the LMCT and intraligand 
excited states. We are currently investigating the nature of these transitions in the Co2+-doped 












































clusters using time-resolved and temperature-dependent steady-state spectroscopies and time-
dependent density functional theory calculations that will be published elsewhere. 
The stability of the Co-1, Co-4 and (M1−xCox)-4 clusters was determined by monitoring the 
Co2+ ligand field absorption kinetics in aerated CH3CN solutions over time. The absorption spectra 
of (Zn1−xCox)-4 and (Cd1−xCox)-4 (xnom = 0.01) clusters show no change in the ligand-field or low-
energy charge transfer transitions over the course of 5 days. However, the spectra of the neat Co-1 
and Co-4 clusters slowly convert from tetrahedral coordination (in the M-4 clusters) to octahedral 
coordination (free in solution) over the course of about 28 hours. We also monitored the thermal 
stability of clusters in CH3CN by heating the solutions up to 80 °C and no spectral changes were 
observed upon cooling back to room temperature. These results confirm that the Zn-4 and Cd-4 
clusters and the cobalt ions inside the clusters are stable in the presence of a coordinating solvent.  
To understand the effect of temperature on the relative yield for Co2+ exchange into these 
clusters, we performed the exchange experiment at different temperatures (22, 30, 35 and 50 °C) 
and xnom = 0.05. The relative concentration of the Co2+ per cluster was estimated by comparing the 
Co2+ ligand field intensities of the absorption spectra after normalizing for the cluster absorption in 
the UV region. The following trend in relative Co2+ ligand field absorption (concentration) was 
obtained: for (Zn1−xCox)-4 the relative Co2+ concentration increased gradually from 3.3 (22 °C), 3.4 
(30 °C), and 5.0 (50 °C), and for (Cd1−xCox)-4 the trend increased much faster having values of 1 
(22 °C), 3.57 (35 °C), and 5.71 (50 °C). At room temperature, more Co2+ is incorporated into the 
Zn-4 cluster than the Cd-4 cluster, but at 50 ºC the exact opposite is observed. This observation 
suggests a significant difference in solution behavior and equilibrium dynamics between the 
clusters at higher temperatures. The origin of this difference will be elaborated upon in the 
discussion section.  
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2.3.2 Electrospray ionization mass spectrometry 
The mass spectra of these clusters provide important information about the structure and 
thermodynamic stability of the mixed metal clusters compared to the pure, host clusters.49 The high-
resolution ESI-MS of (Zn1−xCox)-4 and (Cd1−xCox)-4 molecular clusters (xnom = 0 and 0.25) in 
negative-ion mode at a cone voltage of 80 V is shown in Figure 2.5, 6, and 7. Mass spectra collected 
at other Co2+ mol fractions (0 ≤ xnom ≤ 0.5) are given in Figures 2.6 and 2.7. At a cone voltage of 
80 V, the molecular clusters yield numerous negatively charged fragments with the general formula 
[Mn(SPh)2n+1]− (n = 1 – 4), and (NMe4)[M4(SPh)10]−. The dominant fragments of Zn-4 and 
(Zn1−xCox)-4 (xnom = 0.25) are the n = 3 (m/z 960) and n = 2 (m/z 667) fragments, respectively. For 
both Cd-4 and (Cd1−xCox)-4 (xnom = 0.25) the dominant fragment is the n = 2 fragment (m/z 771). 
The parent ion fragments (NMe4)[M4(SPh)10]− are observed in all clusters at m/z = 1616 (Cd-4) and 
m/z = 1426 (Zn-4). Detailed investigations of the pure Zn-4 and Cd-4 clusters by positive and 
negative mode ESI-MS have been previously reported.49-50 The results shown in Figure 2.7 for the 
pure Zn-4 and Cd-4 clusters are similar to the previously reported mass spectra. Additional 
fragments from single and double Cl− ligand exchange with PhSt− in the diluted (M1−xCox)-4 clusters 
are observed at −74 and −147 m/z units, respectively, from the n = 2, 3, and 4 fragments (see Figure 
2.7 and Table 2.1). However, noticeably absent from the larger fragments such as 
[(M1−xCox)3(SPh)7]− is intensity in the mass spectra corresponding to the exchange of a third Cl− 
ligand, that is [(M1−xCox)3(SPh)4Cl3]−. This result is consistent with Dance's observation that the 
maximum substitution number of Cl− ligands into the Zn-4 cluster is two.42  
The spectra shown in Figure 2.7 were analyzed to determine if fragments indicating Co2+ 
substitution into the M-4 clusters are present and their relative yield. Figure 2.7c,d displays the 
region of the MS where the [(M1−xCox)3(SPh)7]− fragments for M = Zn and Cd with xnom = 0.25. 
The appearance of pure [M3(SPh)7]− fragments are observed in both spectra. The [Co3(SPh)7]− 
fragment is observed in the MS of the (Zn1−xCox)-4 cluster, but is not in the MS of (Cd1−xCox)-4 
44
cluster. In addition to these pure cobalt species, we can clearly observe Co-substitution into the n 
= 3 fragments of both Zn-4 and Cd-4 clusters in the regions of the [M2Co1(SPh)7]− and 
[M1Co2(SPh)7]− ions. Co2+-substituted n = 2 fragments are also positively identified in the ESI-MS 
and are shown in Figure 2.8.  
Quantitative analysis of the compositions of the n = 2 and 3 fragments present clear trends 
when plotted as a function of the nominal Co2+ content (x) added to the Zn-4 and Cd-4 clusters. 
Figure 2.9 shows the relative intensities of the [(M1−xCox)n(SPh)2n+1]− fragments with unique 
compositions for n = 2 (xnom = 0, 0.5, and 1) and n = 3 (xnom = 0, 1/3, 2/3, and 1). The relative 
intensities of the pure host fragments (xnom = 0) for both n = 2 and 3 always decreases faster for the 
pure Zn fragments compared to the Cd fragments with increasing x. As a result, the relative 
intensities of Co-substituted fragments are therefore always greater for the (Zn1−xCox)-4 clusters 
than the (Cd1−xCox)-4 clusters, which suggests that the equilibrium constant describing Co2+ 
substitution into the Zn-4 cluster is favorable compared to the Cd-4 cluster in the low doping regime 
where on average only 1 Co2+ may substitute into the cluster. We have shown that ESI-MS is an 
informative analytical technique to determine unique dopant compositions in the clusters after the 
cation exchange reactions. However, it provides no information regarding the dynamics of the 







Figure 2.5. Electrospray ionization mass spectra (ESI-MS) of (a) Zn-4 (b) (Zn0.99Co0.01)-4 (c) 
(Zn0.95Co0.05)-4 (d) (Zn0.9Co0.1)-4 (e) (Zn0.75Co0.25)-4 (f) (Zn0.5Co0.5)-4 clusters at a cone voltage of 
80 V in negative-ion mode. Inset shows a comparison of the isotopic mass distribution of the 
experimental and simulated51 spectra (dotted line) at m/z 959. The increased intensity of the inset 


































































































































Figure 2.6. Negative-ion ESI-MS of (a) Cd-4 (b) (Cd0.99Co0.01)-4 (c) (Cd0.95Co0.05)-4 (d) 
[Cd0.9Co0.1)-4 (e) (Cd0.75Co0.25)-4 (f) (Cd0.5Co0.5)-4 clusters at a cone voltage of 80 V. Inset shows a 
comparison of the isotopic mass distribution of the experimental and simulated spectra (dotted line) 
at m/z 1101. Note the deviation in the inset is not observed in these spectra compared to the Zn-4 





























































































































































Table 2.1. Summary of the negative mode ESI-MS data collected at a cone voltage of 80 V in the 












       Molecular fragment    Molecular fragment   
x = 0 [Zn3(SPh)7]− 960 960  x = 0 [Cd3(SPh)7]− 1101 1101 
 [Zn3(SPh)6Cl]− 887 887   [Cd3(SPh)6Cl]− 1028 1028 
 [Zn3(SPh)5Cl2]− 813 -   [Cd3(SPh)5Cl2]− 954 954 


























































































aTheoretical average m/z values from nominal stoichiometry assuming a Poissonian distribution of 
clusters with 0, 1, 2, 3, and 4 cobalt ions per cluster. Experimental average m/z values were 
determined by taken from the experimental isotopic distribution of masses for the n = 3 clusters 
with 0, 1, 2, and 3 (if observed) cobalt ions per cluster.   
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 Figure 2.7. Negative-ion mode high-resolution ESI-mass spectra of (a) (Zn1−xCox)-4 and (b) 
(Cd1−xCox)-4 for xnom = 0 (top) and 0.25 (bottom). Numbers denote the value of n for the fragment 
with the general formula, [Mn(SPh)2n+1]−. Additional peaks assigned to single and double Cl− 
substitution for PhS− ligands are also observed at −74 and −147 m/z from the unsubstituted cluster. 
For a full assignment of the spectra see Table 2.1. Fragments denoted with an “*” have an extra 
(NMe4)+ and (SPh)–. Fragmentation of (Zn1–xCox)-4 and (Cd1–xCox)-4 (xnom = 0.25) in the m/z region 
of the respective [M3(SPh)7]− fragments are shown in panels (c) and (d), respectively. Simulated 
spectra for the fragments are shown in color behind the experimental spectra. In (c), the sum of the 
weighted overlapping isotopic distributions is given as a solid thick line that almost tracks the 




 Figure 2.8. Relative intensities of the dimeric fragments with the general formula, 
[(M1−xCox)2(SPh)5]−, collected at a cone voltage of -80 V. Panel (a) shows the mass spectrum for 
the M = Zn and panel (b) is the mass spectrum of the M = Cd cluster. In both panels the nominal 
Co2+ mol fraction is x = 0.25. Simulated spectra are indicated by colored spectra behind the 
experimental spectra (black lines). 
 
 
Figure 2.9. Relative intensity of the different possible compositions of (a) n = 2 and (b) n = 3 
benzenethiolate species from single value decomposition analysis of the mass spectra of 
(Zn1−xCox)-4 (solid lines) and (Cd1−xCox)-4 (dashed lines) as a function of xnom. The lines are guides 






























2.3.3 Paramagnetic Chemical Shift Probed by NMR Spectroscopy 
The 400 MHz 1H-NMR spectra of pure (Zn-4, Cd-4, Co-4, and Co-1) and diluted clusters 
((Zn1−xCox)-4 and (Cd1−xCox)-4 where xnom = 0.01) are shown in Figure 2.10. The pure Zn-4 and 
Cd-4 clusters display overlapping multiplets in the region between 6 – 8 ppm for the aromatic 
protons on the inequivalent PhSb− and PhSt− ligands as observed previously (for a schematic 
structure of the cluster see Figure 2.1).34 The antiferromagnetic exchange coupling between Co2+ 
ions mediated by the PhSb− ligands in the Co-4 cluster results in a S = 0 ground state at cryogenic 
temperatures. At 245 K, however, the Co-4 clusters are weakly paramagnetic and the proton 
resonances of the benzenethiolate ring shift to δCo-4 = 13.2 (m-Ht), 11.2 (m-Hb), −12.8 (p-Ht), −16.6 
(p-Hb), −18.4 (o-Ht), and −28.4 ppm (o-Hb) in agreement with previously reported spectra.34,52-54 
The line widths (v) of the proton resonances on the PhS− ring of Co-4 and Co-1 increase in the 
order p-H ≈ m-H < o-H (see Table S2). The spectrum of the Co-1 monomer complex is simplified 
by the presence of equivalent PhS− ligands and peak assignments are unambiguous based on line 
widths and relative peak areas.  
When Co2+ is introduced into the diamagnetic Zn-4 or Cd-4 cluster we observe larger chemical 
shifts of the benzenethiolate protons compared to Co-4 or Co-1. The o- and p-Hs shift upfield while 
the m-Hs shifts downfield, with the later observation in agreement34,52 with previous results on 
mixtures of M-4 (M = Cd, Zn) and Co-4. The assignments of the o- and p-Hs have not been 
reported. Therefore the assignment of the o- and p-Hs is trivial in the spectra considering relative 
line widths and intensities. In contrast to the assignment of the Co-4 resonances where the largest 
shift is assigned to a PhSb− ligand, we assign the larger chemical shifts to protons located on 
terminal PhS− ligands for the [M3Co1(SPh)10]2− species (see Figure 2.10). In rationalizing this 
assignment we consider the reduced negative charge on the bridging benzenethiolate ligand41 to be 
critically important. When a benzenethiolate ligand is bridging a Co2+ ion and a diamagnetic ion in 
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the diluted cluster (Co2+-PhSb−-M2+), the degree of the spin density that is delocalized onto the 
protons of the PhSb− ligand will be reduced compared to Co2+-PhSb−-Co2+ in Co-4.  
Table 2.2: Summary of the 1H NMR chemical shifts of (M1-xCox)-4, Co-4 and Co-1 clusters at 
245  1 K. 
Cluster Chemical shift range (ppm)  Line width (Hz) Assignment 






















































Our assignments are further supported by substitution of CH3 at the para position of 
benzenethiolate which will be discussed in section 3.4. All paramagnetically shifted resonances are 
noticeably broader for the (Cd1−xCox)-4 clusters compared to (Zn1−xCox)-4 clusters for the same xnom 
and temperature. This observation is caused by the faster PhSb−↔PhSt− ligand interconversion of 
Cd-4 compared to Zn-4.34,55 Both (M1−xCox)-4 clusters shown in Figure 2.10 possess no signatures 
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of the pure Co-4 or Co-1 resonance peaks. The lack of Co-4 cluster formation is consistent with the 
scenario in which solvated Co2+ exchanges with M-4 clusters in the absence of free PhS− until 
equilibrium is reached.  
Figure 2.11a shows the 1H-NMR spectra at 245 ± 1 K in the regions of the m-Ht and p-Ht of 
[M3Co1(SPh)10]2–as the amount of Co2+ is increased in the (M1−xCox)-4 cluster from xnom = 0 to 1. 
The small shifts of the peak position are caused by slight temperature variations among the samples. 
At xnom = 0.005, there is a single strong resonance observed for the m- and p-Hs of the PhSt− ligand 
in both the (Zn1−xCox)-4 and (Cd1−xCox)-4 clusters. However, with increasing xnom the number of 
resolved peaks increases sequentially to a maximum of 4 equally-spaced resonances56 (peak-to-
peak separation of 222 ± 12 Hz) when xnom ≥ 0.15. This behavior is inconsistent with the expectation 
of simple triplets for both m-H and p-H resonances and previous reports where resolved resonances 
were not observed.34 The relative intensities of the peaks also change with increasing xnom (see 
Figure 2.12). The transition at δ = −26 ppm has been previously assigned34 to the m-Ht resonance 
of a PhSt− bound to the Co2+ ion of the [Zn3Co1(SPh)10]2– cluster. The m-Ht resonance positions of 
[Zn2Co2(SPh)10]2– and [Zn1Co3(SPh)10]2– are at δ = −15.9 ppm and δ = −14.5 ppm, respectively,34 
which is well outside the range of resonances shown in Figure 2.11a. Therefore, the origin of these 
multiple resonances has to arise from protons on the terminal benzenethiolate ligand bound to Co2+ 
in [M3Co1(SPh)10]2–. To rule out possible intermolecular effects, we measured the NMR spectra of 
the (Zn1−xCox)-4 clusters with xnom = 0.15 after a ten-fold dilution. We observed no change in either 
the number of resonances or their relative areas. As a control we prepared the dichloro-substituted 
clusters and the 1H-NMR spectra of (NMe4)2[(M1−xCox)4(SPh)8Cl2] (xnom = 0.05) displays the 
identical quartet (peak-to-peak separation of 221 ± 15 Hz) in the region of the m-Hts (see Figure 
2.11b). Reproducing previous cation exchange experiments34 by mixing recrystallized M-4 and 
Co-4 clusters in a 3:1 ratio did not produce the quartet resonance for the m-Ht as shown in Figure 
2.11c. Therefore, we can assign both the increase in the number of peaks and their relative areas 
with increasing xnom to structural variation and ligand substituted [M3Co1(SPh)8Cl2]2– clusters. We 
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know from the ESI-MS results above that Cl– ligand exchange occurs after addition of NMe4Cl to 
precipitate the clusters from methanol.  
 
 
Figure 2.10. 400 MHz 1H-NMR spectra of Zn-4, (Zn1−xCox)-4 (xnom = 0.01), Cd-4, (Cd1−xCox)-4 
(xnom = 0.01), Co-4, and Co-1. Sample concentrations were all 10 mg in 0.4 mL d3-CH3CN. The 
Zn-4 and Cd-4 were collected at room temperature while the Co-containing complexes were all 
collected at 245 ± 1 K. The spectra are divided into 3 regions from (a) δ = 27 to 10 ppm, (b) 10 to 
0 ppm, and (c) 0 to –70 ppm (note that the tick spacing changes in each panel). Region (b) 
corresponds to the typical “diamagnetic” proton shifts of the benzenethiolates, Me4N+, and CH3CN. 
Regions (c) and (a) correspond to the o- and p-, and m- positions of the phenyl ring, respectively, 
of benzenethiolate protons that are bound directly to Co2+ ions in the cluster. See Table 2.2 for a 
summary of the peak assignments. Inset at top-right panel shows the arrangement of the 
benzenethiolate protons. 
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To get more insight regarding the solution dynamics of these clusters we performed variable-
temperature 1H-NMR measurements (VT-NMR) on (Zn1−xCox)-4 and (Cd1−xCox)-4 clusters (xnom = 
0.01 and 0.05) between 240 K and 317 K in d3-CH3CN (spectra shown in Figure 2.13). The Curie 
plot shown in Figure 2.14 shows that all of the chemical shifts follow the expected Curie behavior 
(v  T−1) when M = Zn, but not when M = Cd. For the [Cd3Co1(SPh)10]2– cluster, the initial 
behavior is Curie-like, but at ~270 K, the protons on the PhSb– ligands shift toward the PhSt− 
positions. Concomitant with this shift is a broadening of the resonances and decrease in intensity 
of the PhSt− protons with eventual disappearance. The Curie-behavior of the remaining broad 
resonance continues above 300 K. This temperature dependence is a clear indication of coalescence 
of the PhSt− and PhSb− ligands of the [Cd3Co1(SPh)10]2– cluster. The position of the resonance at 
coalescence for the benzenethiolate ligands is weighted more to the bridging ligands because of the 
3:1 ratio of bridging to terminal ligands bound to the Co2+ ion in the cluster (see Figure 2.13 and 
Table 2). To rule out possible cluster degradation during the experiment we collected the spectra 
upon cooling the sample after heating to 317 K. The temperature dependence of the NMR spectra 
of the [Cd3Co1(SPh)10]2– cluster is quantitatively reversible. No such coalescence was detected in 
any of the (Zn1−xCox)-4 clusters (xnom = 0, 0.25, or 1). 
Hagen and co-workers observed only broad resonances in the region of the benzenethiolate 
protons in the NMR spectrum of Cd-4 down to 239 K indicating that the PhSb– and PhSt– ligands 
are undergoing fast interconversion.34 In contrast, resolved sets of resonances for the inequivalent  
PhSb– and PhSt– ligands of the Zn-4 cluster were observed up to 322 K where the peaks coalesce to 
give broad resonances. Behavior similar to Zn-4 was observed for the Co-4 cluster, but with no 
detectable coalescence up to 340 K. We observe coalescence of the benzenethiolate resonances for 
the terminally-bound ligand to Co2+ in the [Cd3Co1(SPh)10]2– cluster at ~280 K and not detected for 
the [Zn3Co1(SPh)10]2– cluster (> 317 K). VT-NMR measurements of the equilibrium compositions 
after mixing M-4 and Co-4 clusters in a 3:1 ratio also show similar deviation from Curie behavior. 
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The PhSb−↔PhSt− coalescence temperature is again ~277 K for 3Cd-4:1Co-4 and >317 K for the 
3Zn-4:1Co-4 mixed tetrameric clusters (data not shown). The intramolecular rearrangement rates 
increase with increasing size of metal ion.57 The intramolecular rearrangement of the (Cd3Co1)-4 
cluster decreases significantly due to the exchange of Co2+ (r = 0.72 Å) in the place of the larger 
Cd2+ ion (r = 0.92 Å).58 This result provides further spectroscopic evidence to support our argument 
that the electronic structure and solution dynamics of the Cd-4 cluster is significantly perturbed 
upon cation exchange with Co2+. 
 
Figure 2.11. 400-MHz 1H-NMR spectra collected at 245 ± 1 K in the region of the (left panel) m-Ht 
and (right panel) p-Ht regions of (a) (M1−xCox)-4 (M = Zn (blue, solid lines), Cd (red, dotted lines)) 
with varying xnom, (b) recrystallized (Me4N)2[(M1−xCox)4(SPh)8Cl2] (xnom = 0.05), and (c) the product 
formed after mixing recrystallized M-4 and Co-4 in a molar ratio of 3:1 (same procedure as in ref. 
[34]) in d3-CH3CN. The small shift in low ppm transition is from differences in acquisition 
temperature. Note that the tick spacing of the x-axis is the same (0.5 ppm/tick), but the overall 
range in chemical shift is different for the left and right panels.  

























 Figure 2.12. Relative integrated peak intensities of the downfield shifted meta-protons of the 
terminal benzenethiolate ligand directly bound to Co2+ as a function of the nominal Co2+ mol 
fraction in the (Zn1−xCox)-4 cluster. The lines between the symbols are guides to the eye. The four 
resonances designated A-D are shown in the inset for (Zn1−xCox)-4 when x = 0.15. The error bars 
are taken the deviation in peak area from the multiple peak fitting analysis of the pseudo-Voigt 
peak shapes. 
We investigated the effect of para substituent of the PhS− ligand on the cluster electronic 
structures and cation exchange dynamics in solution. The introduction of electron-donating or -
accepting substituents on the PhS− ligand changes the charge on sulfur atom and energy of the 
HOMO-LUMO levels. The crystallization process restricted our analysis to only p-Me-PhS− 
clusters which has a Hammett constant59 of  = −0.17. A slight decrease in the energy of visible 
LMCT transition for the p-Me substituted cluster was observed (see Figure 2.15a), which we 
attribute to the increase of the HOMO level (−8.191 eV) compared to the unsubstituted 
benzenethiolate (−8.436 eV). We estimated the relative Co2+ incorporation into the p-Me 
substituted clusters, (M1−xCox)-4-Me, as a function of xnom using the ligand field spectral analysis 




































(M1−xCox)-4-Me clusters have 2.2 times more internal Co2+ than the (M1−xCox)-4 clusters when M 
= Zn and 7 times when M = Cd. These results indicate that Co2+ exchange is more favorable with 
the Cd-4-Me clusters than Zn-4-Me, which is opposite to the behavior of the unsubstituted clusters. 
A more likely explanation is that for the (Cd1−xCox)-4-Me clusters, the electron-donating p-Me 
substituent changes the softness of sulfur atom and M-SPh bond strengths that ultimately effect the 
efficiency of the cation exchange reaction.  
 
Figure 2.13. Variable-temperature 400 MHz 1H-NMR spectra of the m-Hs of (Zn1−xCox)-4 and 
(Cd1−xCox)-4 clusters with xnom = 0.05. 
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 protons of 
(Zn1−xCox)-4 (blue circles) and (Cd1−xCox)-4 (red squares) with xnom = 0.01 (filled) and 0.05 
(unfilled with line). The lines are guides to the eye only. The relative scales for the m-Hs is 
expanded by a factor of ~3 compared to the o-Hs and p-H.  
Figure 2.15b,c presents 1H-NMR spectra of (M1−xCox)-4-Me compared to (M1−xCox)-4 
clusters with xnom = 0.05. The p-Hs at −25 and −50 ppm in the (M1−xCox)-4 spectra disappear in 
the p-Me substituted clusters and the p-Me protons appear downfield at +30 and ~+52 ppm for 
the bridging and terminal benzenethiolates, respectively. The resonances also support our 
assignments for the o- and p-Hs in the (M1−xCox)-4 clusters shown in Figure 2.13. The 
coalescence temperature from the VT-NMR measurements was found to be 289 K for the 
(Cd3Co1)-4-Me clusters and no coalescence was observed until 317 K in (Zn3Co1)-4 clusters. The 
slight increase in the coalescence temperature suggests that the ligand interconversion rate is 
slower when electron-donating groups are substituted on the phenyl ring that is likely caused by 
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stronger Cd-SR bond in the (Cd3Co1)-4-Me cluster. Our observations indicate that the electronic 
properties of the benzenethiolates ligands can have a significant effect on the solution dynamics of 
the clusters although more ligand systems need to be studied to strengthen this conclusion. 
 
Figure 2.15. (a) Absorption and 1H-NMR spectra of (b) p-H and (c) p-CH3 substituted 
benezenethiolate clusters at 240 ± 1 K. A slight decrease in the energy of the LMCT transition was 
observed with p-CH3 substitution.    
2.3.4 Reversibility of the cation exchange reaction 
The balanced equilibrium expression describing the cation exchange is given by (3) 
                                   M-4 + xCo2+⇌ (M1−xCox)-4 + xM2+                                                  (2.3)                                                                                         
To test whether the equilibrium of these molecular clusters can be biased to favor reactants we 
studied the reverse exchange reaction, which removes Co2+ from the cluster by simply adding 
excess amounts of M2+. Figure 2.16a,b shows the electronic absorption spectra of pure metal 
clusters, after exchange with Co2+ (xnom = 0.05), and after reversible exchange with an excess of 
M2+. The electronic transitions in the UV region (intraligand and CT transitions) from the host 
cluster are nearly unchanged throughout both exchange reactions, which indicates that the structure 
of the host is likely preserved during the cation exchange and reversible exchange processes. The 
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Co2+ ligand field transitions in the spectra clearly indicate Co2+ substitution after the cation 
exchange reaction, but they disappear completely after the M2+ reversible exchange reaction. The 
speciation of paramagnetic dopants in these clusters was also monitored by 1H-NMR as shown in 
Figure 16c,d. The exchange of Co2+ for M2+ in the M-4 clusters results in strong paramagnetic 
chemical shifts as discussed above. After the reversible exchange of M2+ for Co2+ the shifted signals 
disappear. The optical absorption spectra and 1H-NMR spectra confirm that the reaction product is 
M-4 after the reversible exchange and the cluster morphology is preserved during the exchange 
process. 
 
Figure 2.16. (a,b) Room-temperature electronic absorption spectra and (c,d) 400 MHz 1H-NMR 
spectra at 240 K in d3-CH3CN of the M-4 clusters before (bottom spectra in each panel) and after 
addition of xnom = 0.05 Co2+ (middle), and after addition of a large excess host M2+ cation (top). The 
solid lines denote the spectra for the Zn-4 clusters and the dashed lines denote the Cd-4 clusters. 



















































































 Figure 2.17. Titration experiment of the (Zn0.95Co0.05)-4 clusters with Zn2+ in CH3CN. The 
absorption spectra between 1.6 and 1.9 eV corresponding to ligand-field transitions of Co2+ in 
pseudo-tetrahedral coordination, 2.4 and 2.9 eV corresponding to LMCT transitions and at energy 
2.3 eV corresponding to ligand-field transitions of Co2+ (Oh). 
 
Figure 2.18. Relative optical densities for the Co2+ ligand field transitions in the clusters as a 
function of M2+ added to [(Zn1−xCox)4(SR)10] (blue) and [(Cd1−xCox)4(SR)10] (red) where R = Ph 
(triangles with solid lines) and p-Me-Ph (circles with dashed lines).  
To determine the relative amount of Zn2+ and Cd2+ required to displace the Co2+ in the respective 
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 R = p-Me-Ph
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incremental amounts of M(NO3)2 salts dissolved in either DMF or CH3CN to the (M1−xCox)-4 
clusters with xnom = 0.05 and following the reaction by electronic absorption spectroscopy. The Co2+ 
4A2→4T1(P) ligand field absorption band assigned to the Co2+ in the cluster at 1.8 eV decreases in 
intensity with increasing M2+ addition for both (M1−xCox)-4 clusters. As the amount of tetrahedral 
Co2+ decreases to zero, a weak absorption band at 2.3 eV grows in intensity that is consistent with 
octahedral Co2+ (spectra shown in Figure 2.17). Figure 2.18 plots the normalized absorption of the 
Co2+ 4A2→4T1(P) transition as a function of the equivalents of M2+ added to the (M1−xCox)-4 
clusters. The amount of M2+ needed to remove the Co2+ from the clusters is very different and 
depends on the identity of the M2+ ion. The amount of added Cd2+ was ~30 times more than the 
initial amount of Co2+ in the cluster. For Zn2+, this ratio is significantly higher at ~250 equiv of Co2+ 
needed to obtain the pure M-4 cluster. We performed this experiment also with the 4-methyl-
benzenethiolate analogs and observed similar behavior for the disappearance of the tetrahedral Co2+ 
in both clusters with added M2+. 
The cation exchange rates are much faster in colloidal nanocrystals (<1 sec) compared to bulk 
semiconductors (several hours to weeks) at room temperature due to the large surface-to-volume 
ratio of nanocrystals.24-26 To determine the rates of the cation exchange reactions in these molecular 
clusters we measured the kinetics of the appearance of the Co2+ ligand field transition at 1.8 eV ( 
= 690 nm) by stopped-flow measurements in CH3CN (see Figure 2.19). The cation exchange 
reaction for Cd-4 with Co2+ is faster than the instrument response time placing a lower-limit on the 
rate of kobs > 103 s−1. The cation exchange reaction for the Zn-4 clusters with Co2+ shows single-
exponential growth of the ligand field transition with time and a rate constant of k = 7.7 s−1. The 
observed rate constant increases for the Co2+ exchange reaction with the p-Me substituted Zn-4 
clusters (kobs = 9.9 s−1) and dichloro ligand-substituted Zn-4 clusters (kobs = 11.6 s−1). These data 
suggest that the identity of the benzenethiolate ligands may be a viable way to manipulate the 
reactivity of the tetrameric clusters.  
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2.3.5 Mechanism of Co2+ incorporation into the Zn-4 and Cd-4 molecular clusters 
Two possible mechanisms for cation exchange of Co2+ into (Me4N)2[Zn4(SPh)10] clusters has 
been proposed by Autissier and Henderson.52 The first mechanism is associative and involves the 
attack of M2+ at the sulfur of a bridging benzenethiolate. The second mechanism involves the initial 
cleavage of a bridging thiolate followed by Co2+ association forming a [M4(SPh)10]·Co2+ 
intermediate species. The reaction rates of the elementary steps are different in these two 
mechanisms in terms of either bond-making of benzenethiolates to the incoming Co2+ or bond-
breaking of M-SbPh bond in the M-4 host cluster. Our results provide insight into the kinetics and 
thermodynamic stabilities between Zn-4 and Cd-4 clusters. Specifically, we observed a strong 
temperature dependence of the PhSt−↔PhSb− ligand interconversion rate with the identity of the 
M2+ ion (rates of interconversion, Cd-4 >> Zn-4 > Co-4). The mechanism of the PhSt−↔PhSb− 
interconversion has been proposed previously and involves the concerted breaking of two M-PhSb− 
bonds followed by 120º rotation about the remaining M-SbPh bond.34 The faster interconversion 
rate for Cd-4 results in faster exchange kinetics than the stopped-flow instrument limits (k > 103 
s−1). The ligand-field analysis and ESI-MS results suggest, however, that the exchange is inefficient 
and results in low yields for Co2+ incorporation into Cd-4. Therefore, the equilibrium reaction 
defined by eq 2.3 above is fast in the forward direction when M = Cd, but the equilibrium constant 
is relatively low.  
We estimate the rate of cation exchange is at least 2 orders of magnitude slower when M = Zn 
(k = 7.7 s−1 for PhS−) that we attribute to the slower ligand interconversion rate as determined from 
NMR spectroscopy.60 While the cation exchange reaction is slow for the Zn-4 cluster, the ESI-MS 
indicate that the equilibrium favors (Zn1−xCox)-4 compared to (Cd1−xCox)-4 as the result of reduced 
strain in the molecular structure when the host and dopant have similar covalent radii. These 
observations provide strong evidence that the solution chemistry of these molecular clusters is 
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largely dependent on the identity of the host metal ion. In other words, when M = Zn the equilibrium 
with Co2+ is static and when M = Cd the equilibrium with Co2+ is dynamic. 
 
Figure 2.19. Stopped-flow kinetics of the cation exchange reaction between M-4 (unsubstituted 
PhS−, p-CH3-PhS− substituted, and dichloro-substituted) clusters and Co(NO3)2·6H2O (x = 0.1). The 
appearance of the pseudo-tetrahedral Co2+ absorption band at 1.8 eV follows single-exponential 
formation kinetics as shown by the dashed lines with rate constants given in the figure.  
Using the above arguments we can predict the behavior of the (M1-xCox)-4 clusters. Based on 
VT-NMR studies the coalescence temperature of the PhSt−↔PhSb− ligands in the M = Zn clusters 
was not observed up to 317 K, but was observed at ~280 K for the (Cd1−xCox)-4 species. We were 
unable to detect rates for the reverse exchange reactions, so instead we performed a titration study 
to determine the critical relative equivalents of M2+ needed to remove all Co2+ from the (M1−xCox)-4 
clusters. The results presented in Figure 2.18 is consistent with our position that the equilibrium is 
more static when M = Zn compared to Cd.  
Reversible exchange of M2+ with Co2+ in the molecular clusters can also be explained by the 
associative and dissociative mechanisms described above,52 but the kinetics and thermodynamics 
can also be explained by hard-soft acid-base (HSAB) principles. Within the basis of HSAB theory, 
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reaction, equilibrium is favored towards Zn-4 only after a large excess amount of Zn2+ in CH3CN 
(HB) was added to overcome the similar acid-base interactions between Co2+ and PhS− (SB). 
Likewise, the reverse exchange reaction of (Cd1−xCox)-4 needed less Cd2+ because of the stronger 
attraction between Cd2+ (SA) and PhS− (SB) compared to Cd2+ with DMF (HB). In general, excess 
amount of metal is necessary to lower the chemical formation energy for removing dopant ions 
inside the molecular cluster. Here we demonstrated the cation exchange and reverse cation 
exchange reactions at the molecular scale are not limited by the size of the metal. Changing the 
terminal ligands from PhS− to p-Me-PhS− or Cl− plays less of a role in determining cation exchange 
rates based on the limited examples we have studied here. Controlling the charge density (softness 
or hardness) of the chalcogenolate ligands with appropriate substituents may lead to novel single-
source precursors for preparing DMS-QDs with homogeneous dopant distributions up to the solid 
solubility limit. 
2.4 Summary 
Here, we presented the successful demonstration of cation-exchange reactions in Zn-4 and 
Cd-4 benzenethiolate molecular clusters. Ligand-field absorption spectroscopy of (M1−xCox)-4 
clusters is consistent with the Co2+ in a pseudo-tetrahedral site. Despite many similarities in the 
ligand field and low energy LMCT transitions, we presented many instances where subtle or 
significant differences in the electronic structures between (Zn1−xCox)-4 and (Cd1−xCox)-4 are 
apparent. The differences in luminescence spectroscopy is one such example where (Zn1−xCox)-4 
clusters gradually change from having two emissive states when xnom < 0.25 to only one emissive 
state at xnom = 1. In contrast, the (Cd1−xCox)-4 clusters show a negligible shift in the position of the 
single emission band as a function of x. ESI-MS data also provided strong evidence that metal ion 
exchange is thermodynamically favored when the host and impurity have similar covalent radii. 
Similar observations have been reported in Co2+ doped CdS and ZnS QDs, where dopants were 
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incorporated during ZnS growth, but were excluded from growth of CdS and were readily removed 
from the surface by coordinating ligands.11  
Reversible temperature-dependence of the 1H chemical shifts in the (Cd1−xCox)-4 clusters is 
unique and related to changes in the dynamics of the exchange processes of the terminal and 
bridging benzenethiolates with Co2+ incorporation. The fast ligand interconversion rate is the 
primary reason for the increased rate of cation exchange for Cd-4 compared to Zn-4. The ability to 
spectroscopically probe dopant substitution and equilibrium dynamics of these tetrameric clusters 
provides a platform to extend this study of molecular clusters with distinct "core" and "surface" 
metal sites such as [M10S4(SPh)16]4− and [M17S4(SPh)28]2− (M = Zn, Cd), 61-62 which is currently 
underway.  
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SUBSTITUTION OF Co2+ IONS INTO CdS-BASED MOLECULAR 
CLUSTERS 
3.1 Introduction 
The introduction of impurities into colloidal semiconductor nanocrystals (NCs) is critical to 
imparting new functionality to the material that could be exploited for spintronic and solar 
energy applications.1-4 Having kinetic or thermodynamic control over the dopant location 
and concentration within the NC are long-standing challenges to the field of doped 
semiconductor NCs.5-7 To address these problems, we have begun to study a class of 
molecular analogs of CdS NCs with well-defined compositions and structural motifs. These 
clusters are simple model systems that provide insight into the doping process during the 
early stages of NC nucleation and growth. In this communication, we focus on resolving the 
critical factors that promote metal-ion exchange kinetics in these molecular clusters as a 
function of varying size and metal-ligand coordination environments.  
 Inorganic molecular clusters with the general formula, A2[M4(EPh)10] and 
A4[M10E’4(EPh)16] (M = Cd, Zn; E, E’ = S, Se; A = Me4N+, Li+), have been used as single-
source precursors to prepare novel colloidal transition-metal doped II-VI semiconductor 
nanocrystals.5,8-10 These molecular clusters serve as structural and spectroscopic analogs of 
olid-state materials and exhibit properties that are intermediate to molecules and nanoscale 
materials.11 In addition, the dopant substitution into molecular clusters can easily be 
monitored using various solution-phase spectroscopic techniques. The specific clusters 
utilized for this study are (NMe4)2[Cd4(SPh)10] (Cd4), (NMe4)4[Cd10S4(SPh)16] (Cd10) and 
(NMe4)2[Cd17S4(SPh)28] (Cd17). Here, we report successful substitution of paramagnetic 
Co2+ ions into these clusters by replacing the metal sites of the pre-formed clusters through 
a cation exchange reaction. While others have previously studied metal exchange 
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reactions12-13 with heteronuclear benzenethiolate clusters (i.e. Co4 and Cd4 or Cd17 and 
Zn10), we have extended our recent study on metal exchange reactions involving Cd4 
clusters with free impurity ions in solution14 to include the larger Cd10 and Cd17 clusters. 
This approach allows us to compare the solution dynamics and expected difference in 
reaction energetics of the larger clusters that possess multiple unique sites for metal 
exchange.  
 The structures of the molecular clusters are shown in Figure 3.1. The Cd4 cluster has an 
adamantane-like cage structure with 6 2-SPh− (bridging) and 4 monodentate SPh− 
(terminal) ligands, all on the surface of the cluster. Unlike the Cd4 cluster, the cores of the 
Cd10 and Cd17 clusters possess either 3-S2− or 4-S2− ligands, respectively, in addition to 
bridging and terminal SPh− ligands (see Table 3.1.). The synthesis of the pure and doped 
clusters is detailed in section 3.2. 
 
Figure 3.1. Structures of the Cd4, Cd10, and Cd17 clusters.15-16 The counter ions and H atoms have 
been omitted for clarity. The sizes are estimated as twice the distance from the center of the cluster 
to the S atom of the terminal benzenethiolate ligand. Colors: Cd2+ (red), S of SPh− (yellow), and 
S2− (black).  
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3.2 Experimental and Physical Methods 
Thiophenol (PhSH, 99%, Acros), triethylamine (Et3N, 99%, Fisher), cadmium nitrate 
tetrahydrate (Cd(NO3)2·4H2O, 99+%, Acros), cobalt nitrate hexahydrate (Co(NO3)2·6H2O, 
99+%, Acros), sodium sulfide nonahydrate (Na2S·9H2O, 98+%, Acros), 
tetramethylammonium chloride (NMe4Cl, 98+%, Acros), lithium nitrate (LiNO3, 99%, 
Fischer Chemical), anhydrous acetonitrile (CH3CN, 99.8+%, Alfa Aesar), and anhydrous 
methanol (CH3OH, 99.8+%, Alfa Aesar) were used as received. In our studies, we denote 
(NMe4)2[Cd4(SPh)10] as Cd4, (NMe4)4[Cd10S4(SPh)16] as Cd10, (NMe4)2[Cd17S4(SPh)28] as 
Cd17, (NMe4)2[(Cd1−xCox)4(SPh)10] as (Cd1−xCox)4, (NMe4)4[(Cd1−xCox)10S4(SPh)16] as 
(Cd1−xCox)10, and (NMe4)2[(Cd1−xCox)17S4(SPh)28] as (Cd1−xCox)17. All the clusters were 
prepared by following previously described procedures in the literature and in a N2-filled 
glovebox (VAC atmosphere).14,17-19 The (Cd1−xCox)4, (Cd1−xCox)10, and (Cd1−xCox)17 
clusters were synthesized with the following nominal Co2+ mole fractions:  xnom = 0.005, 
0.01, 0.05, 0.10, and 0.25. (Caution! Thiophenol is extremely toxic and has an unpleasant 
odor. Handle with caution according to the MSDS.) 
The Cd4 and (Cd1−xCox)4 clusters prepared by the following procedure. A solution of 
Cd(NO3)2·4H2O (5.18 g, 17 mmol) in methanol (15 mL) was added dropwise to a well-
stirred solution of PhSH (3.7 mL, 36.4 mmol),  Et3N (5.1 mL, 36.4 mmol), and methanol 
(15 mL).  After 20 min of stirring, NMe4Cl (2.11 g, 19.25 mmol) in methanol (10 mL) was 
added to the above solution. The final clear solution was kept at 0 °C for 48 h until a white 
precipitate formed. The powder was subsequently filtered in a fume hood, washed with cold 
methanol and vacuum-dried. The product yield of Cd4 was 70%. The dry product was 
dissolved in acetonitrile and recrystallized by the vapor diffusion method in a refrigerator. 
Anal. Calcd for C68H74N2S10Cd4: C, 48.34; H, 4.41; N, 1.66. Found: C, 46.75; H, 5.45; N, 
4.44, Cl, 0.38.  
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For Li+ counter ions, LiNO3 dissolved in methanol was added instead of NMe4Cl and 
the resulting clusters are referred to as Li-Cd4. Anal. Calcd for C60H50S10Cd4Li2: C, 46.34; 
H, 3.24. Found: C, 49.41; H, 4.56; N, 1.65; Cl, 0.00. Calculated percentages if instead of 
(NMe4)+ and Li+, it was all (NEt3H)+ counter ions, [Cd4(SPh)10](NEt3H)2, C72H82N2S10Cd4: 
C, 49.54; H, 4.73; N, 1.60. Elemental analysis agrees with (NEt3H)+ as the counterion, not 
Li+. In addition, there is likely also (NEt3H)+ counterions in the (NMe4)+ clusters. 
For (Cd1−xCox)4 clusters, varying concentrations of Co(NO3)2·6H2O in methanol (1.0 
mL) were added prior to the addition of the methanolic NMe4Cl or LiNO3 solution.  
The Cd10 and (Cd1−xCox)10 clusters prepared by the following procedure. To a solution 
of Cd4 (1.5 g, 0.89 mmol) in acetonitrile (5.0 mL), sulfur (30 mg, 0.94 mmol) powder was 
added. After 20 min a white precipitate was observed to form. The solution was heated to 
80 °C, and acetonitrile was added until the precipitate had entirely dissolved. The solution 
was left undisturbed for 5 days at room temperature, and the resulting white products were 
separated and vacuum dried. Anal. Calcd for C100H128N4S20Cd10: C, 40.82; H, 3.91; N, 1.7. 
Found: C, 40.91; H, 3.80; N, 1.66; Cl, 0.04. 
For Li+ counter ions, Li2[Cd4(SPh)10] was used instead of Cd4 clusters and the resulting 
Cd10 clusters are denoted as Li-Cd10. Anal. Calcd for C96H80S20Cd10Li4: C, 38.09; H, 2.66. 
Found: C, 42.00, H, 4.15; N, 1.67; Cl, 0.00. Anal. Calcd for [Cd10S4(SPh)16](NEt3H)4, 
C120H144N4S20Cd10: C, 42.29; H, 4.26; N, 1.65. Similar to Cd4, the elemental analysis is 
consistent with (NEt3H)+ as the counterion, not Li+. In addition, there is likely also (NEt3H)+ 
counterions in the (NMe4)+ clusters. For Co2+ doping, Co(NO3)2·6H2O dissolved in 
acetonitrile (1.0 mL) was added to the preformed Cd10 clusters after the dissolution of the 
precipitate occurred. 
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The following procedure was used to synthesize Cd17 and (Cd1−xCox)17 clusters.  
Solutions of Cd(NO3)2·6H2O (4.0 g, 12.97 mmol) in acetonitrile (8 mL) and Na2S·9H2O 
(1.152 g, 4.80 mmol) in methanol (20 mL) were added to a solution of PhSH (2.12 mL, 
20.75 mmol) and Et3N (2.89 mL, 20.75 mmol) in acetonitrile (12 mL). The reaction was 
performed by the alternate addtions of Cd2+ and S2− to the thiophenolate solution. NMe4Cl 
(0.512 g, 4.67 mmol) in methanol (4.0 mL) was subsequently added to a pale yellow solid 
and the final solution was left undisturbed for 8 days. The light yellow powder was vacuum-
filtered and dried. Anal. Calcd for C176H164N2S32Cd17: C, 40.31; H, 3.15; N, 0.53. Found C, 
38.84; H, 3.66; N, 2.01; Cl, 0.25.  
The solution of LiNO3 in methanol was used instead of NMe4Cl to make 
Li2[Cd17S4(SPh)28] clusters (Li-Cd17). Anal. Calcd for C168H140S32Cd17: C, 39.49; H, 2.76. 
Found: C, 35.23; H, 3.02; N, 1.69; Cl, 0.00. Anal. Calcd for  [Cd17S4(SPh)28]((NEt3H)2,  
C180H172N2S32Cd17: C, 42.29; H, 4.26; N, 1.65. Similar to Cd4 and Cd10, the elemental 
analysis is consistent with (NEt3H)+ as the counterion, not Li+. In addition, there is likely 
also (NEt3H)+ counterions in the (NMe4)+ clusters. Co(NO3)2·6H2O dissolved in 1.0 mL of 
a 1:1 methanol and acetonitrile mixture was added to the preformed Cd17 clusters before 
addition of the methanolic NMe4Cl solution. Green crystals were obtained and vacuum 
dried. The Zn-based molecular clusters, (Zn1-xCox)-n (n = 1, 4, 10, and 17) were prepared 
by following same procedures except used Zn2+ instead of Cd2+.   
The room temperature absorption spectra of the clusters in nitrogen purged acetonitrile 
were collected with a Cary 50 UV-Vis spectrophotometer and Fourier transform 
spectrometer (Varian 670). High-resolution mass spectra were collected in negative-ion 
mode with a cone voltage of 20 and 80 V and flow rate of 3 μL/min (Bruker micrOTOF-II). 
Mass spectral data were obtained at the University of Massachusetts Mass Spectrometry 
Center. 1H-NMR studies were performed utilizing 400 MHz NMR (Bruker Avance) 
spectroscopy at 2401 K in CD3CN (10 mg sample dissolved in 0.4 mL solutions). Variable 
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temperature measurements were performed between 2401 and 3171 K in d3-MeCN and 
between 3221 and 3501 K in d6-DMSO solvents. Cobalt concentrations were determined 
quantitatively by inductively coupled plasma optical emission spectroscopy (ICP-OES, 
Perkin Elmer Optima DV4300). Clusters were digested in a 5% HNO3 solution for ICP-
OES measurements. The reaction rates were determined using a stopped-flow (OLIS, RSM-
1000) spectrophotometer by monitoring the absorbance at 1.8 eV. The absorption was 
monitored after the injection of pure Cdn clusters and Co(NO3)2·6H2O dissolved in MeCN 
solvent. For some clusters a few drops of DMF was added to further increase the solubility. 
Elemental analysis (C, H, N, and Cl) was performed by Micro-Analysis, Inc (Wilmington, 
Delaware). 
3.3 Results and discussion 
3.3.1 Electronic structure 
Room-temperature electronic absorption spectra of the Cd4, Cd10, and Cd17 clusters 
before and after the addition of 5% nominal mole fraction (xnom = 0.05) of Co(NO3)2·6H2O 
are shown in Figure 3.2. The clusters after the addition of Co2+ ions are referred to as 
(Cd1−xCox)4, (Cd1−xCox)10, and (Cd1−xCox)17. The intense transitions above 4 eV have been 
assigned in Cd4 and Cd10 to a combination of ligand-to-metal charge transfer (LMCdCT) 
and the intraligand (*) transitions.20-21 The redshift of HOMO-LUMO absorption from 
4.8 eV (Cd4) to 4.2 eV (Cd10) to 3.5 eV (Cd17) is in agreement with the quantum 
confinement effect of the first exciton of CdS quantum dots with increasing cluster size.22-
24 The weaker absorption at 3.5 eV in the Cd17 cluster exhibits a broad emission band 
centered at 2.3 eV when excited directly into this transition (see Figure 3.3). A narrower 
absorption feature at 3.5 eV (full-width at half-max, fwhm = 0.1 eV) has previously been 
reported25 and attributed to the excitonic absorption of a magic-sized cluster with the 
proposed composition of [Cd20S13(SPh)22]8−. The absorption feature in the Cd17 cluster is 
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over five times wider (fwhm = 0.55 eV) and therefore we do not attribute the transition 
observed here to the formation of a magic-sized cluster; however, it could be related to the 
CdS4 core.  
Table 3.1. Coordination type and number in Cd4, Cd10 and Cd17 clusters. 
Structure Cd (1st coord. sphere) µ-SPh− coord. Motif 
 
Cd4 = [Cd4(SPh)10]2− 
“Cds” = 4 × Cd(StPh)1(µ-SPh)3 
 
StPh = terminal SPh− 
µ-SPh = bridging SPh−  
 
All Cd2+ ions are solvent exposed and 
considered “surface” Cd2+ (Cds).  
 
*in all structures in this table,  
yellow spheres= S of SPh− and  
black spheres = Cd2+. 
All 6 µ-SPh− ligands are 
equivalent with each 
bridging Cd2+ ions that are 
each coordinated to one 





Cd10 = [Cd10S4(SPh)16]4− 
 
“Cds” = 4 × Cd(StPh)1(µ-S'Ph)3 
“Cdi” = 6 × Cd(µ-S'Ph)2(µ3-S)2 
 
The Cd6(µ-S)4 makes up the inner 
cage of the Cd10 cluster and Cd2+ ions 
are termed “Cdi”.  
 
All 12 µ-S'Ph− ligands are 
equivalent with each 
bridging two inequivalent 




Cd17 = [Cd17S4(SPh)28]2− 
 
“Cds” = 4 × Cd(StPh)1(µ-So''Ph)3 
“Cdo” = 12 × (µ-So''Ph)1(µ-Sc''
Ph)2(µ4-S)1 
“Cdc” = 1 × Cd(µ4-S)4 
There are 24 µ-S''Ph− 
ligands that are grouped 
into two inequivalent sets 
of 12 each:  
 
 12 that are termed 
µ-So''Ph− ligands and 
bridge 1Cds and 
1Cdo. 
 
 12 that are termed 
µ-Sc''Ph− ligands and 





The UV absorption transitions are insensitive to the introduction of Co2+ into the Cd4 
cluster22 and Cd10 clusters; instead, we observe a new transition between 2.4 and 2.9 eV that 
is assigned to the ligand-to-metal (3d) charge transfer (LMCoCT) transition. However, this 
transition loses its band shape and disappears or dominated by the HOMO-LUMO transition 
of Cd17 in the (Cd1−xCox)17 clusters. As the cluster size increases the nature of the HOMO 
level changes from S 2p orbitals localized primarily on the SPh− ligands to the S2− character 
in the core of the Cd10 and Cd17 clusters. Therefore, as the valence band begins to form with 
increasing cluster size, the energetically-pinned Co2+ charge transfer transitions26 become 
occluded by the fully-allowed HOMO-LUMO transitions. This situation is observed in 
Co2+:CdS nanocrystals where the absorption spectrum does not display a LMCoCT 
transition, but instead is dominated by the excitonic absorption.27  
 
Figure 3.2. Room-temperature electronic absorption spectra of (Cd1−xCox)4, (Cd1−xCox)10 and 
(Cd1−xCox)17 clusters in MeCN. Spectra on the right panel were collected on concentrated solutions 
in order to observe the weak LF transitions. All solutions were purged with N2 gas. The solid lines 
denote x = 0.05 and the dashed correspond to x = 0. The HOMO-LUMO transition in the pure Cdn 
clusters is denoted by dashed arrows. Note that the energy spacing changes between the left and 
right panels. 
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Weaker transitions with rich fine-structures below 2.4 eV are also observed in all of the 
Co2+-doped clusters and are assigned to the 4A24T1(P) ligand-field (LF) transition of 
tetrahedral Co2+.14 In the (Cd1−xCox)17 clusters the 4A24T1(P) LF bands are narrow 
compared to the other clusters and slightly redshifted. The observation of different band 
shapes, but similar transition energies in the Co2+-doped Cd10 and Cd17 clusters are 
consistent with Co2+ ions in a similar pseudo-Td coordination. The Cd4 cluster has only one 
metal coordination environment comprised of one terminal and three bridging SPh– ligands. 
There is one additional pseudo-Td site in the Cd10 cluster and two more in the Cd17 cluster 
(see Figure 3.1). The ligand-field parameters, 10Dq and B, were estimated using the 
4A24T1(P) and 4A24T1(F) transition energies following the derivation by Lane et al.28 
We observe a gradual decrease in the 10Dq/B ratio with increasing cluster size that 
approaches the ratio for Co2+ in CdS single crystals (see Table 3.2).29 The change in ligand 
field strength towards a genuine Td site with tetrasulfido-coordination suggests that the Co2+ 
ions likely substitute at the Cd sites with similar S2– ligation in the larger Cdn clusters. 
However, the variation in the same coordination motifs among the different clusters does 
not allow us to unambiguously assign the exact substitution of Co2+ in the Cd10 or Cd17 
clusters. Therefore, we measured high-resolution electrospray ionization mass spectrometry 
(ESI-MS) and the low-temperature 1H-NMR spectra to confirm the Co2+ substitution and 
reveal the substitution sites in the larger Cd10 and Cd17 clusters. 
79
 Figure 3.3. Room temperature electronic (a) absorption and (b) emission spectra of pure Cd4, Cd10, 
and Cd17 clusters collected in MeCN. Excitation wavelengths for emission are specified in panel 
(b). The dashed line for Cd17 is of a concentrated sample. The origin of the visible emission at 2.3 
eV of Cd17 is unknown, but could perhaps be due to the presence of the CdS4 core. The extinction 
co-efficient was calculated based on per ‘Cd’ atom.   
Table 3.2.  Ligand-field parameters calculated using the 4A2  4T1(F) and 4A2  4T1(P) visible 
energy ligand-field transitions. The 4A2  4T1(F) transitions are measured using Fourier transform 
absorption spectroscopy on MeCN solutions. Energy units are in meV.  
lattice 4A2  4T1(F) 4A2  4T1(P) Dq B 10Dq/B 
(Cd1−xCox)4 866 1792 51 76 6.71 
(Cd1−xCox)10 835 1813 49 79 6.20 
(Cd1−xCox)17 772 1729 45 77 5.84 
Co:CdSa 744 1730 39 82 4.75 
aThe ligand-field energies and parameters were obtained from single crystals of Co:CdS in ref. [29]. 
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The ESI mass spectra with the major fragments of (Cd1−xCox)10 (xnom = 0.10) and (Cd1−xCox)17 
(xnom = 0.10) are displayed in Figure 3.4 (see also Tables 3.3 and 3.4). The (Cd1−xCox)10 cluster 
exhibits strong peaks at m/z 1390, 1364,  1337, and 1311 that are assigned to pure and Co2+-
substituted fragments with the general formula, [Cd10−nConS4(SPh)14]2– (n = 0 – 3). The 
(Cd1−xCox)17 cluster also fragments at m/z 2548, 2521, 2494, and 2467 which are assigned to mixed-
metal clusters with the general formula of [Cd17−nConS4(SPh)28]2– (n = 0 – 3). In addition, fragments 
containing both Co2+ and chloro-substitution products caused by the addition of NMe4Cl are 
observed as indicated in Figure 3.4. The mass spectra of the pure Cd10 and Cd17 fragments agree 
with previous studies,13,30 and the appearance of Co2+-substituted fragments indicates the successful 
substitution of cobalt into the se clusters. We detect exchange of at most 3 Co2+ ions in Cd10 and 
Cd17 at xnom = 0.1, which suggests that Co2+ ions may be excluded from the core of the clusters. 
The relative intensity of the Co2+ substituted fragments increases with increasing xnom in all 
(Cd1−xCox)n clusters (see Figure. 3.5). 
 Variable-temperature 1H-NMR (VT-NMR) spectroscopy was used to confirm the 
speciation of the Co2+ after metal-ion exchange and to study the ligand dynamics of the Cdn. 
The ~240 K 1H-NMR spectrum of (Cd1−xCox)4 exhibits large paramagnetic shifts due to the 
SPh– ligands coordinated to Co2+.12,14,31 The SPh– protons bonding to the Co2+ in the 
(Cd3Co1)4 cluster are shifted furthest as shown by Hagen et al.12 Upon increasing to 
(Cd2Co2)4, the magnitude of the shifts decrease slightly due to antiferromagnetic coupling 
of the Co2+ ions. The spectra of the (Cd1−xCox)10 and (Cd1−xCox)17 clusters also display 
chemical shifts of the phenyl protons in the same vicinity to those observed for the 
(Cd3Co1)4 clusters (see Figure. 3.6). We therefore assign the large proton chemical shifts to 
the SPh– ligands of Cd10 and Cd17 clusters containing a single Co2+ ion, which adopts a 
similar environment as the Cd4 cluster with 3 bridging and 1 terminal SPh− ligands. While 
NMR spectroscopy unambiguously proves Co2+ coordination to SPh– in all of the Cdn 
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clusters studied here, it does not allow us to confirm Co2+ binding to -S2–. Single crystal x-
ray studies are currently underway to resolve the specific locations of all the Co2+ ions in 
the clusters.  
 
 
Figure 3.4. Experimental (gray) and simulated (color) ESI mass spectra of (a) (Cd0.9Co0.1)10 
and (b) (Cd0.9Co0.1)17 collected with a cone voltage of −80 and −20 V, respectively (mole 
fraction is nominal). The average masses of the simulated pure Cd and Co-substituted 
fragments (m/z –26.7 per Co) are indicated in the figure by the vertical ticks to the left of 
the various {Cdn} clusters where {Cdn} = [Cd10S4(SPh)14]2− in (a) and [Cd17S4(SPh)28]2− in 
(b). The fragments with Cl-substitutions at the terminal SPh− positions are denoted by 
primes (‘) with the number of Cl-substitutions indicated by the number of marks. 
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Relative Peak Height (%) 
[NMe4]4[Cd10S4(SPh)16]  
 fragments 
Relative Peak Height (%) 
[NMe4]4[(Cd0.9Co0.1)10S4(SPh)
16] fragments 
[Cd8S4(SPh)9]− 2010 2009 18.0 16.5 
[Cd7CoS4(SPh)9]− 1957 1956  7.5 
[Cd6Co2S4(SPh)9]− 1903 1903  1.0 
[Cd8S4Cl(SPh)8]− 1936 1936 1.2 2.4 
[Cd7CoS4Cl(SPh)8]− 1882 1883  1.1 
[Cd7S4(SPh)7]− 1680 1679 8.8 7.9 
[Cd6CoS4(SPh)7]− 1626 1626  2.4 
[Cd7S4Cl(SPh)6]− 1606 1605 0.5 1.0 
[Cd10S4(SPh)14]2− 1390 1391 95.5 66.5 
[Cd9CoS4(SPh)14]2− 1364 1364  56.7 
[Cd8Co2S4(SPh)14]2− 1337 1337  11.6 
[Cd7Co3S4(SPh)14]2− 1311 1311  2.3 
[Cd10S4Cl(SPh)13]2− 1354 1354 12.4 15.8 
[Cd9CoS4Cl(SPh)13]2− 1327 1327  13.4 
[Cd8Co2S4Cl(SPh)13]2− 1300 1300  2.8 
[Cd7Co3S4Cl(SPh)13]2− 1273 1273  0.5 
[Cd10S4Cl2(SPh)12]2−  1317 1318 5.9 10.6 
[Cd9CoS4Cl2(SPh)12]2−  1290 1291  4.2 
[Cd8Co2S4Cl2(SPh)12]2−  1263 1264  1.0 
[NMe4][Cd10S4(SPh)15]2− 1482 1483 11.4 7.3 
[NMe4][Cd9CoS4(SPh)15]2− 1455 1456  5.6 
[NMe4][Cd8Co2S4(SPh)15]2− 1429 1430  2.1 
[NMe4][Cd9S4(SPh)13]2− 1318 1317 5.9 10.6 
[NMe4][Cd8CoS4(SPh)13]2− 1291 1291  4.2 
[NMe4][Cd7Co2S4(SPh)13]2− 1263 1264  1.0 
[Cd9S4(SPh)12]2− 1226 1225 100.0 100.0 
[Cd8CoS4(SPh)12]2− 1198 1198  43.9 
[Cd7Co2S4(SPh)12]2− 1172 1172  5.3 
[Cd8S4(SPh)10]2− 1060 1059 12.3 12.9 
[Cd7CoS4(SPh)10]2− 1033 1033  2.7 
[Cd2(SPh)5]− 771 771 9.4 13.7 
[CdCo(SPh)5]− 718 718  6.2 
The observed isotopic mass distribution of all the fragments agree well with the calculated mass 
distribution. Substitution of Cl− ions (from the [(NMe4)Cl] counter ion precursor) at the terminal 
benzenethiolate ligands has been observed previously. 
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Relative Peak Height (%) 
[NMe4]2[Cd17S4(SPh)28] 
fragments 
Relative Peak Height (%) 
[NMe4]2[(Cd0.75Co0.25)17S4(SPh
)28] fragments 
[Cd17S4(SPh)28]2− 2548 2548 56.6 48.2 
[Cd16CoS4(SPh)28]2− 2521 2521  70.5 
[Cd15Co2S4(SPh)28]2− 2494 2494  41.7 
[Cd14Co3S4(SPh)28]2− 2468 2468  21.0 
[Cd17S4Cl(SPh)27]2− 2511 2511 11.3 80.6 
[Cd16CoS4Cl(SPh)27]2− 2484 2484  100.0 
[Cd15Co2S4Cl(SPh)27]2− 2458 2458  55.4 
[Cd14Co3S4Cl(SPh)27]2− 2431 2431  20.5 
[Cd17S4Cl2(SPh)26]2− 2474 2474 3.7 47.3 
[Cd16CoS4Cl2(SPh)26]2− 2447 2447  55.9 
[Cd15Co2S4Cl2(SPh)26]2− 2421 2421  31.4 
[Cd14Co3S4Cl2(SPh)26]2− 2394 2394  10.3 
[Cd17S4Cl3(SPh)25]2− 2437 2437 2.5 15.3 
[Cd16CoS4Cl3(SPh)25]2− 2411 2411  17.6 
[Cd15Co2S4Cl3(SPh)25]2− 2384 2384  9.1 
[NMe4][Cd9S4(SPh)12]− 2524 2524 23.6 0 
[NMe4][Cd8S4(SPh)10]2− 2193 2193 100.0 0 
     
The observed isotopic mass distribution of all the fragments agree well with the calculated mass 
distribution. Substitution of Cl− ions (from the [(NMe4)Cl] counter ion precursor) at the terminal 









 Figure 3.5.  The fragmentation patterns and relative intensities for (a) (Cd1−xCox)10 (xnom = 0, 0.05, 
and 0.1) and (b) (Cd1−xCox)17 (xnom = 0, 0.1, and 0.25) clusters in the m/z region of 1310-1400 and 
2400-2570, respectively. Simulated spectra for the fragments and percentage of relative intensities 
are shown in color. See Table 3.4 for more information about the fragments. 
 
Figure 3.6. 1H-NMR spectra of Cd4, Cd10, Cd17, (Cd1−xCox)4, (Cd1−xCox)10, and (Cd1−xCox)17 (xnom 
= 0.05) clusters at 2401 K in d3-MeCN solvent. The resonances from the benzenethiolate protons 
bound to paramagnetic Co2+ are weak, but appear as resolved narrow signals.  
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Figure 3.7 and 3.8 shows strong temperature dependent chemical shifts of the m-H’s 
bound to an isolated Co2+ ion in (Cd1−xCox)4, (Cd1−xCox)10, and (Cd1−xCox)17 (xnom = 0.05) 
clusters. We previously reported VT-NMR spectroscopy of the (Cd0.95Co0.05)4 cluster and 
observed coalescence of the terminal and bridging SPh– ligands at 280 K. In solution, 
terminal and bridging SPh− ligands on the cluster surface can be exchanged through the 
cleavage of two M-(-SPh) bonds, followed by a 120° rotation about the remaining 
M-(-SPh) bond as previously described by Holm.12 In contrast to (Cd1−xCox)4, there is no 
observable coalescence of the SPh– ligands in the (Cd1−xCox)10 and (Cd1−xCox)17 clusters up 
to 350 K. The temperature dependence of the pure Cdn clusters is similar to the doped 
clusters. The lack of coalescence below 350 K indicates that the Cd10 and Cd17 clusters are 
more rigid than Cd4, which has a coalescence temperature at 245 K.12  
3.3.2 Kinetics of cation exchange and dopant stability in clusters 
We recently correlated the ligand interconversion rates estimated by VT-NMR to the 
rate of Co2+ exchange determined by stopped-flow kinetics with Cd4 and Zn4 clusters.14 
Based on the VT-NMR results presented here on both the doped and undoped clusters, we 
hypothesize that the metal ion exchange would be much slower for the Cd10 and Cd17 
clusters than the Cd4 clusters (kobs>103 s−1). To test this hypothesis, we measured the rise of 
the pseudo-Td Co2+ ligand field transition intensity by stopped-flow kinetics upon mixing 
0.005 µM Co(NO3)2 and 0.1 µM [Cdn]. We observed much slower Co2+ exchange into the 
Cd10 and Cd17 clusters compared to Cd4 (k>103 s−1) and proceeds with a biexponential rate 
law. Under these reaction conditions the rate-determining step has a rate constant of 0.39 
s−1 for Cd10 and 0.012 s−1 for Cd17. These results suggest that the presence of µ-S2− in the 
cores and increased µ-SPh− ligands in the Cd10 and Cd17 clusters effectively reduces both 




Figure 3.7. VT-NMR of (a) (Cd1−xCox)4 (b) (Cd1−xCox)10, and (c) (Cd1−xCox)17 (xnom = 0.05) 
clusters in d3-MeCN and measured between 240 and 317 K (solid lines). Spectra collected between 
322 and 350 K were measured in d6-DMSO (dashed lines). The dashed line at either 240 or 245 K 
is the spectra collected after heating the sample in the NMR tube. There is no cluster degradation 
or loss of Co2+ in the cluster upon heating in the NMR tube. The asterisk in (b) is an impurity 
possibly from the coordinating effects of DMSO due to interactions between the solvent protons 
and substituted paramagnetic Co2+ present on the surface of the cluster. Note that the scale of the 
y-axis is divided into two parts in (c): the left side exhibits the shifts between 13 and 22 ppm and 






























































































 Figure 3.8. Variable temperature 1H-NMR spectra of the m-H’s of the bridging and terminal SPh− 
bound to paramagnetic Co2+ ions in the Cd4, Cd10 and Cd17 clusters. For all samples, xnom = 0.05 
and the temperature range is between 240 and 317 K in d3-MeCN solvent. 
The correlation between the rate of metal ion exchange and ligand interconversion 
observed for Cd4 and Zn4 previously14 also holds for Cd10 and Cd17 suggesting that this 
dynamic process is involved in the rate-determining step of metal ion exchange in 
benzenethiolate clusters. However, we expect that the equilibrium constant still favors the 
exchange of metal ions with similar sizes such as Co2+ with Zn2+, but not Co2+ with Cd2+. 
Therefore, not only should the kinetics be slower for the initial metal ion exchange between 
Co2+ and Cd2+ in the Cd10 and Cd17 clusters, but the equilibrium constant should also favor 
lower dopant concentrations in the (Cd1−xCox)n clusters. To test this, we measured the 
average composition of the metal ions in the (Cd1−xCox)n clusters by inductively coupled 
plasma optical emission spectroscopy (ICP-OES) as a function of nominal Co2+ mole 
fraction (see Figure 3.9). The concentration of Co2+ in the clusters follows the order of Cd4 
> Cd17 > Cd10 for every nominal mole fraction. Similar results were also determined by 
monitoring the absorbance of the LF transition as Co(NO3)2·6H2O was titrated into solutions 
of Cdn clusters (see Figure 3.10). To study the dynamics of the equilibrium and solution 

































coordinating solvents (MeCN). The Co2+ ion is the most stable in the (Cd1−xCox)10 clusters, 
followed by (Cd1−xCox)17 and (Cd1−xCox)4. The higher stability of the (Cd1−xCox)10 cluster 
suggests that either (1) the metal sites are less accessible to solvent in static equilibrium, (2) 
the stability of the larger clusters is affected to a lesser extent by impurity substitution in the 
dilute limit, and/or (3) the ligand interconversion is significantly slow in the decameric 
clusters. All of these scenarios can be related to the structural flexibility of the clusters and 
SPh– ligand dynamics.  
 
Figure 3.9. Correlation between the nominal and actual mole fraction of cobalt in the Cdn clusters 
measured by ICP-OES. 
 
Figure 3.10. (a) Ligand-field electronic absorption spectra of cobalt substituted Cd4 clusters 
monitored with the addition of Co(NO3)2.6H2O. The pure clusters and cobalt precursor were 


































































 Cd4 + Co(NO3)2
 Cd10 + Co(NO3)2
(b)
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ligand-field region as a function of added Co(NO)3·6H2O. The Cd17 clusters were omitted due to 
the very weak LF absorption features. The concentrations of Cd4 and Cd10 are 0.95 M and 1 M, 
respectively.  
 Based on the results presented above, we predict that the lowest energy barrier for a 
single Co2+ exchange event in the Cd10 and Cd17 clusters is at the 4 equivalent M-(-
SPh)3(SPh) sites (see Fig. 1). The second barrier would involve exchange at the 
M-(-S)4−m(-SPh)m sites (m=2 for Cd10 and m=1 for Cd17). Finally exchange at the 
M-(4-S)4 core of Cd17 would possess the highest energy barrier. The equilibrium 
compositions shown in Fig. 5 combined with the stopped-flow kinetics data therefore 
suggest that the activation energies describing the metal ion exchange involving the 
M-(-SPh)3(SPh) sites increase in the order of Cd4<<Cd10≈Cd17. This trend is also 
consistent with the increasing number of µ-S2– and µ-SPh– ligands in the clusters. We further 
hypothesize that the relative change in the activation energies for exchange of a second Co2+ 
ion into the (Cdn−1Co1) clusters will be largest for the n = 4 cluster due to the large enthalpic 
penalty in the (Cd3Co1) cluster compared to the Cd4 cluster. The major contributions to the 
ground state energy of the (Cd1−xCox)n clusters over the Cdn clusters is caused by (1) the 
lattice strain caused by the large size mismatch between Cd2+ and Co2+, and (2) increased 
rigidity in the Cd10 and Cd17 clusters from the S2– ligands in the cores. Computational 
studies are currently underway to resolve these energetic barriers in these clusters.  
 To determine the role of Cl– substitution on the solution dynamics and kinetics of the 
clusters, we also synthesized the Cdn with LiNO3 (Li-Cdn) in place of NMe4Cl. We 
confirmed these Li-Cdn clusters are free of Cl– by both ESI-MS and elemental analysis. 
Importantly, we observe similar properties and Co2+ exchange kinetics between the Li-Cdn 
and Cdn clusters. Elemental analysis also suggests that the counterion in the Li-Cdn and 
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Cdn is not Li+ or NMe4+, but is NEt3H+. Regardless of the counterion in the solid state, there 
is little affect on the results of the Cdn clusters contamination of a small percentage of 
clusters by Cl– ions. 
3.3.3 EPR spectroscopy to probe the local environment of Co2+ 
EPR spectroscopy is a sensitive tool for extracting information about the coordination 
environment and oxidation state of paramagnetic transition metal ions. Co2+ has EPR allowed 
transitions at conventional frequencies owing to its S = 3/2 spin state. However, the transitions are 
only detectable at low temperatures due to fast spin-lattice relaxation.  The 4A2 ground term of 
tetrahedral Co2+ splits the spin-sublevels (mS = ±3/2 and ±1/2) in the molecular clusters due to the 
combined effects of 2nd order spin-orbit coupling and low symmetry distortions. To analyze the 
ground state electronic structure of tetrahedral Co2+ we employ the S = 3/2 spin Hamiltonian given 
by eq 3.1.  
                        ?̂? = 𝐷[?̂?𝑧
2 − (𝑆(𝑆 + 1)/3)] + 𝐸[?̂?𝑥
2 − ?̂?𝑦
2] + 𝐴(𝐒 ∙ 𝐈) + g𝜇B𝐵0                          (3.1) 
The axial and rhombic components to the ZFS are D and E, respectively, A is the electron-
nuclear hyperfine constant, g is the Landé factor, B is the Bohr magneton, and B0 is the external 
magnetic field strength. For Kramers ions such as Co2+ with D values much larger than the 
microwave frequency (X-band ~ 0.3 cm−1) it is typical to instead use an effective S' = 1/2 spin 
Hamiltonian given by eq 3.2. 
         ?̂?′ = g′𝜇𝐵𝐵0 + 𝐴(𝐒 ∙ 𝐈)                                                   (3.2) 
In eq 3.2, the g' factor absorbs the nonzero D and E components to the ZFS. The relationship 
between the spin-Hamiltonian parameters given by eqs 3.1 and 3.2 has been derived by Drulis and 
coworkers as 
gx' = gx[1 ± (1 – 3λ)/M] 
                                                            gy' = gy[1 ± (1 + 3λ)/M]                                                   (3.3)                                                             
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                                                                 gz' = gz[1 + 2/M] 
where λ = E/D, M = (1 + 3λ2)1/2, and when D > 0 (< 0) the upper (lower) sign in the equation, ±, 
is used. While the magnitude of D requires high frequencies to detect by EPR, the rhombicity of 
the spectrum can be extracted from measurements at conventional EPR frequencies such as X-band 
and Q-band.  
Previous EPR and magnetic studies of A2[Co(SPh)4] compounds exhibit large and negative 
axial component, and a small but significant rhombic component to the ZFS. 33-35, 19  The range in 
D values has been correlated to the [Co(SPh)4]2– site symmetry that results from the combination 
of the nature of the counterion (A) and crystal packing effects. 33,36 19, 20  For (Ph4P)2[Co(SPh)4], the 
spin-Hamiltonian parameters were experimentally determined by EPR spectroscopy and magnetic 
susceptibility to be D = –70 ± 10 cm–1, |E/D| < 0.09, gz = 2.60, gx,y = 2.27, and |A| = (32.0 ± 0.3) × 
10–4 cm–1. The negative sign of D places the mS = ±3/2 spin sublevel below mS = ±1/2 spin sublevel 
by ~2D (ΔE = 2(D2 + 3E2)1/2).  
Figure 3.11 shows the X-band EPR spectra of (M1−xCox)-n (n = 4, 10, and 17) and (M-1Co-1) 
mixtures (M = Zn and Cd) at 4.3 K. The most prominent feature in all of the spectra is a positive 
transition observed between 900 and 1300 G. Many more features are observed at higher fields in 
the xnom = 0.01 clusters. In addition to the broad features there are several sharp and equally-spaced 
features in the spectra of (M1−xCox)-n with low xnom at ~1100 G that are characteristic of electron-
nuclear hyperfine splitting by the I = 7/2 nuclear spin of 59Co (100 % relative abundance). All of 
the sharp features in the spectrum broaden and disappear with increasing xnom or temperature. The 
spectra shown in Figure 3.11 with xmol > 0.25 are characteristic of Co2+ transitions and comparable 
to previously reported spectra of pseudo-tetrahedral Co2+ complexes.  
Three transitions are observed for the (Zn1−xCox)-4 and (Cd1−xCox)-4 clusters at effective g-
values of g1 ~6.28, g2 ~2.05 and g3 ~1.48. In dilute clusters (xnom = 0.01), there are several additional 
peaks that we attribute to lower symmetry crystal-field splitting and spin-orbit coupling of 4A2 term 
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with excited-state energy levels. The spin-Hamiltonian parameters of (M1–xCox)-4 and Co2+ in CdS 
and ZnS single crystals are given in Table 3.5. There is little or no anisotropy of the spin-
Hamiltonian parameters in the Co2+-doped CdS or ZnS bulk due to the high symmetry of the 
crystalline lattice. In contrast, the EPR spectra of the Co2+-doped clusters displays large rhombicity 
of the ZFS parameters up to |E|/D = –0.25 to –0.30 estimated from Drulis and coworkers37 as 
expected from previous studies on the Co-1 cluster with different benzenethiolate configurations 




 Figure 3.11. 4.3 K X-band EPR spectra of (a) Zn1+Co1 mixture, (b) Cd1+Co1 mixture, (c) 
(Zn1-xCox)4, (d) (Cd1–xCox)4 (xnom = 0.01 and 0.25), (e) (Zn1–xCox)10 (xnom = 0.005 and 0.05) (f) 
(Cd1-xCox)10 (xnom = 0.01 and 0.10), (g) (Zn1–xCox)17 (xnom = 0.01), and (h) (Cd1–xCox)17 (xnom = 0.01) 
clusters. Insets show hyperfine structures at the low-field transition.  
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The characteristic 8-line hyperfine splitting is observed in low-field transitions of both 
(Zn1−xCox)-4 and (Cd1−xCox)-4 clusters (xnom = 0.01). However, the EPR spectra of (M1−xCox)-4 
(xnom = 0.25) are broadened at g > 5.5 by both intermolecular and intramolecular dipolar 
interactions. The observed splittings are 16 Gauss and 22 Gauss, respectively. In the effective spin-
Hamiltonian these splittings equate to A-values of 42 × 10−4 cm–1 for Co2+ in the Zn-4 host cluster 
and 67 × 10–4 cm–1 in the Cd-4 host cluster. The difference in the hyperfine parameters for Co2+ in 
Zn-4 and Cd-4 clusters reflects the differences in covalency of the Co2+ and benzenethiolate ligands 
in the two clusters. The difference in Pauling electronegativity of Zn2+ and Cd2+ is small (Pauling: 
χZn = 1.65, χCd = 1.69), however, the difference in optical electronegativities is significant (Zn = 1.1 
and Cd = 1.45). The observed hyperfine splittings therefore provide experimental evidence that the 
covalency of the  [Co(µ2-SPh)3(SPh)]2– complex is larger when diluted in the Cd-4 cluster than the 
Zn-4 cluster. Comparable hyperfine splittings in both Co2+:ZnS and Co2+:CdS is lacking. However, 
the hyperfine splittings in Co2+:ZnTe and Co2+:CdTe are known and consistent with the trend 
observed for the clusters (17.5 × 10–4 cm–1 and 23.4 × 10–4 cm–1, respectively). 
The hyperfine splitting constant in magnetic clusters was calculated and presented in Table 3.6. 
The splitting constant increased with the increase of cluster size indicate that Co2+ ions are 
homogenously substituted into the clusters instead of only at the surface. Preliminary simulations 
of the diluted clusters (xnom = 0.01) suggest that the sharp features between 1500 G and 6500 G 
originate from large hyperfine values (A > 100 × 10−4 cm−1) for the g2 and g3 transitions. High-field, 






Table 3.5. Spin-Hamiltonian parameters for Co2+ in M-4 molecular clusters (xnom = 0.01), Co-1, 
and bulk II-VI semiconductors. The unit of D is cm−1 and A is 10−4 cm−1. A from this work is 
associated with the low-field transition (g1 > 6). 
host lattice gi |A1| D E/D 
Zn-4 a 6.40 1.95 1.4 42 - −0.25 
ZnS (zb)  b giso = 2.248 1.8 0  
ZnSe (zb)  b giso = 2.270 - 0  
 
Cd-4 a 6.35 1.9 1.5 67 - −0.25 
CdS (w)  c g|| = 2.276 g = 2.269 - 0.593 0 
CdSe (w)  d 





































 zb = zinc blende, w = wurtzite. athis work. bRef. [38]. cRef. [39]. dRef. [40]. eRef. [34]. fRef. [33], 
(Ph4P)2[(Zn1−xCox)(SPh)4] where x ~ 0.09 and the [Co(SPh)4]2− has D2d symmetry. gRef. [41], 
(Me4N)2[(Zn1−xCox)(SPh)4] where x ~ 0.01. hMagnitude estimated from magnetic susceptibility; 
sign from g-anisotropy from the EPR spectrum. iRef. [41], (Et4N)2[(Zn1−xCox)(SPh)4] where x ~ 
0.01.  
Table 3.6. Hyperfine splitting constant (A) of clusters determined from Figure 3.11. 
Cluster A (G) at gz Cluster A (G) at gz 
Cd-1+ Co-1 15.36 Zn-1+ Co-1 15.36 
(Cd1-xCox)-4 21.8 (Zn1-xCox)-4 21.8 
(Cd1-xCox)-10 46.9 (Zn1-xCox)-10 46.9 




In summary, the metal ion exchange reaction involving Co2+ ions with various nanometer-sized 
CdS molecular clusters was studied. The Co2+ substitution at the Cd2+ sites of the Cdn clusters was 
confirmed by absorption spectroscopy, ESI-MS, and paramagnetic 1H-NMR spectroscopy. The 
Co2+ substitution into smaller Cd4 clusters proceeds at a faster rate and with greater yield at 
equilibrium compared to the larger Cd10 and Cd17 clusters. This result, combined with solution 
dynamics probed by VT-NMR spectroscopy, confirms the important role that bridging S2– ligands 
impart to the larger Cd10 and Cd17 clusters by increasing their structural rigidity. This work provides 
further evidence of the importance that ligand dynamics play in metal ion exchange reaction and 
surface chemistries of these well-defined nanoscale clusters in the size regime of the critical 
nucleus. 
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MAGNETIC MOLECULAR CLUSTERS AS SINGLE-SOURCE 
PRECURSORS FOR DOPED SEMICONDUCTOR NANOCRYSTALS 
 
4.1 Introduction 
The introduction of targeted impurities into binary semiconductor materials is an efficient 
strategy to enhance their physical properties and possible implementation into a range of 
applications in spin-based electronics, quantum computing, and solar cell technologies.1-3 In 
transition metal doped II-VI bulk semiconductors, A1-x
IIAxB
VI (A = Cd, Zn, Hg; A = Mn2+, Co2+; B 
= S, Se, Te), the concentration (x) of magnetic impurities can reach their solid solubility (SS) 
limit,4-5 which is unique to each particular dopant and largely depends on the electronic 
configuration of the dopant, host-dopant size match, host crystal structure, etc. For example, Mn2+ 
can be doped until 50% into CdS and CdSe and Co2+ up to 12% into CdS and CdSe (wurtzite 
crystal structures) bulk semiconductors.4,6-7 However, the reported doping concentration in 
colloidal NCs is much lower than the bulk SS limit due to the self-purification8 of dopants out of 
the NCs at higher temperatures, and the increase of the doping concentration is still a major 
challenge that requires novel synthetic methods.   
Magnetic dopant ions establish sp-d exchange interactions with the host carriers which 
induces a giant Zeeman splitting of the band structure of the semiconductor.9-10 The Zeeman 
splitting in a DMS-QD is largest when dopants are located near to the center of the quantum dot. 
This is only possible with a homogeneous distribution of dopants within the nanocrystal by 
introducing more dopant ions into it. There is a significant focus on establishing new synthetic 
methods for doped nanocrystals, but most of the methods are restricted to low doping 
percentages. In traditional hot-injection synthesis methods, dopants are added at higher 
temperatures, and during the growth of the NCs these dopants diffuse towards the surface and 
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even eject out of the NCs.8 This results in a reduction in both the dopant ion concentration and 
wavefunctions overlap of the dopant ion with the host semiconductor. The dopant ion 
concentration and location in the nanocrystal can be controlled by a fine tuning of the kinetics and 
thermodynamic parameters at dopant addition stages.11-14 By doping precursors at room or low 
temperatures before the formation of the critical nuclei, or doping at early nucleation stages might 
facilitate and increase the efficiency of dopant incorporation. 
It has been shown that metal chalcogenide molecular clusters whose physical properties are 
intermediate to molecules and quantum confined nanocrystals are excellent single-source 
precursors to make colloidal nanocrystals.15-16 The cation-exchange method presented in Chapters 
2 and 3 can produce high-concentrations of dopants in a molecular precursor that may provide a 
promising route to prepare heavily-doped II-VI semiconductor NCs. Our strategy is to first dope 
these molecular clusters and then use them as single-source precursors to make doped colloidal 
nanocrystals. We hypothesize that using doped molecular clusters as precursors where the dopant-
chalcogenide bond is already formed prior to the nucleation stage provides a homogenous dopant 
distribution with as the dopant concentration increases. Here, we report a successful one-step 
synthesis of Co2+ doped CdS NCs using magnetic molecular clusters, 
[(Cd1−xCox)4(SPh)10](NMe4)2, as single-source precursors where we demonstrate incorporation of 
cobalt into CdS NCs up to 22%. To the best of our knowledge, our method produces the highest 
dopant concentration so far reported in Co2+ based II-VI DMS-QDs. The bulk SS limit of Co2+ in 
CdS has not been reported in the literature but we assume that it is close to the SS limit of 
Co:CdSe semiconductors.4 The successful incorporation of Co2+ into CdS was confirmed by 
magnetic circular dichroism (MCD) and electron absorption spectroscopies. Here, we argue that 
stabilizing dopants in the reaction intermediates in a synthetic route is crucial to controlling 
dopant incorporation during nucleation. 
 
101
4.2 Experimental and Physical Methods 
Thiophenol (99%, Acros), triethylamine (99%, Fisher), cadmium nitrate tetrahydrate (99+%, 
Acros), cobalt nitrate hexahydrate (99+%, Acros), tetramethylammonium chloride (NMe4Cl, 
98+%, Acros), sulfur powder (99.999%, Acros), 1-hexadecylamine (HDA, 90%, Acros), cobalt 
chloride hexahydrate (99%, Acros), were used as received. In our studies, we denote molecular 
cluster (NMe4)2[(Cd1−xCox)4(SPh)10] as (Cd1−xCox)4. 
All the clusters were prepared by following previously described procedures in the literature 
and in a N2-filled glovebox (VAC atmosphere).17-18 To a solution of thiophenol and 
trimethylamine in methanol, Cd(NO)36H2O dissolved in methanol was added dropwise. After 20 
min of stirring, NMe4Cl in methanol was added. The above clear solution was left at 0°C for 2 
days to form white crystals that were subsequently filtered and vacuum dried. The dry product 
was dissolved in acetonitrile and recrystallized by the vapor diffusion method at 0°C. For 
(Cd1−xCox)4 clusters, varying concentrations of Co(NO3)2·6H2O in methanol were added prior to 
the addition of the methanolic NMe4Cl solution. The (Cd1−xCox)4 clusters were synthesized with 
the following nominal Co2+ mole fractions:  xnom = 0.01, 0.05, 0.10, 0.15, 0.20, and 0.25. 
Synthesis of Co2+ doped CdS was followed by an inorganic cluster synthesis method using 
magnetic molecular clusters as single-source precursors. The following procedure was adapted 
from previous reports.16,19 The reaction vessel containing 10.8 g of hexadecylamine was degassed 
under vacuum at 130 °C for 1.5 h. The reaction vessel was then placed under N2 gas and the 
temperature was reduced to 80 °C, at which point (Cd1−xCox)4 (0.1 g) and elemental sulfur (0.01 
g) were added. The temperature was slowly increased to 130 °C and maintained for 1.5 h. The 
temperature was slowly (2 °C/min) increased to 240 °C and kept constant for 30 min. The 
reaction vessel was rapidly cooled and the nanocrystals were isolated by addition of toluene and 
ethanol. This was repeated three times to remove excess unreacted reagents. The nanocrystals 
were suspended in excess amount of TOPO and stirred at 120-130 °C for 1 h, and precipitated by 
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a mixture of toluene and ethanol. The nanocrystals were vacuum dried prior to the TOPO-
exchange to remove residual ethanol. Aliquots in toluene were collected to monitor the growth by 
electronic absorption spectroscopy. At lower temperatures the solution was a black-gray color 
and turned green at higher temperatures. The pure CdS NCs were prepared by using Cd4 instead 
of (Cd1−xCox)4.  
Absorption spectra of the clusters in toluene were collected with a Cary 50 UV-Vis 
spectrophotometer at room temperature. Cobalt concentrations were determined quantitatively by 
inductively coupled plasma optical emission spectroscopy (ICP-OES, Perkin Elmer Optima 
DV4300). Clusters were digested in a 5% HNO3 solution for ICP-OES measurements. Powder X-
ray diffraction patterns were measured on a PANalytical X-pert between 2 = 20 and 80 using Cu 
K radiation ( = 1.5418 A°). Nanocrystal diameters were determined by TEM (JEOL JEM -
2000FX, acceleration voltage 200 keV, and LaB6 source) using carbon-coated TEM grids. The 
high-resolution images were obtained on HR-TEM (JEOL JEM-2200FS, acceleration voltage 300 
keV) using silicon monoxide TEM grids. Magnetic circular dichroism spectra were measured on 
a CD (OLIS) coupled with a superconducting magnet (Cryoindustries, Manchester, NH) operated 
in the range of 1-6 T at 4.2 K and 10 K.  The mass spectrometry experiments of nanoclusters were 
performed using matrix assisted laser desorption ionization mass spectrometry (MALDI-MS) 
(Bruker MicroFlex) equipped with a nitrogen laser in linear mode. The highly concentrated 
intermediate nanoclusters were dissolved in toluene (0.5 mL) and drop-coated onto a polished 
stainless-steel MALDI target.  
4.3 Results and discussion 
4.3.1 Confirmation of the dopant ion incorporation 
Figure 4.1 summarizes the synthetic procedure followed to prepare Co2+-doped CdS NCs 
from magnetic molecular clusters.  The reaction conditions are optimized for the NCs formation, 
and the growth temperature was held between 230-240°C. The amount of cobalt initially in the 
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molecular cluster precursors and NCs was quantitatively determined by inductively coupled 
plasma optical emission spectroscopy (ICP-OES) (see Figure 4.2). The highest cobalt 
concentration of 22% in CdS NCs was achieved when we used [(Cd0.75Co0.25)4(SPh)10](NMe4)2 
magnetic clusters as single-source precursors. We found that initially the mole fraction of the 
cobalt ions in the NCs, [Co2+]NC, scales linearly with the mole fraction of the cobalt ions in 
molecular clusters, [Co2+]MC, and then saturates at higher concentrations (Figure 4.2). Here, it is 
noteworthy that the concentration of dopant ions is almost in a one to one ratio from molecular 
clusters to nanocrystals, a trend that has not been observed previously using any other synthetic 
methods.   
 
Figure 4.1. Synthetic procedure for the formation of doped nanocrystals from cobalt substituted 
tetrameric molecular clusters. 
 
Figure 4.2. Mole fraction of cobalt ions (Co) in the final product of Co:CdS NCs after 
TOPO exchange as a function of the nominal mole fraction of cobalt ions in single source 
molecular precursors. Co2+ concentration was measured by ICP-OES. 
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Figure 4.3 shows the electronic absorption spectra of Co2+ doped CdS NCs in toluene at room 
temperature. All NCs exhibits the band edge absorption at 2.6 eV and preserve a quantum 
confinement regime even at higher concentrations of dopant. The features observed at 1.6-1.9 eV 
correspond to the 4A24T1(P) ligand-field (LF) transitions of tetrahedral Co2+. The energy 
position and shape of the ligand-field transitions are signatures of tetrahedral Co2+ in a CdS 
lattice.19 The intensity of the ligand-field transitions normalized with the band-edge absorption (or 
ILF/IBE) increases linearly with the cobalt concentration. This indicates that most dopants are 
incorporated instead of aggregating as CoS or spinodal decomposition. Figure 4.4 shows the 
pXRD patterns for NCs of Cd1-xCoxS with x = 0, 0.04, 0.146, and 0.22 compared with the 
standard wurtzite (WZ) and zinc blende (ZB) patterns for bulk CdS and CoS.  It can be seen from 
the patterns that all NCs exhibit the phase-pure WZ crystal structures, which indicates that there 
is an absence of unreacted or separate CoS aggregates. The powder XRD patterns slightly shifts 
to larger angles (lower d-spacing) with an increase of doping concentration due to the smaller  
ionic radius of Co2+ (0.078 nm) compared to Cd2+ (0.097 nm).  Figure 4.4(b) shows the decrease 
of the lattice parameters with an increase in the amount of cobalt. This indicates that the NCs 
follow Vegard’s law, and that the dopant is forming a solid solution within the nanocrystal instead 
of forming CdS/CoS core-shell heterostructure. If the core-shell structures were formed, no linear 
behavior was observed. Figure 4.3(b) shows an HR-TEM image of 22% Co2+:CdS NCs. The size 
was determined to be 7.31.2 nm. The selected area electron diffraction (SAED) patterns shown 
in Figure 4.3(c) exhibit the same diffraction peaks as those displayed in the PXRD results. This 
observation further confirms the formation of wurtzite phase-pure nanocrystals. 
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 Figure 4.3. (a) Room-temperature electronic absorption spectra of undoped, 1%, 14.6%, and 22% 
of Co:CdS NCs after TOPO exchange in toluene. The lower energy region is indicative of 
tetrahedral Co2+ ligand-field transitions, and the higher energy region is characteristic of the band 
edge transitions. (b) High resolution TEM images of 22% Co:CdS NCs measured using 300 keV 
TEM and the corresponding selective area electron diffraction patterns in (c). 
 
Figure 4.4. Powder XRD patterns of undoped, 4%, 14.6%, and 22% Co2+:CdS NCs. (b) The 
lattice parameters ‘a’ and ‘c’ calculated at 2 = 44 ° as a function of cobalt concentration. 
Magnetic circular dichroism spectroscopy directly measures the dopant-carrier interactions 
and confirm the internal substitution of a dopant ion in magnetically doped nanocrystals.20-21 
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Figure 4.5(a) and (b) present the room-temperature electronic absorption and 4.3 K MCD (B = 
16 T) spectra of 22% Co2+:CdS NCs. In the MCD spectra, two features are clearly evident: a 
derivative-shaped MCD signal at 2.6 eV and multiple peaks corresponding to Co2+ ligand-field 
transitions between 1.6 and 1.9 eV. All the features in the MCD spectra increase uniformly with 
the applied magnetic field, indicating that all transitions originated from the same magnetic 
chromophore. The intensities of band edge transition and ligand-field transitions are plotted as a 
function of magnetic field and shown in inset of Figure 4.5(b). Initially, the MCD intensity 
increases linearly with increasing magnetic field until the magnetization curve saturates at a 
higher field. All features show the same magnetic saturation at 4.3 K and fit well with the S = 3/2 
(Co(II), d7) Brillouin function (eq 4.1) using the isotropic lande g- value for bulk Co2+:CdS.  
 𝑀 = (1/2)𝑁𝑔𝜇𝐵[(2𝑆 + 1)coth((2𝑆 + 1)(𝑔𝜇𝐵𝐻/2𝑘𝑇)) − coth⁡(𝑔𝜇𝐵𝐻/2𝑘𝑇)] (4.1) 
M is the magnetization, N is the normalization factor, µB is the Bohr magneton, H is the 
applied magnetic field, k is Boltzmann’s constant, and T is the temperature. The MCD feature at 
1.8 eV is not observed in undoped CdS QDs and the signal at the band-edge follows linear 
behavior with the magnetic field (see Figure 4.5(c)). The sign-inversion of the MCD signal from 
the undoped to the doped NCs and magnetic saturation with an external applied magnetic field at 
the band-edge transition is attributed to the internal substitution of Co2+ in the CdS lattice. In 
addition these phenomena preclude the possibility of spinodal decomposition. These results are 




Figure 4.5. (a) Room temperature absorption spectra of 22% Co:CdS NCs deposited onto a 
quartz disk, (b) variable field (16 T) MCD spectra of 22% Co:CdS NCs at temperature 4.3 K, 
where the inset shows the magnetic saturation curves with an external magnetic field at 
temperatures 4.3 K and 10 K, and (c) magnetic saturation curves of 1%, 2.1% and 22% Co2+:CdS 
NCs at 4.3 K. The dotted lines indicate the fit with Brillouin function (see text for details). The 
intensities of band edge and ligand-field transitions are calculated from the difference between the 
positive and negative MCD signal and normalized area between 1.8 eV and 1.6 eV, respectively.   
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Variable-temperature and variable-field (VTVH) MCD intensities at 4.3 K and 10 K 
were collected and are shown in the inset of Figure 4.5(b). The temperature dependent 
saturation was explained by the splitting of the ground state energy levels of the dopant 
ions. The spin-orbit coupling and low symmetry distortion of tetrahedral Co2+ in CdS 
splits the 4A2 ground state into further states. At lower temperatures only the lowest states 
are occupied, but, with the increase in temperature, higher energy orbitals become 
occupied and require a higher external magnetic field to exhibit saturation behaviour. 
Figure 4.5(c) shows the saturation curves of various concentrations of Co2+ in CdS NCs. 
The saturation behaviour with lower dopant concentrations is more significant at 6 T than 
it is with CdS NCs at high dopant concentrations. This is due to the presence of a large 
number of paramagnetic dopant spins which requires a much higher magnetic field for 
saturation.  
The growth of the nanocrystals and the dopant speciation during the synthesis are 
monitored using electronic absorption spectroscopy by taking aliquots during the reaction 
and presented in Figure 4.6. The inset shows the colors of the corresponding aliquots 
during the reaction. At 70 °C, a sharp absorption peak was observed with a first excitonic 
peak at 3.39 eV ( = 366 nm, full width at half maximum  15 nm). As the reaction 
temperature increases, a shoulder at 3.13 eV was observed at 130 °C, and simultaneously 
becomes more dominant as the peak at 3.39 eV disappears with increasing reaction time 
and temperature. Typically, nanocrystals shows a continuous shift of the first band edge 
transition in the absorption spectra with the time and temperature. This behaviour suggests 
the formation of “magic-sized nanoclusters” at lower temperatures. The absorption spectra 
below 130 °C is similar to the recently reported (CdS)34(n-butylamine)18 absorption 
spectra by Buhro et al.22 The features corresponding to the Co2+ ligand-field transitions are 
only observed after TOPO ligand-exchange. This is due to the removal of surface-bound 
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Co2+ ions which contribute to the broad absorption in the as-prepared intermediates or 
doped nanocrystals in hexadecylamine. These results suggest that the growing crystal 
contains Co2+ ions throughout the nucleation and growth stages. 
 
Figure 4.6.  (a) Electronic absorption spectra of aliquots of Co:CdS were taken at different 
temperatures during the reaction. The inset shows images of aliquots dissolved in toluene. 
The ligand-field transitions of Co2+ were obtained only after the ligand exchange with 
TOPO. (b) pXRD patterns of doped NCs at different temperatures, CdS (wz and zb), and 
CoS. 
 
Figure 4.7. HR-TEM images of aliquots of Co:CdS reaction and their size distribution 
during the synthesis at (a) 110 °C and (b) 240 °C.   
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4.3.2 LDI mass spectrometry to identify the intermediates  
To understand the stoichiometry of these intermediate nanoclusters, we measured the 
mass spectra by laser-desorption-ionization (LDI) mass spectrometry. The samples 
dissolved in toluene were dried on a polished MALDI target plate. Figure 4.8 shows the 
mass spectra of pure CdS and Co doped CdS intermediates collected at 110 °C and 
centrifuged 3 times with toluene and methanol solvents. The major peaks at m/z 4937.4 
and m/z 4789.3 match with the (CdS)34(NH3)1.5 and (CdS)33(NH3)1.5 compositions, 
respectively. In addition to these peaks, other major peaks were observed for Co doped 
CdS at m/z 4882.4, 4831.7, and 4735.2 which correspond to (Cd33CoS34)(NH3)1.5, 
(Cd32Co2S34)(NH3)1.5, and (Cd32CoS33)(NH3)1.5, respectively. In order to confirm that these 
intermediates are thermodynamically stable and not forming any other products under 
laser illumination, we measured mass spectra at different laser power from 50% to 100% 
and no changes were observed. The Co2+ contained fragments confirm the dopant ion 
substitution in intermediate magic-sized nanoclusters. For the first time, the formation of 
magic-sized nanoclusters was observed by Kasuya et.al. and they used organometallics 
and selenourea as precursors to synthesize (CdSe)34 magic-size nanoclusters.23 An absence 
of other magic size clusters such as (CdS)13 and (CdS)19, and the decreased amount of 
(CdS)33  indicate that (CdS)34 was obtained in the pure form. The use of the tetrameric 
cluster as a precursor also provides a new synthetic route to make magic-size nanoclusters 




Figure 4.8. LDI mass spectra of CdS and Co doped CdS intermediates at 110 °C dried on 
a polished MALDI target. The inset shows the zoomed-in spectra between m/z 4550 and 
4950. Parameters: Laser power  80%, laser frequency – 5 Hz, ion source 1 – 19.98 kV, 
ion source 2 – 18.48 kV, pulsed ion extraction – 30 ns.     
4.3.3 Growth-mechanism from magnetic clusters to doped nanocrystals 
Metal chalcogenide clusters have been utilized as single-source precursors for doping 
of semiconductor nanocrystals.9,24-25 Previously, [M4(EPh)10]2- and [M10E4(EPh)16]4-  (M = 
Cd, Zn and E, E = S, Se) molecular clusters were used as single-source precursors while 
the dopants (Mn2+, Co2+) were added separately into hexadecylamine and then heated to 
higher temperatures. Archer et al. argued that dopants are exchanged with the host cations 
in [Cd10S4(SPh)16]2- at 130 °C and then undergo lyothermal degradation to grow into larger 
nanocrystals.19 The controlled experiments were performed using [Cd4(SPh)10](NMe4)2 
clusters, elemental sulfur powder, and  CoCl2 (nominal concentration of 25%) which only 
yielded a 4.2% Co2+ incorporation into CdS NCs. These results suggest that the cation 
(dopant) exchange at 130 °C is not as favourable as expected. At lower temperatures 
(between 70-130 °C), the clusters enter the nucleation stage and form stable intermediates, 
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making it difficult for dopants to replace the host cations. As we discussed above, using 
LDI mass spectra on the isolated intermediates, the composition was determined not to be 
the decameric clusters. Rather the intermediates are forming larger magic-sized (CdS)34. 
These nanoclusters are thermodynamically stable and difficult to dope which results in 
low yield dopant incorporation. The control experiment of synthesizing 25% Co doped 
CdS using the hot-injection method yields a black precipitate probably due to CoS 
formation. 
Our doping strategy focused on dopant ion incorporation before the reaction enters 
into the nucleation process. This was only achievable by using stable doped clusters as 
precursors. The kinetically controlled equilibrium between the magnetic ions and 
molecular clusters at room temperature make them more stable. The precursors 
(Cd1−xCox)4 made using cation-exchange reactions of Cd4 and Co2+ can be efficient 
building blocks for the nucleation of various II-VI semiconductor NCs. In addition, 
(Cd1−xCox)4 clusters can be utilized to control the dopant ion during the nucleation and 
growth stages. The dopant is already coordinated within the semiconductor framework 
which makes the doping process more efficient to yield heavily-doped materials. The 
highest doping concentration for Co2+ determined by ICP-OES is 22%. To the best of our 
knowledge, it is the highest reported percentage among II-VI colloidal DMS-QDs. The 
solid solubility limit of Co2+ in CdSe is 11% and here we assume that it is similar in the 
CdS lattice. Even though the solid solubility limit of Co2+ ions in the semiconductor lattice 
is small, the concentration of dopants in molecular models overcomes this solubility limit 
due to the faster cation-exchange rate with the decrease of size. These heavily-doped 
molecular clusters serve as precursors to dope very high concentrations of impurities into 
nanocrystals. 
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Figure 4.9 shows the schematic illustration to form the intermediates at lower 
temperatures before the reaction enters into the growth stage. Our results suggest that the 
reaction follows the two-step nucleation for the growth of doped nanoclusters, which is 
similar to the previous observation on the growth of InP QDs.26 The magic-size clusters 
serve as key intermediates for the nucleation and follow the heterogeneous growth to 
synthesize Co:CdS nanocrystals (see also Figure 4.6). The Co2+ ions concentration was 
determined by ICP-OES during the reaction by taking aliquots at different temperatures 
and it was almost same throughout the synthesis from starting molecular clusters to the 
end product of Co:CdS at 240 °C. In hot-injection methods, precursors are converted into 
monomers followed by aggregation into the crystal under thermodynamic equilibrium, 
which makes it impossible to incorporate foreign impurities into growing crystals. In 
contrast to high temperature methods, these molecular clusters or doped molecular clusters 
aggregate and form a thermodynamically stable magic-sized critical nuclei (CdS)34 or 
(Cd1-xCoxS)34 without undergoing any dissociation. We report the successful isolation of 
doped nuclei in colloidal II-VI semiconductor nanocrystals. 
 
Figure 4.9. Mechanism of doped nanocrystals formation from doped clusters, whereby the 
dopant ions are incorporated into (CdS)34 magic-sized critical nuclei.   
4.4 Conclusions 
In conclusion, we have established a novel method of using magnetic molecular 
clusters as precursors to increase the doping concentration in colloidal semiconductors. 
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The magnetically doped molecular clusters yield heavily-doped nanocrystals without 
forming any secondary phases related to impurities. The isolated intermediates at lower 
temperature were characterized by mass spectrometry as (Cd1−xCoxS)34. The growth 
process of the reaction following the two-step nucleation mechanism via magic-size 
nanocluster intermediates. The main advantage of this method is that dopants are 
incorporated into the smallest molecular precursors before the nucleation stage, and thus 
dopant ejection to the surface or out of the nanocrystal during the growth stage is reduced. 
The formation of impurity band by introduction of more dopants into nanocrystal and it’s 
use for catalytic and energy applications needs to be explored. 
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Ultrasmall nanocrystals and magic-size nanoclusters with diameters of 2 nm or less 
display interesting new surface related physical properties due to the majority of the atoms 
being located at the surface of nanocrystal.1-2 Recently, ultrasmall nanocrystals have 
become one of the promising topics in colloidal nanocrystals field for applications in 
solid-state lighting.1,3 In 2005, Bowers et al. discovered the white light generation from 
sub-2 nm CdSe ultrasmall nanocrystals which is due to the broad deep traps emission that 
extends throughout the visible region.4 For the first time in 2010, prototypical 
electroluminescent devices were fabricated utilizing the native white-light emission for 
ultrasmall nanocrystals with diameters less than 2 nm to produce white light LED.5 Only 
suitable ligands can produce ultrasmall nanocrystals and give them their unique properties. 
The isolation of these ultrasmall nanocrystals is difficult using the well-known hot-
injection synthesis methods due to the faster reaction rates therefore new chemical routes 
are required.  
Over the last twenty years, the field of colloidal diluted magnetic semiconductor 
nanocrystals has developed into an important branch of materials science. Introduction of 
optically active and paramagnetic dopants into nanocrystals provides new effects such as 
optical, and magnetic, magneto-optical properties due to the magnetic exchange 
interactions between the dopant and charge carriers. The optically active dopants can 
exhibit new emission and are able to tune and extend the emission spectra throughout the 
visible region. For example, Mn2+ shows the size-dependent bright orange yellow 
emission6 and Cu2+ shows a wide size-tunable emission range depending on the size and 
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nature of host.7 The magnetic exchange interactions between the dopants and carriers are 
responsible for the giant Zeeman splitting of the band structure which is maximized by 
reducing the size of the nanocrystal due to more spatial confinement of the exciton in 
smaller nanocrystals.8 However, the incorporation of dopants into more stable and smaller 
ultrasmall nanocrystals is a great challenge that likely requires novel synthetic methods. 
 Here, we report the one-step synthesis of undoped and transition metal doped CdS 
ultrasmall nanocrystals using single-source precursor’s method involving lyothermal 
degradation of inorganic molecular clusters. Previously, smaller molecular clusters such as 
[Cd4(EPh)10](NMe4)2 and [Cd10E4(EPh)16](NMe4)4 (E, E = S, Se) have been used as 
single-source precursors to make corresponding nanocrystals.9-10 Here, we are utilizing 
stable large molecular clusters, Li2[Cd17S4(SPh)28], as precursors to synthesize undoped 
and transition metal doped CdS ultrasmall nanocrystals. The main advantages of using 
these clusters are: (i) the very stable Cd-S bond already present (ii) size of 
Li2[Cd17S4(SPh)28] (1.2 nm) is already close to the sub-2 nm ultrasmall nanocrystals and 
therefore reduce the growth time (iii) very high temperatures are not required for the 
synthesis. The larger starting materials can act as a building-blocks for nucleation and help 
to control the nucleation process to obtain monodisperse nanocrystals. 
5.2 Synthesis of ultrasmall nanocrystals 
Thiophenol (99%, Acros), triethylamine (99%, Fisher), cadmium nitrate tetrahydrate (99+%, 
Acros), lithium nitrate (LiNO3, 99%, Fischer Chemical), sodium sulfide nonahydrate 
(Na2S·9H2O, 98+%, Acros), 1-hexadecylamine (HDA, 90%, Acros), cobalt chloride hexahydrate 
(99%, Acros), manganese chloride hexahydrate (99%, Acros), copper chloride anhydrous (99%, 
Acros) were used as received. In our studies, we denote Li2[Cd17S4(SPh)28] as Cd17 molecular 
clusters. (Caution! Thiophenol is extremely toxic and has an unpleasant odor. Handle with 
caution according to the MSDS.) 
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Clusters were prepared by following previously described procedures in the literature 
and in a N2-filled glovebox (VAC atmosphere).11-12 Solutions of Cd(NO3)2·6H2O (4.0 g, 
12.97 mmol) in acetonitrile (8 mL) and Na2S·9H2O (1.152 g, 4.80 mmol) in methanol (20 
mL) were added to a solution of PhSH (2.12 mL, 20.75 mmol) and Et3N (2.89 mL, 20.75 
mmol) in acetonitrile (12 mL). The reaction was performed by the alternate additions of 
Cd2+ and S2− to the thiophenolate solution. LiNO3 (4.67 mmol) in methanol (4.0 mL) was 
subsequently added to a pale yellow solid and the final solution was left undisturbed for 8 
days. The light yellow powder was vacuum-filtered and dried. Anal. Calcd for 
C168H140S32Cd17: C, 39.49; H, 2.76. Found: C, 35.23; H, 3.02; N, 1.69; Cl, 0.00. Anal. 
Calcd for [Cd17S4(SPh)28]((NEt3H)2,  C180H172N2S32Cd17: C, 42.29; H, 4.26; N, 1.65. The 
elemental analysis is consistent with (NEt3H)+ as the counterion, not Li+. 
Synthesis procedure was followed by inorganic cluster synthesis method using molecular 
clusters as single-source precursors. The following procedure was adapted from previous 
reports.10 The reaction vessel with 5.4 g of hexadecylamine was degassed under vacuum at 130 
°C for 1.5 h. The reaction vessel was then placed under N2 gas and the temperature reduced to 
60 °C, at which point Cd17 (0.05 g) was added. The temperature was slowly increased to 110 °C 
and maintained for 5 min. The reaction vessel was rapidly cooled and the nanocrystals were 
isolated by addition of toluene and ethanol. This was repeated three times to remove excess 
unreacted reagents. Aliquots were taken in toluene solvent to monitor the growth by electronic 
absorption spectroscopy. For doping, MnCl2 or CoCl2 or CuCl2 were added along with the 
hexadecyalamine.  
Absorption spectra of clusters were collected with a Cary 50 UV-Vis 
spectrophotometer at room temperature in toluene. The dopant ion concentrations were 
determined quantitatively by inductively coupled plasma optical emission spectroscopy 
(ICP-OES, Perkin Elmer Optima DV4300). Clusters were digested in a 5% HNO3 solution 
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for ICP-OES measurements. Powder X-ray diffraction patters were measured on 
PANalytical X-pert between 2 = 20 and 80 using Cu K radiation ( = 1.5418 A°). 
Nanocrystals diameters were determined by TEM (JEOL JEM -2000FX, acceleration 
voltage 200 keV, and LaB6 source) using carbon-coated TEM grids. The high-resolution 
images were obtained on HR-TEM (JEOL JEM-2200FS, acceleration voltage 300 kev) 
using silicon monoxide TEM grids. The mass spectrometry experiments of nanoclusters 
performed on matrix assisted laser desorption ionization mass spectrometry (MALDI-MS) 
(Bruker MicroFlex) equipped with nitrogen laser in linear mode. The highly concentrated 
intermediate nanoclusters were dissolved in toluene (0.5 mL) and drop-coated onto 
polished stainless-steel MALDI target. 
5.3 Preliminary results  
Figure 5.1 shows the schematic illustration of synthetic procedure followed to prepare 
undoped and doped (Mn2+ and Co2+) CdS ultrasmall nanocrystals from stable metal 
chalcogenide molecular clusters. The Li2[Cd17S4(SPh)28] molecular clusters already have 
metal-sulfide (Cd-S) bonds makes the clusters very stable and ideal building-blocks to 
make small nanocrystals at faster rate even at low temperatures. First, hexadecylamine 
was heated to 120-130 °C for 90 min under vacuum to get rid of water and unwanted 
impurities. Then, the temperatures was lowered to 60 °C to add Li2[Cd17S4(SPh)28] clusters 
under N2 atmosphere. The temperature was slowly increased to 110 °C in 10 min and left 
it there for 2 min. The ultrasmall nanocrystals were isolated by centrifugation with toluene 
and ethanol mixture. For doped CdS, MnCl2 or CoCl2 or CuCl2 were added along with 
hexadecylamine. Our study represents a simple and fast way to synthesize doped, small 
nanocrystals.  
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 Figure 5.1. Synthetic scheme for the preparation of undoped and doped CdS ultrasmall 
nanocrystals from Li2[Cd17S4(SPh)28] molecular clusters. 
 Figure 5.2 shows the room temperature absorption and emission spectra of undoped 
and doped (Co2+, Mn2+, and Cu2+/1+) CdS ultrasmall nanocrystals. The absorption peak in 
the higher energy region at 3.6 eV (375 nm, fwhm 25 nm) in all undoped and doped 
nanocrystals correspond to band edge transition. The emission spectra of pure CdS 
nanocrystals at the excited 3.8 eV (320 nm) displays a broad emission extending from blue 
to red in the visible region due to the deep traps also called surface defects. The colors of 
the nanocrystals before and after emission under 365 nm wavelength illumination are 
shown in Figure 5.3. The pure CdS nanocrystals exhibit almost white light emission. The 
emission spectra of Mn2+:CdS excited at 320 nm shows similar broad emission dominated 
traps with no Mn2+ characteristic emission (not shown). However, the delayed or gated 
emission displays a strong emission at 2.2 eV (585 nm) due to the long-lived 4T16A1 
spin-forbidden transition of pseudo-tetrahedral Mn2+ ion in CdS lattice. In order to confirm 
that the emission is due to the pure Mn2+ states, the gated excitation spectra measured at 
emission of 2.2 eV is similar to the absorption spectra. The orange yellow color emission 
under 365 nm light illumination is further indicating the Mn2+ incorporation into 
nanocrystals. The emission lifetime of the Mn2+ states was determined to be 1.6 ms, which 
is similar to previous reports of Mn in CdS nanocrystals.13-14  
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For Cu:CdS, the emission is dominated by a broad peak that extends over the entire 
visible region and has recently been assigned to a self-trapped exciton.15 This transition is 
not attributed to Cu2+ related d-d emission that would occur in the near-infrared region. 
For Co2+:CdS, the absorption spectra on concentrated solution display multiple transitions 
in addition to band edge absorption at  1.52.5 eV (610750 nm) corresponding to 
tetrahedrally coordinated Co2+: 4A24T1(P) the ligand-field transitions. A shoulder at 2.6 
eV (477 nm) related to metal-to-ligand charge transfer (MCoLCT) transitions from Co2+ to 
S2- ligands. These two transitions indicate that Co2+ ions are successfully substituted and 
tetrahedrally coordinated to CdS lattice.  
 
Figure 5.2. Absorption and emission spectra of undoped, Co2+, Mn2+, and Cu2+/1+ doped 
ultrasmall nanocrystals. Dashed lines indicate the concentrated spectra of Co2+:CdS nanocrystals. 
Emission spectra of CdS and Cu2+/1+:CdS nanocrystals obtained by exciting at 3.8 eV (320 nm). 
The gated emission of Mn2+:CdS measured by exciting at 3.8 eV.  
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 Figure 5.3. Top: Colors of as prepared undoped and Mn doped CdS nanocrystals. Bottom: Colors 
under excitation of 365 nm wavelength UV light. 
 
Figure 5.4. Room temperature X-band EPR spectra of (a) Mn2+:CdS nanocrystals and (b) 
Cu2+:CdS nanocrystals. Parameters: microwave frequency 9.56 GHz, and modulation amplitude 
= 5 G for Mn2+ and 1G for Cu2+, time constant = 5.12 ms, conversion time = 40.96 ms, and 
attenuation = 10 dB. 
Electron paramagnetic resonance spectroscopy is a sensitive probe of the local 
environment surrounding paramagnetic dopants in the semiconductor lattice. Figure 5.4 
shows the room temperature EPR spectra of Mn2+ and Cu2+/1+ doped CdS nanocrystals at 
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9.56 GHz microwave frequency. The Mn2+ EPR spectra shows six hyperfine features 
corresponding to electron-nuclear hyperfine coupling with 55Mn (I = 5/2) and Cu2+/1+ EPR 
spectra shows four hyperfine lines due to 63Cu and 65Cu (I= 3/2). In Mn:CdS nanocrystals, 
hyperfine splitting constant (A) was determined as 64.610-4 cm-1 which is similar to 
previous reports on Mn:CdS bulk and larger nanocrystals.15 In Cu:CdS nanocrystals, four 
hyperfine lines with hyperfine splitting constant of 40.510-4 cm-1 were observed at g  
2.043 characteristic of Cu2+ ions while Cu1+ is diamagnetic. Previous EPR measurements 
on Cu2+ doped semiconductors exhibit similar spectra.16-17 These results suggest that Mn2+ 
and Cu2+ are substituted at the Cd-site of the CdS semiconductor lattice and Cu doped as 
both Cu2+ and Cu1+ into CdS. 
 
Figure 5.5. Laser desorption ionization mass spectrum of CdS ultrasmall nanocrystals 
measured with 100% laser power. 
 The composition of hexadecylamine passivated ultrasmall nanocrystals were obtained 
by laser desorption ionization (LDI) mass spectrometry and presented in Figure 5.5. The 
samples were prepared by drop-coating concentrated nanocrystals solution in toluene onto 
a MALDI plate without using any supported matrix. The use of dithranol matrix, on the 
other hand, resulted in the aggregation of nanocrystals due to the acidity of matrix. The 
nanocrystals exhibit a single high-intensity broad peak between m/z 3000 to m/z 12000 
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and mass was determined by fitting the spectra with a Gaussian function. The mass of 
nanocrystals found to be roughly m/z 6533 which corresponds to (CdS)45 with two NH3 
functional groups. The structures of ultrasmall nanocrystals or magic-size nanoclusters 
with capping ligands have not been reported experimentally, however, theoretical work 
has predicted that (CdSe)x(NH3)x nanoclusters can exist as stable cluster-cage structures 
with organic ligands bound to the nanocrystals.18 
5.4 Conclusions 
We reported the one-step synthesis of undoped and transition metal doped ultrasmall 
nanocrystals using Li2[Cd17S4(SPh)28] metal chalcogenolate molecular clusters as a single-source 
precursors. The dopant incorporation was characterized by electronic absorption, emission and 
EPR spectroscopies. Laser desorption ionization mass spectrometry confirms the composition of 
the small nanocrystals as (CdS)45. 
5.5 Future studies 
The quantum efficiency and chromaticity of emission will be measured in pure and doped 
ultrasmall nanocrystals to explore the possibility of using these materials in practical applications 
to generate the white light. The initial attempts to determine the size and shape of ultrasmall 
nanocrystals using TEM measuremenst yielded aggreagate nanostructures. Our future studies will 
focus on obtaining the high resolution TEM images of ultrasmall nanocrystals uisng suiatble 
deposition techniques onto a TEM grids and also changing the organic surface ligands to avoid 
the aggregation of nanocrystals. The major work in this project will be focused on magnetic 
circular dichrosim measurements to understand their electronic structure and quantitatively 
determine the sp-d exchange interactions between the dopant and charge carriers of nanocrystals. 
It has been proved that magnetic exchange interactions between the dopant and charge carriers 
maximized with decrease of size of nanocrystals.8 
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6.1 Exploring different sized clusters as precursors to dope nanocrystals 
A detailed knowledge of the chemistry of precursors is very important for the design and 
synthesis of colloidal semiconductor nanocrystals with a precise control of the structure and 
composition.1-2 The chemical composition of the precursors influences the structure-activity 
correlations during the early stages of the reaction and controls the rates and pathways of 
nanocrystal nucleation and growth. Among the various precursors available, we have given 
multinuclear molecular clusters special attention because of their structural resemblance to bulk 
semiconductor counterparts. During the last two decades many classes of molecular clusters were 
explored as precursors to make undoped and doped nanocrystals, though the effect of molecular 
cluster size on nanocrystal synthesis remains largely unexplored.3-7 A more detailed investigation 
on the reactivity of these different sized clusters is essential to design the synthetic routes to 
achieve controlled doping which facilitates the fine tuning of the physical properties in doped 
nanocrystals.8 Figure 6.1 displays the results of preliminary studies of three different sized 
clusters to understand the growth mechanism of (doped) colloidal nanocrystals. The smaller 
magnetic molecular clusters, (Cd1−xCox)−4, follow heterogeneous growth via two-step 
mechanism with magic-size nanoclusters as intermediates, while the larger clusters, 
(Cd1−xCox)−10 and (Cd1−xCox)−17, follow homogenous growth via small monodisperse 
nanocrystals as intermediates. Our preliminary results confirm that the size of the precursor 
clusters strongly influences the growth mechanism and type of intermediates formed during the 
reaction. This work and some preliminary results presented herein have produces new fields of 
inquiry that can be divided into three distinct areas: (i) obtain a detailed knowledge on the 
composition and structure of the intermediates; (ii) determine the dopant ion location and 
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concentration during the reaction; and (iii) understand the electronic structure and determine the 
giant Zeeman splitting of the band structure in intermediates using MCD spectroscopy. 
 
Figure 6.1. Growth mechanism of colloidal Co:CdS nanocrystals from (a) (Cd1-xCox)-4 and (b) 
(Cd1-xCox)-n (n = 10 and 17) clusters via magic-size nanoclusters and small nanocrystals, 
respectively. The synthesis of Co:CdS NCs from (Cd1-xCox)-4 clusters follow the heterogeneous 
or step-wise growth mechanism while from (Cd1-xCox)-10 and (Cd1-xCox)-17 clusters follow the 
homogeneous or continuous growth mechanism. Figure adapted from ref. [8] and modified based 
on our results. 
6.2 Single crystal X-ray measurements to identify the dopant location in magnetic molecular 
clusters 
The knowledge on dopant location in magnetic molecular clusters is the key to control the 
dopant ion distribution inside the nanocrystal. If a detailed understanding of their structure and 
dopant location can be obtained, these magnetic clusters would offer valuable model systems to 
fine tune the magnetic exchange interactions between the dopant ion and charge carriers in 
nanocrystals. Our future studies will be focused on using single crystal X-ray measurements to 
determine the crystal structure of the clusters and dopant location within them. These studies are 
helpful to correlate the relationship between the dopant ion location and their physical properties, 
so that the electronic, optical, and magneto-optical properties in metal-chalcogenolate molecular 
clusters can be more finely tuned. 
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6.3 New diluted magnetic semiconductor nanocrystals 
In Chapter 3 we proposed a novel approach to prepare doped colloidal nanocrystals using 
molecular clusters as precursors with a very high concentration of dopant ions. Our published 
findings to date focused only on Co2+ doped into CdS based molecular clusters and 
semiconductor nanocrystals. Future studies will use our established method to prepare 
technologicallypromising and novel diluted magnetic semiconductors quantum dots with Cr2+ 
and Fe2+ as dopant ions. Both Cr2+ and Fe2+ based DMS-QDs should have ferromagnetic 
superexchange pathways between Cr2+ or Fe2+ nearest neighbors. In addition, Cr2+:ZnTe is 
predicted to exhibit room temperature ferromagnetism which is the primary criteria for them to be 
used in spintronic devices without an external magnetic field.9-10 Fe2+-doped clusters have been 
previously reported by the Holm group.11 Our lab has preliminary data on Cr2+-doped doped 
molecular clusters and in the future these clusters will be used to synthesize the corresponding 
DMS-QDs. The MCD spectroscopy and magnetic susceptibility will be used to investigate the 
magnetic properties in these materials. 
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