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Abstract
The generation of humor is an under-explored
and challenging problem. Previous works
mainly utilize templates or replace phrases to
generate humor. However, few works focus on
freer forms and the background knowledge of
humor. The linguistic theory of humor defines
the structure of a humor sentence as set-up and
punchline. In this paper, we explore how to
generate a punchline given the set-up with the
relevant knowledge. We propose a framework
that can fuse the knowledge to end-to-end
models. To our knowledge, this is the first at-
tempt to generate punchlines with knowledge
enhanced model. Furthermore, we create the
first humor-knowledge dataset. The experi-
mental results demonstrate that our method
can make use of knowledge to generate fluent,
funny punchlines, which outperforms several
baselines. Our data and code are publicly avail-
able at https://github.com/onedoge/
Knowledge-Enhanced-Humor-Generation.
1 Introduction
Humor is prevalent in daily communication and
often expresses highly developed human knowl-
edge and emotion. However, the automated gener-
ation of humor has always been a great challenge,
which requires not only a deep understanding of the
semantic but also a full consideration of cultural
background.
Jokes are the primary carrier of humor. Accord-
ing to the Inconsistency Theory, a joke generally
consists of set-up and punchline (Bright, 1992).
Consider the example in Fig. 1: “ What did the
blanket say to the bed?”. The question, which is
also the set-up, provides the context for this joke.
The punchline, “Honey, let’s go to sleep together.”,
is usually at the end of a joke and produces a laugh.
Previous methods for humor generation have
been mainly based on fixed templates or lexical
∗ Correspondence to Jiancheng Lv.
Knowledge triples :
(blanket, subclass of, bedding)；
(blanket, use, sleep)；
(bed, subclass of, furniture) ;
(bed, use, sleep) ...
Set-up : What did the blanket say to the bed?
Punchline:  Honey, let's go to sleep together.
Figure 1: An illustration of a satirical joke. The set-up
sentence provides the context and the punchline pro-
duces a laugh. The knowledge is organized in triple-
types which is helpful to understand this joke.
substitution (Petrovic´ and Matthews, 2013; Vali-
tutti et al., 2013; Hossain et al., 2017; Yu et al.,
2018). Due to lack of context, they can only pro-
duce generic and isolated jokes. Besides, back-
ground knowledge is crucial in understanding and
generating jokes. In the above example, if we don’t
know the background of both entities, we wouldn’t
feel the humor from this joke. However, as far as
we know, the background knowledge of jokes has
not been introduced in the current computational
humor research.
As mentioned above, we propose the task of
generating punchlines with the set-up and relevant
knowledge. For this task, we create the first dataset
that contains set-ups, punchlines and background
knowledge. Furthermore, we propose a framework
as shown in Fig. 3. The relative background is
converted into a knowledge graph and encoded by
our proposed knowledge encoder. When gener-
ating the punchline, the decoder will first attend
to the information from the set-up encoder, then
fuse knowledge representation by knowledge fu-
sion layer. The experiments indicate that our model
performs better than strong baselines and can gen-
erate funny punchlines.
Our contributions are threefold: (1) We make
the first attempt to generate punchline with the
set-up and relevant knowledge. (2) We propose
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a framework to integrate external knowledge into
end-to-end generation framework. (3) We provide
the first dataset of knowledge paired with jokes for
further study.
2 Related Work
Humor Theory Incongruity theory has an essen-
tial guiding position in the field of computational
humor (Binsted et al., 2006). It believes that the
inconsistency between the reader’s expectation and
the ending of one story is the key to humor gen-
eration and verbal irony (Amir et al., 2016). On
this basis, SSTH (Script-based Semantic Theory of
Humor) theory is proposed (Raskin, 2012). SSTH
defines the structure of a joke as set-up and punch-
line. The set-up provides humorous context infor-
mation, including multiple possible explanations
(scripts). The punchline, usually at the end of a
joke, points to a surprising explanation that trig-
gers the humorous effect. According to this theory,
we explore how to generate a punchline given the
set-up sentence.
Humor Generation Petrovic´ and Matthews
(2013) attempt to fill in the blank of the fixed tem-
plate “I like my X, like I like my Y, Z ” in an
unsupervised way with four customized hypothe-
ses. Valitutti et al. (2013) substitute words with
taboo words to generate adult jokes. Hossain et al.
(2017) use a classifier to help people choose humor-
ous words in a fill-in-the-blank (Liu et al., 2019)
game. Yu et al. (2018) encode multiple meanings
of a word and use a hybrid beam search method to
generate puns. He et al. (2019) propose a retrieve-
and-edit pipeline to generate a pun sentence. Dif-
ferent from these work, we consider the punchline
generation with the use of world knowledge.
3 Humor Corpus with Background
Knowledge
To prepare our dataset, we choose Short Jokes
dataset1 and Reddit-Joke dataset2 as raw data,
which are public on Kaggle. Then we perform
joke filtering, punchline segmentation, and joke de-
duplication. We first remove the data that contains
the special characters and only keep the jokes with
at least two sentences and fifteen words. Then we
treat the last clause of the joke as punchline and the
1https://www.kaggle.com/
abhinavmoudgil95/short-jokes
2https://www.kaggle.com/cuddlefish/
reddit-rjokes
Jobs founded Apple.
Q312Q19837 Wikidata entity id
(Steve Jobs, employer, Apple Inc), 
(Steve Jobs, occupation, entrepreneur),
(Apple Inc, instance of, enterprise)…
Knowledge triples
Wikipedia conceptSteve Jobs Apple Inc.
SPARQL
TagMe
SPARQL
Figure 2: An example of knowledge acquisition for the
sentence “Jobs founded Apple.”. Firstly, we use TagMe
for entity linking. After getting the Wikipedia concepts,
We obtain knowledge triples through Wikidata Query
Service.
rest as set-up. For de-duplication, we use the BOW
(bag of words) and cosine similarity to detect the
sentence similarity. Jokes with similarity greater
than 0.93 are deleted.
To obtain background knowledge of the set-up
sentences, we use the entity link tool TagMe (Fer-
ragina and Scaiella, 2010). As an example shown
in Fig. 4, TagMe can map entities in sentences to
concepts in Wikipedia and give confidence of the
mapping. To ensure the credibility of entities, we
only keep entities with confidence greater than 0.1.
After getting the entity’s concepts on Wikipedia,
we use SPARQL to link entities to Wikidata and
get the entity-related triples. Overall, our dataset
contains about 107,000 data pairs. We divide the
training set, verification set and test set according
to the 7:2:1 ratio.
4 Methodology
4.1 Problem Definition and Model Overview
We formulate the task of punchline generation with
the set-up and relative knowledge. One knowledge
triple is composed of subject s, relation r and object
o, denoted as k = (s, r, o). Given a set-up sentence
X = {x1, x2, . . . , xp} and its background knowl-
edge triples K = {k1, k2, . . . , ku}, our goal is to
generate a punchlineY = {y1, y2, . . . , yq}.
Our model is based on Transformer (Vaswani
et al., 2017). The overview is shown in Fig. 3. Com-
pared with the origin Transformer structure, we add
two modules, knowledge encoder and knowledge
fusion layer. Knowledge encoder obtains the hid-
den features of background knowledge. The knowl-
edge fusion layer fuses knowledge features into
the decoding process after the multi-head attention
Set-up Sentence 
Encoder
Knowledge 
Encoder
Self-
Attention
Sentence 
Attention
Knowledge 
Fusion
Feed
Forward
Target-
Embedding
Muti-Head 
Attention
Gating
…
ℎଵ ℎଶ ℎଷ ℎூ 𝑠௧
N×
Node feature of KG Current state
Softmax
What did the blanket say to 
the bed?
Figure 3: The overview of the proposed framework, which consists of a knowledge encoder, a set-up sentence
encoder and a decoder with knowledge fusion layer.
(Steve Jobs, employer, Apple Inc.), 
(Apple Inc, instance of, enterprise)…
Steve Jobs employer
employer  <r>
Apple Inc.
instance of
enterprise
instance of <r>
Figure 4: An example of constructing knowledge graph.
Top: knowledge triples. Bottom: knowledge graph.
The red, blue, and green boxes represent entity, for-
ward relation, and reverse relation nodes, respectively.
The reverse relation nodes are identified by the symbol
< r >.
layer in the decoder.
4.2 Constructing Knowledge Graph
Given a knowledge triple set K =
{k1, k2, . . . , ku}, we turn it into a directed
graph. An example is shown in Fig. 4. Specifically,
the co-referential entities in setK are folded into a
single entity node, and the relations are mapped
into relation nodes (The entity here is the subject
and object). The subject, relation, and object nodes
in one triple are connected in turn. In order to
allow the information of the object to flow into the
subject node, we add a reverse relation node which
is similar to Koncel-Kedziorski et al. (2019). Since
entities and relationships in Wikidata are usually
multi-word expressions, we encode these words
with Bi-directional Long-Short Term Memory
(Bi-LSTM) (Hochreiter and Schmidhuber, 1997;
Schuster and Paliwal, 1997). We adopt the last hid-
den states as the initial features of nodes. Finally,
we get a connected graphG = (V,E,H0), where
V is the set of nodes, E is the set of edges,H0 is
the initial feature set ofV.
4.3 Knowledge Encoder
We use the graph attention network (Velickovic
et al., 2018) to incorporate the features of ad-
jacent nodes in G. For a knowledge graph
G = (V,E,Hl),V = {v1, v2, . . . , vI} ,Hl ={
hl1, h
l
2, . . . , h
l
I
}
, the initialization feature of node
vi is h0i . Each node updates its feature through
M -headed self-attention by receiving information
from its neighbors, which can be described as fol-
lows.
h
(l+1)
i = ‖Mm=1σ
 ∑
j∈N (i)
αmijW
m
V h
l
j
 , (1)
αmij =
exp
((
WmKh
l
j
)>
WmQh
l
i
)
∑
j∈N(i) exp
((
WmKh
l
j
)>
WmQh
l
i
) , (2)
where the feature of node i in layer l is hli,
hli ∈ Rd. M is the number of heads, ‖ denotes
the concatenation ofM attention heads. N (i) is all
one-hop neighbors of vi (include vi), and σ is an
activation function. WmQ ,W
m
K ,W
m
V ∈ Rd×(d/M)
map hli and h
l
j to the m-th head subspace, and we
calculate the connection score αmij by Eq. (2).
4.4 Decoder with Knowledge Fusion Layer
Before the knowledge fusion layer, the decoder’s
operation is the same as the original Transformer.
Assume that the feature of nodes obtained by the
knowledge encoder isH = {h1, h2, . . . , hI}, and
the input sequence of the decoder at time t isYt =
{y0, y1, . . . , yt}. We use a stack of N identical
blocks to compute target-side representations. Each
block is composed of four sub-layers as shown
in Fig. 3. In n-th block, after the masked multi-
head attention calculation with set-up sentence, the
hidden state is expressed as Sn = {sn1 , sn2 , ...snt }.
The knowledge fusion layer contains a multi-
head attention layer (Vaswani et al., 2017) and a
gating machine inspired by highway network (Sri-
vastava et al., 2015). Firstly, we integrate knowl-
edge feature into the current state.
An = MultiHead(Sn,H,H). (3)
Note that the node information in the background
knowledge graph may contain noise due to the in-
accuracy of entity link tools. To address this prob-
lem, we introduce the gating mechanism to allow
for a better trade-off between the impact of back-
ground knowledge and the information from set-up
encoder.
Gate(Sn) = λnSn + (1− λn)An, (4)
where λ denotes the gating weight, which is given
by
λn = Sigmoid(WngS
n), (5)
whereWg is a model parameter.
Then we input the feature to the feed-forward
layer of the Transformer. After the operations of
N blocks, we get the final state {e1, e2, . . . , et}.
Finally, the probability distribution of generating
the next target word yt+1 can be expressed as:
P (yt+1|X,K, y<=t; θ) ∝ exp (Woet) , (6)
whereW0 ∈ R|Vy |×d is a model parameter, |Vy| is
the target vocabulary size.
5 Experiments
5.1 Evaluation
We use ROUGE-1, ROUGE-2, and ROUGE-L as
automatic evaluation metrics, which measure the
similarity between the output and the reference.
We also conduct a human evaluation. For each
model, we randomly select 40 set-ups and relative
knowledge from the test set to generate punchlines.
For further comparison, we also involve 40 human-
written jokes. We invite 5 evaluators who are good
at English and have the proper world knowledge
to rate these jokes. We set three standards for eval-
uators to judge the punchlines: (1) Grammar and
fluency (Is the punchline written in well-formed
English?); (2) Coherency (Is the punchline coher-
ent with the set-up sentence?); (3) Funniness (Is
the punchline funny?). The score of each aspect
ranges from 1 to 5, with the higher score the better.
5.2 Baselines and Implementation Details
Since there is no direct related work of this task,
we compared three widely used text generation
methods, including S2S-GRU with attention mech-
anism (Bahdanau et al., 2015), CopyNet (Gu et al.,
2016), and Transformer (Vaswani et al., 2017).
By comparing these models, it is shown that our
method can use knowledge to enhance punchline
generation.
In pre-processing, we use the pre-trained BPE
dictionary with the vocabulary size of 25000
from Heinzerling and Strube (2018). Knowledge
encoder uses 2 layers. For Transformer baseline
and our model, the embedding and the hidden di-
mensions are 512. The block number of encoder
and decoder is set to 4, the number of attention
heads is set to 8, and the size of feed-forward lay-
ers is set to 2048. For S2S-GRU and CopyNet, the
embeddings of words are 256 dimensions. We use
1-layer bidirectional GRU (Cho et al., 2014) with
the hidden size of 256 as encoder. The decoder is a
2-layer GRU with the hidden size of 256. We also
tried to increase the number of parameters of the
S2S-GRU and CopyNet, but we did not get better
results.
For our model, two-step training strategy is em-
ployed, inspired by Zhang et al. 2018. Specifically,
we first pre-train a standard Transformer, which
is used to initialize the parameters of the set-up
encoder and partial decoder. Then we fine-tune the
entire model. During training, we use the Adam
optimization (Kingma and Ba, 2015) with 16 mini-
batch size. The learning rate is set to 0.001. During
decoding, we implement beam search with beam
size 5.
5.3 Result
Tab. 2 shows the automatic evaluation results. We
find that: (1) As expected, Transformer based meth-
ods perform better than other baselines. (2) Back-
ground knowledge can promote punchline genera-
Set-up Trump wants to cut funding for birth control, renegotiate trade deals and stop the wars.
Knowledge (Donald Trump, field of work, politics); (Donald Trump, position held, President of
the United States); (Birth control, part of, human population planning) . . .
S2S-GRU He is not in denial.
CopyNet It was not a solution.
Transformer They are making headlines.
Our model It seems he is a really nice president.
Human-written It seems pulling out is his solution for everything.
Set-up Cocaine makes people happy, what’s the most dangerous thing about it?
Knowledge (Cocaine, instance of, drug); (Cocaine,medical condition treated, pain);
(Cocaine, Description, strong stimulant used as a recreational drug) . . .
S2S-GRU Be important.
CopyNet Happy life with danger.
Transformer It seems to be more safe.
Our model It is a drug.
Human-written Maybe getting caught by the police
Table 1: Example outputs with four different models. Our model can generate more coherent punchlines.
Method ROUGE-1 ROUGE-2 ROUGE-L
S2S-GRU 22.79 5.35 19.85
CopyNet 22.31 4.66 20.29
Transformer 23.73 6.27 21.89
Our model 25.97 9.47 23.60
Table 2: Automatic evaluations of generation models.
Method Fluency Coherency Funniness
S2S-GRU 2.84 2.02 2.16
CopyNet 2.60 2.48 2.04
Transformer 3.04 2.86 2.40
Our model 3.24 3.28 2.60
Human-written 4.06 3.88 3.30
Table 3: Human evaluation of generation models.
tion, by comparing our method with origin Trans-
former.
Human evaluation results are shown in Tab. 3.
Our method performs better than three baselines
in all metrics. These results demonstrate the effec-
tiveness of our model with knowledge enhanced.
Nevertheless, there is still a gap between generated
punchlines and expert-written punchlines across
all aspects, indicating that humor generation re-
mains an open challenge. Interestingly, the funni-
ness score of human-written jokes is not very high,
due to different people’s sensitivity to humor. It is
consistent with Petrovic´ and Matthews (2013).
5.4 Case Study
Tab. 1 shows examples of various model outputs
for two particular test instances. In general, all
models produce fluent punchlines, but the semantic
coherency between generated punchlines and set-
up sentences is poor. Compared with baselines,
our proposed method can generate more fluent and
coherent punchlines. The first example is related
to political commentary, which is often satirical
humor. To some extent, the outputs of our method
contains the background information of “Trump”
and “Cocaine” .
6 Conclusion and Future Work
In this paper, we make the first endeavor to generate
punchline, a freer form of humor generation. Be-
sides we propose a knowledge-enhance framework
which is generic and novel. Experiments show our
method can make use of knowledge to enhance
punchline generation. Future work can improve the
knowledge selection method and add the explicit
features of humor to the model.
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