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The results of quantitative analysis of word distribution in two fables in Ukrainian by Ivan Franko:
"Mykyta the Fox"and "Abu-Kasym's slippers"are reported. Our study onsists of two parts: the
analysis of frequeny-rank distributions and the appliation of omplex networks theory. The analysis
of frequeny-rank distributions shows that the text sizes are enough to observe statistial properties.
The power-law harater of these distributions (Zipf's law) holds in the region of rank variable
r = 20 ÷ 3000 with an exponent α ≃ 1. This substantiates the hoie of the above texts to analyse
typial properties of the language omplex network on their basis. Besides, an appliability of the
Simon model to desribe non-asymptoti properties of word distributions is evaluated.
In desribing language as a omplex network, usually the words are assoiated with nodes, whereas
one may give dierent meanings to the network links. This results in dierent network representa-
tions. In the seond part of the paper, we give dierent representations of the language network and
perform omparative analysis of their harateristis. Our results demonstrate that the language
network of Ukrainian is a strongly orrelated sale-free small world. Empirial data obtained may
be useful for theoretial desription of language evolution.
Key words: omplex systems, language networks, sale-free networks, Zipf's law.
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This is an illustrative material from the paper submitted in Ukrainian to the Journal of Physial
Studies (http://www.ktf.franko.lviv.ua/JPS/index.html).
r f word English r f word English
(in Ukrainian) translation (in Ukrainian) translation
1 439 ÿ I 1 165 âií he
2 323 íå not 2 163 â in
3 312 â in 3 143 íå not
4 272 i and 4 140 i and
5 233 òè you 5 128 òîé those
6 222 ùî that 6 125 ùî that
7 214 íà on 7 125 íà on
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16 140 ëèñ fox 12 87 êàïåöü slipper
21 109 Ìèêèòà Mykyta 18 69 Àáó-Êàñèì Abu-Kasym
23 98 âîâê wolf 40 28 ïàí lord
25 88 öàð tsar 41 27 ñóääÿ judge
Table I: Rank lassiation of words from Ivan Franko's "Mykyta the Fox" [1℄ (left part of the table) and "Abu-Kasym's
slippers" [2℄ (right part of the table). r: rank, f : number of ourenes of a word in the text. The length of the above texts
equals N = 15426; 8002, their voabulary (number of distint words) equals V = 3563; 2392 for "Mykyta the Fox" and
"Abu-Kasym's slippers" orrespondingly.
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Fig. 1: Frequeny-rank dependene for "Mykyta the Fox". Solid urve: approximation by the power funtion f(r) ∼ 1/rα
with α = 1.00. Similar dependenies result for "Abu-Kasym's slippers" and for both texts joined together (with the values of
α = 0.97 and α = 1.00, orrespondingly). Typial auray of α is χ2/d.o.f = 0.002.
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Fig. 2: Results of omparison of omputer-generated and original texts. The urves show dependenies of the perent of
oinidene of two texts as a funtion of predited word blok npr. ◦: omparison of the original text with the text generated
aording to the Simon model. △: omparison the text generated aording to the Simon model with the randomly generated
text. : omparison of two texts generated aording to the Simon model.
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Fig. 3: Representation of two sentenes, 1: "Ïåðøèì âèéøîâ Âîâê Íåñèòèé", 2: "Âîâê ì'ÿñèâî õàï  i äðàëà!" in a form
of graphs. a. L-spae. Links onnet neighbouring words, that belong to the same sentene. A number of neighbours for eah
word (word window) is dened by the "radious of interation" 1 ≤ R ≤ Rmax. In the given example R = 1. For R = 1
only the neighbouring words in a sentene are onneted, for R = 2 links onnet nearest and next nearest neighbours in a
sentene, R = Rmax orresponds to the sentene length. á. B-spae. Nodes of two sorts are present. Dark nodes: sentenes,
light nodes: words that belong to them. â. P-spae. All words, that belong to the same sentene are onneted. ã. C-spae.
Sentenes are onneted if they ontain the same words. A link between nodes-sentenes (1 and 2) orresponds to the word
"âîâê", ommon for both sentenes. For the nomenlature of the above spaes see Ref. [40℄. For the language networks, the
L-spae representation was introdued in Ref. [13℄ and the P-spae representation was introdued in Ref. [15℄. Note that at
R = Rmax L-spae representation oinides with the P-spae representation.
R V M 〈k〉 〈k2〉/〈k〉 kmax γ γint 〈C〉 〈C〉/Cr 〈l〉 lmax
1 2392 6273 5.24 48 228 1.9 1.15 0.171866 78 3.428 11
2 2392 11475 9.59 77 391 2.0 1.18 0.567195 141 2.897 7
Rmax 2392 48603 40.64 208 1134 1.9 1.35 0.841215 50 2.220 4
1 3563 11102 6.23 76 419 1.9 1.12 0.214024 122 3.301 11
2 3563 20063 11.26 119 665 1.8 1.16 0.587752 186 2.852 7
Rmax 3563 65997 37.05 269 1526 1.9 1.27 0.821895 79 2.274 5
1 4823 16580 6.88 102 537 1.9 1.13 0.243097 170 3.235 11
2 4823 29916 12.41 156 868 1.8 1.15 0.585375 227 2.826 7
Rmax 4823 107750 44.68 360 2185 2.0 1.28 0.818495 88 2.249 5
Table II: Quantitative harateristis of word networks for the texts under onsideration in L-spae for several values of R.
Upper part of the table: word network for the text "Abu-Kasym's slippers"[2℄, middle part: "Mykyta the Fox"[1℄, lower part:
both texts together. V: number of nodes, M: number of links, 〈k〉, kmax: mean and maximal node degree, γ, γint: exponents of
the node degree (P (k) ∼ k−γ) and of the umulative node degree (Pint(k) =
Pkmax
k′=k P (k
′)) distributions, 〈C〉: mean value of
the lustering oeient, Cr: lustering oeient of the lassial Erdos-Renyi random graph of the same size, 〈l〉, lmax: mean
and maximal values of the shortest path length. Note, that at R = Rmax representation of a network in L- and P-spaes do
oinide.
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Fig. 4: "Mykyta the Fox": dependene of word network harateristis on the size of a word window R. Mean (〈k∗〉, ◦-◦-◦)
and maximal (k∗max, --) node degrees, mean lustering oeient (〈C
∗〉, △-△-△) and shortest path length (〈l∗〉, ∇-∇-∇),
umulative node degree distribution exponent (γ∗int, ♦-♦-♦) are normalized by their values at R = Rmax. An inrease of R
auses an inrease of number of links in the network. This is the reason for an inrease of 〈C〉, 〈k〉, 〈kmax〉 and for a derease
of 〈l〉 with R.
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Fig. 5: Node degree distribution for "Mykyta the Fox" follows a power law P (k) ∼ 1/kγ for dierent R (R = 1 (◦-◦-◦),
R = Rmax ( △-△-△)). A dierene between the exponents of the power law for dierent R an not be distinguished for the
texts under onsideration. Solid line shows a power law with an exponent γ = 1.9.
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Fig. 6: Cumulative node degree distribution for "Mykyta the Fox" also shows a power law dependene. Within an auray of
the plot one an see an inrease of the exponent γint with R. γint = 1.12 for R = 1 (◦-◦-◦), γ = 1.27 for R = Rmax (△-△-△).
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Fig. 7: "Mykyta the Fox": mean shortest path length from the node of degree k to the rest of network nodes. R = 1 (◦-◦-◦),
R = Rmax (△-△-△). Derease of 〈l〉 with k indiates that hubs (most onneted nodes) are in a loser reah from eah other
than other nodes. Very small value of 〈l〉 indiates that this network is a small world.
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Fig. 8: Mean lustering oeient as a funtion of the node degree for "Mykyta the Fox". R = 1 (◦-◦-◦), R = Rmax (△-△-
△). These dependenies are haraterized by a plateau at small values of k and further dereasing. An inrease of the mean
lustering oeient with R is explained by an inrease of the number of links with R at onstant number of nodes. For the
similar reason, 〈C〉 inreases with the text length.
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