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used as the nu hypothesis (HO) provided density funcfions agais which Ho and thie altae model (H1) were tested. The tatistic for -likeliood ratio was deied from the fit of and H, to these probability densitie. This statistic was used to eterrrithe level at which Ho could be rejected for the orkal log-lkelid rios stafistic were used to deermhine cFience for rection. Once model that provided the best Statistical fit to the data was idnified, many eimaes for the mode parametrs were caluated by resamping ffte original data. Bootstap techniqs were then used to obtain the confienc limt of these parameters.
INTRODUCION
The use of satistical techniques for analyzing synaptic transmission dates from quantal analysis at the neuromuscular junction (del Castillo and Katz, 1954) . Since then, similar techniques have been applied to many different types of synapses, including synapses in the central nervous system. These techniqes have evolved to cope with the special conditions which prevail at central synapses (reviewed in Korn and Faber, 1987; Redman, 1990) .
A largely unresolved problem in quantal analysis has been one of disciminating between different stafistical models of synaptic trnsmissio Questions relting to release probabilities at different release sites (uniform or nonuniform), quantal amplitudes from different active sites (with or without variability) would best be answered by direct measurements. In practc, the answers have to be obtained by comparing the ability of different models of tamsion to match the satistics of observed responses. When the competing models are "neted", the ratio of the likelihood of the fits to the two models has asympticaly a x2 distrion.
Two models are nested when one is a sub-hypothesis of the other and when one model can be transformed to the other by a smooth parametric transition. This statistic (known as the Wilks statistic) provides a more powerful test for rejecting an alternative model than does the x2 goodness-of-fit When the competing models are not nested, such as occurs els, the likelihd ratio need not be asymptotically like a x2 distnrbution (Horn, 1987; Titerington et al., 1985) . Monte Carlo techniques can be used to estimate the distnrbution of the likelihood ratio. Ihis distnbution can then be used to calculate the level of significance (a) for rejection of an altemative model.
In this paper, the techniques descrnbed above for nested and non-nested models have been developed; tested against a simlated model of synaptic tansmission and applied to data obained from synaptic m at excitatory synapses on pyramidal cells in the hippocampus. The unifying concept throughout is the use of the likelihood measure of goodness-of-fit All models oftrason were fitted to the data using the maum likelihood aiterion. The ExpectationM aximizaton (EM) algorithm has been used throughot, because this algorithm guarantees convergence. The application of this algorithm to all of the models of transmission that have been considered is the subject of the subsequent paper (Sticker and Redman, 1994) .
Another procedure that has been missing from ical analyses of synaptic tanission data has been a simple method of calculating confidence limits for the estimated parameters. Not only are these confidence limi im rtant indicators of reliability, but they are of crucial importance in assessing the si or otherwise of apparent changes in parameters ocmuring after synaptic conditioning procedures. Potential errors in parameter estimation using deconvolution techniques have been evaluated in numerous publications using Monte Carlo simulations Redman, 1980, Jack et al., 1981; Ling and Tolhurst, 1983; Clements et al., 1987; Kullmann, 1989; Sayer et al., 1989 , Redman, 1990 Solodkin et al., 1991; Clamann et al., 1991; Voronin et al., 1992) . One recent approach to this problem has been to use Bayesian inference techniques (Turner and West, 1993) . This scheme delivers a conditional prbability for the number of components in the mixture distnrbution, and uncertainty estimates for the amplitude and probability of each component in the mixture. In another scme, Smith et al. (1991) used the Fsher inf ion matrix to obtain the vartance of each ofthe model parameters. The standard errors for n and p in a bimial release process were provided in McIxhlan (1978) . This (xl, x2, -, x,,---, x) that defines P(x) is calculated from N = J P(y) dy for j=1, 2, ---,N,
where N is the sample size and x_ is the lower bound of P(x (Davison et aL, 1986) . In this scheme, the prbUbility density formed by combining all of the sample sets obaid firm mpliFg is idencal with the density of the original sample. The ampling proced was checked to ensuire that the oriinal probability density was rovered We used 250 resamplings to cakciate the SD of each model prameter. According to Efron and Tlbshirani (1993, aapter 6) , 50 to 210 resamplings are sufficient to esftimate moments of a staistic, such as a SD.
The noise
Ilbifty
Baselinc noise in tcellula ecording is usualy skewed, because of the pesence of snaneou synaic po als or curents. This skewness can be ated by usg a mixture of two normal distributions (uUm, 19B9, Sayer et al, 1989 ) Simulated noise was generated u a mixtme of two noml distribtios Experim ise was fied in the same way.
AmRplaude probhility deity
The data sample must be converted to a probabilty density. 1N,-
Ni=l where G(y,, r) is anom density and (yl, y2,-, yN) is the sample.
The choice ofo is ofcncl importance in density estition. This issue is discussed in Silverman (1986) . When the mixture consists of only one nomal density,
where N is the sample size and ar is the SD of the noise (Silverman, 1986, Eq. 3.28) . Wben the mixture has more than one mponent, separated by 2.5 cr., then or as calclated from the above equation is reduced by a factor of appoxim tely 0.8. lbe scaling factor for othr separations is given in Silverman (1986, Fig. 3.3 Unconstaed mixture modex The probability density of the synaptic current with noise added and simulate by the procedures otudined in Analysis of a simulated release process is shown in Fig. 2 values shown in Table 1 for K = 4, a parent density function was generated, and 250 sets of data (N = 600) were drawn from this density using Monte Carlo sampling as described in Materials and Methods. (The rank ordering of 1 to 250 has been resealed from 0 to 1.0.) The Wilks statistic for the original data was 8.14, which occurs for a < 0.01. That is, we reject K = 4 with a probability of less than 0.01 of being incorrect The statistic in Fig. 3 A indicates that for about one-half of the Monte Carlo sample sets,the quality of the fits with K = 4 and K = S was almost identical. For the other half, the K = 5 model was superior.
A similar procedure was used to discriminate between the models with K = 5 (HJ1 and K = 6 (H1). The K = 5 model (Table 1) was the parent distnbution for Monte Carlo sampling, and the distribution formed by the Wilks statistic when generated by this process is shown in Fig. 3 B. The Wl-ks statistic obtained when these two models were applied to the original data was 0, and on this basis K = 5 cannot be rejected; also, well over half of the samples gave equally good fits forK = 5 and K = 6. Discimination between the models with K = 5 and K = 6 must be based on other criteria. Because the mixture with K = 6 has two additional degrees of freedom over the mixture with K = 5, we accept the K = 5 model and reject the K = 6 model on the grounds of parsimony. The mixture distribution with K = 5 is shown in Fig. 2 A.
Confidence limits of discrete amplitudes and their probabilities The data sample was then resampled in a balanced manner as described in Materials and Methods. Each new sample contained the same number of observations as the original data (600) and was formed into a probability density. The EM algorithm, with K = 5, was applied to each probability density, and a set of parameters corresponding to those in Table  1 rameter. The result is shown in Fig. 2 C, where the error bars correspond to +1.0 SD. The relative error in probability increases as the probability of a component decreases, because the sample size from which estimates of that probability are obtained is smaller than for components with a higher probability. The confidence limits on the amplitude of the components are more Model Discknain Quantal Anl.ys complicated to interpret. They will be narrow if the peak in the parent density function corresponding to that amplitude is well defined and has a width that is comparable to the SD of the noise. They will also be narrow even if they correspond to a poorly defined peak in the parent density, provided well defined peaks exist for the two components on either side of it. Ihis has the effect of locking the possible amplitudes of the intermediate component into a narrow range. When peaks become indistinct because of poor signal-to-noise, the error in amplitude will increase. These issues are considered more fully later in Results.
Quantal separaion of amplitudes
The EM algorithm for the constraint that equal separation occurs between adjacent discrete amplitudes was applied to the data (Stricker and Redman, 1994 , Eqs. A12-A15). In this case, a zero offset is needed to allow for the possibility that a field potential or a stimulus artefact adds to the recorded current. The result is shown in Fig. 4 A, together with the original density. The offset was 0.24 + 0.08 pA, the quantal amplitude 2.97 + 0.16 pA, and the probabilities attached to the five amplitudes (including failures) are indicated in Fig.  4 B. The confidence limits for amplitudes and probabilities were obtained from 250 subsamples and are also shown in Fig. 4 B. These were obtained by the same procedure as that descnrbed for Fig. 2 C. Tne confidence limits on the currents with quantal separation are narrower than for the unconstrained model, because the quantal constraint allows less fredom in the values than these currents can take. The confidence limit on the larger currents are greater, because the error in offset and quantal size is cumulative for components having increasing numbers of quanta.
This result has a log-likelihood of -1447.5, compared with -1445.24 for the unconstrained result The difference in the degrees of freedom is 3 (9-6). Because the two models are nested, the Wilks statistic (452) (Stricker and Redman, 1994 , Eqs. A13-A18) was used to obtain the result shown in 0.08 pA, quantal amplitude = 3.03 + 0.13 pA, and the probability of stimulation faire = 0.36± 0.05. The Wilks statistic for comparison with the quantal model (Fig. 4 ) is 1.6 with 2 (6 -4) degrees of freedom. This model cannot be rejected and has to be accepted on grounds of parsimony. As stated at the beginning of Results, this model is the one from which the data used in the analysis were sampled. The parameter values recovered from the data using this model are within + 1.0 SD of the known parameter values. The small differences between these results and the actual parameters used in the simulation can be explained by the randomness of sampling, rther than by any inaccuracies introduced by the algorithm. The confidence limits on the indIvidual peak currents and probabilities are shown in Fig. 5 axon (Stricker and Redman, 1994 Fig. 6 C was used to obtain the distnrbution of the Wilks statistic for these two models (Fig. 6 D) , the Weibull distribution could also be rejected with a < 0.004.
were formed from 589 records, using a Gaussian kernel with cr = 0.225 pA. Resolution of the noise (with cr, = 0.9 pA) into two normal distributions gave
Analysis of experinmwntal data The probability densities of the evoked EPSC and the baseline noise are illustrated in Fig. 7 statistic was calculated for each sample, and the process was repeated 250 times. These statistics were rankordered and formed a cumulative distribution, as shown in Fig. 7 C. The Wilks statistic for the original data was 10.52, which allows the K = 4 model to be rejected with a < 0.004.
The same procedure was used with K = 5 (HQ) and K = 6 (H1). The Wilks satistic for the data was 4.02, allowing K = S to be rejected with a < 0.04 (Fig 7 C) . When H0 was the mixture with K = 6 and H1 was the mixture with K = 7, the Wilks statistic (Fig. 7 C) Fig. 7 B.
The error bars associated with the amplitudes and probabilities of the mixture components are shown in Fig. 7 D. 0.04 pA2. The other parameters appear in Fig. 8 A, Fig. 8 Fig. 9 C showed that the Weibull distnbution could be rejected for a < 0.05
These procedures were applied to two other unimodal distnrbutions for the nonfilure responses. Thne first was a normal distribution, and this could be rejected compared with the K = 6 mixture distnrbution, with a << 0.05. ITe second was a disrbution based on a cubic tansformation of a normal variable (Jonas et al., 1994) . This distnrbution could also be rejected for a < 0.05.
Confidenc limits depend on sample size and sgm H ise condWfons
The confidence limits on model parameters obtained by resamling provide a measure ofreliability ofthose parameters for the conditons pertaiing to that data sample. These conditions are the sample size, the signal-to-noise ratio (QAor., where Q is the quantal alitude), the number of components in the mixtue distnbution representing the sample density, and the prbabiities of these components.
The effect of some of these variables was studied by simulating a release process that resulted in five discete amplitudes, equally separated by quantal amplitude Q, and having symmetical probabilities of 0.12, 0.23, 03, 0.23, and 0.12. The effect of varying Qla. was examined by seting the sample size to 500. Fig. 1OA illustates how the confidence limits for the quantal amplitude and the probability of the second amplitude (0.23) varied with Qfar.. The normalized error in the probability of the second amplitude is the SD of the probability divided by 0.23. The normalized error in the amplitude is the SD of the amplitude of the second component divided by Q. When Q/tr, > 3, there is little improvement in the reliability of the estimates for both amplitude and probability. When Qla < 2, the estimates rapidly became unreliable. There was some improvement in reliability when the sample size was increased to 1000, as indicated in Fig. 10 B. The resultsin Fig. 10 B apply when Qlao = 3. There was a rapid deterioration in reliability when the sample size was less than 250.
These results apply for a mixture with five discrete amplitudes. They will be conservative if there are fewer than five components in the mixture, whereas they will be opti- (Stricker et al., 1994, in press ). These examples were not meant to provide an exhaustive treatment of how confidence limits are altered by different quantal sizes, SDs of the baseline noise, sample size, and mixtu content. By calclating these confidence limits for each set of data, the reliability of the results can always be amessed. Thus, simulations of the kind illustated in Fig. 10 are no longer necessary.
DISCUSSION
The methods described in this paper provide a rigorous statistical approach to quantal analysis. There has been a clear need for a powerful statistical test that discriminates between different models of tansmission and also a need for confidence intervals of model parameters. Our methods allow The number of components in a mixture ditrution
The most difficult problem with finite mixture models is to determine the number of components in the mixture. As the mixture dimension is increased, the EM algorithm will provide an asymptoticaly better fit to the data, and there is a danger of overfitting the data. One aroach is to build a penalty factor into the likelihood of the fit to the data that increases as the number of components increases (Horn, 1987; Smith et al., 1991) , 1991; Liao et al., 1992; Kullmann, 1992; Jonas et al., 1994) , and one appears in Fig.7 . Clements (1991) suggested that these mutimodal densities could be artefacts of finite sampling from a unimodal distribution. When this hypothesis was tested against published data using the x2 goodness-of-fit test, it could not be rejected. Unimodal distributions of synaptic currents would arise if a quantal release process was associated with a large quantal variance Raastad et al, 1992 Another important example of model discrimination concerns the probabilities of release at the active sites formed between a neurone and a presynaptic axon. They could all be different, or some or all could be identical. There are many examples of analyses where uniform release probabilities have been assumed at the outset, and the release probability, the quantal amplitude, and the number of release sites have been calculated by fitting the observed density to a binomial model, or more simply, by using the first and second moments of the observations to extrac parameters (Kom et al., 1982; Grantyn et al., 1984; Malinow and Tsien, 1990; Foster and McNaughton, 1991; larkman et al., 1992; Kuhnt et al., 1992; Voronin et al., 1992a-c (Smith et al., 1991) . In our experience, the equations derived in the accompanying paper (Stricker and Redman, 1984) do find the global maximum reliably if the multimodality of the probability density of the responses can be readly seen Ifthe deity approaches a unimodal form, local maxima become a problem. To overcome this difficulty, we used a three-step opimization. In the first step, the quantal amplitude and zero offset were determined, with no constraints on probability. The second step was to use a simplex optimization on the release probabilities with fixed quantal amplitude, as descnrbed by Walmsley et al. (1988 Fig. 9 , B and D. Although the Monte Carlo samples were drawn from the gamma or Weibull distribution, in over 90% of the samples the alternative hypothesis (K = 6) provided the better fit This is not surprising given the many more parameters used for H1 and the probabilistic nature of the samling procedure that can result in bunching of observations. It also iluates the nature of the impLicit penalty for complexity (see discussion on the number of components in the mixture).
Based on the finding that about half of our data yield multimodal densities at a sinificance level of 0.05 (Stricker et aL, 1994, in press), we are confident that the data sets that allowed the rejection of a unimodal distnrbution are genuinely multimodal.
The di pahway The process used to evaluate competing models has been "top down", In thaXt we began with the model having the largest number of degrees of freedom. If unimodalty could Sbid etlal. be rejected, we proceeded to eliminate free variables until a model was reached where any further simplification resulted in rejection of the model. Apart from the test for unimodality, this testing was done within the confines of nested models. In particular, we kept K const. The decision as to which model is Ho and which is H1 is not important in this procedure. It might be that the difficulties we have experienced in fitting the binomial and compound binomial models stem from this restriction. The appropriate way to proceed for each of the binomial and compound binomial models might be to find the value of K that gives the best fit for each release model, and then to evaluate the competing (non-nested) models with different values ofK. This procedure involves much more computation than is required when working within a nested scheme, and we are currently evaluating these ideas.
An alternative decision pathway is one of evaluating competing models using a "bottom up" approach, whereby model complexity is added progressively until a model is reached where there is no advantage in having an additional parameter. This would need a non-nested approach, because K would need to be varied. Aldtugh this is an apopriate pathway for determining K within the confines of the same model, the danger with this approach for comparisons of different models is that a decision to accept a model might be made before all parameters have been tested, and an important parameter might be missed.
Confidence limits
It is surprising that after almost 40 years of quantal analysis, methods for providing confidence limits on quantal parameters (apart from n andp in the binomial model; McLachlan, 1978) have only recently received attention. These confidence limits are important because not only do they indicate the reliability of the model parameters, but they allow meaningful comparisons of apparent changes in these parameters when synaptic strength is altered. The methods developed in this paper are based on resampling and bootstrapping procedures. Recently, Turner and West (1993) (1991) pointed out that the Fisher information matrix can be used to obtain the variance of each of the estimated model parameters. They have calculated the confidence limits of the parameters in several mixture models.
It is important to interpret these confidence limits correctly. They are a measure of the uncertainty in the estimates of the model parameters caused by a finite sample, the signalto-noise ratio (QIao), the number of components in the underlying mixture distribution, the probabilities of these components, and the errors in the maximum likelihood solution caused by the algorithm finding local maxima. In previous analyses, the effects of these variables on the resolution of model parameters have been inferred for representative experimental conditions using Monte Carlo simulations (Jack et al., 1981; Wong and Redman, 1980; Sayer et al., 1989; Solodkin et al., 1991; Clamann et al., 1991; Voronin et al., 1992) . Claims that quantal amplitudes have been overestimated because of poor signal-to-noise levels have been made (Solodkin et al., 1991; Clamann et al., 1991; Voronin et al., 1992; Dityatev and Clamann, 1993) . The provision of confidence limits removes this uncertainty about the resolvability of the model parameters, and it is an important step in introducing rigor to the analysis. However, the confidence limits convey no information on the reliability of the original sample. When only one data sample can be obtained from the experiment, there is no way to obtain a measure of how well this sample represents the underlying process.
The likelihood measure
The procedures developed in this paper use the likelihood measure as a unifying framework. The imum likelihood was found for all models using the EM algorithm, which guarantees convergence. The maximum likelihood was then used as the statistic on which all model comparisons were based. The use of the likelihood measure avoids the use of ad hoc procedures such as autocorrelation measures and maximum entropy to cope with special problems. The methods have been tested against simulated data and have been shown to be reliable. The use of the EM algorithm to find the maximum likelihood for all the models relies on recursive equations derived in the following paper (Stricker and Redman, 1994) .
