Abstract. If Fq is the finite field of characteristic p and order q = p s , let F (Fq ) be the category whose objects are functors from finite dimensional Fq -vector spaces to Fq -vector spaces, and with morphisms the natural transformations between such functors.
Introduction
If F q is the finite field of characteristic p and order q = p s , let F(F q ) be the category with objects the functors F : finite dimensional F q -vector spaces −→ F q -vector spaces, and with morphisms the natural transformations between such functors. Thus F(F q ) is the world in which 'natural' F q -linear algebra is done.
A first observation about this category is that one can view an object F ∈ F(F q ) as a 'generic representation' of the general linear groups over F q : F (V ) becomes an F q [GL(V )]-module for all F q -vector spaces V . The tight relationship between F(F q ) and the categories of F q [GL n (F q )]-modules, for all n, is by now well established [K:I, K:II, K:III, FLS, FS, K3, FFSS] , making the study of F(F q ) of great representation theoretic interest.
In this paper we define an infinite lattice of localizing subcategories of F(F q ), and then identify various subquotients as categories of modules over products of symmetric groups. We do this in a very precise and sharp way. Firstly, by first 'twisting' by an action of the Galois group Gal(F q ; F p ), we replace F(F q ) by a more fundamental category F(p, s) and are thus able to work entirely with vector spaces over the prime field F p . This makes discussions of 'base change' unnecessary, and makes transparent discussions of what happens as q varies. Secondly, our subquotient categories are always fit into 'recollement' diagrams (see below).
Our work refines and unifies two previously unrelated results. On one hand, in algebraic K-theoretic contexts, Pirashvili [Pi] and others have investigated the Eilenberg-MacLane polynomial degree filtration of categories of functors such as F(F q ). On the other hand, included in our lattices of categories are the FriedlanderSuslin categories [FS] of 'strict polynomial functors of degree r', equivalent to the category of modules over the Schur algebra S(n, r) with n ≥ r. Here our recollement diagrams refine and extend the classic relationship between S(n, r)-modules and Σ r -modules via the Schur functor. In fact, (essentially) all our subcategories are Morita equivalent to categories of modules over various finite dimensional algebras, and our lattice can be interpreted in terms of lattices of idempotent two sided ideals in these generalized Schur algebras.
We now explain
• the combinatorial definition of our lattice,
• the source of our subcategories,
• the recollement diagrams that result, and
• the construction of associated families of Schur algebras.
(In this introduction, we will ignore our 'Galois twisting' improvement.) The lattice L(p, s) is the same one that arose in [K1] , and admits the following combinatorial description. Let N s be the additive monoid of s-tuples J = (j 0 , . . . , j s−1 ) of nonnegative integers. Let R 0 , . . . , R s−1 ∈ Z s be the following vectors: if s = 1, R 0 = p − 1, and, if s > 1, R 0 = (−1, 0, . . . , 0, p), R 1 = (p, −1, 0, . . . , 0), R 2 = (0, p, −1, 0, . . . , 0), . . . , and R s−1 = (0, . . . , 0, p, −1). Let J (p, s) be the poset (N s , ≤), where "≤" is the partial ordering generated by the inequalities J < K, if K = J + R r , for some r. Then L(p, s) = {J ⊆ J (p, s) | J is an order ideal }, using the lattice theory terminology [Gra, p.72] : if K is a poset, J ⊆ K is an order ideal if K ∈ J and J ≤ K implies J ∈ J .
In [K1] , we constructed an explicit bijection between L(p, s) and the complete lattice of subobjects of the fundamental injective I Fq ∈ F(F q ) defined by I Fq (V ) = F V * q . Via duality, this lattice is the opposite of the lattice of quotient objects of the fundamental projective
F
K . In Proposition 6.2, we will show that each F J ⊆ F(F q ) is a thick subcategory, i.e. it is closed under subobjects, quotients, and, least obviously, extensions. [FS] . Moreover, as they observe, P r is easily seen to be equivalent to the category of modules over the classical Schur algebra S(n, r), for any n ≥ r.
We need a categorical definition. As in [K:II], a recollement diagram is a diagram of abelian categories
satisfying the following conditions:
• l is left adjoint to e, which is left adjoint to r. Thus e is exact.
• q is left adjoint to i, which is left adjoint to p. Thus i is exact.
• i is a full embedding, and e(B) 0 if and only if B i(A) for some A in A.
• The adjunctions C : er(C) → C and η C : C → el(C) are isomorphisms for all C in C.
The existance of e, r, i with the cited properties is equivalent to saying that A can be viewed (via i) as a thick subcategory of B, and B/A C. Given a finite order ideal J ⊂ J (p, s), let Max(J ) denote the set of maximal elements of J , and let Rad(J ) = J − Max(J ). Given J = (j 0 , . . . , j s−1 ) ∈ J (p, s), let Σ J be the product of symmetric groups Σ j0 × · · · × Σ js−1 . Our main theorem, Theorem 6.10, is a slightly refined version of the following. Theorem 1.3. For each finite order ideal, J ⊂ J (p, s), there is a recollement diagram
2 The original reference for polynomial functors in this sense is the 1954 article [EM] . A functor F taking finite dimensional values has degree ≤ d if and only if n → dim F (F n q ) is a polynomial function of n of degree
3 This is independent of the choice of s, as soon as p s ≥ r.
Example 1.4. Corresponding to Example 1.1, we learn that there is a recollement diagram
This special case has been known to the author since 1992, and can be viewed as a strengthening for finite fields of a general result of T.Pirashvili [Pi] about polynomial functors on R-modules. (See also [Sc, §5.5 ] for a discussion of a version of the case when q is prime due to Lannes and Schwartz, and dating from 1986.) Example 1.5. Corresponding to Example 1.2, we learn that there is a recollement diagram
In this last example, the exact functor e is equivalent to the classic Schur functor [Gre, Chapter 6] . More generally, if J is maximal in J , the Jth component of e,
is an exact functor that should be regarded as a generalized Schur functor. Furthermore, iterated use of the theorem yields 'secondary' Schur functors defined on the kernels of these primary ones, 'tertiary' functors defined on the kernels of the secondary ones, etc.
Example 1.6. Let F = F 8 , so F has characteristic 2. Then P 6 ⊂ F(F) corresponds to the order ideal:
From this, one can thus read off the following. The 'kernel' of the classic Schur functor P 6 − → F[Σ 6 ]-modules will be precisely P 6 ∩ F 5 (F), the degree 5 part of P 6 . This subcategory then admits an exact functor
There is then an exact functor
with kernel P 6 ∩ F 3 (F). There are then two Schur functors
with kernel P 6 ∩ F 2 (F). Finally, there is an equivalence
We do not believe that this sort of stratification has appeared before in the literature.
As was illustrated above in Example 1.2, our categories can often be described as module categories over explicit finite dimensional algebras. If J ⊆ J (p, s) is an order ideal, we define an algebra S(n, J ), for each n ≥ 0, by
In Theorem 8.5, we show that, if J is finite, then F J is equivalent to the category of S(n, J )-modules for all n ≥ n(J ), where n(J ) is explicitly calculated.
The organization of the paper is as follows.
In §2 and §3, we describe how lax symmetric monoidal functors yield functor categories and families of generalized Schur algebras. The dual notions -functors with coproduct, coalgebras, etc. -are also discussed.
Using the Galois groups Gal(F p s : F p ), in §4 we define our 'home' categories F(p, s) in which we work for the remainder of the paper. F(p, s) is F p -linear, and yields F(F p s ) upon extension of scalars to F p s .
§5 begins with a review of notation and constructions from [K1] . The subcategories F J ⊆ F(p, s) are defined and basic structure discussed. The heart of the paper is §6, where our main theorem, Theorem 6.10, is proved. The recollement diagrams of the main theorem are used in §7 to study the simple objects in the categories F J . In particular, a Steinberg Tensor Product Theorem is easily proved in our setting without any input from the theory of algebraic groups.
In the final section, we define the associated families of Schur algebras S(n, J ) and discuss when these are Morita equivalent.
The main results of this paper were announced in the survey paper [K3] written for the Conference on Infinite Length Modules held at the University of Bielefeld, September 1998.
2.
Functors with product and associated functor categories.
In this section we elaborate on ideas introduced by us in [K2, §2] . We work over a general field F; thus let F(F) denote the category whose objects are functors from finite dimensional F-vector spaces to F-vector spaces, and with morphisms the natural transformations between such functors.
2.1. Functors with product. The category of F-vector spaces is symmetric monoidal using the tensor product as product and F as unit.
Definition 2.1. A functor H ∈ F(F), equipped with the structure of a lax symmetric monoidal functor, is a functor with product.
For the definition of a lax symmetric monoidal functor see [T, M] . Explicitly, a functor with product will be a triple (H, µ, η) consisting of
such that the following diagrams commute:
where the horizontal maps are the canonical isomorphisms,
where the horizontal maps are the canonical isomorphisms, and
where the unlabelled maps are the canonical isomorphisms.
Example 2.2. Let P F be defined by P F (V ) = F[V ], the vector space freely generated by the set V . This becomes a functor with product by letting the unit be the unit in the group ring F[F], and by defining the multiplication as the composite
where the second map is induced by the canonical bilinear map
This example is initial among functors with product. Indeed, since P F satisfies
the unit of a functor with product (H, µ, η) corresponds to a unique natural transformationη : P F − → H easily verified to be a map of functors with product.
Example 2.3. Let Γ r be the rth symmetric invariants functor defined by Γ r (V ) = (V ⊗r ) Σr . This has the structure of a functor with product in the obvious way. For example, the multiplication is defined as the inclusion
2.2. New algebras from old. We refer to a small F-linear category as a multiobject algebra. Explicitly, a multiobject algebra A has the following structure:
• a set of objects ob(A)
These satisfy the usual axioms reflecting the unital and associative properties. A straightforward check of the definitions proves
is a functor with product and A is a multiobject algebra, then so is H(A), where H(A) has the same objects as A, H(A)(V, W ) = H(A(V, W )), and the structure maps are the composites
Note that these construction are natural in A and (H, µ, η).
Example 2.5. Let H = Γ r and A = M n (F), the full matrix ring of n × n matrices. The resulting new algebra S(n, r) = Γ r (M n (F)) is the classical Schur algebra. Modules over S(n, r) can be interpreted as the degree r polynomial representations of GL n , viewed as an algebraic group defined over F.
2.3. Categories of functors. Let A(F) be the category of finite dimensional F vector spaces, regarded as a multiobject algebra. Thus A(F)(V, W ) = Hom(V, W ).
Definitions 2.6. Let H be a functor with product.
(1) Let A H denote the multiobject algebra H(A(F)). Explicitly, A H is the F-linear category with objects finite dimensional vector spaces V , and with
(2) Let F H be the category of A H -modules, i.e. the category of F-linear functors from A H to F-vector spaces. Thus an A H -module M will be a collection of vector spaces M (V ) together with structure maps
satisfying various identities.
Example 2.7. Regarding P F as a functor with product, the resulting algebra A PF is the F-linearization of A(F), and thus the category F PF is just the category of functors F(F). 
. These functors are a set of projective generators for F H ; indeed these satisfy
There is a duality construction, a contravariant functor D :
It is routine to check that this makes DM into an A H -module. (This uses the symmetry axiom of a lax symmetric monoid functor.) One has
These functors are a set of injective cogenerators for F H and satisfy
Sometimes F H supports a tensor product with
It is easy to see that if G and H are both functors with product, so is G ⊗ H, and one gets an evident external product ⊗ :
Thus a map H − → H ⊗ H of functors with product will yield an internal tensor product on F H .
Example 2.9. The composite
induces the usual tensor product on F(F).
Finally, suppose H is 'exponential', i.e. there is a natural isomorphism
Then there a map H − → H ⊗ H constructed as in the last example. If this map is a map of functors with product (as seems to often be the case), then one can deduce Kunneth theorems for Ext-groups in F H as in [K:III] . We leave the details to the interested reader.
2.5. Thick subcategories. Suppose that a map of functors with product p : G − → H is an epimorphism in F(F). Via p, the abelian category F H will then be a full subcategory of F G closed under taking subobjects and quotient subobjects. It is interesting to ask when F H is thick, i.e. also closed under extensions.
Lemma 2.10. In this situation, F H is a thick subcategory of F G if and only if, for all m, n, we have
Proof. F H is thick if whenever given a short exact sequence in
By embedding M in an F H -injective and pushing out, then mapping an F H -projective to M and pulling back, we can assume that the sequence has the form 0 − → I − → M − → P − → 0 where P is an F H -projective and I is an F H -injective. Since such a sequence will split if and only if M ∈ F H , we wish to know when
Since the family P H (m) are projective generators and I H (n) are injective cogenerators, we see that this will happen for all P, I if and only if
Finally, using the short exact sequence
2.6. Functors with coproduct and associated comodule categories. Almost everything said so far in this section can be dualized. For example, a triple (K, Ψ, ) is functor with coproduct if it has the structure obtained by turning all the arrows around in the definition of a functor with product. Such triples (minus the symmetry axiom) were called 'coherent' in [K2, §2.4] . The analogue of Proposition 2.4 was stated as [K2, Prop.2.3] . Let C(F) denote the multiobject coalgebra dual to A(F). If K is a functor with product, we let C K = K(C(F)). Then the categories of comodules over such C K 's are the analogues our module categories F H . Finally, if H is a functor with product that also takes values in finite dimensional vector spaces, then DH is naturally a functor with coproduct, and the categories of A H -modules and C DH -comodules will be canonically isomorphic.
Example 2.11. Let S r be the rth symmetric coinvariants functor defined by letting S r (V ) = (V ⊗r ) Σr . Then DΓ r = S r , and so the category P r can be viewed as the category of comodules over the multiobject coalgebra C S r .
Example 2.12. Let I F = DP F , the fundamental injective in F(F). If F is a finite field, then P F takes finite dimensional values, so that F(F) can be viewed as the category of comodules over C IF .
As was already evidenced in [K2] , constructions are often more transparent when viewed from the comodule perspective.
Generalized Schur algebras
In light of Example 2.5, we make the following definition.
Definition 3.1. Let H be a functor with product. Given n = 0, 1, . . . , let S(n, H) denote the algebra H(M n (F)).
Let e(n) ∈ S(n + 1, H) be the image of the diagonal matrix with the first n diagonal entries 1 and the last entry 0 under the map
Then e(n) is idempotent, e(n)S(n + 1, H)e(n) can be identified with S(n, H), and thus we can define For any n ≥ 0, there is also an exact 'evaluation' functor:
defined by e n (M ) = M (F n ). These functors are clearly compatible with the functors e n+1,n .
Remark 3.3. There is an antiautomorphism of S(n, H) induced by the self map of M n (F) taking a matrix to its transpose. The resulting contravariant functor on the category of S(n, H)-modules corresponds, via e n , to duality on F H .
The next lemma follows from standard arguments related to Morita equivalence.
Lemma 3.4. For a fixed H and n, the following statements are equivalent.
(1) e n : F H − → S(n, H)-modules is an equivalence.
Example 3.5. We apply the lemma when H = Γ r and recover [FS, Theorem 3 .2]. The standard isomorphism
In this sum, at most r of the r i 's in each summand index will be nonzero. Thus P Γ r (m) is a quotient of a sum of P Γ r (r)'s for all m. Criterion (7) of the lemma thus applies with n = r. We conclude that, for n ≥ r, the algebras S(n, r) are all Morita equivalent and the associated module categories are all equivalent to P r .
Example 3.6. Let H = T r , the functor defined by T r (V ) = V ⊗r , with evident structure as a functor with product. There is an isomorphism P T r (n) (F n ) ⊗r ⊗ T r , so that criterion (7) of the lemma applies with n = 1. We conclude that for all n ≥ 1 and r ≥ 1, the algebra T r (M n (F)) is Morita equivalent to the field F.
Closely related to Lemma 2.10 is the following familiar lemma.
Lemma 3.7. Let A − → B be an epimorphism of F-algebras with kernel K. Then B-modules is a thick subcategory of A-modules if and only if K is an idempotent ideal.
Proof. Reasoning as in Lemma 2.10, B-modules will be a thick subcategory of Amodules if and only if Hom A (A/K, Hom F (K, F)) = 0. But this last vector space is dual to
Corollary 3.8. Let G − → H be an epimorphism of functors with product and let K = Ker{S(n, G) − → S(n, H)}. Then S(n, H)-modules will be a thick subcategory of S(n, G)-modules if and only if K 2 = K.
The categories F(p, s)
In this section we introduce our categories F(p, s). These will be categories defined by means of well chosen functors with product P p s ∈ F(F p ), and having the following desirable properties:
• The F p s extension of the F p -linear category F(p, s) is F(F p s ).
• All the results about F(F p s ) described in the introduction can be obtained by extending the scalars from analogous results about F(p, s).
Let me explain what I mean by the first property. Let q = p s . The values of functors in F(F q ) are determined by their values on the vector spaces F n q and thus on the vector spaces of the form F q ⊗ V , where V is an F p -vector space. One way of making sense of the first property is to say that there should be an isomorphism
of lax symmetric monoidal functors from F p -vector spaces to F q -vector spaces.
Recalling that
, one sees that the functor P q defined by
would satisfy this first property. However our second would fail: the interpretation of F P q would be as the category of functors from F q -vector spaces to F p -vector spaces, and this category would be too small for our purposes, e.g. it has fewer simples than F(F q ).
We remedy this problem by using the Galois group Gal(F q : F p ) to 'twist' P q .
(1) Define P q to be the functor with product obtained by taking invariants:
(2) Let I q = DP q , the dual functor with coproduct. (3) Let F(p, s) = F P p s , the corresponding category of functors.
This definition may seem rather obscure, but the next lemma reveals that the functor I q has a simpler description.
, the free commutative algebra generated by V modulo the ideal generated by all elements of the form v q − v.
This isomorphism in F(F p ) of functors with coproduct should be contrasted to the well known fundamental isomorphism in F(F q ) [K:I, Lemma 4.12]:
This makes it clear that our first desirable property holds. The rest of the paper will make it clear that the second does also.
The lemma is proved by just carefully keeping track of how the diagonal Galois group action on P Fq (F q ⊗ V ) transports via duality to I Fq (F q ⊗ V ), and then to F q ⊗ S * (V )/(v q − v) via the isomorphism (4.1). Constructions in the remainder of the paper generally are easier to describe by using I q and functors with coproduct, than by using P q and functors with product.
Remark 4.3. For those readers who have followed the literature in this area for the past decade, there have been hints that this 'twisting trick' is a good idea. See, e.g. [FLS, Appendix] We now briefly run through some of the basic structure in F(p, s), analogous to well known structure in F(F q ).
4.1. Scalar decomposition. As a functor with coproduct in F(p, s), I q decomposes into q indecomposable direct summands
where I q,0 = S 0 is the constant functor, and for 1 ≤ r ≤ q − 1, I q,r is the image in I q of ∞ k=0 S r+k(q−1) . Dually, one gets
These then induce a decomposition of abelian categories
We say that M ∈ F(p, s) r has scalar degree 4 r.
Tensor product.
The evident multiplication I q ⊗ I q − → I q induces a tensor product on F(p, s).
The Frobenius twist.
The pth power map ξ : I q (V ) − → I q (V ) is an automorphism of order s and a map of functors with coproduct. Given M ∈ F(p, s), we let M ξ denote the image of M under the induced automorphism of F(p, s).
Restriction. The quotient map
is a map of functors with coproduct, and it induces the restriction map
Remark 4.4. This has a two sided exact adjoint ind : M ) . However the relationships between these maps and the Frobenius twist (as in [K:II, Prop.5.15]) seem awkward to prove until one extends the scalars to F p st , and the induction map will not be used elsewhere in this paper.
A lattice of functors with coproduct in F(p, s)
In this section we review notation and constructions from [K1] , where we determined all the subobjects I J of the fundamental injective I p s ∈ F(p, s). 5 To each I J ⊆ I p s , we define a corresponding F J ⊆ F(p, s).
Let J (p, s) be the poset (N s , ≤), where "≤" is the partial ordering as in the introduction. Recall that this partial order was defined by letting R 0 , . . . , R s−1 ∈ Z s be the following vectors: if s = 1, R 0 = p − 1, and, if s > 1, R 0 = (−1, 0, . . . , 0, p), R 1 = (p, −1, 0, . . . , 0), R 2 = (0, p, −1, 0, . . . , 0) , . . . , and R s−1 = (0, . . . , 0, p, −1). Then "≤" is the partial ordering generated by the inequalities K > J, if K = J + R r , for some r. In [K1, Proposition 3.5], we showed that, if neither J nor K is 0, the sequence of all 0's, then K ≥ J if and
Thus the elements of L(p, s) are the downwardly closed subsets of J (p, s), and L(p, s) is a distributive lattice using intersection and union as the meet and join operations.
We need to attach various numerical invariants to J ∈ J (p, s).
There is a decomposition [K1, Corollary 3.3]
into indecomposable posets, where J (p, s) 0 = {0}, and, for 1
As an example, the diagram below shows the lower portion of the infinite poset J (2, 2) 1 . In general, J (p, s) r would have a diagram that would look roughly like an s dimensional cone. (1, 0)
The poset J (2, 2) 1 in degrees less than 10.
Now we construct some basic functors in F(p, s). We start with
, the commutative algebra generated by V , modulo the ideal generated by pth powers. Note that DΓ j = S j , while T j , Λ j , and L j are all self dual.
and S
where π is the inclusion S r(J) → S * followed by the projection
We extend the last definition to order ideals.
Definitions 5.3. Let J ⊆ J (p, s) be an order ideal.
(1) Let I J =
Proof. By definition, I
J is the image of a map between functors with coproduct. It is easily checked that this map preserves coproduct, as the pth power map and polynomial multiplication maps do. We note that it can easily happen that the surjection res : J − → res(J ) is a bijection. In this case res : F J − → F res(J ) will be an isomorphism. [FS, FFSS, K2] . 
and one gets a tensor product
6. The fine structure of the categories F J Throughout this section, we use the following notation: given M ∈ F(p, s), M (n) ∈ F (p, s) is the functor defined by
We begin by showing that each category F J is a thick subcategory of F(p, s). Our proof of this uses a fundamental calculation.
Lemma 6.6. Let J be a finite order ideal in J (p, s), and M ∈ F J . Then M fits into an exact sequence
Lemma 6.7. Given n and a finite order ideal J ⊂ J (p, s), there is a commutative diagram
To get a formula for −1 2 , one notes that it is dual to η
Example 6.13. Recall that
Remark 6.14. Related to this last example, a general result of T.Pirashvili [Pi] about polynomial functors on R-modules implies that the quotient category
is equivalent to the modules over the twisted group ring
Using the decomposition of algebras
is an exercise in Morita theory to show that this ring is Morita equivalent to
Simple functors and a Steinberg Tensor Product Theorem
In this section we use elementary properties of the symmetric groups together with Theorem 6.10 to learn about the simple objects in F(p, s). Some of our conclusions were already known [K:II] by applying bits and pieces from the representation theory of the general linear groups. However, our arguments here are truly elementary, and the arguments in [K:II] can be run in reverse to deduce the corresponding results about GL n (F p s )-modules.
Given J ∈ J (p, s), let
We recall a related lemma from the general theory of recollement diagrams. Then there is a bijection between sets of isomorphism classes of simple objects:
{simples in A} {simples in C} ←→ {simples in B} given by sending a simple A ∈ A to i(A) and a simple C ∈ C to c(C).
Theorem 6.10 and this lemma together imply Lemma 7.3. If J ⊆ J (p, s) is an order ideal, then a set of isomorphism classes of simple objects in F J is given by
Our first application is to splitting fields. A simple object C in an F linear abelian category C is called absolutely irreducible if End C (C) = F. If every simple is absolutely irreducible, we say that F is a splitting field for C.
Proposition 7.4. F p is a splitting field for F(p, s).
Proof. For any field F, F is a splitting field for F[Σ j ]-modules. This follows from general representation theory [Se, p.103] , since the symmetric groups have the property that if two elements generate the same subgroup, they are conjugate elements.
It is also well known that given finite groups G and H, if Since intermediate extensions are always full and faithful embeddings, the proposition thus follows from the last lemma.
Remark 7.5. In [K4] , we continue and deduce that F p is a splitting field for the category of modules over the twisted group ring (F q [GL n (F q )]) Gal(Fq ;Fp) , and thus F q is a splitting field for F q [GL n (F q )]-modules.
Example 7.13. Recall that P r corresponds to the order ideal J [r] = {J | r(J) = r} (for any large enough s). It follows that the simple objects in P r will be parametrized by the set of all sequences of p-regular partitions (ω 0 , . . . , ω s−1 ) such that t p t j(ω t ) = r. It is easy to check that this set corresponds bijectively to the set of all partitions of r.
Example 7.14. Recall that
It follows that the simple objects in F d (p, s) will be parametrized by the set of all sequences of p-regular partitions (ω 0 , . . . , ω s−1 ) such that t j(ω t ) = d.
8. The Schur algebras S(n, J ) Definition 8.1. Let J ⊆ J (p, s) be an order ideal. Define S(n, J ) to be the algebra S(n, P J ), using the notation of §3. Explicitly,
Then let e(n−1) ∈ S(n, J ) be the canonical idempotent so that e(n−1)S(n, J )e(n− 1) = S(n − 1, J ), and let
It is clear that J ⊂ K implies that there is a quotient map of algebras S(n, K) − → S(n, J ). Furthermore,
Gal(F p s :Fp) , so we can view all of our generalized Schur algebras as quotients of these explicit twisted semigroup rings.
Remark 8.2.S(n, J (p, s)) = (F p s [GL n (F p s )]) Gal(F p s :Fp) .
We now use Lemma 3.4, together with our general Steinberg Tensor Product Theorem, to compute for which n the nth evaluation functor e n : F J − → S(n, J )-modules is an equivalence. Proof. By criterion (3) of Lemma 3.4, e n will be an equivalence if and only if F (F n p ) = 0 for all simple objects F ∈ F J . Using the description of these simples given in Theorem 7.11, the last lemma shows that the smallest lemma having this property is n(J ).
Of course all the equivalent conditions from Lemma 3.4 now apply, e.g. the finite dimensional algebras S(n, J ) and S(m, J ) will be Morita equivalent if m and n are both at least n(J ). Similarly,S(n, J ) = 0 if n > n(J ).
Remark 8.6. One can refine this theorem using the calculation n(ω) = ω(1) (the length of the longest column in the corresponding Young diagram). Using the explicit elements a ω = r ω c ω r ω , it is obvious that n(ω) ≤ ω(1): letting j = j(ω), F ω = T j r ω c ω r ω is a subquotient of Λ ω = T j c ω . To show that one gets equality, one needs to explicitly find a nonzero element in In the stable range n ≥ max{n(J ), n(K)}, the subcategory will be thick in the larger one, or equivalently, the kernel of the epimorphism will be an idempotent ideal. However this can easily fail in general.
Example 8.7. Let p = 2, s = 1, n = 2, J = (1 < 2), and K = (1 < 2 < 3 < 4). (Here we view J (2, 1) as the poset (1 < 2 < 3 < . . . ).) Then S(2, J ) is the classic Schur algebra S(2, 2), while S(2, K) is the full semigroup ring This last example reminds us that the classic Schur algebra S(n, r) has finite global dimension [D] , and we recall that this is a consequence of S(n, r) being quasi-hereditary, or equivalently that its category of modules is a highest weight category [CPS] .
Example 8.8. Let p = 2, s = 1, and J = (1 < 2 < 3). Then F J = F 3 (F 2 ), the category of functors of degree ≤ 3 in F(F 2 ). It is not hard to explicitly compute that the algebra Ext * F 3 (F2) (Λ 3 , Λ 3 ) is isomorphic to a polynomial algebra on an element in Ext 2 . Thus neither F J nor any of the Schur algebras S(n, J ) with n ≥ 3 have finite global dimension.
