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Abstract. In this paper an explicit dosed form solution of Riccati differential matrix equations 
appearing in games theory is given. 
1. INTRODUCTION 
When noncooperative control problems are tackled, a game theoretic approach is necessary: 
each control agent tries to optimize his own cost function which conflict with others. An 
equilibrium solution must be sought, and Nash strategy is a first nature choice. Due to 
this noncooperation, the optimization problem of various players is strongly coupled and 
necessary conditions for Nash strategy lead to complex two-point boundary value prob- 
lems (TPBVP). 
The aim of this paper is to find an explicit solution of a set of coupled asymmetric Riccati 
type matrix differential equations. The solution of such equations are generally difficult to 
obtain due to the permanent coupling between the player’s strategies. Numerical techniques 
are widely used to obtain approximate or series solutions [3]. An iterative algorithm for 
solving such coupled Riccati systems has been recently proposed in [4]. For the very partic- 
ular case where the state weighting matrices are proportional, an analytic solution has been 
given in [l]. 
In the next section we show that by means of an algebraic transformation we can decouple 
the players’ optimization problems, leading in many cases to an explicit solution of the game. 
Consider a two-player linear quadratic differential game defined by 
z’ = AZ + Biui + BZu2; z(0) = to (I) 
with the cost functionals associated with the players 
Jj = ;{ “p--~/x/ + 
J 
ot’(a?i. + U~RilUl + u3?&) cft }; zf = z(tj), i = 1,2 (2) 
where all matrices are symmetric with &i, i = 1,2, positive definite. It is well known that 
the open-loop Nash controls must satisfy [7]: 
ui = ii i I, -R--‘BTQ.. \k‘: = -Qiz - ATSi; \E#,) = KijZj, i = 1,2 (3) 
where \E; is the costate vector associated with the player 5’. When the transformation 
8i = Kix, is introduced, for i = 1,2, the open-loop Nash strategy (ui, u;) is given by 
u; = -R;'B'Ki(t)G(t,O)r, (4) 
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where Ki(t), for i = 1,2, are the solutions of the coupled Kiccati matrix system 
K; = -&I - A*Kl - K1A + K1&K1+ K&Kz, K&j) = Ku 
K; = -Q2 - A*K2 - K2A + K2S2 K2 + K2Sl K1, Kz(ij) = K2j 
with 
S. - B.R:‘B* 1- t ‘i j, i= 1,2 
and @(t,O) is the system’s transition matrix satisfying 
cP’(t, 0) = (A - S1 K1 - S2K2) Q(t, 0), q&t) = I 
Note that the necessary conditions (l), (3), may be rewritten 
I 
[I [ 
;; = 
*-a 
-ii :? y[~+[~~]: 
Now, let us introduce the change of basis defined by 
in the matrix form 
t(0) = 2, 
W/) = KI/~/ 
‘@2(tj) = Kzj~j 
0 
P 
I I 
(5) 
(6) 
(7) 
(8) 
(9) 
for an appropriate matrix P in ZJ? “xn to be determined. This problem (8) is equivalent to 
the following one 
2’ 
[I i 4, -S1 
-s2 - s1 P 
-A* PA* - A*P : ; I[ I 
z(0) = 20 w’ = 4j) = (Klj - PKzjbj, (10) 
% -Q2 0 -A* 02 q2(tj) = K2j”j 
Note that if P satisfies the algebraic system 
PA* -A*P=O, sz + SIP = 0, (11) 
then the coefficient matrix T-‘MT of system (10) is reduced to a block triangular form, 
and the costate vectors w and Qs are coupled only via the terminal conditions. 
In order to study the compatibility of system (ll), we introduce some algebraic concepts. 
If A and B are matrices, we denote by A @I B, its Kronecker product and if M, N and P 
are matrices of suitable dimensions, then using the column lemma [5, p.4101, it follows that 
vec(MNP) = (P* 63 M) vecN (12) 
If S is a matrix in !RjnXm, we denote by S+ the Moore-Penrose pseudoinverse of S and we 
recall that an account of properties and implementable procedures for computing S+ may 
be found in [2]. 
If we apply the property (12) to both members of each equation of system (ll), we obtain 
the equivalent algebraic system 
S vecP = vec[O, -Ss] (13) 
where 
s= I@A* -A@I 
I@Sl 1 (14) 
Prom theorem 2.3.2 of [6, p.241, the algebraic system (13)-(14) is compatible, if and only if, 
S S+ vec[O, -Sal = vec[O, -Ss] (15) 
Furthermore, in this case, the general solution of (13) is given by 
vecP = S+ vec[O, -S2] + (I - s+s) 2 (16) 
where I denotes the identity matrix of dimensions n2 and 2 is an arbitrary vector in W’. 
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2. EXPLICIT SOLUTION OF THE COUPLED RICCATI SYSTEM 
Let us assume the existence of a solution P of system (ll), then system (10) takes the 
form 
I 
X' 
WI 
% 
where 
I 0 
V I 0 -Qz -- o- -I -- AT 1 
v= 
[ -“Q 1 
X 
1 x(0) = 2, w ; w(Q) = (  - PK2t) X/, (17) Q2 q2(tl) = K2jX1 
41 
-A= 1 (18) 
Now, let us consider the change t = t(s) = t/ - s, 0 2 s 2 t/, and let 
2(s) = x(2, -s) = x(t); 3s) = w(t, -s) = w(t); 32(s) = \Ir,(q -8) = Qz(t) (19) 
Hence problem (17) may be written in the form 
d/ds ti, = 
11 92  i 
-v 
I 0 
__ 
__ Q2 -- 0 -- I -- AT 0 f 
II 
i(Q) = to 
IS; 
G(O)= (Klj -PK2j)Xj 
= (KU - PK2/)w), 
^ . 
qlr, \k2(0)= KZlX/ = K2j 5(O) 
(20) 
Solving system (20), we have 
i(s) 
[ 1 f(O) Q(s) = exd-sV at01 [ 1 = exp(-sV) [ Kr, _IpK2, 1 2(O) = G(s) Z(O) (21) 
where 
G(s) = exp(-sV) 
KI/ ---PK21 1 P-4 
and 
J 
L 
A 
*Z(S) = exp(-sAT){i%2(0) + exp(uAT) 
0 [ 1 ;‘,u?, du} 
= {exp(-sAT)K2, + I ‘ exp((u - s)AT) G(u) du} e(O) 0 
4(s) = [0, I] G(s) i(0); 4(s) = [I, 0] G(s) S(O) (24) 
Note that [I,O]G(O) = I, and from the continuity of G, there exists an interval 0 2 s 2 6, 
such that 
[I, 0] G(s) is nonsingular for every s c [0,6] (25) 
From (24) and (25), we have 
i(O) = {[I,O]G(s))-'f(s), for 0 6 s 2 6 (26) 
Hence and from (23) and (19) we have 
J 
I S(s) ={exp(-sAT)K2t + exp((u - s)AT)G(u)du}{[I,O]G(s))-l~(s) (27) 
0 
f&(t) = exp((t - ~I)A~){ICPJ + J 
tj-t 
exp(uAT)G(u)du}{[I, O]G(t, - t)}-‘x(t) 
0 
(28) 
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Hence and from the relationship *s(t) = KS(~) z(t), it follows that 
Wl) =exp((t - t,)A*){& + J 
tj-t 
exp(uAT) G(u) du} {[I, 0] G(t, - t)}-‘, 
0
t/ - 6 6 t 2 II (29) 
From (9), (24) and (26), it follows that 
^ 
QI(s) = G(s) + P’&(s) = {[0, I] G(s)} {[LO] G(s)}-‘i(s) + P&(s) 
Hence and from (19), (27), (28) and the relationship Q\~l(i) = Kl(t) z(t), we have 
(30) 
I<,(i) = {[O, I] G(tf - t)) {IL 01 Wt - W’ + PK2(0, t,-6~t~t/ (31) 
Thus the following result has been established: 
THEOREM 1. Let us consider Riccati system (7), let us suppose that matrices A, S1 and 
S2 satisfy the condition (15) and let P be a solution of the algebraic system (11). Let G(s) 
be defined by (22) and let 6 > 0 such that [I,01 G( ) s is nonsingular for 0 $ s 2 S. Then 
the unique solution ICI(~), Kz(i) ofsystem (7) on the interval If - 6 2 1 6 tf, is defined by 
(2% (31). 
PROOF: The existence and the expression of the solution are a consequence of the previous 
comments. The uniqueness is a consequence of [4]. 
REMARK 1. We recall that interesting methods for computing the integrals and the expo- 
nentials of matrices appearing in the expressions of ICI(t), Kz(t) may be found in [8]. These 
procedures are extremely easy to implement and yield an estimation of the approximation 
error. 
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