The METR technical reports are published as a means to ensure timely dissemination of scholarly and technical work on a non-commercial basis. Copyright and all rights therein are maintained by the authors or by other copyright holders, notwithstanding that they have offered their works here electronically. It is understood that all persons copying this information will adhere to the terms and constraints invoked by each author's copyright. These works may not be reposted without the explicit permission of the copyright holder.
Introduction
Singular value decomposition (SVD) is one of the most fundamental tools in dealing with noisy data. It is useful, for instance, in least squares method, principal component analysis, and matrix approximations. Mathematically, the singular value decomposition of an m × n real matrix A is to transform A to a diagonal matrix, with nonnegative diagonal elements, through a transformation of the form P ⊤ AQ with an m × m orthogonal matrix P and an n × n orthogonal matrix Q. Singular value decomposition can also be defined for a complex matrix A, where a unitary transformation P * AQ with unitary matrices P and Q is employed.
In this paper we consider such decompositions for a family of matrices, which we call the simultaneous singular value decomposition. We distinguish two cases, decompositions over R and over C:
: Given a set of m × n real matrices A 1 , . . . , A N , find an m×m orthogonal matrix P and an n×n orthogonal matrix Q such that P ⊤ A 1 Q, . . . , P ⊤ A N Q are in a common block-diagonal form.
Problem [C] : Given a set of m × n complex matrices A 1 , . . . , A N , find an m × m unitary matrix P and an n × n unitary matrix Q such that P * A 1 Q, . . . , P * A N Q are in a common block-diagonal form.
Obviously, the special case with N = 1, where a single matrix is given, reduces to the ordinary singular value decomposition. In this special case we obtain a (genuine) diagonal matrix, which means that a family of orthogonal one-dimensional subspaces are identified as special directions of importance, and the singular vectors are the bases for these subspaces. For multiple matrices, we cannot hope for simultaneous diagonalization but we look for a common block-diagonal form, where the diagonal blocks are possibly rectangular matrices. This means that we are to identify a family of mutually orthogonal subspaces characteristic to the given family of matrices. It may be said that the diagonal blocks in our decomposition are higher dimensional extensions of singular values, which are scalars (or 1 × 1 matrices).
This paper shows, with the theory of * -algebra and bimodule, that a finest simultaneous singular value decomposition exists and is uniquely determined. Moreover, structure theorems will be established in both cases (see Theorems 2 and 7). As an immediate corollary of the structure theorems we obtain a necessary and sufficient condition for the simultaneous diagonalization under the transformation P ⊤ A i Q or P * A i Q (see Corollaries 3 and 8) .
Our construction of simultaneous SVD is a natural extension of the wellknown fact that the SVD of a single (real) matrix A can be constructed from the eigenvalue decompositions of AA ⊤ and A ⊤ A. In place of the eigenvalue decompositions of AA ⊤ and A ⊤ A, we use the Wedderburn-type canonical decompositions of the * -algebra generated by A i A ⊤ j (i, j = 1, . . . , N ) and the * -algebra generated by A ⊤ i A j (i, j = 1, . . . , N ). Then using the theoretical framework of bimodule we can derive the desired simultaneous SVD. In the structure theorems for simultaneous SVD there is a substantial difference between R and C, which stems from the difference in the structure theorems of matrix * -algebra over R and C.
An algorithm is proposed for finding the simultaneous SVD. This is built upon recent algorithms of Murota-Kanno-Kojima-Kojima [8] and Maehara-Murota [7] for simultaneous block-diagonalization of square matrices, i.e., for finding, given a set of square matrices B 1 , . . . , B N , an orthogonal (or unitary) matrix P such that P * B 1 P, . . . , P * B N P are in a common block-diagonal form.
In the literature of semidefinite programming group representation theory and matrix * -algebra have been attracting research interest as effective tools for exploiting algebraic structures due to symmetry, sparsity, etc. [1, 2, 4, 5, 6, 8, 9] . Typically, we are given a family of symmetric (or Hermitian) matrices B 1 , . . . , B N such that each B = B i is endowed with invariance to a finite group G in the sense of T (g) * BT (g) = B (g ∈ G) with respect to an orthogonal (or unitary) representation T . Then the problem is to find an orthogonal (or unitary) matrix P such that P * B 1 P, . . . , P * B N P are in the same block-diagonal form. In contrast, the simultaneous SVD of the present paper corresponds to equivariance in the sense of S(g) * AT (g) = A (g ∈ G) with respect to orthogonal (or unitary) representations S and T . A standard result in group representation theory affords a canonical decomposition for such matrices. Our contribution is to generalize this by means of bimodule, and also to give an algorithm for the decomposition.
The structure theorems of * -algebras form the foundation of the decomposition method for semidefinite programs. It is hoped that the structure theorems established in this paper trigger a new direction in some area of optimization or data science.
2 Structure theorem for simultaneous SVD over C
Matrix * -algebra over C
We denote by M m,n = M m,n (C) the set of m×n complex matrices, and put M n = M n,n . A subset T of M n is said to be a * -subalgebra (or a matrix * -algebra) over C if I n ∈ T and [A, B ∈ T ; α, β ∈ C =⇒ αA + βB, AB, A * ∈ T ]. We say that a matrix * -algebra T is simple if T has no ideal other than {O} and T itself, where an ideal of T means a submodule I of T such that [A ∈ T , B ∈ I =⇒ AB, BA ∈ I]. A linear subspace W of C n is said to be invariant with respect to T , or T -invariant, if AW ⊆ W for every A ∈ T . We say that T is irreducible if no T -invariant subspace other than {0} and C n exists.
The following is a standard result in * -algebra (e.g., [10, Chapter X] ). Note that for a matrix * -algebra T and a unitary matrix P , the set P * T P = {P * AP : A ∈ T } is another matrix * -algebra isomorphic to T .
(A) There exist a unitary matrix Q and simple * -subalgebras T j of
(B) If T is simple, there exist a unitary matrix P and an irreducible * -
Construction of simultaneous SVD over
. Given a family of m × n complex matrices A 1 , . . . , A N we consider three algebraic structures:
Note that T L and T R are determined by A; that is, T L and T R are * -algebras generated, respectively, by AA * and A * A. It is mentioned that if
, we have A = {O}, and then both T L and T R are * -algebras generated by zero matrices, which means that T L = CI m and T R = CI n , since a * -algebra (in our present definition) always contains the identity matrix. Such a degenerate case needs to be included as it may possibly occur as a result of our decomposition.
The fundamental fact underlying our approach is that decomposing the given matrices A 1 , . . . , A N by means of a transformation of the form P * A i Q is equivalent to decomposing every element A of A by P * AQ. Accordingly we assume that we are given a matrix (
such that T L and T R are * -algebras generated, respectively, by AA * and A * A. Note that no reference is made to the generators A 1 , . . . , A N in this setting.
The following theorem shows that the simultaneous SVD, i.e., the finest decomposition under P * A 1 Q, . . . , P * A N Q can be constructed from the decompositions of * -algebras AA * and A * A in the sense of Theorem 1. Note that this construction generalizes the construction of the SVD of a single matrix A through the eigenvalue decompositions of AA * and A * A.
and T R are * -algebras generated, respectively, by AA * and A * A.
(A) There exist unitary matrices P and Q and a natural number ℓ such that
Here each A j is a matrix (T Lj , T Rj )-bimodule, and T Lj and T Rj are simple matrix * -algebras generated by A j A * j and A * j A j , respectively. (B) If T L and T R are simple, there exist unitary matrices P and Q and a natural number µ such that
and T ′ L and T ′ R are irreducible matrix * -algebras generated by A ′ A ′ * and A ′ * A ′ , respectively.
(C) If T L and T R are irreducible, there exist unitary matrices P and Q such that
As an immediate corollary we obtain a necessary and sufficient condition for complex matrices A 1 , . . . , A N to have the same set of singular vectors in the conventional sense. we have with suitable unitary matrices P and Q. We have ℓ = 2, µ = 1 in Theorem 2, and accordingly both P * A 1 Q and 
Example 4. For two 4 × 8 complex matrices
A 1 =     −0P * A 1 Q =     0P * A 2 Q belong to M 2,4 (C) ⊕ M 2,4 (C).
Example 5. Consider two 4 × 6 matrices
are all normal and commute each other and A * i A j (i, j = 1, 2) are all normal and commute each other. Therefore, by Corollary 3, there exist unitary matrices P and Q such that P * A i Q (i = 1, 2) are diagonal matrices, which read as follows: 3 Structure theorem for simultaneous SVD over R Problem [R] is considered in this section. The structure theorem of * -algebras is modified for R in §3.1 and the simultaneous SVD over R is constructed in §3.2.
Matrix * -algebra over R
Matrix * -algebra over R and the associated concepts such as irreducibility are defined similarly as in §2.1, where "unitary" is replaced by "orthogonal."
The structure theorem, however, needs a revision stated in Theorem 6 below (see, e.g., [6] , [8] ). Let H denote the quaternion field, i.e., H = {a+ıb+ȷc+kd : a, b, c, d ∈ R} with the multiplication defined as:
We regard C as a subset of H by identifying ı with the imaginary unit in C.
We define three types of matrices: the set of m×n real matrices M m,n = M m,n (R), the real representation of complex matrices C m,n ⊂ M 2m,2n (R) defined by
and the real representation of quaternion matrices H m,n ⊂ M 4m,4n (R) defined by
We put M n = M n,n , C n = C n,n , H n = H n,n for notational simplicity.
There exist an orthogonal matrix Q and simple * -subalgebras T j of
(B) If T is simple, there exist an orthogonal matrix P and an irreducible * -subalgebra T ′ of Mn(R) for somen such that P ⊤ T P = {diag (B, B, . . . , B) :
(C) If T is irreducible, there exists an orthogonal matrix P such that
Construction of simultaneous SVD over R
The simultaneous SVD over R can be constructed in parallel with the case over C. The result, however, has a significant difference due to the difference between the statements in (C) of Theorems 1 and 6.
. Given a family of m × n real matrices A 1 , . . . , A N we consider three algebraic structures:
(ii) Matrix * -algebra T R generated by
Note that T L and T R are determined by A; that is, T L and T R are * -algebras generated, respectively, by AA ⊤ and A ⊤ A. It is mentioned that if A i = O (i = 1, . . . , N ), we have A = {O}, and then T L = RI m and T R = RI n . Such a degenerate case needs to be included as it may possibly occur as a result of our decomposition.
The fundamental fact underlying our approach is, again, that decomposing the given matrices A 1 , . . . , A N by means of a transformation of the form P ⊤ A i Q is equivalent to decomposing every element A of A by P ⊤ AQ. Accordingly we assume that we are given a matrix (T L , T R )-bimodule A (⊆ M m,n (R)) such that T L and T R are * -algebras generated, respectively, by AA ⊤ and A ⊤ A. Note that no reference is made to the generators A 1 , . . . , A N in this setting.
The following theorem shows that the simultaneous SVD, i.e., the finest decomposition under P ⊤ A 1 Q, . . . , P ⊤ A N Q can be constructed from the decompositions of * -algebras AA ⊤ and A ⊤ A as given in Theorem 6. Note that this construction generalizes the construction of the SVD of a single matrix A through the eigenvalue decompositions of AA ⊤ and A ⊤ A.
Theorem 7.
Let A ⊆ M m,n (R), A ̸ = {O}, be a matrix (T L , T R )-bimodule over R such that T L and T R are * -algebras generated, respectively, by AA ⊤ and A ⊤ A.
(A) There exist orthogonal matrices P and Q and a natural number ℓ such that
Here each A j is a matrix (T Lj , T Rj )-bimodule, and T Lj and T Rj are simple matrix * -algebras generated by A j A ⊤ j and A ⊤ j A j , respectively. (B) If T L and T R are simple, there exist orthogonal matrices P and Q and a natural number µ such that
Here A ′ is a matrix (T ′ L , T ′ R )-bimodule, and T ′ L and T ′ R are irreducible matrix * -algebras generated by A ′ A ′⊤ and A ′⊤ A ′ , respectively. 9 (C) If T L and T R are irreducible, there exist orthogonal matrices P and Q such that
Here As an immediate corollary we obtain a necessary and sufficient condition for real matrices A 1 , . . . , A N to have the same set of singular vectors in the conventional sense. Compare this with its C-version given in Corollary 3. 
. , N ) are diagonal if and only if
. . , N ) are symmetric matrices. Example 9. For two 4 × 8 matrices with suitable unitary matrices P and Q, which are different from the orthogonal matrices P and Q in Example 9. This decomposition can be easily obtained from the decomposition in Example 9.
Example 11. Consider two 4 × 6 matrices 
2) are symmetric matrices. Therefore, by Corollary 8, there exist orthogonal matrices P and Q such that P ⊤ A i Q (i = 1, 2) are diagonal matrices, which read as follows: 
Proof of the structure theorems
In this section, we will prove the structure theorems (Theorem 2 and 7). We prove Theorem 7 only since the proof of Theorem 2 is similar and easier. We first prove the following lemma, which shows the relation between the block diagonalization of A and the block diagonalizations of T L and T R . This is an extension of the fact that the ordinary SVD of a matrix A can be constructed from the eigenvalue decompositions of AA ⊤ and A ⊤ A.
Lemma 13. The following are equivalent:
(1) A does not have a nontrivial block diagonalization.
(2) Both T L and T R are irreducible.
Proof. If A has a nontrivial block diagonalization, at least one of T L or T R has also a nontrivial block diagonalization since T L and T R are generated by
respectively. This proves that (1) implies (2) .
To prove the converse, we may assume that T R is reducible; otherwise we transpose all matrices. In this case, T R has a nontrivial invariant subspace W ⊂ R n . Let U = span(AW ) ⊆ R m . We take an orthogonal basis for W , W ⊥ and U , U ⊥ . Then we claim that for all A ∈ A, we have
where P is an orthogonal basis transformation for U and U ⊥ , and Q is an orthogonal basis transformation for W and W ⊥ . (Note that if U = {0} or U ⊥ = {0}, the corresponding part disappears but we still say that such decomposition is nontrivial.) Because of the definition of U , the lowerleft part is clearly zero. To prove that the upper-right part is zero, it is sufficient to check u ⊤ Av = 0 for all v ∈ W ⊥ and u ∈ U . By the definition of U , we have u = ∑ j B j w j for some B j ∈ A and w j ∈ W . Therefore
Structure theorem (A).
There exist orthogonal matrices P and Q and a natural number ℓ such that
Here each A j is a matrix (T Lj , T Rj )-bimodule, and T Lj and T Rj are simple matrix * -algebras generated by A j A ⊤ j and A ⊤ j A j , respectively.
Proof. Take any minimal block diagonalization of A, by which we mean a decomposition with diagonal blocks that cannot be decomposed further. Then T L and T R are decomposed accordingly into irreducible components. Then by collecting equivalent irreducible components, we obtain the decomposition in the above form.
Structure theorem (C)
. If T L and T R are irreducible, there exist orthogonal matrices P and Q such that
Here Next, we construct an orthogonal transformation from the nonzero matrix A ∈ A (chosen above). Let
which is an orthogonal matrix. We claim the following equalities:
The first equality is clear since T L = Dm and P ′ ∈ T L . The second equality can be shown as follows:
which is an element of D. Therefore P ′⊤ A ′ ∈ Dm ,n , and hence P ′⊤ A = Dm ,n .
Structure theorem (B)
If T L and T R are simple, there exist orthogonal matrices P and Q and a natural number µ such that
Here A ′ is a matrix (T ′ L , T ′ R )-bimodule, and T ′ L and T ′ R are irreducible matrix * -algebras generated by A ′ A ′⊤ and A ′⊤ A ′ , respectively.
Proof. It turns out to be convenient to prove the above claim by showing
Note that T ′ L ⊗I µ and I µ ⊗T ′ L , for example, are connected by permutations of row and columns. The proof goes in a similar way as the proof of structure theorem (C).
By of the structure theorem for matrix * -algebras (Theorem 6), there exist orthogonal matrices P and Q such that P ⊤ T L P = Dm ⊗ I µ and Q ⊤ T R Q = Dn ⊗ I µ ′ . Therefore we can assume, without loss of generality, T L = Dm ⊗ I µ and T R = Dn ⊗ I µ ′ . Note that D is common in these equalities by structure theorem (C).
Let d = 1, 2 or 4 for D = M, C or H respectively. Putm = m/dµ and n = n/dµ ′ . We divide A ∈ A intom ×n blocks of size dµ × dµ ′ , whose (i, j) block is denoted A [i,j] . Similarly, we divide L ∈ T L intom ×m blocks of size dµ × dµ and R ∈ T R inton ×n blocks of size dµ ′ × dµ ′ .
Since T L = Dm ⊗ I µ , it contains the matrix, say E Li , of which the i-th diagonal block is I dµ and the other blocks are O dµ . Similarly, the T R has the matrix, say E Rj , of which j-th diagonal block is I dµ ′ and the other blocks are O dµ ′ . Therefore, for all A ∈ A, A has the matrix E Li AE Rj , of which the (i, j) block is A [i,j] and the other blocks are O dµ,dµ ′ . Noting that T L and T R contain block-wise permutation matrices, we see that for all A, A ′ ∈ A, 
Next, we construct an orthogonal transformation from the nonzero matrix A ∈ A (chosen above). Let
The first equality is clear since T L = Dm ⊗ I µ and P ′ ∈ T L . The second equality can be shown as follows:
Algorithms
The proofs of the structure theorems (Theorems 2 and 7) for simultaneous SVD are constructive, so that they can readily be turned into algorithms.
In this section, we describe an algorithm for Problem [R] only, whereas an algorithm for Problem [C] is similar and simpler, and hence omitted. The algorithm assumes subroutines for the decomposition of * -algebras into simple and irreducible components. Such algorithms for * -algebras are indeed available; see Murota-Kanno-Kojima-Kojima [8] and Maehara-Murota [7] as well as Eberly-Giesbrecht [3] .
The decomposition in Part (A) of Theorem 7 can be carried out by the following algorithm. Recall that T L is the * -algebra generated by A i A ⊤ j (i, j = 1, . . . , N ) and T R is generated by A ⊤ i A j (i, j = 1, . . . , N ).
Algorithm 1.
Step 1: Find an orthogonal matrix P that decomposes the * -algebra T L into simple components as in Theorem 6 (A). Also find an orthogonal matrix Q that decomposes the * -algebra T R into simple components.
Step , j = 1, . . . , N ) , andĀ ⊤ ikĀ jk (i, j = 1, . . . , N ), respectively. The validity of this algorithm is guaranteed by the fact that the orthogonal matrix denoted as "Q" in Theorem 6 (A) for * -algebras is unique up to a permutation of simple components and transformations within simple components.
The decompositions in Parts (B) and (C) of Theorem 7 can be carried out by the following algorithm, which should be applied to each A k obtained in Part (A). To simply notation we omit the subscript k and assume that A satisfies the premise in (B) that T L and T R are simple * -algebras with multiplicity µ of irreducible components. We define d = 1, 2, 4 according to whether D = M, C, or H in (C).
Algorithm 2.
Step 1: Find an orthogonal matrix P that decomposes the * -algebra T L into irreducible components as in Theorem 6 (B). Also find an orthogonal matrix Q that decomposes the * -algebra T R into irreducible components.
Step 2: Pick a nonzero matrix A i from among the input matrices, and regard it as a dµ × dµ block-matrix. Let B be one of the nonzero blocks of A i , where B is m/(dµ) × n/(dµ) if A i is m × n.
Step 3: Set P ′ = diag(B, B, . . . , B)/c, where c is a constant such that c 2 I = B ⊤ B.
Step 4: Find permutations Π L and Π R such that Π L (P ′⊤ A i )Π R for i = 1, . . . , N are in the same block-diagonal form.
The performance of this algorithm depends strongly on the performance of the subroutines. Currently, all algorithms for the decomposition of * -algebras into simple and irreducible components are sensitive to numerical errors, and as a consequence the proposed algorithm is also sensitive to numerical errors and accordingly it can only solve not too large instances, e.g., with n, m and N less than a few hundreds. To solve larger instances, an improvement of the subroutines is needed.
