ABSTRACT When assessing personality disorder traits, not all judges make equally valid judgments of all targets. The present study uses social network analysis to investigate factors associated with reliability and validity in peer assessment. Participants were groups of military recruits (N 5 809) who acted as both targets and judges in a round-robin design. Participants completed self-and informant versions of the Multisource Assessment of Personality Pathology. Social network matrices were constructed based on reported acquaintance, and cohesive subgroups were identified. Judges who shared a mutual subgroup were more reliable and had higher self-peer agreement than those who did not. Partitioning networks into two subgroups achieved more consistent improvements than multiple subgroups. We discuss implications for multiple informant assessments.
personality disorders concluded that self-informant correspondence was ''modest at best'' (Klonsky, Oltmanns, & Turkheimer, 2002, p. 308 ) with a median correlation of r 5 .36 in studies of DSM personality disorders.
Peer perceptions of pathological personality traits are usually obtained from a knowledgeable informant who describes the personality of the participant via questionnaire or structured interview (e.g., McCrae & Costa, 1987) . However, informants selected by the participant may suffer from what has been described as the ''letter of recommendation'' problem (Klonsky et al., 2002) . That is, a close friend, spouse, or relative chosen as an informant may describe the participant in an overly positive light. Unselected peers who interact with the individual on a regular basis, such as coworkers or classmates, may be less biased in their judgments.
To date, relatively few studies of personality pathology have incorporated information from multiple unselected peers. Fiedler, Oltmanns, and Turkheimer (2004) administered self-and peer-report measures of PDs to 1,080 military recruits and followed them prospectively for 2 years. The authors found that both self-and peer report provided incremental validity in predicting maladaptive functioning (e.g., early discharge from the military). Similarly, Clifton, Turkheimer, and Oltmanns (2005) examined the relationship between self-and peer-reported personality disorder traits and interpersonal problems in 393 college undergraduates. Canonical analyses found that self-and peer sources described a similar relationship between pathological traits and interpersonal behavior but identified completely different individuals as manifesting such behaviors. These findings emphasize the importance of obtaining information from multiple sources, rather than relying solely on self-report.
A possible drawback to the use of multiple unselected peers is the complicating effect of group dynamics. Ratings in large group studies may be affected by a variety of interpersonal variables, including rater-rater acquaintance, rater-target acquaintance, degree of overlap in observations by raters, ingroup and outgroup effects, differing interpretations of behavior by judges, differing average rating tendencies by judges, and a host of other factors (e.g., Tajfel, 1978; Kenny, 1994; Park & Judd, 1989) .
In laboratory studies, or studies of individual informants, factors such as these may be more easily taken into account, as informants can be interviewed in depth regarding their association with the target. For example, given perceivers previously unacquainted with the target, behavioral perception overlap may be manipulated by allowing perceivers to observe particular subsets of the target's behavior (e.g., Kenny, Albright, Malloy, & Kashy, 1994) . Similarly, given perceivers previously unacquainted with one another, communication among judges could be manipulated by circumscribing the amount or type of communications they engage in. These factors become more difficult to interpret in studies of larger, preexisting groups. When participants have previously known one another for significant amounts of time, they may have interacted in any number of settings and situations, creating an unknown amount of similarity among perceivers' interactions with the target. The amount of communication among two perceivers regarding any given target is similarly difficult to ascertain. This is not to say that such information is impossible to obtain but simply that obtaining it requires more effort than most researchers can afford. To evaluate the effects of communication in large groups of acquaintances requires that each judge be asked about his or her communication with each other judge regarding each target. In a round-robin design of 40 participants, this would involve (40 Â 39 Â 38) 5 59,280 additional pieces of information, all of which are retrospective estimates by participants, with the additional error entailed (e.g., Bernard, Killworth, Kronenfeld, & Sailer, 1984) . Assessing perception overlap and shared meaning systems in perceivers is equally difficult and time consuming.
Despite these limitations, treating all judges in a group as equally good informants, or accounting only for judge-target acquaintance, may overlook valuable sources of information (Kenny, 1994) . Traditional assessments of personality perception have generally focused on dyads, in which one or two informants rate the personality of a target person. In contrast, social network analysis (SNA) looks at all of the targets and judges within an entire social system, focusing on the patterns of relationships (Kanfer & Tanaka, 1993) . Information obtained from social network analysis of the data provides a simplified measure of a highly complex interpersonal environment. Kanfer and Tanaka (1993) noted that social network analysis can ''address fundamental questions about the social nature of personality constructs, including the perception of self and others' ' (pp. 735-736) . Although social network analysis has been widely used in a variety of related disciplines, it has rarely been applied to personality assessment (Funder & West, 1993 ) and never to personality pathology.
SNA analyzes the patterns of relationships within an entire bounded social network. Such a network might be defined as the employees in a workplace, the members of a village, students in a sorority, or any other group of individuals around which a meaningful boundary can be drawn. Given this bounded network, SNA can be used to interpret an individual's relationship to the entire group, rather than just his or her relationship to another individual. For example, within a network, cohesive subgroups of individuals with strong interrelations to one another can often be identified. Previous findings suggest that an individual's position in a social network is likely to be associated with both the way that individual perceives other members of the network (e.g., Breiger & Ennis, 1979) and the way in which that individual's personality is perceived by others (e.g., Michaelson & Contractor, 1992) . Therefore, in order to understand the relationship between self-and peer perceptions of personality disorders, a better understanding of the impact of the social network is essential. Taking social network structures into account could provide a parsimonious way of increasing both reliability and validity in peer evaluations, thereby improving our understanding of the relationship between self-and peer perceptions of personality pathology.
The present study investigates the relationship between network structure and self-and peer reports of personality pathology in 21 large groups of peers. Specifically, two questions of interest were investigated: First, how does judge consensus within subgroups compare with judge reliability between subgroups? We expect that reports made by peers within a common subgroup will be more similar than those made between subgroups. And second, how does self-peer agreement within subgroups compare to that between subgroups? We hypothesize that peers' reports of those within their cohesive subgroups will demonstrate greater agreement with self-report than do evaluations made between subgroups.
METHODS

Participants
Participants (N 5 809, 533 male, 276 female) were Air Force recruits who were assessed at the end of 6 weeks of basic training at Lackland Air Force Base. The present sample is a subset of a larger sample, described more fully in Oltmanns and Turkheimer (2006) . The current study does not overlap with the sample described in Fiedler et al. (2004) but comprises the most recently assessed participants, for whom a measure of acquaintance was added, as described below.
The participants in our sample were enlisted personnel who would eventually receive assignments as military police, mechanics, computer technicians, or other supportive roles. Their mean age was 20 years (SD 5 5), and 99% were high school graduates. Sixty-four percent described themselves as white, 16% as black, 4% as Asian, 4% as biracial, 1% as Native American, and 12% as another racial group. Air Force recruits undergo mandatory psychological screenings before beginning basic training in order to screen out those with Axis I psychopathology. These screenings, however, were not designed to detect or screen out those with Axis II personality disorders.
The participants were members of 21 ''flights,'' groups of 27 to 54 recruits who went through training together. Six of these flights were singlegender male flights, and 15 were mixed-gender flights (see Table 1 ). Recruits in a given flight spend nearly 24 hours a day together, including time training, eating, and sleeping. Recruits' names are written on their uniforms and are used frequently by their training instructors and in roll calls, such that members of even large flights become very familiar with one another by name. All flights were assessed at the same point in their training: after 6 weeks of training together. The study was a round-robin design, in that each of the 809 participants acted as both a nominator (''judge'') and a potential nominee (''target'') in the peer nomination process.
Materials
Each participant was administered a computerized battery of measures, which included the self-and peer report versions of the Multisource Assessment of Personality Pathology (MAPP). Participants were first presented with a list of all other members of the flight and instructed as follows: ''Please rate how well you know each person.'' This item was phrased as a rating-type item, such that participants were required to rate each group member, rather than nominating only the most relevant member(s). This item was rated using a 4-point rating scale ranging from 0 (not at all) to 3 (very well). Responses to the item were used to construct an affiliation matrix as described below.
The self-and peer-report versions of the MAPP each consist of 106 items, 81 of which are lay translations of the 10 DSM-IV personality disorder criteria. These personality disorder items were constructed by Personality Pathology and Social Network Analysis translating the DSM-IV criterion sets for PDs into lay language; resulting items were then reviewed and revised by expert consultants, including a member of the DSM-IV Personality Disorders Workgroup. Twenty-three filler items were also included in these measures, based on additional, mostly positive, characteristics, such as ''trustworthy and reliable'' or ''agreeable and cooperative.'' The self-report and peer-report versions of items were otherwise identical, with only the relevant questions differing.
The peer-nomination procedure was a round-robin design in which every individual in the group had the opportunity to report on every other member of the group. Items were presented to participants in a quasirandom order. For each item, the participant was shown a list of all members of his or her group and asked to nominate at least one member of the flight who exhibited the characteristic in question. For each nomination, the participant assigned the nominee a score (1, 2, or 3), indicating that the nominee ''sometimes,'' ''often,'' or ''always'' displays the characteristic. Individuals who were not nominated for an item were tacitly given a score of 0. Peer-report scales, based on the DSM-IV criteria sets, were calculated by averaging the scores received for the items in each scale, resulting in a dimensional scale ranging from 0 to 3. The scores assigned by each judge on each scale were kept separate for each target, such that in a flight with N members, each person received (N À 1) peerreport scores on each diagnostic scale. Although scores by individual judges of targets were kept separate for most analyses, in some instances it was useful to combine reports of a target across all judges in order to conduct target-level analyses. In these cases, aggregate peer scores were constructed for each target by taking the mean of all judges' reports for each of the diagnostic scales. Each target, therefore, had 10 aggregate peer scales, ranging from 0 to 3, which corresponded to the 10 peer diagnostic scales.
Following the peer-report section, all participants completed a self-report version of the same items. Participants were presented with the items in the same order and asked, ''What do you think you are really like on this characteristic?'' Participants responded using a 4-point scale: 0 (never this way), 1 (sometimes this way), 2 (usually this way), and 3 (always this way). For each personality disorder, the scores for the relevant criteria were averaged to form a dimensional measure of personality disorder ranging from 0 to 3.
We reported (Thomas, Turkheimer, & Oltmanns, 2003) on the psychometric properties and factor structure of the MAPP in a large military sample (N 5 2,111 Air Force recruits, of which the present study uses a subsample). The interjudge reliability for peer reports on the MAPP items (i.e., the median coefficient alpha across groups, calculated across each of the judges for each PD feature) was .74 in the larger Air Force sample, with values ranging from .90 to .19 (although only three items had values below .5). Factor analysis of the peer-report items also demonstrated high correspondence (congruence coefficients ranged from .87 to .97) with factor patterns of widely used self-report models of PDs (Thomas et al., 2003) .
Procedure
Two or three flights at a time were brought to a central testing center at Lackland Air Force Base. Each participant was seated at a separate computer terminal, where he or she gave written informed consent to participate in the study. After giving consent and before being administered the MAPP measures, each completed a computerized tutorial on how to select items by pointing and clicking using a mouse. The battery took an average of 2 hours to complete. During this time, participants were instructed not to talk to one another and to raise their hands if they encountered a problem or question. Dividers between workstations prevented participants from seeing the computer screens of those around them.
Data Analysis
Social network analysis. One of the central uses of social network analysis is finding subgroups of people who are more closely associated with one another. A variety of methods can be used (see Wasserman & Faust, 1994 , for a full review). Depending on the method used, the subgroups can range from small, tight-knit cliques of close friends to large partitions indicating greater closeness relative to the surrounding network. For the present study, we partitioned networks into groups using cluster analysis (e.g., Moody, 2001 ). We chose this methodology for several reasons. First, partitioning the network assigns each participant to a single group, ensuring that all participants will be included in the analyses. Moreover, cluster analysis is familiar to most social scientists and does not require dedicated social network analysis software, thue making this methodology more readily accessible.
For each flight, an adjacency matrix was constructed based on each participant's knowing score of each other individual. For a flight consisting of N participants, this consisted of an N Â N directed matrix of how well (on a scale of 0 to 3) he or she knows each other individual. The adjacency matrices were transformed to distance matrices by subtracting each knowing score from 3, such that a knowing score of 3 was represented by a distance of 0, etc. In other words, for the purposes of analysis, the matrix was transformed to represent the perceived distance rather than the perceived closeness between each pair of participant.
This distance matrix was then submitted to the SAS Statistical Software Version 8.02 MODECLUS procedure (Method 5 1) with a variable-radius kernel. This nonparametric procedure conducts cluster analysis by starting with each node in a separate cluster and joining neighbors together to form higher-density clusters (SAS Institute, 1999) . The size of the cluster is determined partly by one or more specified smoothing parameters. In this case, the parameter specified, k, was the minimum number of individuals allowable in any cluster. To examine the effects of a greater number of subgroups, two separate sets of partitions were retained from each flight: one containing exactly two subgroups and one containing the maximum number of viable subgroups. First, we divided each flight into two groups (''two-partition clusters'') by finding the smallest value of k that yielded a total of two clusters. Second, we divided each flight into the maximum number of groups for which each group contained at least three members (''maximal partition clusters''). This was done by retaining clusters from the largest value of k in which no cluster contained fewer than three members. In no case did increasing the number of clusters beyond this point result in a greater number of members in a cluster. The number of maximum clusters found for each flight is reported in Table 1 .
Mixed model analysis. In order to evaluate the effect of shared social network subgroup membership on informant report, judge consensus and the effects of self-report were calculated separately within group and between groups. Separate analyses were conducted for shared twopartition cluster membership and shared maximal-partition cluster membership. Although there were 809 participants, there was a total of 31,314 judge-by-target dyads. In order to analyze multiple flights accurately, each containing judges reporting on multiple targets, and targets evaluated by multiple judges, it is necessary to model the data using an application of generalizability theory (Cronbach, Gleser, Nanda, & Rajaratnam, 1972) . Generalizability theory has been widely used to partition the variance in studies of interpersonal perception and judgment (e.g., Kenny, 1994; Malloy & Kenny, 1986; Shrout, 1993; Shrout & Fliess, 1979) . The theory specifies that a report of a trait for a given target by a given judge varies from the grand mean based on several factors. These include the deviation of the judge overall (e.g., a tendency to rate more harshly than other judges), the deviation of the target overall (e.g., a tendency for all judges to identify the trait in the target), and specific interaction effects between the judge and target (e.g., a judge has a particular dislike of a specific target). If, across multiple flights, multiple judges report on multiple targets, we can use generalizability theory to estimate the separate effect of flight membership, effect of judges, effect of targets, effect of specific judge-target interactions, and the residual error.
More formally, Equation 1, adapted from Shrout (1993) can be used to conceptualize the score given by Judge j to Target t: In other words, across all judges and targets, there is a grand mean for the score given by judges. Flights have some tendency to deviate from the grand mean, represented by a f . Overall ratings of target t have some tendency, in general, to deviate from the mean of the flight, represented by b t . Judge j has some tendency, in general, to deviate from the mean of the flight, represented by g j . In addition to these general effects, Judge j has a specific, idiosyncratic impression of Target t, represented by d tj . (In crosssectional assessments, d tj is generally not distinguishable from random error effects, represented by e tj , and in our calculations was subsumed within that term.) The combination of all of these effects leads to a specific report of Target t by Judge j on a given occasion (see Singer, 1998; Snijders & Bosker, 1994) . Based on these principles, linear mixed models were constructed for the data, using the MIXED procedure for SAS software. One limitation in using round-robin design to assess personality perceptions is nonindependence in the data, which Kenny's Social Relations Model describes as stemming from two sources (Kenny, 1994 (Kenny, , 1996 . First, an individual's target effect may correlate with his or her judge effect. That is, an individual who is seen by others as more narcissistic may see others as more narcissistic. Second, judges' and targets' dyadic impressions of one another may correlate. That is, if I see you as especially narcissistic, you may also see me as particularly narcissistic. These nonindependence correlations are difficult to model, 1 but tend to be quite small (Kenny, 1994) . Our analysis modeled both judge and target as random variables in linear mixed models. The basic equation specified for these models was: y tj 5 m1a f1 b t(f) 1g j(f) , where y tj is the predicted value of a judgment, a f , b t(f) , and g j(f) are all random effects variables, and b t(f) and g j(f) are each nested within a f . For each diagnostic category of personality disorder, this basic model was used to estimate the variance components of flight, judge, target, and residual (error) variance, using restricted maximum 1. In order to more accurately estimate error variance due to nonindependence, one can also add a repeated measure component to the model, accounting for the dyadic correlation. However, exploratory analyses suggested that this component accounted for an extremely small amount of variance, with no change to the overall results, while vastly increasing the complexity of the model. In the interest of parsimony, the results reported here do not include this dyadic component. We thank an anonymous reviewer for assistance with the issue of nonindependence in our data. likelihood estimates. These variances were then used to calculate rater consensus, using the formula ICC (2,1) (Ho¨nekopp, 2006) . We also calculated judge consensus using the formula ICC (2,k)
, where k 5 (N À 1) and N 5 the number of judges in the analysis, calculated by taking the harmonic mean for the number of judges across each flight or partition. ICC(2,k) provides an estimate of the reliability for all judges in a group.
In order to calculate self-peer agreement, we aggregated the peer-report data, as described above, finding each target's mean peer scores for all judges within a flight, and separately by shared two-partition and maximal-partition membership. We then calculated Pearson correlation coefficients between self-report and aggregated peer report for each group.
RESULTS
Descriptive Statistics
As described above, acquaintance between each dyad was measured by self-report on a 4-point scale ranging from 0 to 3. The mean rating, across all dyads, for how well a judge knew a given target was 1.04 (SD 5 1.02, 95% CI 5 1.03-1.05). The reported acquaintance when both judge and target were in the same subgroup (ingroup) was compared with that of dyads for which the judge and target were in different subgroups (outgroup). For two-partition clusters, mean ingroup knowing level (dyad N 5 16,205) was 1.47 (SD 5 1.00, 95% CI 5 1.45-1.47), whereas for outgroup dyads (dyad N 5 15,109), mean knowing was 0.58 (SD 5 0.81, 95% CI 5 0.57-0.59), an effect size of d 5 0.97. For maximal-partition clusters, mean ingroup knowing level (dyad N 5 7,079) was 1.73 (SD 5 0.96, 95% CI 5 1.70-1.75), whereas for outgroup dyads (dyad N 5 24,235), mean knowing was 0.84 (SD 5 0.94, 95% CI 5 0.83-0.85), an effect size of d 5 0.93.
Each of the 10 self-reported personality disorder scales ranged from a minimum possible value of 0 to a maximum possible value of 3. Mean scores ranged from 0.24 (antisocial) to 0.71 (OCPD). The means and standard deviations of each of the 10 scales is described in Table 2 . The individual dyadic judgments of any given judge for any Personality Pathology and Social Network Analysis target also had a possible range from 0 to 3 on each of the 10 scales. When peer-report scores were examined across all participants, without partitioning the networks, mean scores ranged from 0.09 (avoidant) to 0.13 (narcissistic), as seen in Table 2 .
Differences in mean scores were compared based on whether the target and judge shared a mutual cluster, for both two partitions per flight, and for the maximum number of viable partitions per flight. In both cases, ingroup judges assigned significantly higher scores, although the effect size of the change increase was small and varied by diagnostic scale, as seen in Table 2 . The effect of subgroup membership across all PD diagnostic categories was larger for two-partition clusters (Median d 5 .32) than maximal-partition clusters (Median d 5 .22).
Aggregated peer-report scores correlated moderately between ingroup and outgroup judges. For two partitions, ingroup-outgroup correlations ranged from 0.39 (paranoid) to 0.61 (narcissistic), with a median correlation of 0.51. Maximal subgroup correlations were somewhat higher, ranging from 0.51 (schizoid) to 0.68 (histrionic), with a median correlation of 0.63.
Judge Consensus
To investigate judge consensus (i.e., how well any two judges agreed across targets), compact mixed linear models for each of the 10 diagnostic scales were constructed. The intraclass correlation, ICC(2,1), which describes the average consensus for a single judge, was calculated as described above. Intraclass correlation varied by diagnostic category, ranging from 0.13 (paranoid and schizoid) to 0.23 (narcissistic) with an overall median of 0.17 (see Table 3 ). We also estimated the consensus of all judges as a whole by calculating ICC(2,k), where k was defined as the harmonic mean of the number of raters minus 1. These values ranged from 0.84 (schizoid) to 0.92 (narcissistic) with an overall median of 0.88 (see Table 3 ).
After computing the consensus across all judges, the same process was repeated for networks partitioned into two subgroups and into the maximum number of subgroups. Consensus was calculated separately for ingroup and outgroup judges. In all cases, ingroup judges had higher levels of agreement than outgroup judges. In addition, ingroup judgments had higher levels of agreement than did the undifferentiated group (i.e., irrespective of partitions) for all diagnostic Table 2 Mean Dyadic MAPP Personality Disorder Scores for Self-Report and Peer Report Across All Judges and Partitioned by Clusters categories. As seen in Table 3 , the improvement in ICC(2,1) based on two partitions ranged from 0.03 (antisocial PD) to 0.09 (paranoid PD), with a median improvement of 0.08 across all scales. The intraclass correlation for multiple judges showed improvements within partition that ranged from 0.03 (antisocial) to 0.13 (paranoid) with a median improvement of 0.09. Improvement in ICC (2,1) for the maximum number of partitions ranged from 0.01 (schizoid PD) to 0.12 (dependent PD), with a median improvement of 0.06 across all PD scales. However, the smaller number of ingroup judges (harmonic mean 5 8) compared to outgroup judges (harmonic mean 5 28) limited the ingroup benefits to ICC(2,k). Outgroup judges demonstrated higher consensus for all PD scales, ranging from 0.13 (dependent) to 0.28 (schizoid), with a median difference of 0.18.
Self-Peer Agreement
Self-peer agreement was calculated between self-report and aggregated peer report. Across diagnostic categories for all judges and targets irrespective of subgroup, the median self-peer correlation was 0.19. The self-peer correlation for each diagnostic category ranged from 0.14 (Narcissistic) to 0.30 (Avoidant) and appears in Table 4 .
After calculating self-peer agreement for all participants, judges' ratings of targets were aggregated on the basis of whether or not they were in a mutual subgroup, with separate analyses performed for two-partition and maximal-partition clusters. For each partition type, two sets of analyses were performed: one for targets and judges in the same subgroup and one for those who were not. Self-peer agreement for each of the 10 personality disorder scales was calculated separately for ingroup and outgroup judge-target pairings.
Partitioning the networks into two clusters demonstrated consistent improvements in self-peer correspondence ingroup relative to outgroup (see Table 4 ). However, compared with the full, undifferentiated group (i.e., all dyads), the ingroup self-peer agreement showed little improvement. That is, partitioning networks into two clusters did not identify judges who agreed more highly with selfreport, but did identify those with worse self-peer agreement.
Partitioning the flights into the maximum number of viable clusters resulted in less consistent self-peer improvement than did two clusters. Several of the diagnostic categories (schizoid, schizotypal, Personality Pathology and Social Network Analysis narcissistic, avoidant, and OCPD) had higher outgroup self-peer agreement than ingroup. However, despite the less consistent improvement, the ingroup self-peer agreement for four of the diagnostic categories (paranoid, antisocial, histrionic, and dependent) was higher in maximal-partition clusters than in two-partition clusters.
DISCUSSION
In this study, we applied social network analysis techniques to the assessment of self-and peer perceptions of personality pathology. The goal of the study was to determine whether these techniques, particularly those used to find cohesive subgroups within a network, could help us understand the limitations of peer reports obtained from large groups. The overall findings of this study suggest that there are, indeed, identifiable social network structures that can improve our understanding of peer perceptions. Specifically, ingroup peer judgments had higher mean scores, were more reliable, and, to some extent, corresponded more highly with self-report. 
Mean Peer Report Scores
The mean values of ingroup evaluations were compared with outgroup. The results of these comparisons, in Table 2 , indicate that there is a highly significant tendency for ingroup peer-report scores to be higher than outgroup, with small to medium effect sizes. The largest effects were found for two-partition clusters; ingroup peer reports were on average more than twice as large as outgroup, with a median effect size of d 5 0.32. Effects were smaller for maximalpartition clusters, with a median effect size of d 5 0.22. Due to the nomination procedure used to obtain peer reports, the increased ingroup mean scores represent both a greater number of nominations received and a higher average rating on those nominations. Although participants were free to nominate any member of the flight for each item, they were apparently more likely to nominate members of their own subgroups. This finding underscores the fact that shared cluster membership, particularly for two partitions, does not necessarily represent close friendship but, rather, overlapping groups of friends and mutual acquaintances within the social network. This result suggests that individuals are more likely to nominate those within these larger acquaintance groups, perhaps because they had greater information on which to base their judgments.
Judge Consensus
As predicted, ingroup judge consensus was increased relative to outgroup. As described above, for each diagnostic category the judge variance and residual variance of compact, mixed, linear models were used to calculate the intraclass correlation of judges. These results, across all participants, are summarized in Table 3 . Consistent with cognitive social network research (e.g., Carley, 1986; Freeman, Romney, & Freeman, 1987) , ingroup consensus was considerably higher than outgroup. The median ICC(2,1) across all dyads was 0.19, whereas for ingroup dyads, median ICC was 0.29. Similar improvements were seen in ICC (2,k) for two-partition subgroups (although not for the maximal number of clusters).
We suggest that the increased ingroup judge consensus is a reflection of interpersonal factors detailed in Kenny's (1994) Weighted Average Model (WAM), recently reparameterized as the PERSON model (Kenny, 2004 ). Kenny's model is a theoretical model to ex-plain the sources of variance in person perception. It is made up of interrelated parameters, with relationships among these factors mediating acquaintance effects and leading to an overall consensus level. The clusters analyzed here can be seen as a surrogate measure for some of these factors, helping to explain the increased ingroup consensus. Four of the parameters from the WAM are particularly relevant to the present study: Acquaintance, Overlap, Similar Meaning Systems, and Communication.
First, the increased consensus is likely associated with the increased acquaintance (the amount of information the perceiver has about the target), as reflected by increased ingroup knowing scores. Numerous studies have demonstrated increased consensus (e.g., Funder & Colvin, 1988) as a function of increased acquaintance. However, although maximal-partition clusters identified subgroups that were more highly acquainted than two-partition subgroups (Mean ingroup knowing 5 1.74 vs. 1.47, respectively), consensus was more improved in the two-partition subgroups. Consistent with Kenny (1994) , this suggests that other factors, such as overlap in observations, similar meaning systems by judges, and communication among judges and may play a larger role in consensus.
Overlap is the extent to which two judges observe the same set of behaviors by the target (Kenny, 2004) . Although two perceivers might have similar amounts of information about a target (i.e., acquaintance), if they know the individual from different contexts, their judgments may be based on observation of very different behaviors. Prior social network studies have found that judges within a cohesive subgroup are likely to be exposed to the same sort of information (i.e., overlap), leading them to make similar judgments. For example, Freeman and colleagues (1987) found that participants within cohesive subgroups were exposed to the same sorts of information about other members of the network, leading to increased consensus even when these judgments were wrong.
Similar meaning systems refers to the extent to which two observers, observing the same behavior, impute the same meaning to the behavior (Kenny, 1994) . Similar meaning systems suggest that in order for judges to have high consensus, they must interpret targets' behavior in the same way. There is some evidence that individuals within cohesive subgroups may have more similar meaning systems than those between subgroups. This theory of structural balance is supported by a long tradition in both social psychology (e.g., Festinger, 1957) and social network analysis (e.g., Johnsen, 1986) . In addition, social psychological studies of group polarization (e.g., Moscovici & Zavalloni, 1969 ) also indicate that small groups of individuals with similar attitudes can become polarized, such that the strength of the attitudes become enhanced for all group members. It therefore seems likely that the increased consensus found within subgroups is at least partly due to the effects of increased similar meaning systems among group members.
Finally, communication is an estimate of judges' discussion of their impressions of targets, such that judges who discuss their opinions of a target may converge in their ratings (Kenny, 1994) . Communication among judges is particularly complicated to model and has largely been neglected in the literature (Kenny, 2004) . However, the social network tradition, which Pattison (1994) describes as ''Information Bias,'' considers network connections as conduits for information that would lead to greater communication among judges within a cohesive subgroup. For example, Carley (1986) noted that members of a network gained information based on their pattern of connections with others, enhancing consensus within cohesive subgroups.
To summarize, comparing ingroup and outgroup judge consensus found substantially higher ingroup consensus. The magnitude of this improvement varied slightly by method of subgrouping, with two clusters providing greater improvement than numerous smaller clusters. When multiple rater consensus (ICC [2,k]) was calculated, improvements were found for two clusters, but not for multiple small clusters, due to the relatively small number of judges making withingroup ratings.
Self-Peer Agreement
The second question of interest in this study was the effect of mutual subgroup membership on self-peer agreement. We hypothesized that ingroup self-peer agreement would be higher than outgroup, which was partially supported, although effects were small. As described above, we calculated the correlation between self-report and peer report aggregated across all raters or by subgroup for two-partition and maximal-partition clusters (see Table 4 ).
For two-partition clusters, ingroup assessments demonstrated consistently higher self-peer agreement than outgroup. For maximal-partition clusters, ingroup self-peer agreement was also higher, on average, although these findings were less consistent than for two-partition clusters. These findings are consistent with previous studies of self-peer agreement as a function of acquaintance. Numerous cross-sectional (e.g., Funder & Colvin, 1988) and longitudinal (e.g., Paulhus & Bruce, 1992) studies have found that greater acquaintance is associated with increased self-peer agreement.
One explanation for the present finding is that ingroup peers had greater opportunity to interact with the target and to learn the target's own self-perceptions. Peers might assimilate this information into their own impressions of the target, making ratings that were more highly congruent with the target's self-report, regardless of the validity of the judgments. A second explanation is that differences in self-peer agreement reflect the improved reliability of ingroup judges. This is supported by the fact that dividing a flight into numerous smaller clusters provided less consistent improvements than did identifying two large clusters. As noted earlier, creating numerous clusters relegates judges who know the target moderately well to an outgroup status, which appears to inflate the outgroup self-peer agreement. In other words, creating two partitions primarily removes those judges who do not know a target well, whereas multiple partitions may set the threshold too high.
Limitations and Future Research
Several limitations of the present study should be noted. First, it is unclear how well these findings will generalize to the larger population. We chose to study military trainees because the setting provided some significant benefits to the investigation of interpersonal perception. In particular, recruits did not know one another prior to training and were randomly assigned to flights, controlling for the length of their acquaintance with one another (Oltmanns & Turkheimer, 2006) . Although the participants were representative of the general populace in many ways, their social situation was unique in that much of their time and dealings with others were constrained by the requirements of training. Further research to generalize these findings should attempt to extricate the effects of the military environment from subgroup formation.
That said, the constraints of military life should not be interpreted as limiting the particular findings of this study. Although the participants' social environment was affected by some unusual restrictions, it is likely that factors associated with subgroup formation in any type of social network will be difficult to generalize. The social forces in a college dorm are very different from those in a workplace, which are, in turn, different from those at a country club. More important to the findings presented here are the implications for selfpeer agreement and judge-judge consensus associated with mutual subgroup membership.
A second area for improvement on the current study is an enhanced measurement of the social networks themselves. Acquaintance was assessed based on a single question about how well the judge knew each target. In a more complete social network study, acquaintance might be assessed using more specific questions. In addition, the network structure might be assessed in ways other than self-report. Asking participants to identify friendships between other dyads, or observations by an outside party, might yield a different picture of the network than that derived from self-report data alone (e.g., Bernard et al., 1984) .
Third, the present study focused on cluster analysis to determine cohesive subgroups. Cluster analysis techniques are useful tools for social network analysis, particularly because they are available in most statistical software packages without the need to obtain specialized SNA software. However, one of the limitations of cluster analysis is its reliance on local maxima for density estimation. Dedicated SNA software like UCInet (Borgatti, Everett, & Freeman, 2002) can apply more sophisticated methods (e.g., TABU algorithms; Pan, Chu, & Lu, 2000) to determine cohesive subgroups. Analysis of these methods using the techniques described in the current study suggests that improvements to reliability and self-peer agreement are nearly identical to those gained from cluster analysis (Clifton, 2005) .
Finally, the present study examined two subjective measures of personality, self-report and peer report. Although we found evidence for both increased ingroup judge consensus and increased ingroup self-other agreement, neither measure should be interpreted as indicating greater validity of judgments. Rather, we see these findings as a starting point for future research examining more objective indicators of functioning. For example, the authors have previously examined the predictive ability of self-and peer reports of personality disorders in predicting early discharge from the military (Fiedler et al., 2004) , impaired social functioning (Miller, Pilkonis, & Clifton, 2005; Oltmanns, Melley, & Turkheimer, 2002) , and performance in laboratory tasks (South, Oltmanns, & Turkheimer, 2003) . Future research should examine peers' accuracy in predicting similar objective indicators of behavior as a function of their social network position and characteristics.
Implications and Conclusions
The findings of the present study indicate that when informant reports are partitioned on the basis of social network analysis, ingroup informants provide different information from, and are more reliable than, outgroup informants. The benefits seen in dividing networks into two partitions were more consistent and generally larger than those obtained from a greater number of small subgroups. Dividing a network into two partitions seems to be adequate to identify knowledgeable judges, whereas increasing the number of partitions may inadvertently exclude desirable informants from the analysis.
The implications of these results are twofold. First, our findings suggest that social network analysis is useful in identifying more desirable informants. When assessing large groups of informants, including information from all informants is optimal. In practice, however, constraints on time or resources may limit the number of informants that can be obtained for each target. In cases in which researchers must select a limited number of informants, SNA can inform the choice of more reliable informants. For example, in the present study, selecting five ingroup judges would, on average, result in an ICC of 0.64, compared with a reliability of 0.51 for the same number of judges selected at random from the whole group. Second, our findings suggest that there are very real differences in the information provided by ingroup and outgroup informants. When informants are divided into two partitions, judgments by ingroup and outgroup judges correlate only moderately (median r 5 0.51). Moreover, ingroup judges report a significantly greater amount of pathology than outgroup judges (see Table 2 ), which could result in different estimates of prevalence or severity depending on the judges assessed. Without an external measure of validity, the relative utility of information from ingroup and outgroup sources remains unknown. However, it is likely that ingroup and outgroup judgments are based on different observations of behavior and on different channels of communication, both target-judge and judgejudge. Our findings suggest that these factors, often neglected in informant studies, should be more carefully assessed. We encourage further investigation and application of network analysis techniques in the assessment of normal and maladaptive personality.
