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A stochastic approach to time-dependent density functional theory (TDDFT) is developed for
computing the absorption cross section and the random phase approximation (RPA) correlation
energy. The core idea of the approach involves time-propagation of a small set of stochastic orbitals
which are first projected on the occupied space and then propagated in time according to the time-
dependent Kohn-Sham equations. The evolving electron density is exactly represented when the
number of random orbitals is infinite, but even a small number (≈ 16) of such orbitals is enough
to obtain meaningful results for absorption spectrum and the RPA correlation energy per electron.
We implement the approach for silicon nanocrystals (NCs) using real-space grids and find that the
overall scaling of the algorithm is sublinear with computational time and memory.
I. INTRODUCTION
Time-dependent density functional theory (TDDFT)1
allows for practical calculations of the time evolution of
electronic densities under time-dependent perturbations.
In principle TDDFT is an exact theory,1 but in ap-
plications, several assumptions and approximations are
typically made.2–6 For example, for the most common
usage of TDDFT, namely the absorption spectrum7 of
molecules and materials8 one uses the adiabatic approx-
imation local/semi-local exchange-correlation potentials
(time-dependent adiabatic local density approximation9
(TDALDA) or time-dependent adiabatic generalized gra-
dient approximation (TDAGGA)). TDDFT can also
be used to compute the ground-state DFT correla-
tion energy within the adiabatic-connection fluctuation-
dissipation (ACFD) approach,10 or for studying strong-
field nonpetrurbative dynamics.11–16
There are two types of challenges facing the application
of TDDFT for large systems. One is the construction of
appropriate functionals, as the simplest, local and semi-
local adiabatic functionals (TDALDA and TDAGGA) of-
ten fail for large systems.17–22 The second issue is the
development of a linear-scaling approach that overcomes
not only the quartic (O
(
N4
)
) scaling in the frequency-
domain formulation23 but also the quadratic (O
(
N2
)
)
limit achieved when real-time propagation according to
the time-dependent Kohn-Sham (TDKS) equations is
used.24–26 This latter scaling is commonly considered the
lowest theoretical scaling limit as it does not require full
resolution of the TDKS excitation energies. This is im-
portant for large systems where the density of excited
states is very large and there is no point in resolving of
all single-excited states as in small systems.
The present paper addresses the second challenge de-
scribed above and presents a stochastic formulation of
TDDFT (TDsDFT) formally equivalent to the TDKS
method but without the Kohn-Sham (KS) orbitals. The
new method is based on representing the time-dependent
density as an average over densities produced by evolv-
ing projected stochastic orbitals.27,28 We consider two
demonstrations of the TDsDFT within the linear re-
sponse limit: The first concerns the calculation of the
dipole absorption cross section and the second is based
on the ACFD approach to calculate the random phase
approximation DFT correlation energy .
The paper is organized as follows: Section II first re-
views the relation between linear response TDDFT and
the generalized susceptibility operator χˆλ (t). Next, we
show how TDsDFT can be used to perform the time
consuming computational step in linear response appli-
cations, i.e. the action of χˆλ (t) on a given potential. In
Section III we show how the absorption spectrum and the
ACFD-RPA correlation energy can be calculated using
TDsDFT. We present results for a series of silicon NCs
of varying sizes. We also analyze the scaling, accuracy
and stability of the proposed TDsDFT. In Section IV we
conclude.
II. THEORY
A. The Generalized Susceptibility Function and
Time-Dependent Density Functional Theory
Consider a system of Ne electrons interacting via a
damped Coulomb potential (λvC(|r−r′|) where 0 ≤ λ ≤
1 and vC (r) = e2/4pi0r in their ground state |0λ〉
and having a density n0 (r) = 〈0λ |nˆ (r)| 0λ〉 . The linear
density response of the system at time t (δnλ (r, t)) to
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2a small external time-dependent potential perturbation
(v (r′, t′)) is described by the following integral:29
δnλ (r, t) =
ˆ t
0
dt′
ˆ
dr′χλ (r, r′, t− t′) δv (r′, t′) , (1)
where χλ (r, r′, t) is the generalized susceptibility
function,30 which is also given by retarded density-
density correlation function of the system:
χλ (r, r′, t) = (i~)−1 θ (t)
〈
0λ
∣∣[nˆλ (r, t) , nˆλ (r′, 0)]∣∣ 0λ〉 ,
(2)
where nˆλ (r, t) is the density operator at position r
and time t. Eq. (2) is also known as the fluctuation-
dissipation relation.31 χλ (r, r′, t) is used, for example,
to compute the linear polarizability and energy absorp-
tion of the system under external fields, the dielectric
response, the conductivity and the correlation energies.
Rather than computing χλ (r, r′, t) directly (which in
practice requires a huge effort for large systems), a more
efficient approach is to obtain δnλ (r, t) by applying an
impulsive perturbation, i.e., δv (r′, t′) = γv (r′) δ (t′) (γ
is a small constant with units of time):
δnλ (r, t) = γ
ˆ
dr′χλ (r, r′, t) v (r′) . (3)
Here, δnλ (r, t) can be computed by applying a perturba-
tion e−iγ ˆv/~ and propagating the perturbed ground state:
δnλγ (r, t) =
〈
0λ
∣∣∣eiγvˆ/~nˆλ (r, t) e−iγvˆ/~∣∣∣ 0λ〉− n0 (r) ,
(4)
where vˆ =
´
nˆ (r′) v (r′) dr′. To see this, expand the right
hand side of Eq. (4) to first order in γ: δnλγ (r, t) =
i~−1γ
〈
0λ
∣∣[vˆ, nˆλ (r, t)]∣∣ 0λ〉 which, when combined with
(2) gives Eq. (1).
To obtain the density response δnλγ (r, t) one needs
to solve the many-electron time-dependent Schrödinger
equation, which is prohibitive in general. A practical
alternative is to use TDDFT. Starting from the KS sys-
tem of non-interacting electrons having the ground-state
density n0 (r) = 2
∑
j∈occ |φj (r)|2, one perturbs the KS
eigenstates φj (r) at t = 0:
ϕj (r, t = 0) = e
−iγv(r)/~φj (r) , (5)
and then propagates in time according to the TDKS
equations
i~
∂ϕj (r, t)
∂t
= hˆλ (t)ϕj (r, t) , (6)
where the TDKS Hamiltonian hˆλ (t) depends on the
screening parameter λ and the propagated density,
nλγ (r, t) = 2
∑
j∈occ |ϕj (r, t)|2. The density response of
Eq. (4) is then obtained from:
ˆ
dr′χλ (r, r′, t) v (r′) =
1
γ
(
nλγ (r, t)− nλγ=0 (r, t)
)
≡∆nλ (r,t) . (7)
Eq. (7) simply states that the integral of the susceptibil-
ity and a potential v (r) can be computed from the differ-
ence between the perturbed and unperturbed densities.
This relation holds also for the half Fourier transform
quantities (f˜ (ω) =
´∞
0
dt eiωtf (t)):
ˆ
dr′χ˜λ (r, r′, ω) v (r′) =
1
γ
(
n˜λγ (r, ω)− n˜λγ=0 (r, ω)
)
≡∆n˜λ (r, ω) . (8)
B. Time-Dependent Stochastic Density Functional
Theory
The stochastic formulation of the density response
is identical to the deterministic version outlined above
but instead of representing the time-dependent density
nλγ (r, t) as a sum over all occupied orbital densities
(|ϕj (r, t) |2) we represent it as an average over the den-
sities of stochastic orbitals ξj (r, t).27 Each stochastic or-
bital is first projected onto the occupied space and then
propagated in time. The advantage of the proposed ap-
proach is immediately clear: If the number of stochas-
tic orbitals needed to converge the results does not in-
crease with the system size N , the scaling of the ap-
proach is linear with N (rather than quadratic for the
deterministic version). Perhaps, in certain cases, due to
self-averaging,27 the scaling will even be better than lin-
ear, since the number of stochastic orbitals required to
converge the results to a predefined tolerance may de-
crease with the system size.
The stochastic TDDFT (TDsDFT) procedure is out-
lined as follows (for simplicity we use a real-space grid
representation, but the approach can be generalized to
plane-waves or other basis sets):
1. Generate Nζ stochastic orbitals ζj (r) =
eiθj(r)/
√
δV , where θj (r) is a uniform ran-
dom variable in the range [0, 2pi], δV is the volume
element of the grid, and j = 1 , . . . , Nζ . Here,
Nζ is typically much smaller than the number of
total occupied orbitals (more details below). The
stochastic orbitals obey the relation 1 = 〈|ζ 〉〈 ζ|〉ζ
where 〈· · · 〉ζ denotes a statistical average over ζ.
2. Project each stochastic orbital ζj (r) onto the oc-
cupied space: |ξj〉 ≡
√
θˆβ |ζj〉, where θβ (x) =
1
2erfc (β (µ− x)) is a smooth representation of the
Heaviside step function27 and µ is the chemical po-
tential. The action of
√
θˆβ is performed using a
3suitable expansion in terms of Chebyshev polyno-
mials32 in the static Hamiltonian with coefficients
that depend on µ and β.
3. As in the deterministic case, apply a perturbation
at t = 0: ξj (r, t = 0) = e−iγv(r)/~ξj (r) and propa-
gate the orbitals according to the adiabatic stochas-
tic TDKS equations:
i~
∂ξj (r, t)
∂t
= hˆλ (t) ξj (r, t) , (9)
with hˆλ (t) = hˆKS + vλHXC
[
nλγ (t)
]
(r) −
vλHXC
[
nλγ (0)
]
(r) and
vλHXC [n] (r) = λ
ˆ
dr′
n (r′)
|r− r′| + v
λ
XC (n (r)) , (10)
where vλXC (n (r)) is the local density (or semi-
local) approximation for the exchange correlation
potential. For convergence reasons hˆKS is ob-
tained with a rather large number of stochastic
orbitals using the sDFT27 (or its more efficient
version, embedded fragment sDFT)28 and is fixed
for the entire propagation. The difference term
vλHXC
[
nλγ (t)
]
(r) − vλHXC
[
nλγ (0)
]
(r) is generated
with a relatively small number of stochastic orbitals
Nζ and the density
nλγ (r, t) = 2
〈
|ξ (r, t)|2
〉
ζ
≈ 2
Nζ
Nζ∑
j=1
|ξj (r, t)|2 (11)
is obtained as an average over the stochastic orbital
densities.
4. Generate ∆nλ (r, t) = 1γ
(
nλγ (r, t)− nλγ=0 (r, t)
)
,
where γ is a small parameter, typically 10−3 −
10−5~E−1h . We note in passing that for nλγ=0 (r, t)
one has to carry out the full propagation since the
unperturbed projected stochastic orbitals (|ξj〉) are
not eigenstates of the ground-state Hamiltonian.
This propagation is not necessary for the determin-
istic case.
III. RESULTS
A. TDsDFT Calculation of the Absorption Cross
Section
The absorption cross section (ω ≥ 0) is given by the
imaginary part of
σ (ω) =
e2
30c
ω
ˆ
drdr′ r · χ˜ (r, r′, ω) · r′. (12)
where c is the speed of light. For simplicity, we as-
sume that the perturbing potential is in the z-direction
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Figure 1. Upper panels: The real (left) and imaginary (right)
parts of σ (ω) calculated for Si705H300 using Nζ = 16 (red
line), 32 (green line), and 64 (blue line). Lower panel shows
the corresponding dipole correlation d (t) as a function of
time.
(v (r) = z) and obtain σ (ω) in Eq. (12) from the Fourier
transform of the dipole-dipole correlation function:
dzz (t) =
ˆ
z∆nλ=1z (r, t) d
3r, (13)
where ∆nλ=1z (r, t) is obtained from Eq. (7) and σ (ω) =
e2
0c
ω
´∞
0
dt eiωtdzz (t).
The real and imaginary parts of σ (ω) for Si705H300 are
plotted in the upper panels of Fig. 1. These and all other
results shown in this subsection were generated using the
algorithm above within the TDALDA approximation and
a grid representation with grid spacing of δx = 0.6a0 em-
ploying norm-conserving pseudopotentials33 and image
screening methods.34 We used β = 0.01E−1h to repre-
sent the smoothed step-function θˆβ , and a Chebyshev
expansion length of 3770 terms. The time-dependent
dipole correlation was calculated using a time step of
δt = 0.0012fs up to tmax = 7.5fs. This signal was multi-
plied by a Gaussian window function of width 2.5fs and
then Fourier transformed to give the absorption cross sec-
tion.
The right upper panel of Fig. 1 shows the absorption
cross-section with a characteristic plasmon frequency of
∼ 10eV.21,35–37 This feature is already captured with
Nζ = 16 stochastic orbitals compared to 1560 occupied
orbitals required in the full deterministic TDDFT. It is
seen that further increase of Nζ reduces the statistical
fluctuations and provides a handle on the accuracy of
the calculation. The convergence of the real part of σ (ω)
shown in the upper left panel is similar to its imaginary
counterpart.
The calculated dipole correlation dzz (t) is shown in the
lower panel of Fig. 1. For these large but finite systems
we expect dzz (t) to oscillate and decay to zero at interme-
diate times followed by recurrences that appear at very
4long times (much longer than the timescales shown here).
Indeed, the stochastic approximation to dzz (t) oscillates
and decays to zero up to a time τC , but this is followed
by a gradual increase which eventually leads to diver-
gence. This is caused by an instability of the non-linear
TDsDFT equations due to the stochastic representation
of the time-dependent density. As Nζ increases and the
statistical fluctuations in the density decrease, the diver-
gence onset time τC is increased.
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Figure 2. Divergence of the stochastic TDDFT calculation.
Shown, the integrated dipole signal S(t) =
´ t
0
dzz (t
′)2 dt′,
where dzz (t) is the calculated dipole correlation as a func-
tion of time t, for Nζ = 16 (solid line) and Nζ = 64 (dashed
line) stochastic orbitals for the different Si NCs. Because of
the decay of the dipole correlation the signals reach a plateau
after which they diverge sharply due to a nonlinear instability.
In Fig. 2 we plot the integrated dipole signal S(t) =´ t
0
dzz (t
′)2 dt′ on a semi-log scale. S(t) provides a clearer
measure of τC , which is determined as the onset of expo-
nential divergence from the plateau (in practice we take
the value of τC to be at the middle of the plateau). Two
important observations on the onset of the divergence
can be noted:
1. τC increases for a fixed Nζ as the system size grows.
For Nζ = 16, τC increases from ≈ 1.1fs for Si35H36
to ≈ 2.3fs for Si705H300. This is a rather moderate,
but notable effect, that is a consequence of the so
called “self-averaging”.27
2. τC increases with Nζ for a fixed system size. We
find that τC roughly scales as N
1/2
ζ , namely, an
increase of τC by 2 requires an increase of Nζ by 4.
These findings indicate that the number of stochastic or-
bitals not only determines the level of statistical noise
(which scales as 1/
√
Nζ) but also determines the spec-
tral resolution, given by τ−1C . To achieve converged re-
sults for a fixed cutoff time of τC = 10fs, we find that Nζ
decreases from ≈ 1300 for Si35H36 to ≈ 230 for Si705H300.
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Figure 3. Upper panel: The absorption cross section =σ (ω)
scaled for size as calculated for several silicon nanocrystals
with Nζ = 64. Lower panel: Extrapolated GPU computa-
tional time (TGPU ) scaled for a cutoff time of τC = 10fs. The
line is a power law TGPU ∝ N0.5e .
In the upper panel of Fig. 3 we show the absorption
cross section for the series of silicon NCs and a fixed num-
ber of stochastic orbitals, Nζ = 64. As the NC size in-
creases the plasmon frequency (peak near 10eV) slightly
shifts to lower energies and the width of the plasmon reso-
nance slightly decreases. This is consistent with classical
Maxwell equations for which the plasmon frequency de-
pends strongly on the shape but very mildly on the size
of the NCs.38 The statistical fluctuations in the absorp-
tion cross section decrease with the system size for a fixed
Nζ , as clearly evident in the figure (most notably at the
lower energy range).
The lower panel of Fig. 3 shows the GPU computa-
tional time of the approach for a predefined spectral res-
olution (namely, for converged results up to a fixed cutoff
time τC = 10fs). Each GPU performs roughly as 3 Intel
3.5GHZ i7 third generation quad-core CPUs. Since the
number of stochastic orbitals required to converge the
results for a fixed time decreases with the system size,
the overall scaling of the TDsDFT is better than O (Ne)
for the range of sizes studied here, significantly improving
the O
(
N2e
)
scaling of the full deterministic TDDFT. The
overall computational effort does depend on the spectral
resolution and thus, for small systems or for very high
resolution the computational effort of the stochastic ap-
proach may exceed that of the full deterministic calcu-
lation with all occupied states. But this is certainly not
the case for the larger set of NCs studied here, where the
wide plasmon resonance dominates the absorption cross
section, and thus the spectral features are converged for
τC < 7.5fs.
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Figure 4. Upper panel: The RPA correlation energy per elec-
tron for the silicon NCs as a function of the number of stochas-
tic orbitals Nζ used to represent the time-dependent density.
The error bars are the standard deviation evaluated from 6
statistically independent runs of the algorithm. Lower panel:
GPU computational time (TGPU ) scaled for a statistical error
of 10meV in the total energy per electron. The line is a power
law TGPU ∝ N0.47e .
B. Stochastic Approach to the Random Phase
Approximation Correlation Energy in DFT
The second application of the stochastic TDDFT is
for the RPA correlation energy, which is related to
χ˜λ (r, r′, ω) by the adiabatic-connection formula:39,40
ERPAC = −
~
2pi
=
ˆ 1
0
dλ
ˆ ∞
0
dω
ˆ
drdr′×(
χ˜λ (r, r′, ω)− χ˜0 (r, r′, ω)) vC (|r− r′|) , (14)
where the integral over λ adiabatically connects the non-
interacting density response χ˜0 (r, r′, ω) to the interact-
ing one χ˜λ (r, r′, ω). To proceed, we rewrite Eq. (14) as
an average over an additional set of stochastic orbitals
η (r) = eiθ(r)/
√
δV
ERPAC = −
~
2pi
=
ˆ 1
0
dλ
ˆ ∞
0
dω
ˆ
drdr′dr′′×〈
η∗ (r)
(
χ˜λ (r, r′, ω)− χ˜0 (r, r′, ω)) vC (r′′, r′) η (r′′)〉η .
(15)
This is done in order to rewrite the perturbation
potential as a single-variable potential: v (r′) =´
dr′vC (r′, r) η (r′), which perturbs the stochastic or-
bitals at t = 0: ξj (r, t = 0) = e−iγv(r)/~ξj (r) and from
which the density nλγ (r, t) is computed using Eq. (11).
For the propagation of ξj (r, t) according to Eq. (9) we set
vλXC (n (r)) to zero, i.e. use the time-dependent Hartree
approximation. Using this density and step 4 of the pro-
cedure outlined above we compute the density response
∆nλ (r, t) from which our the RPA correlation energy is
calculated:
ERPAC = −
~
2pi
=
ˆ 1
0
dλ
ˆ ∞
0
dω
ˆ
dr×〈
η∗ (r)
(
∆n˜λ (r, ω)−∆n˜λ=0 (r, ω))〉
η
. (16)
The stochastic formulation for Eq. (16) follows the algo-
rithm described above in Sec. II.
We apply the stochastic RPA formulation to the vari-
ous silicon NCs studied above. The integration over λ in
Eq. (16) was carried out using Gaussian quadrature with
20 sampling points. For each value of λ we used a differ-
ent set of ζ (for the TDsDFT) and η (for the application
of v (r)) stochastic orbitals. The TDsDFT total prop-
agation time was 1.5fs with a time step δt = 0.0012fs,
sufficient to converge the RPA correlation energy.
In the upper panel of Fig. 4 we show the calculated
the RPA correlation energy per particle for the various
silicon NCs as a function of increasing Nζ , showing con-
vergence asNζ increases. The correlation energy per elec-
tron grows (in absolute value) with system size, in accor-
dance with our findings in previous studies41,42 based on
a semi-empirical Hamiltonian43. The standard deviation
(indicated by error bars) evaluated over 6 different runs
generally decreases as Nζ grows for a given system size
and also decreases as system size grows for a given value
of Nζ . The magnitude of the error, however, is rather
noise due to the small number of independent runs used
to estimate it.
The lower panel of Fig. 4 shows the GPU computa-
tional time of the approach for a fixed statistical error
(estimated as the standard deviation based on the esti-
mate of 20 independent runs) of 10meV. Our previous
stochastic formulation of the RPA correlation energy re-
lied on storing all occupied states (memory wise scaled as
O
(
N2e
)
) and the computational effort of the RPA stage
scaled as O (Nαe ) with 1 < α < 2,42 better than quadratic
scaling due to self-averaging. Comparing the current ap-
proach with our previous work42, we find that the present
approach shows significant improvements with respect to
the computational time and memory requirements. The
computational time scales as O
(
N0.47e
)
for the range of
NCs studied, better than linear scaling for the total RPA
correlation energy per electron.
IV. SUMMARY
We have developed a stochastic approach to TDDFT
for computing the absorption cross section (via the time-
dependent dipole correlation function) and the RPA cor-
relation energy. The core idea of the approach involves
time propagation of a set of Nζ stochastic projected or-
bitals ξj (r, t) according to the time-dependent Kohn-
Sham equations. The evolving electron density is ex-
actly represented when Nζ → ∞ but the strength of
6the method appears when a small number of orbitals
Nζ  Ne, where Ne is the number of electrons, is used.
Such a truncation produces a statistical fluctuation due
to finite sampling. The magnitude of this error is pro-
portional to 1/
√
Nζ .
The finite sampling error coupled with a nonlinear
instability of the time-dependent Kohn-Sham equations
produces a catastrophic exponential divergence that be-
comes noticeable only after a certain propagation time
τC , which determines the spectral resolution of the ap-
proach. The onset of divergence can be controlled by
increasing Nζ and empirically we determined that τC ∝√
Nζ , consistent with the statistical nature of the error.
The TDsDFT was applied to study the absorption
cross section and RPA correlation energy for a series
of silicon NCs with sizes as large as Ne ≈ 3000. For
this range of NC sizes, the computational time scales
sub-linearly, roughly as O
(
N
1/2
e
)
for both the absorp-
tion cross section and for the RPA correlation energy per
electron. For the former, the scaling holds for a given
spectral resolution τC . Since the computational time is
also proportional to NζNe, one can work backwards to
show that τC ∝
√
NζN
1/2
e . For the RPA application,
the scaling holds for a given statistical error in the RPA
correlation energy per electron.
The developed stochastic TDDFT approach adds an-
other dimension to the arsenal of stochastic electronic
structure methods, such as the sDFT27 (and its more
accurate fragmented version)28 and the sGW.44 Future
work will extend the approach to include exact and
screened exchange potentials in order to account for
charge-transfer excited states and multiple excitations.
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