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Abstract
Let L be a square matrix. A well-known theorem due to Lyapunov states that L is positive stable if and
only if there exists a (Hermitian) positive definite matrix H such that LH + HL∗ is positive definite. The
main inertia theorem, due to Ostrowski, Schneider and Taussky, states that there exists a Hermitian matrix
H such that LH + HL∗ is positive definite if and only if L has no eigenvalues with zero real part; and, in
that case, the inertias of L and H coincide.
A pair (A, B) of matrices of sizes p × p and p × q, respectively, is said to be positive stabilizable if there
exists X such that A + BX is positive stable. In a previous paper, the results above and other inertia theorems
were generalized to pairs of matrices, in order to study stabilization instead of stability. In a second paper,
analogous questions about stabilization with respect to the unit disc were also considered.
Denote by π(L) the number of eigenvalues of L with real positive part. In the present paper, we study the
inequality π(LH + HL∗)  l, the corresponding inequality for discrete-time systems, π(H − LHL∗)  l,
and their generalizations related with stabilization.
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1. Introduction
Let R and C be the fields of the real and of the complex numbers, respectively. Let F ∈ {R,C}.
The inertia of a polynomial f ∈ F[x] \ {0} is the triple In(f ) = (π(f ), ν(f ), δ(f )), where π(f ),
ν(f ) and δ(f ) denote, respectively, the number of roots of f with real positive part, with real
negative part and with real part equal to zero. The inertia of L ∈ Fn×n, denoted by In(L) =
(π(L), ν(L), δ(L)), is the inertia of its characteristic polynomial, det(xIn − L); L is said to be
positive stable if In(L) = (n, 0, 0). As usual, given a square matrix H , the expression H > 0
means that H is (Hermitian) positive definite and H  0 means that H is (Hermitian) positive
semidefinite.
Lyapunov’s theorem states that L ∈ Fn×n is positive stable if and only if there exists a positive
definite matrix H ∈ Fn×n such that LH + HL∗ > 0. A generalization, due to Ostrowski and
Schneider [9] and to Taussky [13], states that there exists a Hermitian matrix H ∈ Fn×n such that
LH + HL∗ > 0 if and only if δ(L) = 0; and the inequality LH + HL∗ > 0 also implies that
In(L) = In(H).
A linear system x˙(t) = Ax(t) + Bu(t), where A ∈ Fp×p, B ∈ Fp×q and u(t) is a control vec-
tor, is said to be stabilizable if there exists a linear feedback input u(t) = Xx(t), with X ∈ Fq×p,
such that the system becomes stable, that is, the real parts of all the eigenvalues of A + BX are
negative. The pair (A,B), where A ∈ Fp×p and B ∈ Fp×q , is said to be positive stabilizable if
there exists X ∈ Fq×p such that A + BX is positive stable.
In [3], we have started a project of generalizing the results above and other inertia theorems, in
order to study stabilization instead of just stability. Lyapunov’s theorem is quite easy to generalize.
Theorem 1. Let A ∈ Fp×p, B ∈ Fp×q . The pair (A,B) is positive stabilizable if and only if there
exists a positive definite matrix H1 ∈ Fp×p and there exists H2 ∈ Fp×q such that
AH1 + H1A∗ + BH ∗2 + H2B∗ > 0. (1)
Proof. Suppose that (A,B) is positive stabilizable. Let X ∈ Fq×p be a matrix such that A + BX
is positive stable. According to Lyapunov’s theorem, there exists a positive definite matrix H1 ∈
Fp×p such that (A + BX)H1 + H1(A + BX)∗ > 0. Hence (1) holds, with H2 = H1X∗.
Conversely, suppose that (1) holds, with H1 positive definite. Then
(A + BH ∗2 H−11 )H1 + H1(A∗ + H−11 H2B∗) > 0. (2)
According to Lyapunov’s theorem, A + BH ∗2 H−11 is positive stable. Therefore (A,B) is positive
stabilizable. 
Let A ∈ Fp×p, B ∈ Fp×q . Define the characteristic polynomial of (A,B) as the product of
the invariant factors (that is, the largest determinantal divisor) of[
xIp − A B
]
. (3)
Clearly the degree of the characteristic polynomial of (A,B) does not exceed p. The eigenvalues
of (A,B) are the roots of the characteristic polynomial of (A,B). For notational convenience, we
make convention that the invariant factors of polynomial matrices are always monic. The inertia of
(A,B) is the triple In(A,B) = (π(A,B), ν(A,B), δ(A,B)), where π(A,B), ν(A,B), δ(A,B)
denote, respectively, the number of roots of the characteristic polynomial of (A,B) with real
positive part, real negative part and real part equal to zero.
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Recall that the controllability matrix of (A,B), where A ∈ Fp×p, B ∈ Fp×q , is
C(A,B) := [B AB · · · Ap−1B] ∈ Fp×pq.
Denote the number of nonconstant invariant factors of (3) by i(A,B). It is well-known that the
linear system x˙(t) = Ax(t) + Bu(t) is controllable if and only if rankC(A,B) = p if and only
if the characteristic polynomial of (A,B) is equal to 1 if and only if i(A,B) = 0. In this case, the
pair (A,B) is said to be controllable.
Given two triples of integers (π, ν, δ) and (π ′, ν′, δ′), we shall write (π, ν, δ)  (π ′, ν′, δ′)
whenever π  π ′, ν  ν′ and δ  δ′.
The main inertia theorem is also easy to generalize.
Theorem 2. Let A ∈ Fp×p, B ∈ Fp×q . There exists a Hermitian matrix H1 ∈ Fp×p and there
exists H2 ∈ Fp×q such that (1) holds if and only if δ(A,B) = 0. Moreover (1) also implies that
In(A,B)  In(H1).
Proof. Suppose that there exists a Hermitian matrix H1 ∈ Fp×p and there exists a matrix H2 ∈
Fp×q such that (1) holds. Also suppose that δ(A,B) > 0 and ia, with a ∈ R, is an eigenvalue of
(A,B). According to [11, Lemma 3.3.3], there exists a nonsingular matrix P ∈ Cp×p such that
P
[
A B
]
(P−1 ⊕ Iq) =
[
A1 A2 B1
0 A3 0
]
,
where A1, A3 are square blocks and (A1, B1) is controllable. Then the eigenvalues of (A,B) are
exactly the eigenvalues of A3. We may assume that P has been chosen so that A3 is a Jordan
canonical form and the last row of A3 is [ 0 · · · 0 ia ]. Then
P(AH1 + H1A∗ + BH ∗2 + H2B∗)P ∗ (4)
has its entry (p, p) equal to 0, what is impossible, because (4) is positive definite. Therefore
δ(A,B) = 0. Moreover, (4) has a principal submatrix of the form A3H0 + H0A∗3, where H0 is
a principal submatrix of PH1P ∗. According to the main inertia theorem, In(H0) = In(A3) =
In(A,B). As δ(H0) = δ(A,B) = 0, it follows, from the interlacing inequalities for the eigen-
values of Hermitian matrices, that In(H0)  In(H1). Hence In(A,B)  In(H1).
Conversely, suppose that δ(A,B) = 0. Let h ∈ F[x] be a monic polynomial of degree p,
multiple of the characteristic polynomial of (A,B), such that δ(h) = 0. According to [11, Theorem
13], there exists X ∈ Fq×p such that A + BX has characteristic polynomial h. According to
the main inertia theorem, there exists a Hermitian matrix H1 ∈ Fp×p such that (A+ BX)H1 +
H1(A + BX)∗ > 0. Hence (1) holds, with H2 = H1X∗. 
Note that the previous theorem is indeed a generalization of the main inertia theorem, because,
when B = 0, the sum of the three components of In(A,B) is equal to p and the inequality
In(A,B)  In(H1) becomes an equality. Anyway, the appearance of an inequality instead of an
equality raises the question of investigating whether Theorem 2 can be improved.
Note that, for every L ∈ Fn×n, every Hermitian matrix H ∈ Fn×n and every nonsingular matrix
S ∈ Fn×n, LH + HL∗ > 0 if and only if (SLS−1)(SHS∗) + (SHS∗)(SLS−1)∗ > 0. Then the
main inertia theorem can be viewed as giving a complete set of relations between the similar-
ity orbit of L and the congruence orbit of H , when LH + HL∗ > 0; and it can be stated as
follows.
428 C. Ferreira, F.C. Silva / Linear Algebra and its Applications 413 (2006) 425–439
Theorem 3. Let L, H ′ ∈ Fn×n, where H ′ is Hermitian. The following are equivalent:
(a3) There exists a Hermitian matrix H ∈ Fn×n, congruent to H ′, such that LH + HL∗ > 0.
(b3) δ(L) = 0 and In(L) = In(H ′).
Now let A, H1 ∈ Fp×p, B, H2 ∈ Fp×q , where H1 is Hermitian. Then, for every nonsingular
matrix
S =
[
P 0
R Q
]
∈ F(p+q)×(p+q), where P ∈ Fp×p, (5)
(1) is equivalent to
(P [A B]S−1)
(
S
[
H1
H ∗2
]
P ∗
)
+ (P [H1 H2]S∗)
(
(S∗)−1
[
A∗
B∗
]
P ∗
)
> 0. (6)
Then a natural problem is to look for a complete set of relations between the block similarity orbit
of [A B ] and the block congruence orbit of [H1 H2 ] when (1) is satisfied. Block similarity
and block congruence are defined as follows:
• [A B ] and [A′ B ′ ], where A,A′ ∈ Fp×p and B,B ′ ∈ Fp×q , are said to be block similar
or feedback equivalent if there exists a nonsingular matrix S of the form (5) such that[
A′ B ′
] = P [A B] S−1.
• [H1 H2 ] and [H ′1 H ′2 ], where H1, H ′1 ∈ Fp×p are Hermitian and H2, H ′2 ∈ Fp×q , are said
to be block congruent if there exists a nonsingular matrix S of the form (5) such that[
H ′1 H ′2
] = P [H1 H2] S∗.
Block similarity is a well-known binary relation. It is easy to see that [A B ] and [A′ B ′ ]
are block similar if and only if the linear pencils [xIp − A B] and [xIp − A′ B ′] are strictly
equivalent. Then a canonical form for block similarity results easily from the Kronecker canonical
form for strict equivalence. (See [5], for details about strict equivalence.)
Block congruence is not hard to study.
Lemma 4 ([3] (Canonical Form for Block Congruence)). Let H1 ∈ Fp×p be a Hermitian matrix
and H2 ∈ Fp×q . Then [H1 H2 ] is block congruent to a unique matrix of the form
Iπ 0 0 0 0 0
0 −Iν 0 0 0 0
0 0 0ρ 0 Iρ 0
0 0 0 0p−π−ν−ρ 0 0
 . (7)
In this case, π = π(H1), ν = ν(H1) and ρ = ρ(H1, H2) := rank[H1 H2 ] − rank H1.
Therefore, two matrices [H1 H2 ] and [H ′1 H ′2 ], where H1, H ′1 ∈ Fp×p are Hermitian and
H2, H
′
2 ∈ Fp×q, are block congruent if and only if In(H1)= In(H ′1) andρ(H1, H2) = ρ(H ′1, H ′2).
The following theorem was proved in [3] and can be viewed as giving a complete set of relations
between the block similarity orbit of [A B ] and the block congruence orbit of [H1 H2 ], when
(1) is satisfied.
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Theorem 5. Let A ∈ Fp×p, B ∈ Fp×q . Let π, ν, δ and ρ be nonnegative integers such that
π + ν + δ = p. The following are equivalent:
(a5) There exists a Hermitian matrix H1 ∈ Fp×p and there exists H2 ∈ Fp×q such that In(H1) =
(π, ν, δ), ρ(H1, H2) = ρ and (1) is satisfied.
(b5) ρ = δ  rank B and In(A,B)  (π, ν, 0).
Chen [2] and Wimmer [17] obtained an extension of Theorem 3 where the inequality LH +
HL∗ > 0 is replaced by a non-strict one.
Theorem 6 [2,17]. Let L,H ′ ∈ Fn×n, where H ′ is Hermitian. If
(a6) There exists a Hermitian matrixH ∈ Fn×n, congruent toH ′, such thatK := LH + HL∗ 
0 and (L,K) is controllable,
then (b3) holds.
Loewy [8] has obtained necessary conditions for the statement that results from (a6), when
“(L,K) is controllable” is replaced by the more general assumption “rankC(L,K) = l, l ∈
{0, . . . , n}”.
In [3], we obtained a generalization of Theorem 6 for pairs of matrices and obtained necessary
conditions for the statement that results from (a6), when “(L,K) is controllable” is replaced by
the more general assumption “i(L,K) = l”. We also gave a version of this last result for pairs of
matrices.
In Section 2 of the present paper, we give a complete set of relations between the similarity orbit
ofL ∈ Fn×n and the congruence orbit of a Hermitian matrixH ∈ Fn×n, whenπ(LH + HL∗)  l,
and we give a generalization for pairs of matrices.
In [4], we have started studying analogous problems on the stabilization of linear discrete-time
systems.
Recall that a discrete-time system xt = Lxt−1, where L ∈ Fn×n, is stable (i. e., for every value
of x0, the sequence xt converges to 0) if and only if all the eigenvalues of L have modulus less
than 1; in this case, it is said that L is stable with respect to the unit disc. Define the inertia with
respect to the unit disc of a polynomial f ∈ F[x] as the triple I˜n(f ) = (π˜(f ), ν˜(f ), δ˜(f )), where
π˜(f ), ν˜(f ) and δ˜(f ) denote the number of roots of f of modulus less than 1, greater than 1 and
equal to 1, respectively. The inertia with respect to the unit disc of L ∈ Fn×n, denoted by I˜n(L) =
(π˜(L), ν˜(L), δ˜(L)), is the inertia with respect to the unit disc of its characteristic polynomial.
Recall the following two theorems on stability and inertia with respect to the unit disc, cf.
[6,7,12,14,16].
Theorem 7. A matrix L ∈ Fn×n is stable with respect to the unit disc if and only if there exists a
positive definite matrix H ∈ Fn×n such that H − LHL∗ > 0.
Theorem 8. Let L ∈ Fn×n. There exists a Hermitian matrix H ∈ Fn×n such that H − LHL∗ > 0
if and only if δ˜(L) = 0. The inequality H − LHL∗ > 0 also implies that I˜n(L) = In(H).
For every L ∈ Fn×n, every Hermitian matrix H ∈ Fn×n and every nonsingular matrix S ∈
Fn×n, H − LHL∗ > 0 if and only if (SHS∗) − (SLS−1)(SHS∗)(SLS−1)∗ > 0. Thus Theorem
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8 can be viewed as giving a complete set of relations between the similarity orbit of L and the
congruence orbit of H , when H − LHL∗ > 0.
Let A ∈ Fp×p, B ∈ Fp×q . The pair (A,B) is said to be stabilizable with respect to the unit
disc if there exists X such that A + BX is stable with respect to the unit disc. Define the inertia
with respect to the unit disc of (A,B), denoted by I˜n(A,B) = (π˜(A,B), ν˜(A,B), δ˜(A,B)), as
the inertia with respect to the unit disc of the characteristic polynomial of (A,B).
In [4], we generalized Theorems 7 and 8 for pairs of matrices.
Theorem 9 [4]. Let A ∈ Fp×p and B ∈ Fp×q . The following are equivalent:
(a9) The pair (A,B) is stabilizable with respect to the unit disc.
(b9) There exists a positive definite matrix
H =
[
H1,1 H1,2
H ∗1,2 H2,2
]
∈ F(p+q)×(p+q), where H1,1 ∈ Fp×p, (8)
such that
H1,1 −
[
A B
]
H
[
A∗
B∗
]
> 0. (9)
In order to generalize Theorem 8 for pairs of matrices, note that, for every nonsingular matrix
of the form (5), (9) is equivalent to
PH1,1P
∗ − (P [A B]S−1)(SHS∗)
(
(S∗)−1
[
A∗
B∗
]
P ∗
)
> 0. (10)
We shall say that two Hermitian matrices H , H ′ ∈ F(p+q)×(p+q) are (p, q)-block congruent if
there exists a nonsingular matrix S of the form (5) such that H ′ = SHS∗. A canonical form for
(p, q)-block congruence was given in [4].
Theorem 10 (Canonical form for (p, q)-block congruence). Let H ∈ F(p+q)×(p+q) be a Hermi-
tian matrix partitioned as in (8). Then H is (p, q)-block congruent to a unique matrix of the
form
Iπ1 ⊕ (−Iν1) ⊕ 0p−π1−ν1−ρ ⊕
[
0 Iρ
Iρ 0
]
⊕ Iπ2 ⊕ (−Iν2) ⊕ 0q−π2−ν2−ρ. (11)
In this case,
In(H1,1) = (π1, ν1, p − π1 − ν1), (12)
ρ = ρ(H1,1, H1,2), (13)
In(H) = (π1 + π2 + ρ, ν1 + ν2 + ρ, p + q − π1 − π2 − ν1 − ν2 − 2ρ). (14)
Therefore, with the previous notation, In(H1,1), In(H) and ρ(H1,1, H1,2) are a complete set
of invariants for (p, q)-block congruence.
The following theorem gives a complete set of relations between the block similarity orbit of
[A B ] and the (p, q)-block congruence of H, when (9) is satisfied.
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Theorem 11 [4]. Let A ∈ Fp×p, B ∈ Fp×q . Let
H ′ =
[
H ′1,1 H ′1,2
H ′∗1,2 H ′2,2
]
∈ F(p+q)×(p+q), where H ′1,1 ∈ Fp×p, (15)
be a Hermitian matrix. The following are equivalent:
(a11) There exists a Hermitian matrix H of the form (8), (p, q)-block congruent to H ′, such
that (9) is satisfied.
(b11) The following inequalities are satisfied:
I˜n(A,B)  (π(H ′1,1), ν(H ′1,1), 0),
p  π(H ′1,1) + min{rank B + ν(H ′1,1), ν(H ′)}.
In Section 3 of the present paper, we give a complete set of relations between the similarity orbit
ofL ∈ Fn×n and the congruence orbit of a Hermitian matrixH ∈ Fn×n, whenπ(H − LHL∗)  l,
and we give a generalization for pairs of matrices.
2. Continuous-time systems
The following theorem is our main result in this section.
Theorem 12. Let A ∈ Fp×p, B ∈ Fp×q . Let γ1 | · · · | γp be the invariant factors of
[ xIp − A B ]. Let π, ν, δ, ρ, l be nonnegative integers such that π + ν + δ = p, ρ  δ and
l  p. The following are equivalent:
(a12) There exists a Hermitian matrixH1 ∈ Fp×p and there existsH2 ∈ Fp×q such that In(H1) =
(π, ν, δ), ρ(H1, H2) = ρ and
π(AH1 + H1A∗ + BH ∗2 + H2B∗)  l. (16)
(b12) The following conditions hold:
l  π + ν + ρ, (17)
l  π + ν + rank B, (18)
In(γ1 · · · γl)  (π, ν, 0). (19)
Remark 13. Note that, in order to prove Theorem 12, [A B ] may be replaced by any block
similar matrix.
Firstly, we shall prove two lemmas.
Lemma 14. LetA ∈ Fp×p, B ∈ Fp×q .Letγ1 | · · · | γp be the invariant factors of [ xIp − A B ].
Let π, ν, l be nonnegative integers such that π + ν  p and l  p.
If (19) holds and l  π + ν, then [A B ] is block similar to a matrix of the form[
A1,1 A1,2 B1
A2,1 A2,2 B2
]
, (20)
where A1,1 ∈ Fl×l , A2,2 ∈ F(p−l)×(p−l) and In(γ1 · · · γl)  In(A1,1)  (π, ν, 0).
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Proof. As the degree of the characteristic polynomial of (A,B), γ1 · · · γp, does not exceed
p, it follows that deg(γ1 · · · γl)  l. Choose nonnegative integers π ′, ν′ such that π ′ + ν′ = l
and In(γ1 · · · γl)  (π ′, ν′, 0)  (π, ν, 0). Choose a monic polynomial h ∈ F[x] such that In
(γ1 · · · γlh) = (π ′, ν′, 0). Let A1,1 ∈ Fl×l be a matrix such that xIl − A1,1 has invariant factors
γ1 | · · · | γl−1 | γlh. It follows from [1, Theorem 5] that there exists A′ ∈ Fp×p that contains A1,1
as leading principal submatrix and there exists B ′ ∈ Fp×q such that [A′ B ′ ] and [A B ] are
block similar. 
Lemma 15. LetA ∈ Fp×p, B ∈ Fp×q .Letγ1 | · · · | γp be the invariant factors of [ xIp − A B ].
Let π, ν, l be nonnegative integers such that π + ν  p and l  p.
If (18), (19) hold and π + ν < l, then [A B ] is block similar to a matrix of the formA1,1 A1,2 A1,3 B1 0A2,1 A2,2 A2,3 B2 0
0 0 0l−π−ν 0 Il−π−ν
 , (21)
where A1,1 ∈ F(π+ν)×(π+ν), A2,2 ∈ F(p−l)×(p−l) and In(γ1 · · · γl)  In(A1,1) = (π, ν, 0).
Proof. As l − π − ν  rank B, [A B ] is block similar to a matrix of the form[
C1 C2 D 0
0 0 0 Il−π−ν
]
, (22)
where C1 ∈ F(p−l+π+ν)×(p−l+π+ν), C2 ∈ F(p−l+π+ν)×(l−π−ν). Moreover γ1 = · · · = γl−π−ν =
1 and [
xIp−l+π+ν − C1 C2 D
]
has invariant factors γ ′1 | · · · | γ ′p−l+π+ν , where
γ ′i = γi+l−π−ν, i ∈ {1, . . . , p − l + π + ν}.
Then
In(γ ′1 · · · γ ′π+ν) = In(γ1 · · · γl)  (π, ν, 0).
According to Lemma 14, [C1 C2 D ] is block similar to a matrix of the form[
C′1 C′2 D′
] = [A1,1 A1,2 A′1,3 B ′1
A2,1 A2,2 A
′
2,3 B
′
2
]
,
where C′1 ∈ F(p−l+π+ν)×(p−l+π+ν), C′2 ∈ F(p−l+π+ν)×(l−π−ν), A1,1 ∈ F(π+ν)×(π+ν), A1,2 ∈
F(π+ν)×(p−l), A′1,3 ∈ F(π+ν)×(l−π−ν) and
In(γ ′1 · · · γ ′π+ν)  In(A1,1) = (π, ν, 0).
Let
S0 =
[
P0 0
R0 Q0
]
∈ F(p+q−l+π+ν)×(p+q−l+π+ν),
where P0 ∈ F(p−l+π+ν)×(p−l+π+ν), be a nonsingular matrix such that[
C′1 C′2 D′
] = P−10 [C1 C2 D] S0.
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Let
T0 =
[
P0 0
R0 Iq
]
∈ F(p+q−l+π+ν)×(p+q−l+π+ν).
Then P−10
[
C1 C2 D
]
T0 has the form[
A1,1 A1,2 A1,3 B1
A2,1 A2,2 A2,3 B2
]
,
where A1,3 ∈ F(π+ν)×(l−π−ν). It is not hard to deduce that [A B ] is block similar to (21). 
Proof of Theorem 12. (a12) implies (b12). Part 1. Firstly, we shall prove (17) and (19). Let
P ∈ Fp×p be a nonsingular matrix such that P(AH1 + H1A∗ + BH ∗2 + H2B∗)P ∗ has the form
Il ⊕ W, for some W ∈ F(p−l)×(p−l). Suppose that
P
[
A B
]
(P−1 ⊕ Iq) =
[
A1,1 A1,2 B1
A2,1 A2,2 B2
]
,
P
[
H1 H2
]
(P ∗ ⊕ Iq) =
[
G1,1 G1,2 G1,3
G∗1,2 G2,2 G2,3
]
,
where A1,1,G1,1 ∈ Fl×l , A2,2,G2,2 ∈ F(p−l)×(p−l). Then
[
A1,1 A1,2 B1
]G1,1G∗1,2
G∗1,3
+ [G1,1 G1,2 G1,3]
A∗1,1A∗1,2
B∗1
 = Il.
According to Theorem 5,
ρ
(
G1,1,
[
G1,2 G1,3
]) = δ(G1,1)  rank [A1,2 B1]
and
In
(
A1,1,
[
A1,2 B1
])
 (π(G1,1), ν(G1,1), 0).
From the interlacing inequalities for invariant factors [10,15], it follows that
In(γ1 · · · γl)  In
(
A1,1,
[
A1,2 B1
])
.
From the interlacing inequalities for eigenvalues of Hermitian matrices, π(G1,1)  π and
ν(G1,1)  ν. Then In(γ1 · · · γl)  (π, ν, 0). On the other hand,
l=π(G1,1) + ν(G1,1) + δ(G1,1)
=π(G1,1) + ν(G1,1) + ρ
(
G1,1,
[
G1,2 G1,3
])
= rank [G1,1 G1,2 G1,3]
 rank
[
H1 H2
] = π + ν + ρ.
Part 2. We shall prove (18). Without loss of generality, suppose that [H1 H2 ] is in the
canonical form for block congruence:
[
H1 H2
] =
 0 0 0 00 0ρ 0 Iρ 0
0 0 0p−π−ν−ρ 0 0
 ,
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where  ∈ F(π+ν)×(π+ν), In() = (π, ν, 0). Partition [A B ] accordingly:
[
A B
] =
C1,1 C1,2 C1,3 D1,1 D1,2C2,1 C2,2 C2,3 D2,1 D2,2
C3,1 C3,2 C3,3 D3,1 D3,2
 ,
where C1,1 ∈ F(π+ν)×(π+ν), C2,2 ∈ Fρ×ρ , C3,3 ∈ F(p−π−ν−ρ)×(p−π−ν−ρ), D1,1 ∈ F(π+ν)×ρ .
Let M = AH1 + H1A∗ + BH ∗2 + H2B∗. Then
M =
C1,1+ C∗1,1 D1,1 + C∗2,1 C∗3,1C2,1+ D∗1,1 D2,1 + D∗2,1 D∗3,1
C3,1 D3,1 0
 .
Let
E = [Dt1,1 Dt2,1 Dt3,1]t .
Let r = rank E. Let R ∈ Fρ×ρ be a nonsingular matrix such that the last ρ − r columns of ER
are equal to zero. Then
(Iπ+ν ⊕ R∗ ⊕ Ip−π−ν−ρ)M(Iπ+ν ⊕ R ⊕ Ip−π−ν−ρ)
has the form
M ′ =
[
M1 M2
M∗2 0p−π−ν−r
]
,
where M1 ∈ F(π+ν+r)×(π+ν+r). As M ′ contains a zero principal submatrix of order p − π − ν −
r , it follows, from the interlacing inequalities for the eigenvalues, that π(M ′)  π + ν + r . As
l  π(M) = π(M ′), it follows that l − π − ν  r  rank B.
(b12) implies (a12). If l  π + ν, then, without loss of generality, assume that [A B ] has
the form (20), where A1,1 ∈ Fl×l , A2,2 ∈ F(p−l)×(p−l) and In(γ1 · · · γl)  In(A1,1)  (π, ν, 0).
If π + ν < l, then, without loss of generality, assume that [A B ] has the form (21), where
A1,1 ∈ F(π+ν)×(π+ν), A2,2 ∈ F(p−l)×(p−l) and In(γ1 · · · γl)  In(A1,1) = (π, ν, 0).
Let l′ = min{l, π + ν}. According to Theorem 3, there exists a Hermitian matrix G1,1 ∈
Fl
′×l′ such that A1,1G1,1 + G1,1A∗1,1 > 0 and In(G1,1) = In(A1,1)  (π, ν, 0). Suppose that
In(A1,1) = (π ′, ν′, 0). Let
H1 = G1,1 ⊕ Iπ−π ′ ⊕ (−Iν−ν′) ⊕ 0δ ∈ Fp×p, H2 = 0p−ρ,q−ρ ⊕ Iρ ∈ Fp×q .
Then In(H1) = (π, ν, δ) and ρ(H1, H2) = ρ.
If l  π + ν, then AH1 + H1A∗ + BH ∗2 + H2B∗ contains A1,1G1,1 + G1,1A∗1,1 as principal
submatrix. If l > π + ν, then AH1 + H1A∗ + BH ∗2 + H2B∗ contains (A1,1G1,1 + G1,1A∗1,1) ⊕
2Il−π−ν as principal submatrix.
In any case, AH1 + H1A∗ + BH ∗2 + H2B∗ contains a positive definite principal submatrix of
size l × l. It follows, from the interlacing inequalities for the eigenvalues, that (16) is satisfied. 
The following corollary generalizes Theorem 3.
Corollary 16. Let L ∈ Fn×n. Let γ1 | · · · | γn be the invariant factors of xIn − L. Let π, ν, δ, l
be nonnegative integers such that π + ν + δ = n and l  n. The following are equivalent:
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(a16) There exists a Hermitian matrix H ∈ Fn×n such that In(H) = (π, ν, δ) and π(LH +
HL∗)  l.
(b16) l  π + ν and In(γ1 · · · γl)  (π, ν, 0).
Corollary 17. Let A ∈ Fp×p, B ∈ Fp×q . Let γ1 | · · · | γp be the invariant factors of
[ xIp − A B ]. Let l ∈ {1, . . . , p}. The following are equivalent:
(a17) There exists a Hermitian matrixH1 ∈ Fp×p and there existsH2 ∈ Fp×q such thatπ(AH1 +
H1A∗ + BH ∗2 + H2B∗)  l.
(b17) δ(γ1 · · · γl) = 0.
Proof. It follows trivially from Theorem 12 that (a17) implies (b17).
Conversely, choose nonnegative integersπ ,ν such thatπ + ν = p and In(γ1 · · · γl)  (π, ν, 0).
Let δ = ρ = 0. Clearly (17)–(19) are satisfied and (a17) follows from Theorem 12. 
Corollary 18. Let L ∈ Fn×n. Let γ1 | · · · | γn be the invariant factors of xIn − L. Let l ∈
{1, . . . , n}. The following are equivalent:
(a18) There exists a Hermitian matrix H ∈ Fn×n such that π(LH + HL∗)  l.
(b18) δ(γ1 · · · γl) = 0.
3. Discrete-time systems
The following theorem is our main result in this section.
Theorem 19. Let A ∈ Fp×p, B ∈ Fp×q . Let γ1 | · · · | γp be the invariant factors of
[ xIp − A B ]. Let H ′ ∈ F(p+q)×(p+q) be a Hermitian matrix partitioned as in (15). Suppose
that In(H ′) = (π, ν, δ), In(H ′1,1) = (π1, ν1, δ1), ρ(H ′1,1, H ′1,2) = ρ. Let l ∈ {1, . . . , p}.
The following are equivalent:
(a19) There exists a Hermitian matrix H of the form (8), (p, q)-block congruent to H ′, such
that
π
(
H1,1 −
[
A B
]
H
[
A∗
B∗
])
 l. (23)
(b19) The following conditions hold:
l  π1 + min{rank B + ν1, ν}, (24)
I˜n(γ1 · · · γl)  (π1, ν1, 0). (25)
The following two lemmas can be proved with arguments analogous to the arguments used to
prove Lemmas 14 and 15.
Lemma 20. LetA ∈ Fp×p, B ∈ Fp×q .Letγ1 | · · · | γp be the invariant factors of [ xIp − A B ].
Let π1, ν1, l be nonnegative integers such that π1 + ν1  p and l  p.
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If (25) holds and l  π1 + ν1, then [A B ] is block similar to a matrix of the form (20),
where A1,1 ∈ Fl×l , A2,2 ∈ F(p−l)×(p−l) and I˜n(γ1 · · · γl)  I˜n(A1,1)  (π1, ν1, 0).
Lemma 21. LetA ∈ Fp×p, B ∈ Fp×q .Letγ1 | · · · | γp be the invariant factors of [ xIp − A B ].
Let π1, ν1, l be nonnegative integers such that π1 + ν1  p and l  p.
If (24), (25) hold and π1 + ν1 < l, then [A B ] is block similar to a matrix of the formA1,1 A1,2 A1,3 B1 0A2,1 A2,2 A2,3 B2 0
0 0 0l−π1−ν1 0 Il−π1−ν1
 , (26)
where A1,1 ∈ F(π1+ν1)×(π1+ν1), A2,2 ∈ F(p−l)×(p−l) and I˜n(γ1 · · · γl)  I˜n(A1,1) = (π1, ν1, 0).
Proof of Theorem 19. (a19) implies (b19). For l = p, (24) was proved in [4, Theorem 12]. For a
general l, the proof is analogous and, hence, is omitted here.
Let P ∈ Fp×p be a nonsingular matrix such that
P
(
H1,1 −
[
A B
]
H
[
A∗
B∗
])
P ∗ = Il ⊕ W,
for some W ∈ F(p−l)×(p−l). Suppose that
P
[
A B
]
(P−1 ⊕ Iq) =
[
A1,1 A1,2 B1
A2,1 A2,2 B2
]
,
(P ⊕ Iq)H(P ∗ ⊕ Iq) =
G1,1 G1,2 G1,3G∗1,2 G2,2 G2,3
G∗1,3 G∗2,3 H2,2
 ,
where A1,1,G1,1 ∈ Fl×l , A2,2,G2,2 ∈ F(p−l)×(p−l). Then
G1,1 −
[
A1,1 A1,2 B1
]
H
A∗1,1A∗1,2
B∗1
 = Il.
According to Theorem 11,
I˜n
(
A1,1,
[
A1,2 B1
])
 (π(G1,1), ν(G1,1), 0).
From the interlacing inequalities for invariant factors [10,15], it follows that
I˜n(γ1 · · · γl)  I˜n
(
A1,1,
[
A1,2 B1
])
.
Clearly π(G1,1)  π1 and ν(G1,1)  ν1. Then (25) is satisfied.
(b19) implies (a19). If l  π1 + ν1, then, without loss of generality, assume that [A B ] has
the form (20), where A1,1 ∈ Fl×l , A2,2 ∈ F(p−l)×(p−l) and I˜n(γ1 · · · γl)  I˜n(A1,1)  (π1, ν1, 0).
If π1 + ν1 < l, then, without loss of generality, assume that [A B ] has the form (26), where
A1,1 ∈ F(π1+ν1)×(π1+ν1), A2,2 ∈ F(p−l)×(p−l) and I˜n(γ1 · · · γl)  I˜n(A1,1) = (π1, ν1, 0).
Let l′ = min{l, π1 + ν1}. According to Theorem 8, there exists a Hermitian matrix G1,1 ∈
Fl
′×l′ such that G1,1 − A1,1G1,1A∗1,1 > 0 and In(G1,1) = I˜n(A1,1)  (π1, ν1, 0). Suppose that
I˜n(A1,1) = (π ′1, ν′1, 0).
Let
G = G1,1 ⊕ Iπ1−π ′1 ⊕ (−Iν1−ν′1) ⊕ 0δ1−ρ ⊕
[
0 Iρ
Iρ 0
]
⊕ Iπ−π1−ρ
⊕ (−Iν−ν1−ρ) ⊕ 0δ−δ1+ρ.
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Note that G and H ′ are (p, q)-block congruent, because they have the same invariants for (p, q)-
block congruence.
Case 1. Suppose that l  π1 + ν1. Partition G as follows:
G = G1,1 ⊕
[
G2,2 G2,3
G∗2,3 G3,3
]
,
where G2,2 ∈ F(p−l)×(p−l). For every positive real number , G is (p, q)-block congruent to
H = G1,1 ⊕
[
G2,2 G2,3
G∗2,3 G3,3
]
.
Partition H as follows:
H =
[
H,1,1 H,1,2
H ∗,1,2 G3,3
]
, where H,1,1 ∈ Fp×p.
With simple calculations, it is easy to see that there exists M ∈ Fl×l such that, for every positive
real number ,
H,1,1 −
[
A B
]
H
[
A∗
B∗
]
contains G1,1 − A1,1G1,1A∗1,1 + M as leading principal submatrix. As G1,1 − A1,1G1,1A∗1,1 >
0, it follows that, for a sufficiently small positive real number ,
π
(
H,1,1 − [A B]H
[
A∗
B∗
])
 l.
Case 2. Suppose that π1 + ν1 < l. From (24), it follows that l − π1 − ν1  ρ + (ν − ν1 −
ρ). Choose nonnegative integers q1, q2 such that q1  ρ, q2  ν − ν1 − ρ and q1 + q2 = l −
π1 − ν1. Choose a permutation matrix  ∈ Fq×q such that G′ := (Ip ⊕ )G(Ip ⊕ ∗) has the
form
G′ = G1,1 ⊕

G2,2 0 G2,4 0
0 0q1 0 Iq1
G∗2,4 0 G4,4 0
0 Iq1 0 0q1
⊕ (−Iq2),
where G2,2 ∈ F(p−π1−ν1−q1)×(p−π1−ν1−q1). For every positive real number  and for every real
number λ, G′ is (p, q)-block congruent to
H,λ = G1,1 ⊕

G2,2 0 G2,4 0
0 0q1 0 Iq1
G∗2,4 0 G4,4 0
0 Iq1 0 λIq1
⊕ (−Iq2).
Note that q1 + q2 = l − π1 − ν1  rank B. Partition [A B ] as follows:
A1,1 C1,2 C1,3 B1 0 0
C2,1 C2,2 C2,3 B2 0 0
0 0 0 0 Iq1 0
0 0 0 0 0 Iq2
 ,
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where C2,2 ∈ F(p−l)×(p−π1−ν1−q1), C2,3 ∈ F(p−l)×q1 . Partition H,λ as follows:
H,λ =
[
H,λ,1,1 H,λ,1,2
H ∗,λ,1,2 H,λ,2,2
]
, where H,λ,1,1 ∈ Fp×p.
With simple calculations, it is easy to see that there exists M ∈ Fl×l such that, for every positive
real number  and every real number λ,
H,λ,1,1 −
[
A B
]
H,λ
[
A∗
B∗
]
contains
M +
([
G1,1 − A1,1G1,1A∗1,1 −C1,3
−C∗1,3 −λIq1
]
⊕ Iq2
)
(27)
as principal submatrix.
As G1,1 − A1,1G1,1A∗1,1 > 0, it follows, from [3, Lemma 9], that there exists a negative real
number λ such that[
G1,1 − A1,1G1,1A∗1,1 −C1,3
−C∗1,3 −λIq1
]
⊕ Iq2
is positive definite. Then, for a sufficiently small positive real number , (27) is positive defi-
nite.
For such values of  and λ,
π
(
H,λ,1,1 −
[
A B
]
H,λ
[
A∗
B∗
])
 l. 
Corollary 22. Let L ∈ Fn×n. Let γ1 | · · · | γn be the invariant factors of xIn − L. Let H ′ ∈ Fn×n
be a Hermitian matrix. Suppose that In(H ′) = (π, ν, δ). Let l ∈ {1, . . . , n}. The following are
equivalent:
(a22) There exists a Hermitian matrix H ∈ Fn×n congruent to H ′ such that π(H − LHL∗)  l.
(b22) l  π + ν and I˜n(γ1 · · · γl)  (π, ν, 0).
Corollary 23. Let A ∈ Fp×p, B ∈ Fp×q . Let γ1 | · · · | γp be the invariant factors of
[ xIp − A B ]. Let l ∈ {1, . . . , p}. The following are equivalent:
(a23) There exists a Hermitian matrix H of the form (8) such that (23) is satisfied.
(b23) δ˜(γ1 · · · γl) = 0.
Corollary 24. Let L ∈ Fn×n. Let γ1 | · · · | γn be the invariant factors of xIn − L. Let l ∈
{1, . . . , n}. The following are equivalent:
(a24) There exists a Hermitian matrix H ∈ Fn×n such that π(H − LHL∗)  l.
(b24) δ˜(γ1 · · · γl) = 0.
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