INTRODUCTION
In this paper, we consider the problem of simultaneously testing a family of k > 2 hypotheses, MfI,M12, ....'k, based on test statistics t1, t2
... tk, respectively. The familywise error rate is defined as the probability of rejecting at least one true !1i. We require that any multiple test procedure for this problem control the familywise error rate at a designated level ct, irrespective of which and how many of the J1, are true. A multiple test procedure satisfying this condition will be referred to as an a-level multiple test procedure. See Hochberg and Tamhane (1987) for a rationale behind control of the familywise error rate and for a general introduction to multiple comparison problems.
There are two types of multiple test procedures: single-step and stepwise. In a singlestep procedure the decision on any H-i does not depend upon the decision on any other .1-j; therefore the hypotheses can be tested without reference to one another. A singlestep testing procedure typically arises when a simultaneous confidence-interval procedure is used to make the hypothesis tests. On the other hand, in a stepwise procedure the hypotheses are tested step by step in some order. In the present paper, this order is determined by the ordered values of the test statistics, t(l) < t(2) < ---< t(k), where a larger value of a test statistic is assumed to be more significant. The decisions on the earlier hypotheses in the order tested affect the decisions on the hypotheses tested later. Stepwise procedures are more powerful than single-step procedures when the detection of more than one false hypothesis is of interest.
There are two types of stepwise procedures: step-down and step-up. To explain these procedures, we introduce the notation H1(i) for the hypothesis associated with the ith ordered test statistic, t(i). In a step-down procedure testing begins with 1I(k), i.e., the hypothesis associated with the most significant test statistic, t(k) = tmax. If H(k) is rejected, testing continues in the order !(k-1),!4(k-2) ... as long as rejection occurs at each step. Testing stops either when there are no more hypotheses to test or when a hypothesis is not rejected ("accepted"), at which point the remaining hypotheses are accepted by implication without actually testing them. In a step-up procedure testing begins with H(1), i.e., the hypothesis associated with the least significant test statistic, t(l) = tmin. If -H(1) is accepted, testing continues in the order H(2),H(3), ... , as long as acceptance occurs at each step. Testing stops either when there are no more hypotheses to test or when a hypothesis is rejected, at which point the remaining hypotheses are rejected by implication without actually testing them.
The test in the first step of a step-down procedure answers the question "Can at least one hypothesis be rejected?" by using a test based on tmax. If the answer to this question is affirmative, then the procedure proceeds testing in a step-down manner to provide a further resolution of this question. The test in the first step of a step-up procedure answers the question "Can all hypotheses be rejected?" by using a test based on tmin [the "min" test of Laska and Meisner (1989) ]. If the answer to this question is negative, then the procedure proceeds testing in a step-up manner to provide a further resolution of this question.
In some applications the investigator wants to answer the question "Can at least q hypotheses be rejected?" where q is a specified integer between 1 and k. For example, a new treatment may be preferred to a placebo if it shows efficacy on at least q out of k endpoints; another example is given in Section 6. A test to answer this question can be based on the statistic t(r) where r = k -q + 1 (reject H(r), H(r+l,,...,H(k) if t(r) > Cr). A stepwise extension of this test proceeds in a step-down or step-up manner depending on whether the answer to the question is affirmative or not. We call the resulting stepwise procedure a step-up-down procedure and denote it by SUDP(r). The step-down and step-up procedures are special cases of SUDP(r) for q = 1, r k and q = k, r 1, respectively.
The purpose of the present paper is to develop this generalized procedure in the context of the normal-theory linear model for a balanced design. A study of the power properties of this procedure shows that if m is the actual number of true hypotheses and q = k -m is the actual number of false hypotheses, then the most powerful SUDP(r) is obtained when r m + 1 k -q + 1. Thus another application of SUDP(r) is when one has some prior idea about the likely number of true/false hypotheses.
The plan of the paper is as follows. Section 2 gives the distributional setup for balanced designs. For this setup the estimates of the test parameters have equal variances and equal correlation coefficients, which simplifies the calculation of the critical constants of SUDP(r). Section 3 states the procedure. Section 4 shows how to obtain its critical constants. A table of selected constants is provided. Section 5 gives results, both analytical and numerical, on the power properties of SUDP(r). Section 6 discusses an application dealing with demonstrating the sensitivity of a clinical trial for a new generic drug. Finally, Section 7 gives concluding remarks. 
PRELIMINARIES

A GENERALIZED STEP-UP-DOWN PROCEDURE
For fixed integer r (1 < r < k), the step-up-down procedure SUDP(r) begins by testing the hypothesis I(,r) that corresponds to the rth test statistic in ascending order of , in the usual step-up manner until a hypothesis is rejected. The steps in SUDP(r) are as follows:
Step 0. Order the test statistics ti: t(l) < t(2) < ... Step 1(a). If t(r) < Cr then accept 1H(),H(2), ... ,H(r) and go to general step (a).
< t(k)
Step
1(b). If t(r) > Cr then reject H(r),,H(r+,,...,)-H(k)
and go to general step (b). 
General step (a). Let H(i) denote the last accepted hypothesis [at Step l(a), i r]. If i -k then stop testing; otherwise test H(i+1). If t(i+l
DETERMINATION OF CRITICAL CONSTANTS
We determine the critical constants of SUDP(r) SO that the requirement that the familywise error rate be < a is met. Let Table 2 ) suggest that Theorem 5.1 holds in this case, too. Table 2 gives values of nt and Table 3 gives 
AN EXAMPLE
As mentioned in the introduction, in some applications a trial is regarded as a "success" when a specified minimum number, q, of hypotheses are rejected. For example, consider the application described in Dunnett and Tamhane (1992b) which involves comparisons of a test drug with both a placebo and k > 2 known active controls for efficacy. The primary purpose of the trial is to demonstrate the efficacy of the test drug with respect to the placebo. If the test drug is shown to be effective, then it is also of interest to compare its efficacy with each of the known actives.
However, before proceeding with these comparisons, it is necessary to make preliminary comparisons between the known actives and the placebo to establish the sensitivity of the trial (i.e., the ability of the trial to detect differences between the known actives and the placebo). If the sensitivity of the trial cannot be established, the trial may be judged a failure and subsequent comparisons may be abandoned.
Label are accepted, so that sensitivity of the trial is not established. However, there may be explanatory reasons for this (e.g., reduced sample sizes due to dropouts, noncompliance, etc.). SUDP(r) does further step-up testing to see whether any of the remaining hypotheses can be rejected.
In the final stage, SUDP(r) can again be used with r based on a number q' of active standards that the test drug should be superior to in order to justify the introduction of the test drug into the market.
CONCLUDING REMARKS
The main use of SUDP(r) is in those applications where it is desired to show that at least q out of k null hypotheses are false in which case we choose r = k -q + 1. The fact that the most powerful SUDP(r) can be found if the number of true hypotheses, m, is known a priori [in many cases the most powerful SUDP(r) is obtained by choosing r = m + 1] is mainly of theoretical interest, for two reasons. First, such knowledge is rarely available. Second, the choice r -1 achieves nearly the highest power in all cases, and therefore the step-up procedure can always be used without significant loss of power.
In some applications, estimation of the treatment contrasts by simultaneous confidence intervals may be of greater interest. However, in many applications (such as in providing justification for the use of a new treatment over existing standards) hypothesis testing is used; here, stepwise multiple testing methods provide distinct power advantages over the single-step tests arising from applying methods intended primarily for estimation. The problem of deriving confidence intervals from stepwise tests is largely unresolved: see Hayter and Hsu (1994) .
The results of this paper can be extended to two-sided tests in a straightforward manner. A Fortran program for computing the critical constants for two-sided tests is available from the authors. Unbalanced designs [involving unequal '1ar Oi and unequal Corr (Oi, 0j)] pose a more difficult problem, but the method of Tamhane (1991, 1995) developed for the step-down and step-up procedures can be used to implement suDP(r) in this case. Although the resulting procedure cannot always be shown to control the familywise error rate, the excess over the nominal level a is usually quite small. Finally, we note that the adjusted p-values [see, e.g. Tamhane (1991, 1992b ) and Westfall and Young (1993)] can also be defined and calculated for SUDP(r).
