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Abstract
This dissertation contains two separate sections aside from an introduction
(Chapter 1): theory and methods (Chapter 2), time dependent density functional theory
with Ehrenfest for excited state lifetimes in materials (Chapter 3), and simulated field
modulated X-ray absorption in titania (Chapter 4).
Excited state lifetime in insulators and semiconductors can be difficult to compute
using quantum chemistry due to their dense excited states. Non-radiative decay in these
materials requires the use of non-adiabatic effects to dissipate energy through the means
of electron-nuclear coupling such as coherent phonon generation. One method of
approaching this challenge in these materials is using Ehrenfest Theorem. Chapter 3
provides a method of correcting the nuclear gradient to include adiabatic effects. This
provides an implementation of this correction using expressions from existing quantum
chemistry packages. This method is validated using 𝐇𝟐+ with a minimal basis set.
Chapter 4 presents a method of calculating the X-ray absorption near-edge spectra
of titania using real-time time-dependent density functional theory. This is done using
anatase titania bulk mimicking embedded clusters, which allow for the inclusion of hybridfunctionals without the use of pseudopotentials. These also include spin-orbit coupling in
order to get accurate peak-splitting in the spectrum. These were then subjected to
different static electric fields and the changes in the electronic structure are examined
from changes in the spectrum. These lead to an increase in the peak splitting between t2g
peaks and the eg peaks of the Ti L-edge.

v

Chapter 1. Introduction
1.1 Quantum Mechanics
Being able to solve for observable quantities of chemicals and their reactions is
now a staple when it comes to validating experimental work in chemistry and is used to
explain effects from molecular dynamics to spectroscopy. These contribute an
explanation for experimental behaviors based on the theories as they are understood,
and as a verification tool, it becomes increasingly important to explain what part of the
theory contributes to nuances in the results. This can be challenging without explaining
some of background that later equations are built on or attempts to solve. In the field of
quantum chemistry this can be hampered by wave-particle duality, and while there are
multiple ways to account for this, the most popular place to start would be the Schrödinger
equation, which dictates the wavefunction of a quantum system.
𝑖ℏ

𝜕𝜓(𝑥, 𝑡)
ℏ2 𝜕 2
=−
𝜓(𝑥, 𝑡) + 𝑉(𝑥, 𝑡)𝜓(𝑥, 𝑡)
𝜕𝑡
2𝑚 𝜕𝑥 2

(1.1)

This linear partial differential equation allows the wavefunction 𝜓(𝑥, 𝑡) to be related to
observable quantities, with 𝑉(𝑥, 𝑡) being an external potential. While the equation is exact
for one-electron systems, it fails when there is more than one electron. In order to
calculate many-electron systems mean-field theory is used.
1.2 Applications
Quantum mechanics provides a very detailed analysis of systems at both small
scales and short timescales, ranging from tens of atoms to a few femtoseconds. When
done correctly it can replicate electron dynamics and spectrum of the experiments. This
provides insight into certain challenges, like non-adiabatic effects and transition metal
electron dynamics. Non-adiabatic effects are particularly interesting, since normally they
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are used for relaxation dynamics in molecules, thanks to events like surface hopping [1].
While this runs into challenges in materials with a dense manifold of excited states, it can
still be done using Ehrenfest dynamics [2]. This is useful in solids when calculating excited
state lifetimes in insulators and semiconductors. With continuous improvements in
computing power, real-time simulations can also reach longer timescales with larger
systems, making this method even more valuable in calculating lifetimes in solid-state
materials.
Transition metal systems are some of the more studied systems providing an
excellent source of interesting qualities to simulate. Doping, defects, and ligands all
change observable quantities in the system like emission and absorption spectroscopy.
This makes it excellent at generating and verifying solid-state systems to build upon.
Strong and weak field dynamics can also be simulated, even though material breakdown
voltages are frequently difficult to match. This provides interesting opportunities to
simulate effects like transient absorption, when combined with experiment, provides a
real-time view of things like electron dynamics. Strong field effects can also be examined,
as insulators and semiconductors can change to metallic around breakdown voltage. This
corresponds to the conduction band and valence band approaching one another and
eventually overlapping, becoming metallic. The temporary state of the material in this
transition is of particular interest.
1.3 Funding Sources
Funded by the U.S. Department of Energy, Office of Science, Basic Energy
Sciences, Atomic, Molecular and Optical Sciences under contract number DESC0017868. Parts of the research was done with the computational resources provided
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by Louisiana State University (http://www.hpc.lsu.edu) and the Louisiana Optical Network
Infrastructure (LONI).
1.4 Scope of Dissertation
This dissertation will focus on two separate topics, one being the introduction of
non-adiabatic forces to the nuclear motion and the other being the simulating the effects
of applied fields on X-ray absorption in titania. The introduction of non-adiabatic forces is
done by deriving an appropriate correction to the energy gradient and incorporating it into
nuclear motion. This allows for the excited state of the electron to contribute to the
potential felt by the nuclei. This is then followed by a brief validation using the H2+ atom
and a wrapper around the NWCHEM program. In Chapter 4 we present a method for
calculating X-ray near edge absorption spectroscopy in titania using RT-TDDFT with the
inclusion of spin-orbit effects. This utilizes bulk-mimicking embedded clusters which allow
for the inclusion of hybrid functionals and all-electron basis sets. Since spin–orbit coupling
is necessary this also functions as a verification of the added ZORA method. This is then
expanded by the inclusion of differing static electric fields to change the X-ray absorption
spectra.

3

Chapter 2. Theory and Methods
2.1 Hartree-Fock
In order to provide a more complete explanation of the terms included when solving
for later electronic structure calculation, it is important to first define terms, we use the
notation from ref Li et al. [2]. Many of the relevant terms can be seen in the Hartree-Fock
(HF) method. To get the one electron wavefunction 𝜓𝑖 and electron energy 𝜖𝑖 a version
of the Schrödinger equation must be solved using the Fock operator 𝑓̂(𝑖).
𝑓̂(𝑖)𝜓𝑖 = 𝜖𝑖 𝜓𝑖

(2.2)

Here the Fock operator is:
N/2

̂𝑗 (𝑖)]
𝑓̂(𝑖) = ℎ̂(𝑖) + ∑[2𝐽̂𝑗 (𝑖) − 𝐾

(2.3)

𝑗=1

Here ℎ̂(𝑖) is the one electron Hamiltonian, 𝐽̂𝑗 (𝑖) is the Coulomb operator for electron̂𝑗 (𝑖) is the exchange operator.
electron repulsion, and 𝐾
𝐽̂𝜈 𝜓𝜇 (𝑥1 ) = 𝜓𝜇 (𝑥1 ) ∫ 𝑑𝑥2

𝜓𝜇∗ (𝑥2 )𝜓𝜇 (𝑥2 )
𝑟𝜇𝜈

𝜓 ∗ (𝑥 )𝜓 (𝑥 )
̂𝜈 𝜓𝜇 (𝑥1 ) = 𝜓𝜈 (𝑥1 ) ∫ 𝑑𝑥2 𝜈 2 𝜇 2
𝐾
𝑟𝜇𝜈

(2.4)

In the both 𝑟𝜇𝜈 is the distance between the electrons’ positions. The Coulomb operator is
the repulsive force felt on the electron by the other electrons in the system. The exchange
operator involves the electrons at their own positions, noted by 𝜓𝜇 (𝑥1 ) and 𝜓𝜈 (𝑥2 ), as well
as swapped, noted by 𝜓𝜇 (𝑥2 ) and 𝜓𝜈 (𝑥1 ).
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Another particularly important function to have is the electronic density, which is
the density of the total number of electrons in the system as a function of the position.
This is defined for Hartree-Fock and DFT as:
N⁄2

𝜌(𝐫) = 2 ∑ 𝜓𝑎∗ (𝐫)𝜓𝑎 (𝐫)

(2.5)

𝑎=1

This also means that an integral of the density over all space should result in N, or the
total number of electrons.
Here we also run into the problem of not being able to solve for the orbital energy
𝜖𝑖 using the wavefunction 𝜓𝑖 . In order to bypass this we can instead replace our
wavefunction with basis sets. In which a linear combination of a finite set of basis functions
is used together as a basis set with which to describe the wavefunction 𝜓𝑖 , provided there
are enough basis functions to adequately describe the wavefunction. Here we define our
wavefunction as a sum of basis functions 𝜙𝑗 which altogether form a basis set.
K

𝜓𝑖 = ∑ 𝑐𝑖𝑗 𝜙𝑗

(2.6)

𝑗=1

This allows for a solution of the energy 𝜀𝑖 as an eigenvalue of the basis functions 𝜙𝑗 as
opposed to the wavefunction 𝜓𝑖 .
𝐾

𝐾

∑ 𝐶𝜇,𝑖 ⟨𝜙𝜇 |𝑓̂(𝑖)|𝜙𝜈 ⟩ = 𝜀𝑖 ∑ 𝐶𝜇,𝑖 ⟨𝜙𝜇 |𝜙𝜈 ⟩
𝜈=1

(2.7)

𝜈=1

Here the coefficients are written as 𝐶𝜇,𝑖 . At this point it is also possible to start defining
terms as matrices spanning over the basis function indices 𝜇 and 𝜈.
This allows us to replace our previous equations with their basis function
counterparts. The electronic density becomes:
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N⁄2
∗
𝜌(𝐫) = 2 ∑ ∑ 𝐶𝜇𝑎
𝐶𝜈𝑎 𝜙𝜇∗ (𝐫)𝜙𝜈 (𝐫) = ∑ 𝐏𝜇𝜈 𝜙𝜇∗ (𝐫)𝜙𝜈 (𝐫)
𝑎=1 𝜇𝜈

(2.8)

𝜇𝜈

Which allows for the definition for the density matrix
𝑁/2
∗
𝐏𝜇𝜈 = 2 ∑ 𝐶𝜇𝑎
𝐶𝜈𝑎

(2.9)

𝑎

The density matrix is useful in that it can completely specify the charge density with a
corresponding basis set. It also replaces the coefficient matrix 𝐂 with a matrix invariant to
transformations performed on the orbitals and by extension to the basis set.
It also becomes possible to define the Fock matrix 𝐅 using basis functions
𝐅𝜇𝜈 = ⟨𝜙𝜇 |𝑓̂(𝑖)|𝜙𝜈 ⟩

(2.10)

The Fock matrix can then be expanded the same way as the Fock operator was above.
̂𝑗 (𝑖) also acting
With the Hamiltonian ℎ̂(𝑖) and two-electron contributions from 𝐽̂𝑗 (𝑖) and 𝐾
upon basis functions.
N⁄2

̂𝑗 (𝑖)|𝜙𝜈 ⟩
𝐅𝜇𝜈 = ⟨𝜙𝜇 |ℎ̂(𝑖)|𝜙𝜈 ⟩ + ∑⟨𝜙𝜇 |2𝐽̂𝑗 (𝑖) − 𝐾

(2.11)

𝑗=1

core
Here we can refer to ⟨𝜙𝜇 |ℎ̂(𝑖)|𝜙𝜈 ⟩ as the core Hamiltonian 𝐇𝝁𝝂
and the coulomb and

exchange operators become the two-electron contribution 𝐆𝜇𝜈
N⁄2

1
̂𝑗 (𝑖)|𝜙𝜈 ⟩ = ∑ 𝐏𝜇𝜈 [(𝜇𝜈|𝜆𝜎) − (𝜇𝜎|𝜆𝜈)] = 𝐆𝜇𝜈
∑⟨𝜙𝜇 |2𝐽̂𝑗 (𝑖) − 𝐾
2
𝑗=1

(2.12)

𝜆𝜎

So the Fock matrix can be reduced into the much simpler:
core
𝐅𝜇𝜈 = 𝐇𝝁𝝂
+ 𝐆𝜇𝜈
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(2.13)

This means that the Fock matrix can be expressed as a function of the density matrix and
therefore the coefficient matrix. Lastly, since the basis sets are not necessarily orthogonal
to each other an overlap matrix is produced
𝐒𝜇𝜈 = ⟨𝜙𝜇 |𝜙𝜈 ⟩

(2.14)

This allows for the original energy 𝜖 to be rewritten with the corresponding matrix
representations.
𝐅𝐂 = 𝐒𝐂𝜖

(2.15)

Solving this could be made much simpler if the overlap matrix was equal to the identity
matrix and could therefore be removed. Then the coefficient matrix could be found by
diagonalizing the Fock matrix.
Transforming the overlap matrix into the identity matrix is done using
orthogonalization. Although this is hampered by the fact that the overlap matrix isn’t
necessarily invertible, which means canonical orthgonalization needs to be used. The
transform matrix 𝐗 is defined as:
𝐗 = 𝐔𝒔−𝟏⁄𝟐

(2.16)

Where the unitary matrix 𝐔 is used to diagonalize 𝐒 into the overlap eigenvalues 𝐬.
𝐔 † 𝐒𝐔 = 𝐬

(2.17)

𝐗 † 𝐒𝐗 = 𝟏

(2.18)

This allows for the transformation
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With the transform matrix available it becomes possible to create an orthonormal
basis set and transform our matrices into the orthonormal basis. This allows for the
orthogonal form of the coefficient matrix to be defined as
𝐂′ = 𝐗 −1 𝐂

(2.19)

The orthogonal Fock matrix is also transformed into the orthonormal basis by
𝐅′ = 𝐗 † 𝐅𝐗

(2.20)

Now the energy can be rewritten again in the orthonormal basis as
𝐅′𝐂′ = 𝐂′𝜖

(2.21)

At this point the Self-Consistent Field (SCF) method allows for solving the energy.
The SCF method refers to the process of iteratively solving to a point that all of the
orbitals are eigenvectors of the Fock matrix. This begins with first defining the system, in
terms of positions, nuclei, basis sets, and number of spin-up and spin-down electrons.
From the system the core Hamiltonian, two-electron, and overlap matrices can be solved,
followed by diagonalizing the overlap matrix to obtain the canonical transformation matrix.
At this point a guess for the density matrix must be made from the coefficients matrix,
while there are a number of ways to do this a simple example would be to solve the Fock
matrix with the coulomb operator set to zero, functionally ignoring electron repulsion.
Regardless of how the guess is constructed, it is used to start an iterative loop, the first
step of which is using our generated density matrix to solve for the Fock matrix. From this
the canonical transformation matrix can be used to transform the newly created Fock
matrix into the orthonormal basis which can be used to solve for the transformed
coefficient matrix and energy. The coefficient matrix can then be transformed back out of
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the orthonormal basis to create a new iteration of the density matrix. At this point if the
new density matrix is different from the previous density matrix the loop is restarted, using
the new density matrix to generate a newer density matrix. If these iterations of the density
matrix become sufficiently close the loop can be considered self-consistent, and the final
coefficient matrix can be used to solve for observable properties.
2.2 Kohn-Sham Density Functional Theory
While solving for a single hydrogen atom can be done analytically, including a third
body or more makes the problem currently unsolvable. And while there are a number of
approximations to circumvent this challenge, the one foundational to DFT are the KohnSham equations [3]. These provide some corrections to the Hartree-Fock method, namely
the exchange-correlation function. The Kohn-Sham equation replaces any number of
electrons with one non-interacting density cloud containing all of them, which can simplify
a many-body problem back into a two-body one. The Kohn-Sham wavefunction is similar
to the one-electron Schrödinger equation and must obey the equation,
(−

ℏ2 2
∇ + 𝜐eff (𝐫)) 𝜙𝑖 (𝐫) = 𝜀𝑖 𝜙𝑖 (𝐫)
2𝑚

(2.22)

Where 𝜀𝑖 is the energy of the Kohn-Sham orbital 𝜙𝑖 , and 𝜐eff is the Kohn-Sham potential
which has a dependence on the electronic density given by 𝜌(r).
𝑁

𝜌(𝐫) = ∑|𝜙𝑖 (𝐫)|2

(2.23)

𝑖

It should be noted that this represents a non-interacting system of electrons. The
challenge becomes solving or approximating the Kohn-Sham potential, which is
dependent on three separate parts:
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𝜐eff (𝐫) = 𝜐ext (𝐫) + 𝜐Hartree (𝐫) + 𝜐XC (𝐫)

(2.24)

Here the effective potential is split into an external potential, the Hartree potential, and
the exchange correlation.
𝜐ext (𝐫) = ∑ 𝜐𝛼 (𝐫 − 𝐑 𝜶 )

(2.25)

𝛼

The external potential is just an external potential or number of potentials being applied
to the electron.
𝜐Hartree (𝐫) = ∫ 𝑑𝑟′

𝜌(𝐫′)
|𝐫 − 𝐫′|

(2.26)

Which is the Hartree potential as a function of the density.
𝜐XC (𝐫) =

𝛿𝐸𝑋𝐶
𝛿𝜌(𝐫)

(2.27)

Here 𝐸𝑋𝐶 is the exchange correlation energy and is supposed to take into account any
other ground state energies that are not included in the ground state energy expression,
which can now be expressed as:
1

𝐸(𝜌) = 𝑇𝑠 (𝜌) + ∫ 𝑑𝐫 𝜐ext (𝐫)𝜌(𝐫) + 2 ∬ 𝑑𝐫 𝑑𝐫′

𝜌(𝐫)𝜌(𝐫′)
+ 𝐸𝑋𝐶 (𝜌)
|𝐫 − 𝐫′|

(2.28)

Where 𝑇𝑠 (𝜌) is the Kohn Sham kinetic energy, given by:
𝑁

𝑇𝑠 (𝜌) = ∑ ∫ 𝑑𝐫 𝜙𝑖∗ (𝐫) (
𝑖=1

ℏ2 2
∇ ) 𝜙𝑖 (𝐫)
2𝑚

(2.29)

The remaining expressions are the energy of the external potential, the Hartree energy,
and the Exchange correlation energy.
OCC

1
𝐸DFT = ∑ 𝜀𝑖 − ∫ 𝑑𝑟 [ 𝜐Hartree (𝐫) + 𝜐XC (𝐫)] 𝜌(𝐫) + 𝐸XC
2
𝑖
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(2.30)

This method is further expanded into the time domain by the time-dependent Kohn-Sham
equations utilizing the Runge-Gross theorem[4].
𝑖

𝜕𝜙𝑖 (𝐫, 𝑡)
1
= [− ∇2 + 𝜐KS (𝐫, 𝑡)] 𝜙𝑖 (𝐫, 𝑡)
𝜕𝑡
2

(2.31)

2.3 Time-Dependent Density Functional Theory
Building upon the time-dependent Kohn-Sham equations, DFT can be similarly
extended into the time domain with time-dependent density functional theory (TDDFT).
Still satisfying the Kohn-Sham equations above the Schrödinger equation becomes
defined by:
𝑖

𝜕𝜓𝑖 (𝐫, 𝑡)
1
𝜌(𝐫′)
= [− ∇2 + 𝜐ext (𝐫, 𝑡) + ∫ 𝑑𝐫′
+ 𝜐XC (𝐫, 𝑡)] 𝜓𝑖 (𝐫, 𝑡)
|𝐫 − 𝐫′|
𝜕𝑡
2

(2.32)

This assumes a DFT functional that is adiabatic (local in time). The exchange correlation
functional depends on a complete history of the density, however for practical
calculations, adiabatic functionals are almost always used [5, 6]. TDDFT can be
subdivided into two regimes, namely linear-response (LR) and real-time (RT), whereas
LR-TDDFT solves for excitations in the frequency domain by using Davidson iterations.
RT-TDDFT is similar to LR-TDDFT, but instead solves for excited states by integrating
the time-dependent Kohn-Sham equations in the time domain [7, 8]. This allows for the
computation of spectroscopic properties as well as time-resolved response to excitations
or changes in the system. Provided a long enough time-scale and a fine enough timestep, excitations can be calculated using a Fourier transform.
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Chapter 3. Time Dependent Density Functional Theory with Ehrenfest
for Excited State Lifetimes in Materials
3.1 Introduction
Full quantum mechanical molecular dynamics and time evolution for chemical
properties and excited state processes, generally requires a full solution of the timedependent Schrödinger equation for the entire system, however in practice this is not
computationally feasible. One method of simplifying the solution to the system is the BornOppenheimer approximation. This stems from the fact that the nuclei and electrons are
vastly different in mass, so we should be able to solve for the electronic wavefunction with
fixed nuclear positions. This simplifies the problem by separating the total wavefunction
of the system into its nuclear and electronic portions each solved in their own timescale.
While effective this limits the effects electrons can impart upon the nuclei. Their motion is
only propagated with a snapshot of the other in mind effectively simplifying the entire
motion of electrons between nuclear propagation steps to a single frame, which is usually
the ground state electronic wavefunction. The assumption is that any appreciable nuclear
change will happen at a timescale so much larger than the electronic propagation that the
electrons will relax down to the ground state before the nuclei are propagated again. This
is often also reasonable because in an adiabatic system, small enough changes in the
nuclear position will yield the same electronic state.
There are many cases where this assumption is no longer valid, including most
non-adiabatic processes. Especially in cases where electrons move slower, the
timescales will approach similar values and the back reaction of the electrons upon the
nuclei can’t be ignored. These are common in both transition state systems and during
chemical reactions. In systems that undergo photochemical reactions, since the electrons
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are the one accepting the energy of the photon and exciting, it is frequently their excited
states that lead to changes in the molecule. In many situations where the BornOppenheimer approximation breaks down it becomes necessary to choose a more
applicable method.
In crystal lattices and solid state materials analogous processes occur energy loss
pathways, where excited electrons couple to lattice motion [9]. Understanding these
dynamics is important to effectively predict the excited state lifetimes of these systems
which continually display a transfer of energy from the excited state electrons into the
lattice. While there is ongoing research into this challenge, Ehrenfest provides a simple
method for simulating these systems, trading accuracy for efficiency for solid state
materials[10]. Plane waves are also an option when doing these simulations, and while
accurate, they run into challenges when dealing with defects in the lattice and have
difficulty establishing reasonable concentrations of defects or dopants.
Surface Hopping and Ehrenfest are two of the more common methods applied to
non-adiabatic systems [11]. Surface Hopping propagates along the potential energy
surface of one adiabatic state with ”hops” between the current state and nearby states
depending on coupling between the states [12]. In situations where there is a large
difference in adiabatic states that only approach briefly, this method is very convenient,
since a number of trajectories run at once and can simulate a system that moves between
the ground and excited states freely. Unfortunately it requires calculations of the nearest
adiabatic surfaces, making it expensive in systems with of dense states. Ehrenfest
overcomes this problem by propagating along a mean field of states allowing a number
of states to be averaged into a single state provided they are close enough in energy [2].
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It is less accurate when trying to average over states with large energy gaps between the
states, and can give unrealistic results when calculating the conformations of different
molecules. Since this work is intended to be used in solid state systems such as insulators
or semiconductors with high densities of states it is cheaper and can be more accurate to
use Ehrenfest. This is particularly convenient if there is a dense manifold of similarly
shaped energy surfaces and the simulation can represent a realistic average of states.
Under the conditions of a density of excited states we can expect Ehrenfest method to be
not only reasonably accurate, but also computationally efficient, reducing the need to
simulate every state in the manifold. When combined with TDDFT it provides a good
balance of accuracy and efficiency when applied to this system. Essentially this can be
implemented by correcting the forces in a traditional Born-Oppenheimer molecular
dynamics calculation of the electronic gradient upon the nuclei to account for excited state
character.
3.2 Theory
Here is discussed the technical approach for Ehrenfest with atom centered basis
sets within TDDFT, which are well suited to simulating non-adiabatic processes in doped
solids using hybrid DFT functionals and cluster simulations (See chapter 4) [13]. In this
section we adapt the results from Li et al. [2]. In Born-Oppenheimer Molecular Dynamics
the movement of the nuclei is based on the force imparted by the energy gradient. This
is correct for systems where the electrons reside in the ground state and uses that fact to
simplify the energy gradient. Ehrenfest molecular dynamics however, requires a gradient
that takes into account the electronic excited state. This means the full expression for the
gradient is needed to propagate the nuclei. We start with the expression for energy in the
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atomic orbital basis set, where 𝐅 is the Fock matrix in the atomic orbital basis, 𝐏 is the
density matrix in the atomic orbital basis, and 𝑣NN is the nuclear-nuclear interaction.
𝐸 = 𝑇𝑟[𝐅(𝐏)𝐏] + 𝑣 NN
(3.1)

1

= 𝑇𝑟 [𝐡𝐏 + 2 𝐆(𝐏)𝐏] + 𝑣 NN

The gradient in the 𝑑 direction on atom 𝑎 is then.
∂𝐸
∂𝑅𝑎𝑑

∂𝐡

∂𝐏

1 ∂𝐆

1

∂𝐏

= 𝑇𝑟 [∂𝑅 𝐏 + 𝐡 ∂𝑅 + 2 ∂𝑅 𝐏 + 2 𝐆 ∂𝑅] +

= 𝑇𝑟 [

∂𝑣𝑁𝑁
∂𝑅

∂𝐡
1 ∂𝐆
∂𝐏
∂𝑣𝑁𝑁
𝐏+
𝐏] + 𝑇𝑟 [𝐅 ] +
∂𝑅
2 ∂𝑅
∂𝑅
∂𝑅

(3.2)

(3.3)

Here 𝐡 is the core part of the Fock matrix and represents the kinetic energy and the one
electron portion while 𝐆 is the two-electron portion. Here is also where we need to solve
∂𝐏

for Tr [𝐅 ∂R] . Here it is also important to mention that any partial derivatives at this point
∂𝐒

should be attempted to be converted into something in terms of ∂R where 𝐒 is the overlap
matrix. This enables evaluation of the matrix elements in terms of the atomic orbital basis,
which is the most convenient form for implementing in an electronic structure code. This
is accomplished by first solving

∂𝐏
∂R

∂𝐏

, which is substituted into Tr [𝐅 ∂R] and solved in terms

∂𝐒

of ∂R. This method yields.
𝑇𝑟 [𝐅

∂𝐏
∂𝐗
∂𝐗 †
+ 𝐅 ′ 𝐏′
𝐘]
] = 𝑇𝑟 [𝐏 ′ 𝐅 ′ 𝐘 †
∂𝑅
∂𝑅
∂𝑅

(3.4)

Where:
𝐅 ′ 𝐏′ = 𝐏 ′ 𝐅 ′ − [𝐏 ′ , 𝐅 ′ ]
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(3.5)

Here 𝐗 is the canonical transform matrix. For Born-Oppenheimer molecular
dynamics, we make use of the fact that [𝐅, 𝐏] = 0 to remove a portion of the solution that
will equal 0 for the ground state. Which yields:
𝑇𝑟 [𝐅

∂𝐏
∂𝐒
] = −𝑇𝑟 [𝐏𝐅𝐏 ]
∂𝑅
∂𝑅

(3.6)

Unfortunately, this method makes use of the fact that [𝐅, 𝐏] = 0 which is no longer
valid in the excited state. Without exploiting this characteristic another term is appended
onto the end of the previous solution, which requires its own method of solution.
Solving with the excited state in mind yields.
𝑇𝑟 [𝐅

∂𝐏
∂𝐒
∂𝐒 ′
𝐗𝐏 ]
] = −𝑇𝑟 [𝐏𝐅𝐏 ] + 𝑇𝑟 [[𝐏 ′ , 𝐅 ′ ]𝐗 †
∂𝑅
∂𝑅
∂𝑅
(3.7)

∂𝐒
∂𝐗
+ 𝑇𝑟 [[𝐏 ′ , 𝐅 ′ ]𝐗 †
𝐗 + [𝐏 ′ , 𝐅 ′ ]𝐗 † 𝐒
]
∂𝑅
∂𝑅
∂𝐒

This contains the original −𝑇𝑟 [𝐏𝐅𝐏 ∂𝑅] term as well as two additional terms that
would have been ignored in the ground state. This is then appended to the gradient of
nuclei to account for electron effects on the nuclei. In this project it is subsequently used
in the velocity verlet along with the gradient provided by NWChem [14]. It can also be
substituted into the overall gradient for a complete expression of the gradient.
∂𝐸
∂𝐡
1 ∂𝐆
∂𝐒
∂𝐒 ′
= 𝑇𝑟 [ 𝐏 +
𝐏] − 𝑇𝑟 [𝐏𝐅𝐏 ] + 𝑇𝑟 [[𝐏 ′ , 𝐅 ′ ]𝐗 †
𝐗𝐏 ]
𝑑
∂𝑅
2 ∂𝑅
∂𝑅
∂𝑅
∂𝑅𝑎
(3.8)

∂𝐒
∂𝐗
∂𝑣𝑁𝑁
+ 𝑇𝑟 [[𝐏 ′ , 𝐅 ′ ]𝐗 †
𝐗 + [𝐏 ′ , 𝐅 ′ ]𝐗 † 𝐒
]+
∂𝑅
∂𝑅
∂𝑅

Once all the matrices are found the additional terms can be added to the existing
gradient, this negates the need to recalculate the gradient, as the electronic effects can
be implemented by adding the additional terms to the ground state gradient routine. Thus,
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the excited state forces on the atom can be computed from the instantaneous density
using the standard ground state force routine from geometry optimization with a
∂𝐒

∂𝐗

“correction” term relating to the ∂𝑅 and ∂𝑅 matrices.
3.3 Implementation
In this section we discuss a proof of principle implementation of this technique in
NWChem [11]. The integration of the electronic wavefunction is more difficult when done
using atom centered basis sets when compared to a grid-based approach. It is therefore
in the interest of time that TDDFT is used to solve for the necessary matrices, this
provides a canonical transform 𝐗 matrix, an overlap 𝐒 matrix, a Fock 𝐅 matrix, and a
ground state gradient

∂𝐸
∂𝑅𝑎𝑑

matrix. These matrices are taken from NWChem at every

iteration of this method to simplify the calculations. During each iteration the new positions
of the two hydrogens are replaced and NWChem is rerun to establish our matrix values.
At this step the density matrix is propagated using the Runge-Kutta (RK4) [9]. RK4
requires the

𝑑𝐏
𝑑𝑡

matrix.
𝑑𝐏
= −𝑖[𝐅 ′ , 𝐏 ′ ]
𝑑𝑡

(3.9)

This is done by using the 𝐗 matrix to generate the 𝐘 transform matrix and provide
both of their corresponding transforms in the orthogonal (or molecular) basis, 𝐗′ and 𝐘′
respectively. These are then used to generate 𝐏 ′ and 𝐅 ′ which are the 𝐏 and 𝐅 matrices
in the orthogonal basis, using the two transform matrices. Utilizing the 𝐏 ′ and 𝐅 ′ matrices
for

𝑑𝐏
𝑑𝑡

which can then be used to propagate the electronic density to the next timestep

using RK4 [2]. By repeating this the program propagates the electronic density alongside
the nuclear movement. At this point the nuclei are only responding to a ground state

17

electronic density and the other nuclei, where it needs to react the electronic density that
∂𝐸

has been propagated. Here is also where the additional terms to the gradient ∂𝑅𝑑 matrix
𝑎

need to be generated. The 𝐏 ′ , 𝐅 ′ , 𝐗, 𝐗 † , 𝐗 −𝟏 , 𝑺−𝟏 and 𝐒′ matrices have already been
solved for except for

∂𝐒
∂𝑅

and

∂𝐗
.
∂𝑅

They can be solved by varying the nuclear positions in
∂𝐒

∂𝐗

TDDFT and using it to generate a finite derivative, or by relating ∂𝑅 and ∂𝑅 from derivatives
of the atomic orbital basis functions. With all the previous matrices it becomes possible
to solve for the additional terms of

∂𝐸
.
∂𝑅𝑎𝑑

With the additional terms of the gradient solved it

can be applied to the gradient provided by NWChem. This full gradient is then used as a
force in the acceleration of the velocity verlet [15].
3.4 Results
H2+ with minimal basis set is used to demonstrate the validity of the correction term
that was developed. Minimal basis sets were used to save time and to simplify the
process. It is also useful at this point to generate a potential energy plot of the molecule
in question so we can have an expectation of the behaviors that should be demonstrated.
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Figure 3.1: Potential energy surfaces of the ground and first excited state of H2+
with a minimal basis.
Here in Figure 3.1 the equilibrium distance between the two hydrogens is around
12 Bohr for this simulation. This is not the equilibrium distance found in experiments but
is the consequence of using a minimal basis set. Also, while the ground state has a
minimum, the first excited state lacks one, meaning that when excited the two hydrogens
can be expected to dissociate.
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Figure 3.2: Dynamics of the H2+ molecule in the ground state, with zoomed in
section of interest showing the faster ripples caused by the electronic wavefunction
during the nuclear motion.
Figure 3.2 shows the propagation the hydrogen molecule through time when
started displaced from the equilibrium position. Here the atoms are shown oscillating
around one another. There is a slight overall drift toward one another, but this can be an
effect of degradation in the integrator, which can be improved by decreasing the time
step, using other integrators, or both. The effects of the excited state correction are seen
in the form of ripples along the Hydrogen’s trajectory. It is accounting for the tug of the
electron as it evolves with respect to nuclear motion.
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Figure 3.3: Excitation of the H2+ molecule in the excited state causes dissociation.
As demonstrated in Figure 3.3 when provided with a superposition of the ground
and excited state density the molecule dissociates [16]. This result is physical and
expected from the potential energy surfaces. The approach shown here would allow for
a non-adiabatic addition to the gradient, allowing for the development of a more robust
Ehrenfest code within TDDFT for many-electron systems. The results show that even for
the simple hydrogen molecule there is an effect caused by the electron dynamics. This
effect can clearly be seen by the smaller oscillations on the hydrogen atoms’ trajectories.
The results may have been skewed but the average distance between the atoms, while
questionable, were expected due to the minima provided in the potential energy surface.
While excited it also behaved according to expectations, having the hydrogen molecule
split.
This method has only been demonstrated in the test cases provided above, but
set the stage for future work. Implementation into a TDDFT code or when combined with
surface hopping methods will allow for calculation of non-adiabatic effects on the nuclei.
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Following testing, it should be able to propagate the excitation of a crystalline solid such
as diamond. It should also be able predict the excited states coupled to various phonon
modes, and when done in combination with clusters embedded in a harmonic oscillating
lattice, also be able to follow the transfer of excitation to generation of particular phonon
modes. This allows for the calculation of nuclear motion in solids from purely electronic
processes.
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Chapter 4. Simulated Field Modulated X-ray Absorption in Titania
4.1 X-Ray Spectroscopy
X-ray spectroscopy is the analysis of materials using X-ray excitation, which occurs
when an electron from the inner core shells of an electron is promoted to a low-lying virtual
orbital upon excitation [17]. Due to local nature of the core electrons and differences in
the energy level allows for specific analysis of the composition of materials. When
combined with short femtosecond pulses it can also be used to probe ultrafast electronic
processes [18]. X-ray spectroscopy includes a number of techniques, including near edge
X-ray absorption fine structure (NEXAFS), X-ray photoemission spectroscopy (XPS), Xray emission spectroscopy (XES), and resonant inelastic X-ray scattering (RIXS), each
denoting the particular process being examined. NEXAFS is synonymous with X-ray
absorption near edge structure (XANES) and corresponds to the measurement of the
initial photon as well as the photoelectron, emitted electron, or fluorescent photon.
XANES can be particularly useful in speciation, detecting the oxidation state, as well as
examining any ligand or solvation effects.
XANES spectroscopy can generally be filtered into different “edges” each with
three different regions. The edges are separated by which of the core electrons are being
excited, with the 1s electrons composing the K-edge, the 2s and 2p electrons forming the
L-edge, and 3s, 3p, and 3d electrons forming the M-edge. The L and M edges can further
be subdivided into LI, LII, and LIII depending on which specific electron from the 2s and 2p
orbitals are being excited, and M1 to M5 depending on the 3s, 3p, and 3d electrons. The
K, L, and M edges are also divided into general regions depending on where they are
relative to the onset edge. Features before the onset edge are referred to as “pre-edge”,

23

being before the rising peak in the spectrum, these are usually bound state transition, for
example a 1s to unfilled 3d orbital, while this is forbidden by dipole selection rules it can
be seen nonetheless due to orbital mixing and quadrupole coupling. The rising edge
region and its immediate vicinity can contain a few different transitions that aren’t easy to
tell apart, and contain transitions that are dipole allowed making more intense peaks. The
regions farther from the edge are referred to as extended X-ray absorption fine structure
(EXAFS) and contained information from the scattering of the excited photoelectron with
nearby non-excited electrons.
In K and L-edge XAS the nature of being a core electron so close to the nucleus
introduces the need for spin-orbit coupling. Since the nuclear magnetic field affects the
electrons based on their spin, electrons of the same orbital will experience slightly
different drag due to their dipole and end up splitting slightly, much like how electrons are
split by an external magnetic field in the Zeeman Effect. Capturing these spin–orbit effects
is necessary to simulate LII and LIII edges. For a single hydrogen atom this effect can be
demonstrated as a perturbation to the Hamiltonian in the form of a Larmor precession
and Thomas correction, in which the spin magnetic moment of the electron experiences
torque when in a magnetic field. A rigorous method of implementation of spin-orbit
coupling can be found utilizing a two-component electrons-only Dirac equation as it
applies to DFT, since the Dirac equation includes relativistic effects [19, 20].
3
2

(𝛽𝑚𝑐 + 𝑐 ∑ 𝛼𝑛 𝑝𝑛 ) 𝜓(𝑥, 𝑡) = 𝑖ℏ
𝑛=1

𝜕𝜓(𝑥, 𝑡)
𝜕𝑡

(4.33)

In Dirac’s equation 𝑝𝑛 are the momentum operator while 𝑐 is the speed of light and
ℏ is the reduced Planck constant. Here 𝛽 is a 2x2 matrix with 1 and -1 on the diagonal,
while 𝛼𝑛 instead has Pauli matrices 𝜎𝑛 on the off diagonals.
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0 1
0
𝜎1 = (
) 𝜎2 = (
1 0
𝑖

−𝑖
1 0
) 𝜎3 = (
)
0
0 −1

(4.34)

It is also important to note that the wavefunction 𝜓 is four-component, which means that
it is a superposition of spin-up and spin-down electrons and positrons in the form of a
bispinor. A spinor is a representation of a particle including the eigenstates of the spin
angular momentum as a column matrix, this can be written generally as:
𝑐+
⟨+|𝐴⟩
𝜒=(
) = (𝑐 ) = 𝑐+ 𝜒+ + 𝑐− 𝜒−
⟨−|𝐴⟩
−

(4.35)

Since the positrons aren’t necessary in the representation of the electrons the Dirac
equation is block-diagonalized into the two-component form: There are a few ways of
doing this, namely the second-order Douglas-Kroll-Hess (DKH2) method, the BaryszSadlej-Snijders (BSS) method, and the exact two-component (X2C) method, but in this
work the zeroth-order regular approximation (ZORA) is used.
𝑽
(𝑻

𝑻
1
(4𝑐 2 𝑾 −

𝑪+
𝐿
)
(
𝑻) 𝑪𝑆+

𝑺
𝑪−
𝐿
− ) = (0
𝑪𝑆

0
1
𝑻
2𝑐2

𝑪+
) ( 𝐿+
𝑪𝑆

𝑪−
𝜺+
𝐿
−) (
𝑪𝑆
0

0)
𝜺−

(4.36)

This is done using Here 𝑽 is the one electron potential energy operator matrix, 𝑻 is the
non-relativistic kinetic energy matrix, 𝑺 is the overlap matrix, and 𝑾 is the relativistic
potential matrix. The components of the relativistic potential matrix are given by:
𝑊𝑖𝑗 = ⟨𝜒𝑖 |𝜎⃗ ⋅ 𝑝⃗𝒱𝜎⃗ ⋅ 𝑝⃗|𝜒𝑗 ⟩

(4.37)

Where 𝜎⃗ is a vector containing the Pauli matrices and 𝑝⃗ is the linear momentum vector.
In this case {𝜒𝑖 } are spinors for the electrons.
𝑽
𝑻
𝐔 𝐿𝐿 )
̃ = (𝐔 𝐿𝐿,† 𝐔 𝑆𝐿,† ) (
1
𝐇
(
)
𝑻 (4𝑐 2 𝑾 − 𝑻) 𝐔 𝑆𝐿

(4.38)

At this point there are a number of different solutions to 𝐔 depending on the method used.
In this case the solution is given:
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𝐈
𝐿𝐿

𝕌 = (𝐔 𝑆𝐿
𝐔

𝐔 𝐿𝑆 ) =
𝐔 𝑆𝑆

√𝐈 + 𝐗′† 𝐗′
𝐈
𝐗′
( √𝐈 + 𝐗′† 𝐗′

−𝐗′†

𝐈
√𝐈 + 𝐗′𝐗′†
𝐈

√𝐈 + 𝐗′𝐗′†

(4.39)
)

In order to properly solve for the values of 𝐗′ the Dirac-Hamiltonian needs to be solved in
the orthonormal basis, this can be done with a standard eigenvalue solution.
ℍ′ (

+
+
𝐂𝐿′
𝐂𝐿′
+
=
)
(
+
+)𝜺
𝐂𝑆′
𝐂𝑆′

(4.40)

This allows 𝐗′ to be found from:
+ (𝐂 + )−1
𝐗′ = 𝐂𝑆′
⋅ 𝐿′

(4.41)

Up until this point the method for solving the Dirac equation has been identical
between ZORA and X2C, the difference occurs when solving for the kinetic energy
operator from the relativistic Kohn-Sham DFT equations. The standard kinetic energy
operator given by the Kohn-Sham method is given by:
T𝐾𝑆 = −

ℏ2 𝜕 2
2𝑚 𝜕𝑥 2

(4.42)

The Zora method instead gives:
T𝑍𝑂𝑅𝐴 = 𝜎 ⋅ 𝑝

𝑐2
𝜎⋅𝑝
(2𝑐 2 − 𝑉𝐾𝑆 )2

(4.43)

In the subsequent sections we present results where spin-orbit RT-TDDFT is used
to simulate X-ray absorption in titania.
4.2 Simulating X-ray Absorption in Solids
The following sections 4.2-4.5 are an excerpt from: “Simulated field-modulated xray absorption in titania” [21].
Transition metal oxides possess a wide range of optical [22], electrical [23], and
magnetic properties [24-26] that stem from the character and occupations of the d-orbitals
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[27-30]. These properties can be tailored using external stimuli including electric [31],
optical [32], chemical fields [33] due to the changes in the energy/hybridization of the
transition metal d-orbitals [34, 35]. Subsequently, many modern technologies such as
photovoltaics [36, 37], solid-state display panels [38], and non-volatile memory devices
[39, 40], that demand charge mobility and reversibility [25] are currently based on
transition metal oxides. Recent experiments, for example, have shown that the electronic
structure of transition metal oxides can be modulated using electric fields induced by
surface ligands, which can be used to tune the optoelectronic properties [33, 41]. For all
of these applications, understanding the relationship between applied fields and
electronic structure is critical to elucidate the physical mechanisms, and ultimately design
new functional inorganic materials. Experimental approaches to this include UV-Vis
absorption spectroscopy [42, 43], X-ray photoemission/absorption spectroscopy [41, 44,
45], and magnetic measurements using superconducting quantum interference device
(SQUID) [43, 46].
Among these, X-ray absorption near edge spectroscopy (XANES) has emerged
as a powerful tool for probing the electronic structure of transition metal oxides [47-49],
due to its atomic specificity and ability to capture subtle changes in the unoccupied
electronic states (conduction band) [50] that result from changes in lattice geometry [51],
oxidation state [52], band spacing [53], and band populations [54]. XANES has been
applied to measure changes due to weak fields, such as the effect of surface ligands on
the d-orbitals of TiO2 [33], as well as strong field processes such as band-tunneling and
transient metallization [55]. Interpreting XANES spectra, however, can be quite
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challenging, which necessitates first-principles simulations for relating observed spectra
to the underlying electronic structure and/or dynamics.
There are numerous methods for computing XANES spectra for molecules and
solids [56-58]. Semi-empirical methods such as crystal-field multiplet (CFM) [59] and
charge-transfer multiplet (CTM) [60, 61] can give transition metal spectra that match
experiments quite well [33, 62], but require choosing empirical crystal field parameters.
Alternatively, one can use ground-state based first-principles (ΔSCF) methods to
compute a spectrum directly from the transition between core and valence states. These
ΔSCF approaches require some description of the core-hole, which is typically done by
constraining the occupancy [63-68]. For the electronic structure method, density
functional theory (DFT) [64-66, 69-72] is often used, due to a good tradeoff between
accuracy and efficiency. Multiconfigurational methods are also applied to XANES, such
as complete/restricted active space SCF (CAS/RASSCF) [67, 73], multireference
configuration interaction (MRCI) [74], and multireference coupled cluster (MRCC) [75].
These are especially successful for partially occupied degenerate ground states and
partially filled orbitals, but care must be taken in choosing the active space. While SCFbased methods naturally capture relaxation, they may suffer from variational collapse
[76]. Additionally, they may require modifications to explicitly enforce orthogonality [77].
Excited-state methods, which do not suffer from these limitations, are also used to
compute XANES spectra. Single-determinant excited-state methods such as static
exchange (STEX) [78, 79], linear response (LR) [80-82], and real-time (RT) [80, 83-91]
time-dependent density functional theory (TDDFT) have been quite successful, but may
fail for double excitations and multiplet effects, and often give inaccurate absolute
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energies due to incomplete core-hole relaxation [80]. These problems can often be
remedied somewhat by using post Hartree-Fock (HF) methods, such as equation-ofmotion coupled-cluster (EOM-CC) [75, 92] and real-time EOM-CC [93, 94], which are
systematically improvable, but with significantly increased computational cost. Green’s
function (GW) approaches, such as multiple-scattering with SCF potentials [95, 96],
Bethe-Salpeter-Equation (BSE typically with the GW approximation) [97-99], and
algebraic diagrammatic construction (ADC) [100] capture relaxation well, but typically
require transitions to be calculated separately, which can make them inconvenient for
broadband spectroscopy [101].
In particular, XANES calculations of transition metal oxides typically use some form
of periodic boundary conditions with either grids or a planewave basis, primarily using
DFT [69], multiple scattering [95, 96], and GW/BSE [97-99]. These give a good
description of the band structure and reliable spectra. For DFT, however, these basis sets
are usually limited to local density (LDA) and generalized gradient (GGA) approximations
or Hubbard-correct versions of these functionals (LDA/GGA+U) [102-104]. On the other
hand, low concentration of dopants and defects can be challenging, and for practical
reasons these basis sets preclude wavefunction-based methods such as hybrid DFT or
post-HF techniques. As an alternative, finite simulations can be used, where a cluster is
embedded chemically/electrostatically to emulate the bulk [83, 88, 105]. This enables the
use of all-electron atom-centered basis sets, which is convenient for inner-shell spectra
and allows for efficient evaluation of exchange integrals. However, they can struggle to
properly represent long range interactions and can suffer from unphysical finite size
effects. Some examples of previous XANES simulations using cluster models include
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TiO2 using DFT [106] and multiple-scattering [107], CaF2 using ROCIS [106], and iron
oxides using MRCI [74]. Finally, relativistic effects can be significant in transition metal
oxides, as the spin-orbit (SO) coupling is often on the order of the peak splitting in a
XANES spectrum [108]. In TiO2, for example, the SO splitting in the 2p orbitals is roughly
6 eV [33, 34] meaning one cannot simply do a separate LIII and LII simulation as for larger
Z elements [80].
TDDFT-based methods are convenient for valence properties of condensed-phase
systems [109-113] due to the good tradeoff between reasonable computational cost,
predictability, and ability to be extended to include SO coupling [19, 85, 88, 108]. Although
less common than the valence, TDDFT has also been applied to solid-state XANES
including silica[83], alkaline-earth oxides [114], and titania [115]. In this context, atomcentered basis sets and cluster models are especially useful as they obviate the
preparation of core holes or transition potentials, and allows for efficient evaluation of
hybrid functionals which have been shown to give improved band gaps [116, 117].
Additionally, hybrids have been shown to give better XANES spectra in molecules versus
LDA/GGAs, with 50% exact exchange giving the most accurate absolute energies [118].
LR-TDDFT can be challenging due to the convergence issues of the large number of
roots required for the calculation of the XANES spectra [119]. Real-time methods, where
the density matrix or orbitals are propagated in time, are well-suited to solid-state XANES
simulations, as it yields the entire spectrum from valence-to-core transitions without
having root convergence issues [8, 120]. Another advantage of using a real-time method,
is the ability to simulate non-linear and time-resolved processes [84, 87], such as transient
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absorption spectroscopy [121, 122]. The methods developed in this paper were done with
this in mind.
This paper demonstrates the use of RT-TDDFT simulations with the inclusion of
SO coupling to elucidate the effect of external fields on the electronic structure (XANES
spectra) of a prototypical transition metal oxide system, i.e., anatase TiO 2 [123, 124].
First, we develop bulk-mimicking clusters for anatase and validate SO-RT-TDDFT for
computing the Ti L-edge XANES spectra. Next, we apply a range of static fields and
calculate the field-modified XANES spectra to better understand how observed changes
in spectra can be related to changes in the Ti d-orbital energy landscape. Ultimately, this
work has implications in solar cells [36], (bio)sensing [125, 126], tunable displays [127],
and capacitors [128], etc. where application of external fields can be used to modify the
optoelectronic properties.
4.3 Theory
All calculations were performed using a customized development version of
NWChem[14] with Gaussian-type orbital (GTO) basis sets and relativistic effects
described using zeroth order regular approximation (ZORA) [129]. The B3LYP exchangecorrelation functional was used for the calculations in this study as it has performed well
in previous studies for ground and excited state properties of TiO2[116, 130]. All the geometry
optimizations and similar calculations, along with the XANES calculations, were
performed with the following basis sets [131]: Ti atoms were given a Def2-TZVP basis
set, O atoms were give a Def2-SVP basis sets, and the pseudo-H atoms were given a 631G basis set. In this work, we use bulk-mimicking clusters which are a well-developed
approach for weak-field vertical valence and core-level excited states in non-metallic
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materials where the excitations are localized in space [132]. Herein, TixOy clusters were
developed using a covalent embedding procedure [105, 110]. The experimental bulk
anatase TiO2 structure was cut to yield a Ti centered finite cluster, which was then
“chemically passivated” with pseudo-hydrogen atoms at the boundaries. This is done by
replacing the outermost atoms in the cluster by appropriately charged H atoms. In
anatase TiO2, Ti forms a distorted octahedron with the six surrounding O atoms, while O
atoms form a trigonal planar structure with the three surrounding Ti atoms. Based on the
formal oxidation states of Ti (+4) and O (-2), each Ti atom will share an effective charge
of +2/3 and each O atom will possess an effective charge of -2/3 to their neighboring
atoms. The boundary pseudo-hydrogen atoms, which replace the outermost Ti atoms,
will therefore have an effective charge of +2/3. These charges are independent of the
applied electric field. Additionally, by varying the O-H bond lengths one can control how
much electron density is donated or withdrawn from the cluster. The O-H bond distance
was chosen as 1.0 Å based on previous work [110]. The clusters were then geometry
optimized with the interior atoms allowed to move, while pinning the boundary O atoms
and fixing the O-H bond lengths and H-O-H angles.
Next, the XANES spectra were computed using the NWChem real-time TDDFT
module [86] using a two-component SO approach, similar to previous relativistic RTTDDFT implementations [19, 82, 88]. A manuscript detailing the validation and technical
aspects of this two-component implementation is in preparation [133]. In this approach,
the single particle density matrix is propagated in time after broadband pulse excitation.
The equation of motion in the von Neumann representation is given by:
𝑖

𝜕𝑃′(𝑡)
= [𝐹 ′ (𝑡), 𝑃′(𝑡)]
𝜕𝑡
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(4.1)

where 𝑭′ (𝑡) and 𝑷′(𝑡) are the Fock and density matrices in the canonical basis[86]. The
details regarding the integration of the equation of motion and calculation of the timeadvanced Fock matrix are given in ref. [134]. To save computation time, our propagator
is constructed via exponential midpoint of the extrapolated (future) Fock matrix without
self-consistent iteration.
𝑃′ (𝑡 + ∆𝑡) = 𝑒 𝛺 𝑃′ (𝑡)𝑒 −𝛺

𝛺 ≡ −𝑖𝐹′(𝑡 +

∆𝑡
) ∆𝑡
2

(4.2)

(4.3)

This approximation, which was tested for a few spectra, is valid due to the relatively
short time steps, which are required to capture X-ray frequency spectra. The time step
used for these calculations is ∆t = 7.3 × 10-4 fs (0.03 a.u.) and the total time of propagation
is 9.7 fs (400 a.u.). The time step was chosen to be short enough to adequately capture
the frequency according to the energy range of the XANES spectra. To compute the
spectra, the system was excited using a delta-function (broadband) electric field:
𝐸(𝑡) =  𝑒𝑥𝑝 [−

(𝑡 − 𝑡𝑜 )2
] 𝑑̂
2𝑤 2

(4.4)

For every simulation the field amplitude was taken to be  = 0.0001 a.u, the center
of the pulse was to = 20 a.u = 0.48 fs, and the width w = 0.024 fs. 𝑑̂ = 𝑥, 𝑦, 𝑧 denotes the
polarization. This electric field is coupled into the Fock matrix in the atomic orbital basis
through an external potential (V) by its product with the transition dipole matrix (D), under
the assumption of uniform electric field across the system.
𝑉(𝑡) = −𝐷. 𝐸(𝑡)
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(4.5)

This approximation is valid for relatively low X-ray frequencies studied here. For higher
energies, however, quadrupole and higher terms may need to be considered.
A Padé accelerated method of Fourier transform analysis [134] was employed to convert
the spectra from time-domain to frequency-domain using only the contributions from the
Ti 2p core spin-orbitals. This converges much more rapidly with simulation time than
conventional Fourier transform of the dipole moment, and also allows one to only include
contributions from the L-edge in the spectrum. We checked convergence with simulation
time and observed that the spectra were converged for signals longer than 8.5 fs (350
a.u.). An alternative acceleration method is to use a time-correlation function with the
energy of the core-level factored out to allow for a larger time step [135].
To compute the spectra, the time-dependent dipole moment is first written as a sum of
occupied-virtual pair dipoles:
𝜇(𝑡) = 𝜇𝑜 + ∑

𝑚𝑜𝑐𝑐

𝑚

∑

𝜇𝑖𝑎 (𝑡)

(4.6)

𝑀𝑂 𝑀𝑂
𝑀𝑂 𝑀𝑂
𝜇𝑖𝑎 (𝑡) = 𝐷𝑖𝑎
𝑃𝑎𝑖 (𝑡) + 𝐷𝑎𝑖
𝑃𝑖𝑎 (𝑡)

(4.7)

𝑖=1

𝑎=𝑚𝑜𝑐𝑐+1

where 𝑖 = 1, … , 𝑚𝑜𝑐𝑐 are the virtual orbitals and 𝑎 = 𝑚𝑜𝑐𝑐+1 , … , 𝑚 are the occupied
orbitals. These are computed by projecting the density matrix onto the ground state
molecular orbitals:
𝐷 𝑀𝑂 = 𝐶 ′† (0)𝐷′ 𝐶 ′ (0)

(4.8)

𝑃𝑀𝑂 (𝑡) = 𝐶 ′† (0)𝑃′(𝑡)𝐶 ′ (0)

(4.9)

where 𝐶 ′ (0) is the eigenvector matrix of the ground state (in the canonical basis). Now
𝑖𝑎
the dipole polarizability for each dipole contribution (𝛼𝑑𝑑
) is obtained by taking Padé

approximant to the Fourier transform for each dipole contribution signal separately:
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𝑖𝑎
𝛼𝑑𝑑
=

𝑖𝑎
𝜇𝑑𝑑
(𝜔)𝐸𝑑∗ (𝜔)
|𝐸𝑑 (𝜔)|2

(4.10)

Here, 𝑑̂ = 𝑥, 𝑦, 𝑧 and the 𝑑𝑑 subscripts denote the on-diagonal part of the
polarizability tensor, e.g., 𝑥𝑥 means 𝑥 dipole resulting from 𝑥 polarized kick. The dipole
strength function is then computed from the polarizability as:
𝑆(𝜔) =

4𝜔
𝐼𝑚 [𝛼𝑥𝑥 (𝜔) + 𝛼𝑦𝑦 (𝜔) + 𝛼𝑧𝑧 (𝜔)]
3𝑐

(4.11)

Finally, to better match experimental spectra that have lifetimes that generally
decrease with increasing energy above the edge, we apply energy dependent broadening
to our spectrum separately for both LIII and LII edges. This is achieved by fitting the
spectrum to a number of Lorentzian curves and then broadening those curves according
to τ (E), which takes the form of an exponentially decreasing core-hole lifetime given by:
𝜏(𝐸) = 𝜏𝑜 𝑒 −𝛼(𝐸−𝐸𝑜 )

(4.12)

where α has dimensions of inverse energy, Eo stands for edge energy and is equal to
458.1 eV for the LIII edge and τ varies from 70-60 s-1. For the LII edge, 𝐸𝑜 = 463.4 eV and
τ varies from 47-25 s-1. Another option for energy dependent broadening is to add a small
imaginary potential to the Fock matrix with the values chosen phenomenologically, e.g.,
exponential in the eigenvalues in the basis of the Kohn Sham orbitals [136]. This results
in peaks with increasing widths as you go higher above the edge. However, since the
operator is non-Hermitian, strong applied fields will cause significant ionization, which can
give unphysical spectra.
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4.4 Results and Discussion

Figure 4.1. Ti3O14H24 bulk-mimicking anatase cluster. Reproduced with permission
from J. Chem. Phys. 153, 054110 (2020).
Before computing the effect of electric fields on the XANES spectra, we first
validate our approach for the case of anatase TiO 2 without an applied field. To confirm
convergence of results with cluster size, we checked the optical gaps and orbital
character for a Ti9O38H60 (107 atom) and a smaller Ti3O14H24 (41 atom) cluster (Fig. 4.1)
carved from the large one. For convenience, we computed the optical gaps using LRTDDFT with 10 roots. In principle RT-TDDFT could also be used but would require longer
simulation times. The optical gap of the 107-atom cluster was computed to be 3.1 eV with
the “valence band” dominated by O 2p and the “conduction band” dominated by Ti 3d
orbitals. The smaller 41 atom cluster had molecular orbitals similar to that of the large
cluster with an optical gap of 3.7 eV. This is an overestimate of the experimental value of
3.2 eV [137], likely due to the quantum confinement effects observed in smaller clusters.
Although the L-edge spectra should not necessarily depend on the specific value of the
optical gap, the value and character of the gap serve as indicators that the cluster is
semiconductor-like. Based on these results, the smaller 41 atom cluster adequately
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mimics bulk anatase and is thus employed for all subsequent calculations. For the XANES
calculations, we use our spin-orbit (SO)-RT-TDDFT version of NWChem since the LR
code in NWChem does not have SO coupling.

Figure 4.2. Comparison of experimental (dashed) versus calculated (solid)
XANES of Ti L-edge for the Ti3O14H24 bulk-mimicking cluster. Reproduced with
permission from J. Chem. Phys. 153, 054110 (2020). The experimental spectrum is
reproduced with permission from J. Phys. Chem. C 122, 22699 (2018). Copyright 2018
American Chemical Society.
Figure 4.2 shows the resulting Ti L-edge XANES spectrum of the bulk-mimicking
Ti3O14H24 anatase cluster. This cluster has 370 basis functions and took approximately
two days on using 80 processors to complete the time propagation. To match the
experiment, we include energy dependent broadening and then shift our XANES
spectrum by +9.33 eV to account for core-hole relaxation effects that are inadequately
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captured by TDDFT [138, 139]. Overall, it is observed that there is good agreement with
experimental spectrum, including the value of crystal field splitting energy (10 Dq). The
two-component SO-RT-TDDFT captures both the LIII (Ti 2p3/2 → Ti 3d) and LII (Ti 2p1/2 →
Ti 3d) edges, as well as the energy splitting between them (~6 eV). The peak splitting of
the eg peak in the LIII edge is attributed to 𝑑𝑧 2 and 𝑑𝑥 2 −𝑦 2 orbitals due to the deviation of
the Ti from Oh symmetry in anatase [140]. However, in the simulated spectra, the peak
intensities of these eg peaks are reversed, likely due to finite size effects. While RTTDDFT would be tractable for the 9-Ti (107) atom cluster, we found that the 3-Ti (41)
atom cluster already gave adequate agreement with experiment, and thus we did not
perform the larger calculation due to computational cost. It would require 3000 processors
for the 9-Ti atom cluster, which has 1057 basis functions, to compute the spectra in the
same amount of time. This choice of 3-Ti atom cluster is consistent with previously
reported restricted open-shell calculations of TiO2 using the B3LYP functional by Neese
and co-workers, who showed that a 3-Ti atom cluster gave nearly converged spectra
[106].
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Figure 4.3. (a) Ti LIII/II XANES spectra of anatase TiO2 and (b) expansion of LIII
edge, showing an increase in the value of 10 Dq with increasing applied electric field.
Reproduced with permission from J. Chem. Phys. 153, 054110 (2020).
To elucidate the effects of applied fields on the Ti L-edge XANES spectra and the
resulting d-orbitals, the system was converged in the ground state in the presence of
static electric fields ranging from 0 to 0.07 V/nm applied in the x-axis direction. The largest
magnitude of field roughly corresponds to half of material’s breakdown voltage (~0.14
V/nm) for this cluster, i.e., field at which the band gap disappears. In order to create a
quasi-uniform electric field on the Ti3O14H24 cluster, two point charges, with magnitudes
ranging from ±43 to 300e were separated at a distance of ±100 Å in the x-axis of the
cluster. Similar calculations with fields applied in y and z-axes were performed, but did
not show any significant differences. To better resolve the spectral features, the Ti L-edge
XANES spectra shown in Figure 4.3(a) is uniformly broadened instead of using energydependent broadening. Looking at the LIII edge (Figure 4.3(b)), first, we notice a subtle
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red shift of the onset t2g peak. Second, we observe a splitting of the 𝑑𝑧 2 (#) peak at higher
fields (0.07 V/nm) and third, an increase in the intensity of the 𝑑𝑥 2 −𝑦 2 (*) peak with
increasing field is observed. The red shift of the t2g peak at higher fields suggests nondegeneracy of the 𝑑𝑥𝑦 , 𝑑𝑦𝑧 , or 𝑑𝑧𝑥 orbitals [141] upon application of the fields. Analogous
to this, the 𝑑𝑧 2 (#) peak was also observed to split at higher fields. This is phenomenon of
d-orbital Stark splitting in the presence of applied static fields is similar to that of rare earth
4f orbitals, which split in the presence of electromagnetic radiation [142, 143]. An increase
in the intensity of the 𝑑𝑥 2 −𝑦 2 (*) features with electric field amplitude is indicative of less
hybridization with the p-states and thus, higher oscillator dipole strengths [144]. This is
attributed to the overlap of the eg with the ligand p states that are along the axes, resulting
in a variation of hybridization between the Ti ion and the surrounding ligand. Additionally,
the value of crystal field splitting energy (10 Dq), which is calculated as the energy
difference between the t2g and 𝑑𝑧 2 (#) peak in the LIII edge, is observed to slightly increase
when applied external fields are above a critical strength, in this case between 0.03 and
0.07 V/nm (see SI).
Qualitatively, our calculations are consistent with surface-functionalization
experiments on Ni2+-doped TiO2 films using polarized ligands (μ = ±5 D) [33]. Due to the
shallow penetration (< 5 nm) of the ligand-induced fields [145] and soft X-rays [146], as
well as the surface segregation of the Ni2+ ions, these experimental observations are
essentially surface selective. In these experiments, the e g peak in the Ni LII-edge was
observed to increase in intensity with increasing ligand-induced electric field. In this
regard, our calculated Ti LIII-edge XANES spectra shows a similar effect, albeit at a 10
times stronger field strength compared to the experiments. This is likely due to the partially
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filled d-orbitals in Ni2+ ions, which are strongly influenced by the field than the unoccupied
d-orbitals in Ti4+ [147]. While we cannot directly compare the values of 10 Dq from our
calculations (TiO2) and experiments (Ni2+-doped TiO2), the 10 Dq calculated from the Ti
LIII-edge spectra shows a similar trend as the experiments [33, 44, 148] i.e., an increase
in its value for fields above 0.03 V/nm.
In these ligand-bonding experiments, the Ni2+ L-edge spectra were fit to an
empirical model using ligand field multiplet theory [60, 149]. Based on the fitting, the
changes in spectra upon ligand-bonding were interpreted as a slight field-induced
elongation of the axial bonds around the transition metal ions at the inorganic-organic
interface [33]. To differentiate between the roles of electronic effects versus geometry on
the spectra, we use a single-Ti atom cluster as an extreme case of possible distortions in
the presence of fields. While there was an axial bond distortion upon relaxation of this
cluster, these geometry relaxation effects counteracted the electronic effects on the
spectra. In other words, the shifts in the spectra due to geometry relaxations are opposite
to that of the static field-induced changes. Since the single-Ti atom cluster grossly
overestimates the distortions, it is reasonable to conclude that the geometry would be
less perturbed in the bulk, and thus having less effect on the spectra. Therefore, the
observed changes in the spectra can be attributed to primarily electronic (hybridization)
effects.
4.5 Conclusions
In summary, we have developed a spin-orbit real-time TDDFT method to compute
the XANES spectra of TiO2 under the presence of external fields, which captures both the
LIII and LII edges of Ti. Spin-orbit coupling is crucial for the calculation of L-edge spectra
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in first-row transition metal oxide systems as the coupling is of the order of few eVs. For
this purpose, bulk-mimicking anatase clusters were developed and the band gap was
evaluated to verify the accuracy of the cluster. This finite cluster method offers some
advantages over other ab initio methods as it uses all electron basis sets and allows for
the use of hybrid functionals to improve the quality of XANES spectra. This technique was
used to elucidate the field-induced changes in the electronic structure of TiO2 for static
electric fields varying from 0 to 0.07 V/nm. Although it is experimentally challenging to
disentangle electronic from geometric field-induced effects, our calculations indicate that
fields can modify the electronic structure without geometry distortions. Critically, in the
limit that geometry relaxation effects are negligible, these changes in the d-orbital
hybridization can be probed via XANES. In particular, the onset of the t 2g peaks is red
shifted and the eg peaks are blue shifted with increasing fields, along with an increase in
the intensity of the 𝑑𝑥 2 −𝑦 2 peak. While these spectral changes are specific to anatase
TiO2 system which has a distorted octahedral Ti4+ site (D2d), similar effects are likely to
be observed for other transition metal oxides for which first-principles calculations may
assist in interpretation.
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Appendix. Copyright Information
A.1 Permission to use Chapter 4 text and figures.
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A.2 Permission to use experimental spectrum of Figure 2 in Chapter 4.
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