Abstract. The Gross-Keating invariant is a key ingredient to compare the arithmetic intersection number on orthogonal Shimura varieties with the central derivative of the Fourier coefficients of the Siegel-Eisenstein series in the context of Kudla's program.
Introduction
Motivation of the content. In 1993, B. Gross and K. Keating (cf. [6] ) computed certain arithmetic intersection number in the self-product Y 0 (1) × Y 0 (1)/Z of the moduli stack Y 0 (1) of elliptic curves over Z. One amazing fact in their work is to describe it purely in terms of (Euler product and) certain invariant of a ternary quadratic form over Z p invented by themselves. This invariant is later generalized to a quadratic lattice (or a half-integral symmetric matrix) of any degree defined over a finite extension of Z p . It is nowadays called the Gross-Keating invariant.
S. Kudla later confirmed that the arithmetic intersection number of Gross-Keating does match with the central derivative of the Fourier coefficients of the Siegel-Eisenstein series of weight 2 and of degree 3. He further proposed a program in [10] that the arithmetic intersection number on GSpin(n, 2) Shimura varieties would match with the derivative of the Fourier coefficients of the Siegel-Eisenstein series of weight 2 (or 3/2) and of degree n + 1, so-called the Kudla's program. His program is proved when n ≤ 3 by Kudla, Kudla-Rapoport, and Kudla-Rapoport-Yang.
A major (and the most difficult) step in Kudla's program is to compare the local intersection multiplicity with the derivative of the Siegel series. Here, the Siegel series is the local factor of the Fourier coefficient of the Siegel-Eisenstein series, associated to a quadratic lattice defined over a finite extension of Z p . A main strategy used in all works handling with n ≤ 3 is to precisely compute both sides of the local intersection multiplicity and the Siegel series, and then to compare them directly. There had not been known a conceptual evidence of the relation between both sides.
Recently, in [8] , two (Ikeda and Katsurada) of us proved that the Siegel series associated to a local quadratic lattice of any degree is completely determined by the Gross-Keating invariant imposed with additional datum, called the extended GK datum. On the other hand, when n ≤ 3, the local intersection multiplicity is also formulated in terms of the Gross-Keating invariant.
Therefore, the subject of our paper plays a crucial role to understand the relation between both sides conceptually, beyond matching their values, and to study the general case with n ≥ 4, because it would formulate both the local intersection multiplicity and the Siegel series. In this direction, two (Cho and Yamauchi) of us recently studied a conceptual relation in Gross-Keating's case and in Kudla's program with n ≤ 3 in [5] , using the formula of the extended GK datum explained in this paper.
Another motivation of studying the extended GK datum is the contribution to the theory of the local density. The local density α(L, L ′ ) for given two quadratic lattices (L, q L ) and (L ′ , q L ′ ) defined over a finite extension of Z p is a very important object in number theory. For example, if L ′ = H k , then the local density α(L, H k ) is nothing but the Siegel series associated to a quadratic lattice (L, q L ). If L = L ′ , then the local density α(L, L) is the local factor of the Smith-MinkowskiSiegel mass formula, which is an essential tool in the classification of a global quadratic form.
In general, the local density α(L, L ′ ) is notoriously difficult to compute and to study conceptually. It is also hard to find which invariant of a quadratic lattice determines the local density. We expect that it might be formulated in terms of the extended GK datum's, stated in the following problem:
Problem 0.1. ( [4] , Problem 1.1) For given two quadratic lattices (L, q L ) and (L ′ , q L ′ ), can the local density α(L, L ′ ) be determined by certain series of the extended GK datum's?
The paper [8] confirmed it, in the case L ′ = H k . On the other hand, it is also confirmed in the case that L is defined over a finite unramified extension of Z 2 and L ′ = L by Theorem 1.2 of [4] which uses the formula of this paper. Therefore, having a precise formula of the extended GK datum would be necessary to approach the general case of the proposed problem.
Introduction of the content. Let F be a non-archimedean local field of characteristic 0, and o F the ring of integers in F . As explained in the above subsection, it is an important problem to give an explicit formula for the Siegel series of a half-integral symmetric matrix (or a quadratic lattice) over o F . In [9] , the third named author gave an explicit formula for the Siegel series in the case o F = Z p . However the formula is complicated at a glance in the case p = 2 and it is not clear which invariant of a half-integral symmetric matrix determines the Siegel series. To overcome these, in [7] we introduced the extended GK datum, which is an extended version of the Gross-Keating invariant, and in [8] we gave an explicit formula for the Siegel series of a halfintegral symmetric matrix B over o F for any F in terms of it. We note that the Gross-Keating invariant is obtained through an optimal decomposition of B, which is not so simply obtained as its Jordan decomposition.
One of the main purposes of this paper is to give a formula for the extended GK datum, denoted by EGK(B), and for a naive EGK datum of a half-integral symmetric matrix B in the case that F is a finite unramified extension of Q 2 . We note that these two datums can easily be given in the case F is a non-dyadic field (cf. Theorem 4.4). Remarkably, EGK(B) is given through weak canonical decomposition of B, which is more simply obtained than the optimal decomposition of B.
Moreover, in the case F = Q p , we describe an explicit formula for the Siegel series b(B, s) of B in terms of a naive EGK datum of B (cf. Theorem 5.5). This formula essentially coincides with [ [9] , Theorem 4.3] but the former is canonical whereas the latter depends on a chosen matrix. We note that such a formula is generalized to any non-archimedean local field of characteristic 0 in more sophisticated manner in [[8] , Theorem 1.1]. However, our formula has the advantage of being useful for computing the Siegel series because we have an effective formula for obtaining naive EGK data.
We now explain the content of this paper. In Section 1, we recall the Gross-Keating invariants and the extended GK datum following [7] . In Section 2, we introduce the notion of pre-optimal forms, and give a key theorem for obtaining an induction formula for naive EGK data of pre-optimal forms (cf. Theorem 2.1) in the case F is a finite unramified extension of Q 2 . In Section 3, we give an explicit formula for the Gross-Keating invariant. In Section 4, we recall EGK data and naive EGK data, and give an explicit formula for naive EGK datum of a half-integral symmetric matrix in the case F is a finite unramified extension of Q 2 . In Section 5, we give an explicit formula for the Siegel series in terms a naive EGK data in the case F = Q p .
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Notation. Let F be a non-archimedean local field of characteristic 0, and o = o F its ring of integers. The maximal ideal and the residue field of o is denoted by p and k, respectively. We put q = [o : p]. F is said to be dyadic if q is even. We fix a prime element ̟ of o once and for all. The order of x ∈ F × is given by ord(x) = n for x ∈ ̟ n o × . We understand ord(0) = +∞. Put
When R is a ring, the set of m × n matrices with entry in R is denoted by M mn (R) or M m,n (R). As usual, M n (R) = M n,n (R). The identity matrix of degree n is denoted by 1 n .
For X 1 ∈ M s (R) and X 2 ∈ M t (R), the matrix
is denoted by X 1 ⊥ X 2 . The diagonal matrix whose diagonal entries are
For two sequences A = (A 1 , . . . , A r ) and B = (B 1 , . . . , B s ) of numbers or sets, we denote by (A, B) the sequence (A 1 , . . . , A r , B 1 , . . . , B s ).
Extended GK datum
The set of symmetric matrices B ∈ M n (F ) of degree n is denoted by Sym n (F ). For B ∈ Sym n (F ) and X ∈ GL n (F ), we set
When G is a subgroup of GL n (F ), we shall say that two elements
The set of all half-integral symmetric matrices of degree n is denoted by H n (o). An element B ∈ H n (o) is non-degenerate if det B = 0. The set of all non-degenerate elements of
′ ∈ H n (o) are GL n (o)-equivalent, we just say they are equivalent and write B ∼ B ′ . The equivalence class of B is denoted by {B}, i.e., {B} = {B[U] | U ∈ GL n (o)}.
nd . Let S(B) be the set of all non-decreasing sequences (a 1 , . . . , a
The Gross-Keating invariant GK(B) of B is the greatest element of S({B}) with respect to the lexicographic order on Z n ≥0 . Here, the lexicographic order is, as usual, defined as follows. For distinct sequences (y 1 , y 2 , . . . , y n ), (z 1 , z 2 , . . . , z n ) ∈ Z n ≥0 , let j be the largest integer such that y i = z i for i < j. Then (y 1 , y 2 , . . . , y n ) (z 1 , z 2 , . . . , z n ) if y j > z j . We define (y 1 , y 2 , . . . , y n ) (z 1 , z 2 , . . . , z n ) if (y 1 , y 2 , . . . , y n ) (z 1 , z 2 , . . . , z n ) or (y 1 , y 2 , . . . , y n ) = (z 1 , z 2 , . . . , z n ).
A sequence of length 0 is denoted by ∅. When B is the empty matrix, we understand GK(B) = ∅. By definition, the Gross-Keating invariant GK(B) is determined only by the equivalence class of B. Note that GK(B) = (a 1 , . . . , a n ) is also defined by
{y n }.
By definition, a non-degenerate half-integral symmetric matrix B ∈ H n (o) nd is equivalent to an optimal form. Let L be a free module of rank n over o, and Q a o-valued quadratic form on L. The pair (L, Q) is called a quadratic module over o. The symmetric bilinear form (x, y) Q associated to Q is defined by
When there is no fear of confusion, (x, y) Q is simply denoted by (x, y). If ψ = {ψ 1 , . . . , ψ n } is an ordered basis of L, we call the triple (L, Q, ψ) a framed quadratic o-module. Hereafter, "a basis" means an ordered basis. For a framed quadratic o-module (L, Q, ψ), we define a matrix
The isomorphism class of (L, Q, ψ) (as a framed quadratic o-module) is determined by B. We say that B ∈ H n (o) is associated to the framed quadratic module (L, Q, ψ). If B is non-degenerate, we also say (L, Q) or (L, Q, ψ) is non-degenerate. The set S(B) is also denoted by S(ψ). If B is optimal, then ψ is called an optimal basis. We consider Aut(L) acting on L from the right. We note that the equivalence class of B is determined by the isomorphism class of the quadratic modules (L, Q).
We also put
if n is even.
Note that if n is even, then
For a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 , we write |a| = a 1 + a 2 + · · · + a n . We review some results in [7] . For a non-decreasing sequence a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 , we set
For a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 , we put a (m) = (a 1 , a 2 , . . . , a m ) for m ≤ n.
Definition 1.4. The Clifford invariant (see Scharlau [13] , p. 333) of B ∈ H nd n (o) is the Hasse invariant of the Clifford algebra (resp. the even Clifford algebra) of B if n is even (resp. odd).
We denote the Clifford invariant of B by
(See Scharlau [13] pp. 80-81.) If H ∈ H nd 2 (o) is GL 2 (F )-isomorphic to a hyperbolic plane, then η B⊥H = η B . In particular, if n is odd, then we have
Suppose that B ∼ B 1 and both B and B 1 are optimal. Let a = (a 1 , a 2 , . . . , a n ) = GK(B) = GK(B 1 ). Suppose that a k < a k+1 for 1 ≤ k < n. Then the following assertions (1) and (2) hold.
( We define ζ s = ζ s (B) by
, where B ′ is an optimal form equivalent to B.
By Theorem 1.4, this definition does not depend on the choice of B
′ . Thus EGK(B) depends only on the equivalence class of B. We call EGK(B) the extended GK datum of B.
From now on, we assume that F is a dyadic field. Now we recall the notion of reduced form. We denote by S n the symmetric group of degree n. Recall that a permutation σ ∈ S n is an involution if σ 2 = id. Definition 1.6. For an involution σ ∈ S n and a non-decreasing sequence a = (a 1 , . . . , a n ) of non-negative integers, we set . . , n * s }. We say that an involution σ ∈ S n is an a-admissible involution if the following two conditions are satisfied.
(i) P 0 has at most two elements. If P 0 has two distinct elements i and j, then a i ≡ a j mod 2. Moreover, if i ∈ I s ∩ P 0 , then i is the maximal element of I s , and
(ii) For s = 1, . . . , r, there is at most one element in I s ∩ P − . If i ∈ I s ∩ P − , then i is the maximal element of I s and
(iii) For s = 1, . . . , r, there is at most one element in I s ∩ P + . If i ∈ I s ∩ P + , then i is the minimal element of I s and
This is called a standard a-admissible involution in [7] , but in this paper we omit the word "standard", since we do not consider an aadmissible involution which is not standard.
is a reduced form with GK-type (a, σ) if the following conditions are satisfied.
We often say that B is a reduced form with GK-type a without mentioning σ. We formally think of a matrix of degree 0 as a reduced form with GK-type ∅. The following theorems are fundamental in our theory. 
By Theorem 1.6, any non-degenerate half-integral symmetric matrix B over o is GL n (o)-equivalent to a reduced form B ′ . Then we say that B has a reduced decomposition B ′ . For later purpose, we give the following: Proposition 1.1. Let B be a reduced form of type (a, σ).
(1) Assume that deg B is odd and let i 0 ∈ P 0 . Then
(2) Assume that deg B is even and ξ B = 0. Then, for any integer k, there is an integer i 0 ∈ P 0 such that
Proof. The assertion follows from Theorem 1.1.
Pre-optimal forms
Throughout this section and the next, we assume that F is a finite unramified extension of Z 2 , and o be its ring of integers in F . We denote by S m (o) e (resp. S m (o) d ) the set of even integral symmetric (resp. diagonal) matrix of degree m with entries in o. For a sequence a = (a 1 , · · · , a n ) ∈ Z n , put |a| = a 1 + · · · + a n , and a i = a i . For two sequences a = (a 1 , · · · , a r ) and
nd is a weak canonical form if it satisfies the following conditions:
(1) B can be expressed as
and that deg(2
The notion of 'weak canonical form' is essentially weaker than the 'canonical form' in [16] though a canonical form is not necessarily a weak canonical form. We say that an element B of H n (o) nd has a weak canonical decomposition if there is a weak canonical form B ′ such that B ∼ B ′ . By using the same argument as in the proof of the main result in [16] combined with Theorem 2.4 of [3] , we can prove that every B ∈ H n (o) nd has a weak canonical decomposition.
with k i ≥ 0, where C i is a unimodular diagonal matrix or belongs to
We say that B is pre-optimal if B satisfies the following conditions: (PO1) For any non-negative integer m we have
and there is an integer 1 ≤ i ≤ j such that
Here we make the convention that
and one of the following conditions hold:
or deg C i = 1 and one of the following conditions holds: 
is even and C i and C i+1 are unimodular diagonal and k i+1 = k i + 1.
We call (2 k 1 C 1 , · · · , 2 kr C r ) the set of pre-optimal components of B and denote it by POC(B).
We easily obtain the following.
nd .
(1) Suppose that deg J r = 1, and put In particular, any element B of H n (o) nd is GL n (o)-equivalent to a pre-optimal form.
be a pre-optimal form, and put
Example 2.1. From now on for i = 1, 2, 3, 4 let
Then, B is pre-optimal and POC(B) = (2
(II.1) Suppose that ξ B (2) = 0. Then B is weak-canonical and preoptimal, and the same property as (5) holds. (II.2) Suppose that ξ B (2) = 0. Then B is neither weak-canonical nor pre-optimal. But there are u
k 4 u 4 is equivalent to B and satisfies the same condition as (II.1).
be a pre-optimal form in H n (o) as above. Let
and
Then we have the following.
(1) We have 
. Then we have (GK(B 1 ), b n 1 +1 , · · · , b n ) (a 1 , · · · , a n ), and in particular GK(B 1 ) (a 1 , · · · , a n 1 ). This proves the assertion.
be a pre-optimal form in H n (o), and
Proof. Let GK(B) = (a 1 , · · · , a n ). Then by the assumption (1) and Lemma 2.1, we have GK(B 1 ) = (a 1 , . . . , a n 1 ). We note that we have a n 1 ≤ m + 2 by the assumption (2). Let {ψ 1 , · · · , ψ n } be an optimal basis of L B . First suppose that B 2 = 2 k ǫ. Then m = k. Let φ n be a basis of L B 2 . For i = 1, · · · , n, write ψ i = φ i + c i φ n with c i ∈ o, where φ i is an element L B 1 . Then there is an integer 1 ≤ i ≤ n such that c i ∈ o * . Take the greatest integer i 0 satisfying such a condition, and for 1 ≤ i ≤ n such that i = i 0 put
, and can be expressed as
and ord(4e i e j ( φ n , φ n )) ≥ m + 3 for any 1 ≤ i, j ≤ n such that i = i 0 , j = i 0 . Hence we have
for any 1 ≤ i, j ≤ n such that i = i 0 and j = i 0 . This implies that the sequence (b 1 , . . . , b n−1 ) defined by
belongs to S(Φ ′ ), and hence we have (b 1 , · · · , b n−1 ) = GK(B 1 ) remarking that (a 1 , . . . , a n−1 ) (b 1 , . . . , b n−1 ). Put Φ = Φ ′ ∪ {ψ n }. Then Φ forms a basis of L B , and since we have a n ≤ k r + 2, we easily see that ord((φ ′ i , ψ n )) ≥ (a n + a i )/2 for any 1 ≤ i ≤ n such that i = i 0 . Hence we have (a 1 , . . . , a n ) ∈ S(Φ), and Φ is an optimal basis of L B . This implies that Φ satisfies the required property.
Suppose that B 2 = 2 k C with deg C = 2. Then m = k or m = k − 2 according as C is unimodular diagonal or not. Let φ n1 , φ n2 be a basis of L B 2 . Then by using the same argument as above, we can show that there are two integers 1 ≤ i 1 < i 2 ≤ n and a basis φ
and ord(4{e i1 e j1 ( φ n1 , φ n1 )+(e i1 e j2 +e i2 e j1 )( φ n1 , φ n2 )+e i2 e j2 ( φ n , φ n2 )}) ≥ m+3 for any 1 ≤ i, j ≤ n such that i = i 1 , i 2 , j = i 1 , i 2 . Put Φ = Φ ′ ∪ {ψ n−1 , ψ n }. Then similarly to above we can show that
for any n − 1 ≤ i, j ≤ n. Thus, by using the same argument as above, we can prove the assertion.
Let B ∈ H n (o). Let n be odd. Then we recall that
Let n be even. Then we remark that
Hence, we easily obtain:
, and B 2 = 2 kr C r .
(1) Let n 2 = 1.
(1.1) Let n 1 be even. Then
(1.2) Let n 1 be odd. Then 
Explicit formula for GK invariant
kr C r be a pre-optimal form of degree n, and let GK(B) = (a 1 , . . . , a n ). For each 1 ≤ s ≤ r put n s = deg C 1 + · · · + deg C s . Then, for any 1 ≤ s ≤ r we have the following:
(
(2) Let C s be a unimodular diagonal matrix of degree 1. (2.1) Suppose that n s is odd. Then
(2.2) Suppose that n s is even. Then To prove the above theorem, we need some preliminary results. Lemma 3.1. Let n, m and k be non-negative integers such that 1 ≤ m ≤ 2 and n > m. Let B 1 be a reduced form of degree n − m with GK type (a ′ , σ ′ ) and C a diagonal unimodular matrix of degree m, and put
Proof. Put a ′ = (a 1 , . . . , a n−m ) and
We can take elements v j 0 ,n−1 and Then, we have (B ′ ) (n−m) = B (n−m) , and ord(2b
′ satisfies the required conditions. Similarly the assertion holds in the case deg C r = 1.
kr C r be a preoptimal form of degree n, and Proof. Let B 1 be a reduced form with GK type (GK(B 1 ), σ 1 ) such that B 1 ∼ B 1 and put B = B 1 ⊥2 kr C r . Put k r = (k r ) or k r = (k r , k r ) according as n r = 1 or 2. We divide the proof into several cases.
(1) Suppose that k r ≥ k r−1 + 2. Then, by the assumption, b n−nr ≤ k r , and (GK(B 1 ), k r ) ∈ S( B). . . , a n−nr ) with n r = deg C r . Then the assertion follows from Lemma 2.2 and Theorem 1.1.
Explicit formula for a naive EGK data of a half-integral symmetric matrix
First we introduce some definitions. Put Z 3 = {0, 1, −1}.
is said to be a naive EGK datum of length n if the following conditions hold:
We denote the set of naive EGK data of length n by N EGK n . 
.
In particular, ζ s = ζ t if t + 1 = s. We denote the set of EGK data of length n by EGK n . Thus
Let H = (a 1 , . . . , a n ; ε 1 , . . . , ε n ) be a naive EGK datum. We define n 1 , n 2 , . . . , n r by a 1 = · · · = a n 1 < a n 1 +1 , a n 1 < a n 1 +1 = · · · = a n 1 +n 2 < a n 1 +n 2 +1 , · · · a n 1 +···+n r−1 < a n 1 +···+n r−1 +1 = · · · = a n 1 +···+nr with n = n 1 + · · · + n r . For s = 1, 2, . . . , r, we set n * s = s u=1 n u , m s = a n * s , and ζ s = ε n * s .
The following proposition can be easily verified.
Proposition 4.1. Let H = (a 1 , . . . , a n ; ε 1 , . . . , ε n ) be a naive EGK datum. Then G = (n 1 , . . . , n r ; m 1 , . . . , m r ; ζ 1 , . . . , ζ r ) is an EGK datum.
We define a map Υ = Υ n : N EGK n → EGK n by Υ(H) = G. We call G = Υ(H) the EGK datum associated to a naive EGK datum H. We also write Υ(a) = (n 1 , . . . , n r ; m 1 , . . . , m r ), if there is no fear of confusion. We say that H B is a naive EGK data of B if Υ(H B ) = EGK(B). We note that H B is not necessarily uniquely determined by B.
We give an explicit formula for a naive EGK datum. We assume that F is a finite unramified extension of Q 2 in Theorems 4.1,4.2,4.3 and Example 4.1.
Proof. The assertion follows from Theorems 2.1 and 3.1, and Proposition 3.1 Corollary 4.1. Let the notation be as above. Then there is an optimal form B which is equivalent to B such that B
[i] is an optimal form which is equivalent to B
[i] for any 1 ≤ i ≤ r. 
Then we have the following
Then EGK(B) = (n 1 , . . . , n s ; m 1 , . . . , m s ; ζ 1 , . . . , ζ s ).
Proof. The assertion (1) follows from Theorem 3.1. Let B be that in Corollary 4.1. Then, we have
. Thus the assertion (2) holds.
kr C r be a pre-optimal form of degree n with n i = deg C i . Let GK(B) = (a 1 , . . . , a n ). We define ε i as 
(1) Let B = 2
, where 
Then H B is a naive EGK datum of B.
Then H B is a naive EGK datum of B. 
if ξ B (2) = 0 and ξ B = 0.
, where
Finally we recall a result in the non-dyadic case (cf. [7] , Proposition 6.1).
Put a i = ord(t i ) and
Then (a 1 , . . . , a n ; ε 1 , . . . , ε n ) is a naive EGK datum of T .
Explicit formula for the Siegel series
In this section we give an explicit formula for the Siegel series in terms of naive EGK data in the case F = Q p . Definition 5.1. For integers e, e, a real number ξ, we define rational functions C(e, e, ξ; X) and D(e, e, ξ; X) in X 1/2 by C(e, e, ξ; X) = p e/4 X −(e− e)/2−1 (1 − ξp −1/2 X) X −1 − X and D(e, e, ξ; X) = p e/4 X −(e− e)/2 1 − ξX .
For a positive integer i put C i (e, e, ξ; X) = C(e, e, ξ; X) if i is even D(e, e, ξ; X) if i is odd. .
For a sequence a = (a 1 , . . . , a n ) of integers and an integer 1 ≤ i ≤ n, we define e i = e i (a) as
We also put e 0 = 0. For a naive EGK datum H = (a 1 , . . . , a n ; ε 1 , . . . , ε n ) we define a rational function F (H; X) in X 1/2 as follows: First we define
if n = 1. Let n > 1. Then H ′ = (a 1 , . . . , a n−1 ; ε 1 , . . . , ε n−1 ) is a naive EGK datum of length n − 1. Suppose that F (H ′ ; X) is defined for H ′ . Then, we define F (H; X) as
where ξ = ε n or ε n−1 according as n is even or odd, and ζ = 1 or ε n according as n is even or odd.
First we easily see that the following.
We give induction formulas for F (B, X). First we review induction formulas in [9] .
be a weak canonical form with J r a unimodular diagonal matrix. or n is even and ξ B = 0 k r if n is odd and ξ B (n−1) = 0 or n is even and ord(det B) is odd, and e i = e i (GK(B (n−1) , a n ) for i = n − 1, n. Then we have
(2) Suppose that J r = 2 and put J r = u 1 ⊥u 2 .
(2.1) Suppose that either n is even and ξ B = ξ B (n−2) = 0, or n is odd and ord(det B (n−2) ) + k r is even. Let (a n−1 , a n ) = (k r , k r ) and e i = e i (GK(B (n−2) , a n−1 , a n ) for i = n − 2, n − 1, n. Then we have
where η = 1 if n is even η B if n is odd, and
(2.2) Suppose that B does not satisfy the condition in (2.1). If
n is even, put (a n−1 , a n ) =
if ξ B (n−2) = 0 and ord(det B) is even and ξ B = 0 (k r , k r + 2) if ξ B (n−2) = 0 and ξ B = 0.
If n is odd, put (a n−1 , a n ) = (k r , k r + 2). In both cases, put e i = e i ((GK(B (n−2) ), a n−1 , a n ) for i = n − 2, n − 1, n. Then we have 
and put
Suppose that one of the following conditions hold: (1.1) n is even and ord(det B) is even.
if n is even and ξ B = 0 k r + 1 if n is odd and ord(B 1 ) is odd k r if n is odd and ord(B 1 ) is even, and e i = e i ((GK(B 1 ), a n )) for i = n − 1, n. Then we have F (B, X) =C n (e n , e n−1 , ξ; X) F (B 1 , 2 1/2 X) + ηC n (e n , e n−1 , ξ; X −1 ) F (B 1 , 2 1/2 X),
where ξ = ξ B if n is even ξ B 1 if n is odd, and η = 1 if n is even η B if n is odd. (2) Suppose that B does not satisfies the condition in (1) . Let (a n−1 , a n ) = (k r , k r ) and e i = e i (GK(B (n−2) , a n−1 , a n ). Then
= C n (e n , e n−1 , ξ; X)C n−1 (e n−1 , e n−2 , ξ ′ ; 2 1/2 X) F (B (n−2) , qX) + C n (e n , e n−1 , ξ; X −1 )C n−1 (e n−1 , e n−2 , ξ ′ ; 2 1/2 X −1 ) F (B (n−2) , qX −1 ) + {C n (e n , e n−1 , ξ; X)η ′ C n−1 (e n−1 , e n−2 , ξ ′ ; (2 1/2 X) −1 ) + ηC n (e n , e n−1 , ξ; X −1 )C n−1 (e n−1 , e n−2 , ξ ′ ; (2 1/2 X −1 ) −1 )} F (B (n−2) , X)
where
if n is odd and a 1 + · · · + a n−1 is odd ±1 if n is odd and a 1 + · · · + a n−1 is odd, η = 1 if n is even η B if n is odd, and
if n is even 0 if n is odd and a 1 + · · · + a n−1 is odd ±1 if n is odd and a 1 + · · · + a n−1 is even,
if n is even and a 1 + · · · + a n is even ±1 if n is even and a 1 + · · · + a n is odd η B (n−2) if n is odd.
Proof. By rewriting Theorems 5.1 and 5.2, we obtain the following two theorems.
Theorem 5.3. Let B = 2 k 1 C 1 ⊥ · · · ⊥2 kr C r ∈ H n (Z 2 ) be a pre-optimal form. Suppose that deg J r = 1. Let a n be that defined in Theorem 3.1 (2) , and put e i = e i ((GK(B (n−1) ), a n )) for i = n − 1, n. Then F (B, X) =C n (e n , e n−1 , ξ; X) F (B (n−1) , 2 1/2 X) + ηC n−1 (e n , e n−1 , ξ; X −1 ) F (B (n−1) , 2 1/2 X),
where ξ = ξ B if n is even ξ B (n−1) if n is odd, and ξ = 1 if n is even η B if n is odd.
Theorem 5.4. Let B = 2 k 1 C 1 ⊥ · · · ⊥2 kr C r be a pre-optimal form. Suppose that deg J r = 2. Let (a n−1 , a n ) be that defined in Theorem 3.1 (1) , (3) , and put e i = e i ((GK(B (n−2) ), a n−1 , a n )) for i = n − 2, n − 1, n. Then, F p (B, X) = C n (e n , e n−1 , ξ; X)C n−1 (e n−1 , e n−2 , ξ ′ ; 2 1/2 X) F (B (n−2) , qX) + C n (e n , e n−1 , ξ; X −1 )C n−1 (e n−1 , e n−2 , ξ ′ ; 2 1/2 X −1 ) F (B (n−2) , qX −1 ) + {C n (e n , e n−1 , ξ; X)η ′ C n−1 (e n−1 , e n−2 , ξ ′ ; (2 1/2 X) −1 ) + ηC n (e n , e n−1 , ξ; X −1 )C n−1 (e n−1 , e n−2 , ξ ′ ; (2 1/2 X −1 ) −1 )} F (B (n−2) , X)
if n is odd and a 1 + · · · + a n−1 is odd ±1 if n is odd and a 1 + · · · + a n−1 is odd, η = 1 if n is even η B if n is odd, and ξ ′ =      ξ B (n−2) if n is even 0 if n is odd and a 1 + · · · + a n−1 is odd ±1 if n is odd and a 1 + · · · + a n−1 is even,
if n is even and a 1 + · · · + a n is even ±1 if n is even and a 1 + · · · + a n is odd η B (n−2) if n is odd. Now we give an explicit formula for the Siegel series of B in terms of its naive EGK datum.
Theorem 5.5. Let B ∈ H n (Z p ). Then there exits a naive EGK datum H such that F (B, X) = F (H; X).
Proof. First assume that p = 2. We prove the assertion by induction on n. The assertion holds for B ∈ H 1 (Z 2 ) by Proposition 5.1. Let n ≥ 2 and assume that the assertion holds for any n ′ < n and B ′ ∈ H n ′ (Z 2 ). Let B ∈ H n (Z 2 ). We may assume that B = 2 k 1 C 1 ⊥ · · · ⊥2 kr C r is a preoptimal form. Take the naive EGK datum H = H
[r] = (a 1 , . . . , a n ; ε 1 , . . . , ε n ) of B as in Theorem 4.3. First assume that deg C r = 1. Then H is a naive EGK datum of B (n−1) . We note that (ε n−1 , ε n ) = (ξ B , 1) or (η B , ξ B (n−1) ) according as n is even or odd. Hence, by Theorem 5.3 combined with the induction assumption, we have 2] in the case that F is a non-dyadic field or a finite unramified extension of Q 2 . Therefore, Theorem 5.5 can be proved in this case without using the results of [8] .
