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Abstract. Intuitively, any ‘bag of words’ approach in IR should benefit
from taking term dependencies into account. Unfortunately, for years the
results of exploiting such dependencies have been mixed or inconclusive.
To improve the situation, this paper shows how the natural language
properties of the target documents can be used to transform and enrich
the term dependencies to more useful statistics. This is done in three
steps. The term co-occurrence statistics of queries and documents are
each represented by a Markov chain. The paper proves that such a chain
is ergodic, and therefore its asymptotic behavior is unique, stationary,
and independent of the initial state. Next, the stationary distribution is
taken to model queries and documents, rather than their initial distri-
butions. Finally, ranking is achieved following the customary language
modeling paradigm. The main contribution of this paper is to argue why
the asymptotic behavior of the document model is a better representation
then just the document’s initial distribution. A secondary contribution
is to investigate the practical application of this representation in case
the queries become increasingly verbose. In the experiments (based on
Lemur’s search engine substrate) the default query model was replaced
by the stable distribution of the query. Just modeling the query this way
already resulted in significant improvements over a standard language
model baseline. The results were on a par or better than more sophis-
ticated algorithms that use fine-tuned parameters or extensive training.
Moreover, the more verbose the query, the more effective the approach
seems to become.
1 Introduction
Imagine (or perhaps recall) that you just came back from a well-deserved va-
cation in the South Pacific. When someone asks you about your vacation, you
are happy to recount how it was. First you tell it to the people at home, then
to your neighbors, then to your colleagues at work. At first there will be much
variation in your story, but by and by all has been said, and the rendition of
your experience becomes stable, only mentioning the essential parts. Or think of
an event that lands as late breaking news on your paper’s front page. As days
go by, the story may reappear a few times, but eventually all has been said.
Now suppose a search engine would need to return the most relevant (as op-
posed to the most entertaining) story about your vacation. Should it be one from
the earlier stages where it still meandered haphazardly along all that happened?
Or one of the later more concise and orderly accounts?
Let us look at this phenomenon from the language modeling perspective to
IR [1]. In this paradigm a text is viewed as a sample from a stochastic source
that produces words according to some distribution. With the vacation story,
you were the source, and your stories were different samples from that source.
As the source is assumed to be stochastic, the words and their frequencies will
change from one account to the next, as in the case of your stories.
Without a model of the underlying process, however, it would be difficult
to reconstruct the distribution of the source from the samples alone. Therefore,
language models can be distinguished by how they model the source and by how
the distribution is derived from the samples. As current language models don’t
use an explicit representation of the meaning of documents, we can illustrate
our approach with a simple abstract example. Assume a language of just the
words a and b, and two documents D1 = [a a a a a b b b b b b a] and D2 =
[a b a b a b a b a b a b]. Using Q = [a b a b ] as the query (or topic), which
document would be considered the most relevant for a given language model? In
the multi-bernoulli model [1], D1 and D2 would get the same score, as all words
in the query are also in the documents. The multinomial unigram model [2] also
assigns the same score because the frequencies of a and b are the same in D1
and D2 and hence the p(Q|D) =
∏
i p(qi|D) are the same. If Q were extended
with a word c that does not appear in the documents, so that smoothing [3]
was called for, words would be discounted by the same amount, and again the
documents would receive the same score. Basically, we are trying to estimate a
relevance model (1) without further knowledge about the corpus, (2) under the
assumption that the term occurrences are independent, and (3) in the absence
of training data. These issues have received much attention lately. For example,
several researchers have studied bigrams and trigrams [2] or even studied the
optimal distance over which to consider dependencies in general [4, 5] or based on
natural language constraints [6]. Metzler and Croft [5] in particular distinguished
among full independence, sequential dependence, and full dependence. The terms
mean what they suggest: in sequential dependence the ranking of a document
depends only on the dependency of adjacent words, whereas in full dependence
any clique of words is to be considered. In this paper we consider a fourth
option, halfway between sequential and full dependence, namely when a word
comes after another, but separated by words in between. For example, in D1 and
D2 above, one can accumulate the distances from every a to every b to derive a
probability that a is followed by b. In the example, this probability is much lower
for D1 than for D2. Imagine that, as in the vacation story that was told over
and over again, the sources of D1 and D2 would go on for a long time producing
one new document after another according to their distributions. If we assume
for concreteness a dependency of no more than five words, then (as we will see)
in the long run a would appear about as often as b for D2 but twice as often for
D1. This is obviously different from the word counts that would suggest a 50%
probability for each. Moreover, the distribution in the long run seems to reflect
the impression that D2 is more like Q than is D1. This paper will show how the
term dependencies of a particular document predict the asymptotic behavior of
its source, and with it the term distribution that would be observed if the source
would continue to produce new documents.
The sections that follow show how the approach of asymptotic behavior re-
lates to other language models, and how it accomplishes the following objectives:
– It shows that under very realistic, plausible, and elementary conditions the
source underlying a document is ergodic, and therefore a stationary distri-
bution to represent the source can be derived from just one document,
– It shows how documents can be ranked based on their underlying stationary
distributions,
– It shows how an initial (ad hoc) distribution for a document can be es-
tablished, based on a semantic approach called the Hyperspace Analog to
Language (HAL).
2 Conclusions and Future Work
We derived a relatively simple language model, epi-HAL, that deviates in several
respects from other language models proposed to date. Epi-HAL is based on
the observation that texts are produced by humans. From this observation it
follows that (1) there must be semantic dependencies underlying the documents,
and (2) that the documents must obey surface constraints inherent to natural
language. To represent the former, this paper derived the underlying semantics
from the Hyperspace Analog to Language (HAL) a theory presuming that words
that appear close together in text, will also be close in meaning. The surface
constraints were represented by using an ergodic Markov chain.
We believe that current language models are overly general in that they
do not incorporate these properties of natural language, the very fabric of the
documents they purport to model. We compared a straightforward implementa-
tion of the proposed model with a sophisticated relevance model. Evaluation on
TREC corpora showed that epi-HAL easily outperformed the relevance model
for AP8889 and provided some initial encouraging results on the ROBUST04 col-
lection. The epi-HAL model shows increased precision for more verbose queries,
and therefore in the long run may respond more appropriately to the verbose
inquiries humans typically engage in when communicating with one another.
The results of the experiments encourages us to pursue several avenues in
future work. First, instead of modeling only the query by its stable distribution,
the same can be done for the document model. Second a more elaborate and
detailed experiment with larger corpora will be conducted. And finally, because
the proposed model itself is relatively simple, its performance can be further
improved via optimization of parameter settings as applied in current, much
more sophisticated models.
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