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INTRODUCTION
1
1.1 Introduction
Partial di¤erential equations (PDEs) appear frequently in all areas of physics and
engineering. Moreover, in recent years we have seen a dramatic increase in the use
of PDEs in areas such as biology, chemistry, computer sciences and in economics
(nance), beside the classical engineering areas (electrical, mechanical, aerospace en-
gineering). The control of such innite dimensional systems has been an active area
of research since at least 1960s. Control of PDEs comes about from two types of set-
tings depending on where the sensors and actuators are located. In domain control,
where the actuation penetrates inside the domain of the PDE system or is distributed
everywhere in the domain and control, where the actuation and sensing are applied
only at the boundary points. Over the years, a few methods have been developed for
boundary control problems of PDEs, and most of researchers either do not cover the
boundary control or dedicate only a small fractions of their coverage to boundary con-
trol. There have been many successes of the theory of adaptive control for over three
decades now, including the development of stability and an understanding of the dy-
namical properties of adaptive schemes. The area of adaptive control has grown to be
one of the richest in terms of algorithms, design techniques and analytical tool. Several
books and studies already exist on the topics of parameter estimation and adaptive
control. The advances in stability theory and the progress in control theory in the
1960s improved the understanding of adaptive control and contributed to a strong
renewed interest in the eld in the 1970s. Around 2000, Krstic and Smyshlyaev began
to extend backstepping to partial di¤erential equations in the context of boundary
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control. State space techniques and stability theory on Lyapunov theory were intro-
duced. Backstepping method is di¤erent from any other methods previously developed
for control of PDEs. Appropriate references in this area are the books by J.L Lions
[34], Curtain and Zwart [17], Lasiecka and Triggiani [33], Bensoussan et al. [8], and
Christodes [16]. Many of application books on control of PDEs have been dedicated
to problems that arise from exible structures [39], [31], [32], [7], [20] and from ow
control [1], [23].
Due to the curse of the dimensionality which arise when one tries numerically to
solve such problems, the backstepping method has been introduced to tackle such
problems. It is an adaptation to the PDE case of a method initially used for ODE
systems.
Some of the advantages of the method are
 its simplicity
 ease of implementation, one has to nd a continuous inevertible transformation
mapping the original PDE system to a new one which is known to be stable.
As for the disadvantages we can list,
 it is not necessarily optimal in any sense.
 one has to nd an appropriate transformation for each given system.
3
1.2 Literature overview
Past e¤orts include the book [16], which solves problems of nonlinear parabolic PDE
control but for inside the domain actuation, rather than with boundary control, and
developments to solve the problem of motion planning for boundary controlled non-
linear parabolic PDEs [40] (using atness and formal power series) and structural
systems [30] (with a atness/passivity approach). For example, [29] for the viscous
Burgers equation; the Korteweg-de Vries equation [35] and the Kuramoto-Sivashinsky
equation [37]. The result by Banaszuk, Hauksson, and Mesic [6] has involved one step
of backstepping on a system consisting of a nonlinear PDE and two ODEs.
Adaptive control of nonlinear PDEs has received some attention. Liu and Krstic
[36] and Kobayashi [26] considered a Burgers equation with various parametric un-
certainties. Javanovic and Bamieh [25] designed adaptive controllers for nonlinear
systems on lattices.
Research on control of linear/quasi-linear parabolic PDEs has been extensive in
the past and has mainly focused on systems with xed spatial domains, for exam-
ple [4] and the book [16]. The main feature of parabolic PDE systems is that the
eigenspectrum of the spatial di¤erential operator can be partitioned into a nite-
dimensional slow one and an innite-dimensional stable fast complement [22]. This
implies that the dominant dynamic behavior of such systems can be approximately
described by nite-dimensional systems. Therefore, the standard approach to the
control of linear/quasi-linear parabolic PDE systems (e.g., [5] and [15]) involves the
application of standard Galerkins method to the parabolic PDE system to derive
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ordinary di¤erential equation (ODE) systems that accurately describe the dominant
dynamics of the PDE system, which are subsequently used as the basis for controller
synthesis. Unfortunately, the developed control methods for quasi-linear parabolic
PDE systems cannot be directly employed for the design of low-dimensional con-
trollers for systems that include nonlinear spatial di¤erential operators. The reason is
that, in general, the eigenvalue problem of nonlinear spatial di¤erential operators can
not be solved analytically, and thus, it is di¢ cult to choose a priori (without having
any information about the solution of the system) an optimal (in the sense that it
will lead to a low-dimensional ODE system) basis to expand the solution of the PDE
system. An approximate way to address this problem [43] is to linearize the nonlinear
spatial di¤erential operator around a steady state and address the controller design
problem on the basis of the resulting quasi-linear system. However, this approach is
only valid in a small neighborhood of the steady state where the linearization takes
place. Despite the recent progress on nonlinear control of parabolic PDE systems
with xed spatial domains, few results are available on control and estimation of par-
abolic PDE systems with time-dependent spatial domains. Important contributions
include work on the synthesis of linear optimal controllers (e.g., [52, 53]), as well as the
synthesis of nonlinear distributed state estimators using stochastic methods in [44],
and the design of nonlinear and robust controllers on the basis of nite-dimensional
models obtained using a combination of Galerkins method with approximate inertial
manifolds [2, 3]. Recently, Chanane and AL-Qarni used the transmutation approach
(backstepping method) to control linear parabolic PDEs with coe¢ cient depending
5
on time [12] and space and time [13]. This work is an extension to the nonlinear case
of the approach presented in [12, 13].
6
1.3 Objectives
To tackle the problem of boundary control of nonlinear PDE
8>>>>>>>>>><>>>>>>>>>>:
ut(x; t) = uxx(x; t) + u(x; t) + f(u) ; 0 < x < 1 ; t > 0
u(0; t) = 0 , t > 0
u(1; t) = U(t) , t > 0
u(x; 0) = u0(t) , t > 0
(1.1)
where U is the boundary control and u0 is the initial condition, Krstic and Coworker
[28] had to embed the problem into a problem with Volterra series nonlinearity with its
sequence of higher dimensional kernels. Although, they succeeded in their approach,
the question which arose was whether we can tackle this problem without resorting
to Volterra series operator but using the original Volterra operator (transmutation).
Hence the objective, in this work, is to use the transmutation approach to stabilize
the system (1.1), thus avoiding the increased complexity introduced by the case of the
Volterra series operator.
7
1.4 Methodology
Using the transmutation operator, we transform (1.1) into the target system
8>>>>>>>>>><>>>>>>>>>>:
vt(x; t) = vxx(x; t) + F (v) ; 0 < x < 1 ; t > 0
v(0; t) = 0 , t > 0
v(1; t) = 0 , t > 0
v(x; 0) = v0(x) , 0 < x < 1
(1.2)
whose stability will be assessed. Note at this point that we have now Dirichlet bound-
ary condition. Next, we consider the associated linear PDE system
8>>>>>>>>>><>>>>>>>>>>:
wt(x; t) = wxx(x; t) + g(x; t) , 0 < x < 1 , t > 0
w(0; t) = 0 , t > 0
w(1; t) = 0 , t > 0
u(x; 0) = w0(x) , 0 < x < 1
(1.3)
By replacing g(x; t) by F (v) we get an integral equation satised by the solution
v of (1.2). Solving this nonlinear integral equation allows us to nd v, then using
the inverse transformation we obtain u solution to (1.1) and the associated boundary
control U(t).
We shall introduce a few examples to illustrate the usefulness of the approach.
The thesis is organized as follows: In chapter two, we present the basic denitions,
lemmata, properties and notation needed later in this work. In chapter three, we
present the backstepping (transmutation) method to design boundary controllers sta-
8
bilizing the PDE system. In chapter four, we present our contribution specically we
revisit the backstepping method and consider boundary control of nonlinear parabolic
systems.
9
Chapter 2
PRELIMINARIES
10
2.1 Terminology
In this work we shall be using the following function spaces
Name Description Norm
C(n)[a; b] f; f 0; :::; f (n) kfk1 = maxx jf(x)j
continuous functions on (a,b)
L1(a; b) Integrable function:
R jf(x)j dx < +1 kfkL1 = R jf(x)j dx
L2(a; b) Square integrable function: kfkL2 =
R jf(x)j2 dx 12R jf(x)j2 dx < +1
H1(a; b) Sobolev space: f 2 L2 , f 0 2 L2 kfk2H1 = kfk2L2 + kf 0k2L2
and in general
Hm(a; b) =

f : f; f 0; :::; f (m) 2 L2 (a; b)	
with the norm
kfk2Hm =
mX
j=0
f (j)(x)2
L2
= kfk2Hm 1 +
f (m)2
L2
= kf 0k2Hm 1 + kfk2L2 :
The inner product in L2(a; b) and H1(a; b) are dened as
hf; gi =
Z b
a
f(x)
 
g(x)dx
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and
hf; gi =
Z b
a

f(x)
 
g(x) + f 0(x)
 
g0(x)

dx
respectively.
2.2 Lyapunov Stability
2.2.1 Denition of stability
Before we study the stability for PDEs under consideration, we mention some of the
basics of stability analysis for linear ODEs. We consider system described by ordinary
di¤erential equations of the form
:
z = Az (2.1)
with z 2 Rn and A is an nn real matrix. (2.1) is said to be exponentially stable
at z = 0 if there exist positive constants M ,  and T such that
kz(t)k Me t kz(t)k for all t  T (2.2)
where k:k denotes a vector norm. We can test the exponential stability by verifying
that all the eigenvalues of the matrix A have negative real parts. But this test is not
always practical, so we can use the Lyapunov second method, which is presented next.
The system (2.1) is exponentially stable in the sense of denition (2.2) if and only
if for a positive denite n n matrix Q there exists a positive denite and symmetric
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matrix P such that
PA+ ATP =  Q (2.3)
Along with this test comes the concept of a Lyapunov Function
v(z) = zTPz .
2.2.2 Normalization of the Basic Parabolic PDE
The aim here is to develop a basic "non-dimensionalized" PDE model, which will be
the starting point for many of the analysis and control design considerations in this
study.
Consider a thermally conducting rod of length L whose temperature T (; ) is a
function of the spatial variable  and time  . The initial temperature distribution
is T () and the ends of the rod are kept at constant temperatures T1 and T2 . The
evolution of the temperature prole is described by the heat equation
T (; ) = "T(; ); (2.4)
T (0; ) = T1; (2.5)
T (1; ) = T2; (2.6)
T (; 0) = T0() (2.7)
where " denotes the thermal di¤usivity.
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To normalize the above system we have to make a change of variables such that
T (; ) = T (x; t);
then we scale  to normalize the length
x =

L
; (2.8)
and scale time to normalize the thermal di¤usivity:
t =
"
L2
 ; (2.9)
which gives
T(; ) =
1
L2
Txx(x; t)
And also
T (; ) =
"
L2
Tt(x; t)
By using (2.4) ,(2.5) and (2.6) we get
Tt(x; t) = Txx(x; t) , 0 < x < 1 , t > 0 (2.10)
T (0; t) = T1 , t > 0 (2.11)
T (1; t) = T2 , t > 0 (2.12)
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Now we introduce the new variable
w = T   T (2.13)
where
T (x) = T1 + x(T2   T1)
is the steady-state prole and is a solution to the two-point boundary -value ODE
8>>>>>><>>>>>>:
T
pp
(x) = 0
T (0) = T1
T (1) = T2
Finally, by using (2.10) and (2.13) we obtain
8>>>>>><>>>>>>:
wt(x; t) = wxx(x; t) ; 0 < x < 1; t > 0
w(0; t) = 0 ; t > 0
w(1; t) = 0 ; t > 0
(2.14)
where the initial distribution of the temperature uctuation is
w0(x) = w(x; 0)
The following are the basic types of boundary conditions for PDE in one dimen-
sion:
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- Dirichlet: w(0; t) = 0 (xed temperature at x=0)
- Neumann :wx(0; t) = 0 (xed heat ux at x=0)
- Robin :wx(0; t) + qw(0; t) = 0 (mixed)
2.3 Stability of the PDE system
Consider the initial boundary value problem
8>>>>>><>>>>>>:
wt(x; t) = wxx(x; t) ; 0 < x < 1; t > 0
w(0; t) = 0 ; t > 0
w(1; t) = 0 ; t > 0
(2.15)
and initial condition
w(x; 0) = w0(x)
We want to show that this system is exponentially stable in the sense of an L2_norm
of the state w(x; t) with respect to x. To analyse the stability of the system, we have
two approaches, nding the exact solution ( easy in this case but more di¢ cult in
general problems ) or use Lyapanov theory , hence avoiding solving the PDE.
Consider the Lyapunov function candidate
V (t) =
1
2
Z 1
0
w2(x; t)dx .
16
Taking the time derivative of V we obtain,
dV (t)
dt
=
Z 1
0
w(x; t)wt(x; t)dx
By using (2.15), we get
dV (t)
dt
=
Z 1
0
w(x; t)wxx(x; t)dx
integrating by parts we get
dV (t)
dt
= w(x; t)wx(x; t)
1
0
 
Z 1
0
w2x(x; t)dx
=  
Z 1
0
w2x(x; t)dx < 0 (2.16)
This mean only that V is decreasing (not necessary to zero as t!1)
We shall nd an upper bound to the right-hand side of (2.16) in terms of V .
For this, we shall recall the following results,
1- Youngs Inequality
ab  
2
a2 +
1
2
b2 (2.17)
2- Cauchy-Schwarz Inequality
Z 1
0
uwdx  kuk kwk  
2
kuk2 + 1
2
kwk2 (2.18)
The following lemma establishes the relationship between the L2-norms of w and
17
wx
Lemma 1 (Poincare Inequality)
For any w , continuously di¤erentiable on [0; 1]
R 1
0
w2dx  2w2(1; t) + 4 R 1
0
w2xdxR 1
0
w2dx  2w2(0; t) + 4 R 1
0
w2xdx
(2.19)
Now, return to equation (2.16), using the Poincare inequality along with boundary
conditions, we get
dV
dt
=  
Z 1
0
w2x(x; t)dx   
1
4
Z 1
0
w2(x; t)
=  1
2
V
then
dV (t)
dt
  1
2
V (t) (2.20)
and that gives
V (t)  V (0)e  t2 (2.21)
But
V (t) =
1
2
kw(x; t)k2 (2.22)
Thus
kw(t)k  e  t4 kw0k (2.23)
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where w0 = w(x; 0), leading to kw(x; t)k ! 0 as t ! 1 . That is, the system
(2.15) is exponentially stable in L2 sense.
2.4 Pointwise Stability
We established that
kw(:; t)k ! 0 as t!1
in L2   norm but not necessarily in the sup norm , therefore we may have
w(x; t)!1 as t!1 for some x: Thus we consider the sup norm
kw(:; t)k1 = max
x2(0;1)
jw(x; t)j
It would be desirable to prove that
kw(:; t)k1  e 
t
4 kw(:; 0)k1 (2.24)
so that
lim
t!1
kw(:; t)k1 = 0
However, we shall prove a more restrictive result , given by
kw(:; t)k1  Ke 
t
2 kw(:; 0)kH1 (2.25)
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for some K > 0 , where the H1 is a space of a square integrable functions whose
derivative are square integrable, with H1   norm dened by
kwk2H1 :=
Z 1
0
w2dx+
Z 1
0
w2xdx (2.26)
To prove (2.25), we need the following result [28]
Lemma 2 (Agmons Inequality)
For a function w 2 H1 , the following inequalities hold:
max
x2[0;1]
jw(x; t)j2  w(0; t)2 + 2 kw(t)k kwx(t)k (2.27)
max
x2[0;1]
jw(x; t)j2  w(1; t)2 + 2 kw(t)k kwx(t)k (2.28)
Now, to prove (2.25), we use the following Lyapunov function candidate :
V =
1
2
Z 1
0
w2dx+
1
2
Z 1
0
w2xdx
=
1
2
 kw(:; t)k2 + kwx(:; t)k2 (2.29)
The time derivative of (2.29) is given by
dV (t)
dt
=
Z 1
0
w(x; t)wt(x; t)dx+
Z 1
0
wx(x; t)wxt(x; t)dx
=
Z 1
0
w(x; t)wxx(x; t)dx+
Z 1
0
wx(x; t)wxt(x; t)dx
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dV (t)
dt
= w(x; t)wx(x; t)
 1x =0  
Z 1
0
w2x(x; t)dx+ wx(x; t)wt(x; t)
 1x =0
 
Z 1
0
wxx(x; t)wt(x; t)dx
=  
Z 1
0
w2x(x; t)dx 
Z 1
0
w2xx(x; t)dx
Using Poincare Inequality we obtain,
dV (t)
dt
  1
4
Z 1
0
w2(x; t)dx  1
4
Z 1
0
w2x(x; t)dx
=  1
4
 kwk2 + kwxk2
=  1
2
V
Thus,
dV (t)
dt
  1
2
V (t)
which implies
V (t)  V (0)e t2
use of (2.29) gives
kwk2 + kwxk2  e t2
 kw0k2 + kw0xk2
That is,
kwkH1  e
 t
2 kw0kH1
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where w0 = w(x; 0) is the initial condition. Finally, using Youngs inequality, we
get
max
x2[0;1]
jw(x; t)j  2 kwk kwxk
 kwk2 + kwxk2
 e t2  kw0k2 + kw0xk2
Hence
kw(x; t)k1  e
 t
2 kw(x; 0)kH1
from which we get w(x; t)! 0 as t!1 for all x 2 [0; 1] .
2.5 Exact solution to PDEs
We shall use the separation of variables to nd the exact solution of a PDE system.
Consider the di¤usion equation which includes a reaction term with boundary and
initial conditions
8>>>>>>>>>><>>>>>>>>>>:
ut(x; t) = uxx(x; t) + u(x; t) , 0 < x < 1
u(0; t) = 0 , t > 0
u(1; t) = 0 , t > 0
u(x; 0) = u0(x) , t > 0
(2.30)
where u0 is a continuous function over (0; 1). Let us nd the solution to this initial
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boundary value problem and determine for which values of parameter  this system
is unstable .
Let us assume that the solution u(x; t) can be written as a product of function of
x and a function of t,
u(x; t) = X(x)T (t) (2.31)
substitution (2.31) in the partial di¤erential equation in (2.30) gives
X(x)T p(t) = X q(x)T (t) + X(x)T (t)
Assuming no x0 , t0 exist for which X(x0) = 0 , T (t0) = 0 , we obtain
T p(t)
T (t)
=
X q(x) + X(x)
X(x)
:
Since the function on the left depends only on time, and function on the right
depends only on the spatial variable, the equality can hold only if both functions are
equal to the same constant. Let us denote this constant by  . We then get,
T p(t) = T (t) , t > 0 (2.32)
and
X q(x) + (  )X(x) = 0 (2.33)
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together with the boundary conditions
X(0) = X(1) = 0 (2.34)
So, the solution to (2.33) has the form
X(x) = A sin
p
  x

+B cos(
p
  x) (2.35)
where A and B are constant that can be determined by using (2.34) which gives:
8>><>>:
B = 0
A sin(
p
  ) = 0
Since A 6= 0 because we get a trivial solution then the equality can hold only if
p
   = n for n = 1; 2; 3; :::; so that
n =   2n2 , n = 1; 2; 3; ::: (2.36)
are the eigenvalues with corresponding the eigenfunctions
Xn(x) = An sin(nx) (2.37)
As for T we have
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T (t) = T0ne
nt , n  1 (2.38)
substituting (2.38) and (2.37) into (2.31) yields
un(x; t) = T0nAne
( 2n2)t sin(nx) , n = 1; 2; 3; ::: (2.39)
where An is a constant . Superposition principle gives
u(x; t) =
1X
n=1
Cne
( 2n2)t sin(nx); (2.40)
where Cn = AnT0n are constants. Using the initial condition
u(x; 0) = u0(x);
we get
u0(x) =
1X
n=1
Cn sin(nx)
which is the Fourier sine series whose coe¢ cients are given by
Cn = 2
Z 1
0
u0(x) sin(nx)dx (2.41)
Substituting Cn in (2.40), we get
u(x; t) = 2
1X
n=1
e( 
2n2)t sin(nx)
Z 1
0
sin(nx)u0(x)dx (2.42)
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That is
u(x; t) =
Z 1
0
g(x; x; t)u0(x)dx
where
g(x; y) = 2
1X
n=1
e( 
2n2)t sin(nx) sin(ny);
is the Greens function for the problem.
This solution consists of the following element:
- eigenvalues:   2n2 .
- eigenfunctions: sin(nx):
-e¤ect of initial conditions:
R 1
0
sin(nx)u0(x)dx
The eigenvalue whose index is the index of the rst nonzero Fourier sine series
coe¢ cient of the initial condition u0 , dictates the rate of decay of the solution. Hence,
if Cn = 0 for n = 1; 2; :::; n0   1 and cn0 6= 0 then the system is stable for
  (n0)2 < 0
which mean the system (2.30) is stable if
 < (n0)
2
26
Chapter 3
BOUNDARY CONTROL Of
PARABOLIC PDEs
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3.1 Backstepping: The main idea
In this chapter we present the rst designs of feedback laws for stabilization of par-
abolic PDEs using boundary control and introduce the method of backstepping.
The main feature of backstepping is that it is capable of eliminating destabilizing
e¤ect terms that appear throughout the domain while the control is acting only from
the boundary.
Backstepping has been proved to be a remarkable method for designing controllers
for PDE systems. In addition, it achieves stabilization of unstable PDEs in a physically
appealing way, that is , the destabilizing terms are eliminated through a change of the
PDE and boundary feedback.
Let us start with the simplest unstable PDE, the reaction-di¤usion equation
8>>>>>>>>>><>>>>>>>>>>:
ut(x; t) = uxx(x; t) + u(x; t) , 0 < x < 1 , t > 0
u(0; t) = 0 , t > 0
u(1; t) = U(t) , t > 0
u(x; 0) = u0(x) , 0 < x < 1
(3.1)
where  is an arbitrary constant , U(t) is the control input and u0 is a continuous
function. The open loop system (u(1; 0) = 0) is unstable with arbitrary many unstable
eigenvalues for su¢ ciently large  .
The term u is the source of instability, so we need to eliminate this term using
the backstepping method. The main idea of the backstepping method is to use the
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coordinate transformation :
w(x; t) = u(x; t) 
Z x
0
k(x; y)u(y; t)dy (3.2)
along with feedback control
u(1; t) =
Z 1
0
k(1; y)u(y; t)dy . (3.3)
We map the system (3.1) into the exponentially stable target system
8>>>>>>>>>><>>>>>>>>>>:
wt(x; t) = wxx(x; t) , 0 < x < 1 , t > 0
w(0; t) = 0 , t > 0
w(1; t) = 0 , t > 0
w(x; 0) = w0(x) , 0 < x < 1
(3.4)
The transformation (3.2) is called a Volterra integral transformation of the second
kind.
The important property of the Volterra transformation is that it is invertible, so
that stability of the target system translates into stability of the closed-loop system
consisting of the plant plus boundary feedback.
The function k , (which is call the "gain kernel"), makes the system (3.1) with the
controller behave as the target system (3.4)
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3.2 Gain Kernel PDE
To nd out what conditions k has to satisfy, we simply substitute the transformation
(3.2) into the target system (3.4) and use the system equation (3.1). To do that ,
we need to di¤erentiate both sides of (3.2) with respect to x and t . We recall the
Leibnitz di¤erentiation rule
d
dx
Z x
0
f(x; y)dy = f(x; x) +
Z x
0
fx(x; y)dy:
Let kernel k be twice continuous di¤erentiable in 0  y  x  1 :
We have
kx(x; x) =
@
@x
k(x; y) jy=x
ky(x; x) =
@
@y
k(x; y) jy=x
d
dx
k(x; x) = kx(x; x) + ky(x; x)
Di¤erentiating (3.2) with respect to x gives:
wx(x; t) = ux(x; t)  k(x; x)u(x; t) 
Z x
0
kx(x; y)u(y; t)dy
wxx(x; t) = uxx(x; t)  u(x; t) d
dx
k(x; x)  k(x; x)ux(x; t) 
kx(x; x)u(x; t) 
Z x
0
kxx(x; y)u(y; t)dy (3.5)
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Next, we di¤erentiate (3.2) with respect to time:
wt(x; t) = ut(x; t) 
Z x
0
k(x; y)ut(x; t)dy
= uxx(x; t) + u(x; t) 
Z x
0
k(x; y) [uyy(y; t) + u(y; t)] dy
= uxx(x; t) + u(x; t) 
Z x
0
k(x; y)uyy(y; t)dy  Z x
0
k(x; y)u(y; t)dy
Integrating by parts gives:
wt(x; t) = uxx(x; t) + u(x; t)  k(x; x)ux(x; t) + k(x; 0)ux(0; t) +Z x
0
ky(x; y)uy(y; t)dy  
Z x
0
k(x; y)u(y; t)dy
= uxx(x; t) + u(x; t)  k(x; x)ux(x; t) + k(x; 0)ux(0; t) +
ky(x; x)u(x; t)  ky(x; 0)u(0; t) 
Z x
0
kyy(x; y)u(y; t)dy  Z x
0
k(x; y)u(y; t)dy (3.6)
Subtracting (3.5) from (3.6), we get
wt(x; t)  wxx(x; t) =

+ ky(x; x) +
d
dx
k(x; x) + kx(x; x)

u(x; t)+
k(x; 0)ux(x; t) +
Z x
0
[kxx(x; y)  kyy(x; y) 
k(x; y)u(y; t)dy]
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wt(x; t)  wxx(x; t) =

+ 2
d
dx
k(x; x)

u(x; t) + k(x; 0)ux(0; t) +Z x
0
[kxx(x; y)  kyy(x; y)  k(x; y)]u(y; t)dy
We shall take k satisfying :
8>>>>>><>>>>>>:
kxx(x; y)  kyy(x; y) = k(x; y) , 0 < y < 1
k(x; 0) = 0 , 0 < x < 1
k(x; x) =  
2
x , 0 < x < 1
(3.7)
so that we get
wt(x; t)  wxx(x; t) = 0
3.3 Converting the Gain Kernel PDE into an In-
tegral Equation
To nd the solution of the PDE (3.7), we rst convert into an integral equation.
Introducing the change of variables
 = x+ y ,  = x  y
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we have,
k(x; y) = G(; )
kx = G +G
ky = G  G
kxx = G + 2G +G
kyy = G   2G +G
The Gain Kernel PDE becomes:
8>>>>>><>>>>>>:
G(; ) =

4
G(; );
G(; ) = 0;
G(; 0) =  
4
 .
(3.8)
Now, integrating (2.8) with respect to  gives:
G(; ) = G(; 0) +
Z 
0

4
G(; s)ds
=  
4
+
Z 
0

4
G(; s)ds . (3.9)
Next, we integrate (3.9) with respect to  from  to  to get
G(; ) = G(; )  
4
(   ) + 
4
Z 

Z 
0
G( ; s)dsd ,
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which gives
G(; ) =  
4
(   ) + 
4
Z 

Z 
0
G( ; s)dsd (3.10)
the integral equation, which is equivalent to PDE (3.7) in the sense that every
solution of (3.7) is a solution of (3.10) and vice-versa.
3.4 Method of Successive Approximations
Let us start with an initial guess for a solution of the integral equation, substitute it
into the right-hand side of the equation, then use the obtained expression as the next
guess in the integral equation and repeat the process. Eventually this process results
in a solution of the integral equation. More precisely, let us start with an initial guess
G0(; ) =  
4
(   )
and dene,
Gn(; ) =

4
Z 

Z 
0
Gn 1( ; s)dsd , n  1
If this converges, we can write the solution G(; ) as
G(; ) = lim
n!1
Gn(; ):
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We want to prove by induction that
Gn(; ) =  


4
n+1
nn
n!(n+ 1)!
(   ) ; n  0
indeed, the relation is true for n = 0
G0(; ) =  
4
(   ):
Assume the relation is true for n .We want to prove the relation is true for n+ 1
Gn+1(; ) =

4
Z 

Z 
0
Gn( ; s)dsd
=

4
Z 

Z 
0
 


4
n+1
nsn
n!(n+ 1)!
(   s)dsd
=

4
Z 

 


4
n+1
1
n!(n+ 1)!
Z 
0
(n+1sn   nsn+1)dsd
=

4
Z 

 


4
n+1
1
n!(n+ 1)!

n+1sn+1
n+ 1
  
nsn+2
n+ 2

s=0
d
=

4
Z 

 


4
n+1
1
n!(n+ 1)!

n+1n+1
n+ 1
  
nn+2
n+ 2

d
=  


4
n+2
1
n!(n+ 1)!

n+2n+1
(n+ 1) (n+ 2)
  
n+1n+2
(n+ 1) (n+ 2)

=
=  


4
n+2
1
(n+ 1)!(n+ 2)!
 
n+2n+1   n+1n+2
=  


4
n+2
n+1n+1
(n+ 1)!(n+ 2)!
(   )
Thus the relation is true for n + 1 . Hence, the relation is true for all n  0 .We can
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write the solution as,
G(; ) =  
1X
n=0
nn (   )
(n+ 1)!(n+ 2)!


4
n+1
: (3.11)
By using the ratio test we can prove that this series is convergent absolutely. We
can write (3.11) by using modied Bessel Function
I1(x) =
1X
n=0
 
x
2
2n+1
n!(n+ 1)!
,
Now,
G(; ) =  
1X
n=0
nn (   )
n!(n+ 1)!


4
n+1
=  
4
(   )
1X
n=0
nn
 

4
n
n!(n+ 1)!
=  
4
(   )
1X
n=0
 

4

n
n!(n+ 1)!
=  
4
(   )
1X
n=0
q

4

2n+1
n!(n+ 1)!
q

4

=  
4
(   )
1X
n=0
 
1
2
p

2n+1
n!(n+ 1)!
q

4

=  
4
(   )
1X
n=0
 
1
2
p

2n+1
n!(n+ 1)!
p

2
=  
2
(   ) I1
 p


p

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Returning to the original x; y variables,
k(x; y) =  y
I1
p
 (x2   y2)

p
 (x2   y2) (3.12)
for x > y and k(x; x) =  
2
x .
3.5 Inverse Transformation
Since the Volterra integral operator of the second kind is invertible, we shall nd the
inverse transformation in the form
u(x; t) = w(x; t) +
Z x
0
l(x; y)w(y; t)dy (3.13)
where l(x; y) is the transformation kernel.
We follow the same approach that led us to the kernel PDE for k(x; y); We dif-
ferentiate (3.13) with respect to x and t and use the plant and the target system to
obtain the PDE for l(x; y):
ut(x; t) = wt(x; t) +
Z x
0
l(x; y)wt(y; t)dy
= wxx(x; t) +
Z x
0
l(x; y)wyy(y; t)dy
= wxx(x; t) + l(x; x)wx(x; t)  l(x; 0)wx(0; t) Z x
0
ly(x; y)wy(y; t)dy
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ut(x; t) = wxx(x; t) + l(x; x)wx(x; t)  l(x; 0)wx(0; t) 
ly(x; x)w(x; t) + ly(x; 0)w(0; t) +
Z x
0
lyy(x; y)w(y; t)dy
which gives
ut(x; t) = wxx(x; t) + l(x; x)wx(x; t)  l(x; 0)wx(0; t) 
ly(x; x)w(x; t) +
Z x
0
lyy(x; y)w(y; t)dy (3.14)
Di¤erentiating twice (3.13) with respect to x gives
ux(x; t) = wx(x; t) + l(x; x)w(x; t) +
Z x
0
lx(x; y)w(y; t)dy
uxx(x; t) = wxx(x; t) + w(x; t)
d
dx
l(x; x) + l(x; x)wx(x; t) +
lx(x; x)w(x; t) +
Z x
0
lxx(x; y)w(y; t)dy (3.15)
Subtracting (3.15) from (3.14) gives
ut(x; t)  uxx(x; t) =
 ly(x; x)  ddx l(x; x)  lx(x; x)w(x; t) 
l(x; 0)wx(0; t)+
R x
0
[lyy(x; y)  lxx(x; y)]w(y; t)dy
=  2w(x; t) d
dx
l(x; x)  l(x; 0)wx(0; t)+R x
0
[lyy(x; y)  lxx(x; y)]w(y; t)dy
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But
ut(x; t)  uxx(x; t) = u(x; t)
Then,
w(x; t) + 
Z x
0
l(x; y)w(y; t)dy =  2w(x; t) d
dx
l(x; x) 
l(x; 0)wx(0; t) +
Z x
0
[lyy(x; y)  lxx(x; y)]w(y; t)dy
Taking,
lxx(x; y)  lyy(x; y) =  l(x; y)
l(x; 0) = 0
+ 2
d
dx
l(x; x) = 0
yields
8>>>>>><>>>>>>:
lxx(x; y)  lyy(x; y) =  l(x; y) , 0 < y < x < 1
l(x; 0) = 0 , 0 < x < 1
l(x; x) =  
2
x , 0 < x < 1
(3.16)
Comparing this PDE with the PDE (3.7) for k(x; y) we see that
l(x; y;) =  k(x; y; ) (3.17)
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From (3.12), we have
l(x; y) =  y
I1
p  (x2   y2)p  (x2   y2)
=  y
I1

j
p
 (x2   y2)

j
p
 (x2   y2)
where j =
p 1 :By using the properties of the Bessel functions
In(x) = i
 nJn(ix) , In(ix) = inJn(x)
we obtain,
l(x; y) =  y
J1
p
 (x2   y2)

p
 (x2   y2) (3.18)
Hence the inverse transformation is
u(x; t) = w(x; t) 
Z x
0
y
J1
p
 (x2   y2)

p
 (x2   y2) w(y; t)dy (3.19)
while the direct transformation is,
w(x; t) = u(x; t) +
Z x
0
y
I1
p
 (x2   y2)

p
 (x2   y2) u(y; t)dy (3.20)
and the boundary controller is therefore,
U(t) = u(1; t) =  
Z 1
0
y
I1
p
 (1  y2)

p
 (1  y2) u(y; t)dy
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To summarize, we have the following results [13], for the PDE
ut(x; t) = uxx(x; t) + u ; 0 < x < 1 ; t > 0
with one of boundary conditions below,
 Dirichlet: u(0; t) = 0 , u(1; t) = U(t)
 Neumann: u(0; t) = 0 , ux(1; t) = U(t)
 Robin: u(0; t) + ux(0; t) = 0 , u(1; t) + ux(1; t) = U(t) .
we have the following stabilizing boundary controllers,
 Dirichlet:
U(t) =
Z 1
0
kD(1; y)u(y; t)dy
where the kernel kD(1; y) is dened by
kD(1; y) =  y
I1
p
 (1  y2)

p
 (1  y2)
 Neumann:
U(t) =  
2
u(1; t) +
Z 1
0
kN(1; y)u(y; t)dy
where the kernel kN(1; y) is dened by
kN(1; y) =  y
I2
p
 (1  y2)

1  y2
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 Robin:
U(t) =  
2
u(1; t) +
Z 1
0
kR(1; y)u(y; t)dy
where the kernel kR(1; y) is dened by
kR(1; y) =  y
24I1
p
 (1  y2)

p
 (1  y2) +
I2
p
 (1  y2)

 (1  y2)
35 .
where I1 and I2 are the modied Bessel function.
42
Chapter 4
PROBLEM STATEMENT
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4.1 Boundary Control of Nonlinear Parabolic PDE
4.1.1 Introduction
It is well known that control of nonlinear parabolic equation is di¢ cult due to the pos-
sibility of blow up of the solution when it exists. Kristic [28] considered the boundary
control of such a problem and his rst task was to turn the PDE with some analytic
nonlinearity into a PDE with Volterra type series nonlinearity. He looked for a bound-
ary control using the backstepping method given by a Volterra series, whose kernels
had to be identied. Specically, he considered
8>>>>>><>>>>>>:
ut(x; t) = uxx(x; t) + f(u) ; 0 < x < 1 ; t > 0
u(0; t) = 0 , t > 0
u(1; t) = U(t) , t > 0
(4.1)
He transformed the system into
8>>>>>><>>>>>>:
vt(x; t) = vxx(x; t)+ (Tv) (x; t) ; 0 < x < 1 ; t > 0
v(0; t) = 0 , t > 0
v(1; t) = 0 , t > 0
(4.2)
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where, Tv is a Volterra series given by
(Tv) (x) = v (x; t) +
xZ
0
T1(x; x1)v(x1; t)dx1
+
X
k2
xZ
0
xkZ
0
:::
x2Z
0
Tk(x; x1; :::; xk)v(x1; t):::v(xk; t)dx1:::dxk
and exhibited a backstepping transformation in the form of another Volterra series
w(x; t) = v (x; t) +
xZ
0
k1(x; x1)v(x1; t)dx1
+
X
j2
xZ
0
xkZ
0
:::
x2Z
0
kj(x; x1; :::; xj)v(x1; t):::v(xj; t)dx1:::dxj
mapping (4.2) into
8>>>>>><>>>>>>:
wt(x; t) = vxx(x; t) ; 0 < x < 1 ; t > 0
w(0; t) = 0 , t > 0
w(1; t) = 0 , t > 0
(4.3)
so that the boundary control is given by
V (t) = v(1; t) =  
1Z
0
k1(1; x1)v(x1; t)dx1
 
X
j2
1Z
0
xkZ
0
:::
x2Z
0
kj(1; x1; :::; xj)v(x1; t):::v(xj; t)dx1:::dxj: (4.4)
Note that the kernels have to satisfy PDEs of increasing complexity, even in a
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"simple" structure, where f(u) = u2:
4.2 Main result
The backstepping transformation
In this work we shall consider the nonlinear problem below,
8>>>>>>>>>><>>>>>>>>>>:
ut(x; t) = uxx(x; t) + u(x; t) + f(u) ; 0 < x < 1 ; t > 0
u(0; t) = 0 , t > 0
u(1; t) = U(t) , t > 0
u(x; 0) = u0(x) , 0 < x < 1
(4.5)
Let K and L be the Volterra operators dened by
(Ku) (z; t) =
zR
0
k(z; y)u(y; t)dy; (4.6)
and
(Lv) (z; t) =
zR
0
l(z; y)v(y; t)dy; (4.7)
where the twice continuously di¤erentiable kernels k and l satisfy the Goursat
problems,
8>>>>>><>>>>>>:
kxx(x; y)  kyy(x; y) = k(x; y) , 0 < x < 1 , 0 < y < 1
k(x; 0) = 0; , 0 < x < 1
k(x; x) =  
2
x , 0 < x < 1
(4.8)
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and
8>>>>>><>>>>>>:
lxx(x; y)  lyy(x; y) =  l(x; y) , 0 < x < 1 , 0 < y < 1
l(x; 0) = 0; , 0 < x < 1
l(x; x) =  
2
x , 0 < x < 1
(4.9)
respectively.
Theorem 3 The transformation (1  K) dened by v = (1  K)u, from H i ! H i ;
i = 1; 2 with
v(x; t) = u(x; t) 
xR
0
k(x; y)u(y; t)dy (4.10)
maps (4.5) into the target system
8>>>>>>>>>><>>>>>>>>>>:
vt(x; t) = vxx(x; t) + F (v) ; 0 < x < 1 ; t > 0
v(0; t) = 0 , t > 0
v(1; t) = 0 , t > 0
v(x; 0) = v0(x) , 0 < x < 1
(4.11)
when
U(t)
4
= u(1; t) =
1Z
0
k(1; y)u(y; t)dy: (4.12)
Here F and v0 are dened by
F (v) = (1 K)f((1 K) 1v); (4.13)
v0 = (1 K)u0 (4.14)
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Furthermore
(1 K) 1 = 1+L (4.15)
and
u = (1 + L)v
i.e. ,
u(x; t) = v(x; t) +
xZ
0
l(x; y)v(y; t)dy (4.16)
Proof. That the transformation 1 K :H i ! H i , (i = 1; 2) has been shown in [45].
Applying (1 K) to both sides of PDE (4.5) we get
(1 K)ut(x; t) = (1 K) (uxx(x; t) + u(x; t)) + (1 K)f(u)
@
@t
(1 K)u(x; t)= (1 K) (uxx(x; t) + u(x; t)) + (1 K)f((1 K) 1v)
then,
vt(x; t) = (1 K) (uxx(x; t) + u(x; t)) + F (v): (4.17)
Now, we want to prove that
(1 K) (uxx(x; t) + u(x; t)) = vxx(x; t):
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So,
(1 K) (uxx(x; t) + u(x; t)) = uxx(x; t) + u(x; t) 
Z x
0
k(x; y) [uyy(y; t) + u(y; t)] dy
= uxx(x; t) + u(x; t) 
Z x
0
k(x; y)uyy(y; t)dy
 
Z x
0
k(x; y)u(y; t)dy:
Integrating by parts gives:
(1 K) (uxx(x; t) + u(x; t)) = uxx(x; t) + u(x; t)  k(x; x)ux(x; t) + k(x; 0)ux(0; t) +Z x
0
ky(x; y)uy(y; t)dy  
Z x
0
k(x; y)u(y; t)dy
= uxx(x; t) + u(x; t)  k(x; x)ux(x; t) + k(x; 0)ux(0; t) +
ky(x; x)u(x; t)  ky(x; 0)u(0; t) 
Z x
0
kyy(x; y)u(y; t)dy  Z x
0
k(x; y)u(y; t)dy: (4.18)
Next, di¤erentiating both sides of (4.10) with respect to x; gives
vx(x; t) = ux(x; t)  k(x; x)u(x; t) 
Z x
0
kx(x; y)u(y; t)dy
and
vxx(x; t) = uxx(x; t)  u(x; t) d
dx
k(x; x)  k(x; x)ux(x; t)
 kx(x; x)u(x; t) 
Z x
0
kxx(x; y)u(y; t)dy (4.19)
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Subtracting (4.19) from (4.18), we get
(1 K) (uxx(x; t) + u(x; t))  vxx(x; t) =

+ 2
d
dx
k(x; x)

u(x; t) + k(x; 0)ux(0; t)
+
Z x
0
[kxx(x; y)  kyy(x; y)  k(x; y)]u(y; t)dy;
using (4.8), we obtain
(1 K) (uxx(x; t) + u(x; t)) = vxx(x; t):
Therefore,
vt(x; t) = vxx(x; t) + F (v):
From the boundary conditions in (4.5), we get
v(0; t) = 0:
And from (4.12), we obtain,
v(1; t) = 0
For t = 0;we get
v0=(1 K)u0:
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Therefore, the solution of the system (4.5) is
u = (1 + L)v;
= v + Lv:
That is
u(x; t) = v(x; t) +
xZ
0
l(x; y)v(y; t)dy;
hence the theorem.
4.3 The linear system
We shall associate to (4.11) the linear system,
8>>>>>>>>>><>>>>>>>>>>:
wt(x; t) = wxx(x; t) + g(x; t) ; 0 < x < 1 ; t > 0
w(0; t) = 0 , t > 0
w(1; t) = 0 , t > 0
w(x; 0) =w(x) = v0(x) , 0 < x < 1
(4.20)
Theorem 4 The solution of the linear problem (4.20) is given by
w(x; t) = A(x; t)+
tZ
0
1Z
0
G(x;y; t  )g(y; )dyd (4.21)
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where, the function A is given by
A(x; t)=
X
k1
2
1Z
0
w() sin(k)de (k)
2t sin(kx); (4.22)
and G is the Greens function of (4.20), given by
G(x;y; t  )= 2
X
k1
e (k)
2(t ) sin(kx) sin(ky) (4.23)
Proof. Let
 (k)2; sin(kx)	 ; k  1 be the pair of eigenvalues and eigenfunctions
of the linear operator @
2
@x2
: Let g(; t) be in L2[0; 1] for each t  0 then,
g(x; t) =
X
k1
ck(t) sin(kx); (4.24)
where
ck(t) = 2
1Z
0
g(x; t) sin(kx)dx: (4.25)
We shall look for solution of the system (4.20) as
w(x; t) =
X
k1
ak(t) sin(kx) (4.26)
Substituting the initial condition in (4.26) we get
w(x; 0) =w(x) =
X
k1
dksin(kx) (4.27)
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where,
dk= ak(0) = 2
1Z
0
w()sin(k)d (4.28)
Substituting (4.24) and (4.26) in the PDE (4.20) we get
X
k1
apk(t) sin(kx) =  
X
k1
ak(t)(k)
2 sin(kx)+
X
k1
ck(t) sin(kx)
Thus we obtain 8>><>>:
apk(t) =  (k)2ak(t) + ck(t) , k  1
ak(0) = dk , k  1
(4.29)
which is an initial value problem , whose solution is,
ak(t) = e
 (k)2tdk+
tZ
0
e (k)
2(t )ck()d (4.30)
Substituting (4.30) into (4.26) we get
w(x; t) =
X
k1
24e (k)2tdk+ tZ
0
e (k)
2(t )ck()d
35 :sin(kx)
=
X
k1
dke
 (k)2t sin(kx)
+
tZ
0
X
k1
e (k)
2(t )ck() sin(kx)d (4.31)
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Replacing (4.25) into (4.31) we obtain,
w(x; t) =
X
k1
dke
 (k)2tsin(kx) +
tZ
0
X
k1
e (k)
2(t )sin(kx)
242 1Z
0
sin(kx)g(x; t)dx
35 d
=
X
k1
dke
 (k)2tsin(kx) +
tZ
0
1Z
0
"
2
X
k1
e (k)
2(t )sin(kx) sin(kx)
#
g(x; t)dxd
That is,
w(x; t) = A(x; t)+
tZ
0
1Z
0
G(x;x; t  )g(x; )dxd (4.32)
Remark 1 The Greens function G satises
8>>>>>><>>>>>>:
Gt  Gxx = (x  y)(t) , 0 < x < 1 ,  1 < t <1
G(x; y; t) = 0 , t < 0
G(0; y; t) = G(1; y; t) = 0 , t > 0
(4.33)
4.4 The Nonlinear system
Returning to (4.11)
8>>>>>>>>>><>>>>>>>>>>:
vt(x; t) = vxx(x; t) + F (v) ; 0 < x < 1 ; t > 0
v(0; t) = 0 , t > 0
v(1; t) = 0 , t > 0
v(x; 0) = v0(x) , 0 < x < 1
we have the following theorem which results in replacing g(x; t) in (4.32) by F (v)
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Theorem 5 The solution of the nonlinear problem (4.11) satises the integral equa-
tion,
v(x; t) = A(x; t) +
tZ
0
1Z
0
G(x; x; t  )F (v)(x; )dxd
4
= Tv (x; t) (4.34)
where the functions A, G and F are dened in (4.22), (4.23) and (4.13) respectively.
Theorem 6 Let x 2 (0; 1) and  2 (0; 16) then the condition number of 1   K be
greater than 1
i.e. ,
 = k1 Kk1 k1 + Lk1> 1
Proof.
k1 Kk = sup
kuk=1
k(1 K)uk ;
then
 = k1 Kk1 k1 + Lk1 = supkuk=1 k(1 K)uk supkvk=1 k(1 + L) vk
= sup
kuk=1
u 
xZ
0
k(x; y)u(y; t)dy
 supkvk=1
v +
xZ
0
l(x; y)v(y; t)dy

But, in our case the kernel k(x; y) has the form
k(x; y) =  y
I1
p
 (x2   y2)

p
 (x2   y2) ; (4.35)
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where I1 is a rst-order modied Bessel Function given by
I1(x) =
1X
n=0
 
x
2
2n+1
n!(n+ 1)!
: (4.36)
Comparing the PDE (4.9) for l(x; y) with the PDE (4.8) for k(x; y), we see that
l(x; y;) =  k(x; y; ) (4.37)
Thus,
k(x; y) =
 yp
 (x2   y2)
1X
n=0
p
(x2 y2)
2
2n+1
n!(n+ 1)!
=
 y
2
p
 (x2   y2)
1X
n=0
( (x2   y2))np (x2   y2)
22nn!(n+ 1)!
=
 y
2
1X
n=0
n (x2   y2)n
4n n!(n+ 1)!
=
 y
2
1X
n=0


4
n
(x2   y2)n
n!(n+ 1)!
(4.38)
Let u0 = 1 , then
(1 K)u0 = 1 
xZ
0
k(x; y)dy
= 1 +
xZ
0
y
2
1X
n=0


4
n
(x2   y2)n
n!(n+ 1)!
dy
= 1 +

2
1X
n=0


4
n xZ
0
y (x2   y2)n
n!(n+ 1)!
dy
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= 1  
4
1X
n=0


4
n
(x2   y2)n+1
(n+ 1)!(n+ 1)!
x
y=0
= 1 +

4
1X
n=0


4
n
(x2)
n+1
[ (n+ 1)!]2
= 1 +
1X
n=0
 

4
x2
n+1
[ (n+ 1)!]2
> 1
Hence, k(1 K)u0k1 > 1 , for x 2 (0; 1) and  > 0:
Now, from (4.37) and (4.38) we get
l(x; y) =
 y
2
1X
n=0
 
4
n
(x2   y2)n
n!(n+ 1)!
Let v0 = 1;then
(1 + L)v0 = 1 +
xZ
0
l(x; y)dy
= 1 
xZ
0
y
2
1X
n=0
 
4
n
(x2   y2)n
n!(n+ 1)!
dy
= 1 +

4
1X
n=0
 
4
n
(x2   y2)n+1
[(n+ 1)!]2
x
y=0
= 1  
4
1X
n=0
 
4
n
(x2)
n+1
[(n+ 1)!]2
= 1 
1X
n=0
 
4
n+1
(x2)
n+1
[(n+ 1)!]2
= 1 
1X
n=0
  
4
x2
n+1
[(n+ 1)!]2
= 1 +
1X
n=0
( 1)n  
4
x2
n+1
[(n+ 1)!]2
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Let
an =
 

4
x2
n+1
[(n+ 1)!]2
, n  0
The sequence an > 0 is monotonically decreasing for x 2 (0; 1); then
(1 + L)v0 = 1 + S ,
where
S =
1X
n=0
( 1)n an
which is an alternating series. Let
Sm =
mX
n=0
( 1)n an
S   Sm =
1X
n=m+1
( 1)n an
Since the sequence an is monotonically decreasing then,
jS   Smj  am+1
which gives
1 + Sm   am+1 < 1 + S < 1 + Sm + am+1
and that is true for every m  n , so for m = 0 we obtain
1 + S0   a1 < 1 + S < 1 + S0 + a1
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Thus,
1 + S > 1 +
x2
4
  
2x4
64
Let
f0(x; ) = 1 +
x2
4
  
2x4
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= 1 +
x2
4

1  1
4
x2
4

For f0 to be greater than one,
0 <
x2
4
< 4
for all x 2 (0; 1), i.e,
0 <  <

x2
for all x 2 (0; 1); leading to
0 <  < 16
Hence, (1 + L)v0 > 1 , for x 2 (0; 1) and  2 (0; 16):
Therefore k(1 + L) v0k1 > 1: That is  > 1 for x 2 (0; 1) and  2 (0; 16):
Theorem 7 Let the operator T 2 C2;1 [(0; 1) (0;1) ;R] be dened in (4.34) and
let K and the function F be dened as in (4.6), (4.13) respectively , and let f be a
Lipschitz function with a constant  such that
0 <  <
1

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where
 = k1 Kk1
(1 K) 11
and
 = <
1
supx2(0;1)
t2(0;1)
tR
0
1R
0
jG(x;x; t)j dxd
then:
(i) F is a contraction with Lipschitz constant :
(ii) The operator T is a contraction.
(iii) The xed point of T is the unique solution of (4.34).
Proof. (i) From (4.13)
F (v) = (1 K)f((1 K) 1v);
then,
kF (v1)  F (v2)k1 =
(1 K)f((1 K) 1v1)  (1 K)f((1 K) 1v2)1
 k1 Kk1
f((1 K) 1v1)  f((1 K) 1v2)1
But since f is Lipschitz , then
kF (v1)  F (v2)k1  k1 Kk1 
(1 K) 11 kv1   v2k1
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That is
kF (v1)  F (v2)k1   kv1   v2k1 ;
but  < 1

, giving  < 1: Hence F is a contraction.
(ii) From (4.34) we get
Tv = A(x; t)+
tZ
0
1Z
0
G(x;x; t  )F (v)(x; )dxd
Tv1 Tv2 =
tZ
0
1Z
0
G(x;x; t  ) [F (v1)  F (v2)] dxd
jTv1 Tv2j 
tZ
0
1Z
0
jG(x;x; t  )j jF (v1)  F (v2)j dxd
But from (i) F is a Lipschitz Function with constant  , then
jTv1 Tv2j 
tZ
0
1Z
0
 jv1(x; )  v2(x; )j jG(x;x; t  )j dxd
  sup
x2(0;1)
t2(0;1)
jv1(x; )  v2(x; )j
tZ
0
1Z
0
jG(x;x; t)j dxd
That is
kTv1 Tv2k1   kv1 v2k1 ;
where 
 =  sup
x2(0;1)
t2(0;1)
tZ
0
1Z
0
jG(x;x; t)j dxd < 1
Hence, T is contraction.
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(iii) Since T is a contraction, it has a unique xed point v, such that
Tv = v;
which is the unique solution of the problem.
Let
v0 = v(x; 0);
and dene vn by
vn+1 = Tvn
for n  1 , then
lim
n!1
vn = v

uniformly. Explicitly,
vn+1(x; t) = A(x; t) +
tZ
0
1Z
0
G(x; x; t  )F (vn)(x; )dxd ; n  0 (4.39)
Theorem 8 The system (4.11)
8>>>>>>>>>><>>>>>>>>>>:
vt(x; t) = vxx(x; t) + F (v) ; 0 < x < 1 ; t > 0
v(0; t) = 0 , t > 0
v(1; t) = 0 , t > 0
v(x; 0) = v0(x) , 0 < x < 1
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is exponential stable
Proof. From Theorem (4) the solution of the system (4.11) satises the integral
equation
v(x; t) = A(x; t) +
tZ
0
1Z
0
G(x; x; t  )F (v)(x; )dxd ;
then
jv(x; t)j  jA(x; t)j+
1Z
0

tZ
0
G(x; x; t  )F (v)(x; )d
 dx;
 jA(x; t)j+
1Z
0

t "Z
0
G(x; x; t  )F (v)(x; )d +
tZ
t "
G(x; x; t  )F (v)(x; )d
 dx
so,
jv(x; t)j  jA(x; t)j+
1Z
0
t "Z
0
jG(x; x; t  )j jF (v)(x; )j ddx
+
1Z
0

tZ
t "
G(x; x; t  )F (v)(x; )d
 dx
 jA(x; t)j+ 
1Z
0
t "Z
0
jG(x; x; t  )j jv(x; )j ddx+
1Z
0
jF (v)(x; t)j dx
 jA(x; t)j+ 
1Z
0
t "Z
0
jG(x; x; t  )j sup
x2(0;1)
jv(x; )j ddx+  sup
x2(0;1)
jv(x; t)j
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from (4.22) and (4.23) we obtain
jv(x; t)j  2 sup
x2(0;1)
jv0(x)j
X
k1
e (k)
2t + 2
1Z
0
t "Z
0
X
k1
e (k)
2(t ) sup
x2(0;1)
jv(x; )j ddx
+ sup
x2(0;1)
jv(x; t)j
sup
x2(0;1)
jv(x; t)j  1e 
2t + 22
t "Z
0
e 
2(t ) sup
x2(0;1)
jv(x; )j d +  sup
x2(0;1)
jv(x; t)j (4.40)
where 1 and 2 are dened as
1 = 2 sup
x2(0;1)
jv0(x)j
X
k1
e 
2(k2 1)t
2 =
X
k1
e 
2(k2 1)(t ) ,  < t
Let
w(t) = sup
x2(0;1)
jv(x; t)j ; (4.41)
then as "! 0 we get
w(t)  1e 
2t +
tZ
0
22e
 2(t )w()d + w(t)
(1  )w(t)  1e 
2t +
tZ
0
22e
 2(t )w()d
w(t)  1
1   e
 2t +
22
1  
tZ
0
e 
2(t )w()d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Multiply the inequality by e
2t we obtain
e
2tw(t)  1 + 2
tZ
0
e
2w()d ;
where 1 and 2 are
1 =
1
1   ;
2 =
22
1  
The use of Gronwalls inequality leads to
e
2tw(t)  1e
tR
0
2dr
= 1e
2t ,
that is,
w(t)  1e (2 2)t
as,
w(t) = sup
x2(0;1)
jv(x; t)j  1e (2 2)t
Hence, the system (4.11) is exponential stable whenever 2 < 2 .
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Chapter 5
Numerical Examples
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5.1 Examples
In this section, we shall work out few examples of systems which exhibit blow up in
nite time when there are not controlled. When we apply our boundary controllers
the systems are stabilized, thus illustrating the e¤ectiveness of our method.
We shall consider the following system
8>>>>>>>>>><>>>>>>>>>>:
ut(x; t) = uxx(x; t) + u(x; t) + f(u) ; 0 < x < 1 ; t > 0
u(0; t) = 0 , t > 0
u(1; t) =
1R
0
k(1; y)u(y; t)dy , t > 0
u(x; 0) = u0(x) , 0 < x < 1
The kernel k and l are shown in gure (5-1) and (5-2) respectively.
Example 1 f(u) = u2 , u0(x) = sin(x)
Example 2 f(u) = u(1  u) , u0(x) = sin(x)
Example 3 f(u) = u2 , u0(x) = 1000 sin(x)
Example 4 f(u) = u2 , u0(x) = 10000 sin(x)
Note that in Example 3 and 4, the initial condition is not small
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Figure 5-1: Simulation of the gain kernel k(x; y)
Figure 5-2: Simulation of the gain kernel l(x; y)
68
Figure 5-3: Simulation results for the open-loop response for Example 1
Figure 5-4: Simulation results for the closed-loop response with controller for Example 1
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Figure 5-5: The controller of the plant for Example 1
Figure 5-6: Simulation results for the open-loop response for Example 2
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Figure 5-7: Simulation results for the closed-loop response with controller for Example 2
Figure 5-8: The controller of the plant for Example 2
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Figure 5-9: Simulation results for the closed-loop response with controller for Example 3
Simulation results for the open-loop response for
Example 3
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Figure 5-10: The controller of the plant for Example 3
Simulation results for the open-loop response for
Example 4
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Simulation results for the closed-loop response with
controller for Example 4
The controller of the plant for Example 4
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Chapter 6
Conclusion and Recent and Future
Work
6.1 Conclusion
The backstepping method is well known. It has been introduced by Krstic and
Coworker to dene a stabilizing boundary controller for 1D linear parabolic PDE.
When it comes to nonlinear 1D parabolic, Krstic and Coworker had to introduce a
backstepping transformation based on innite Volterra series operator instead of the
usual Volterra operator of the second kind. Although they succeeded in doing so,
they had to solve a sequence of PDEs with increasing dimensions in order to obtain
the multi-dimensional kernels of the Volterra series operator describing the boundary
controller.
In this work we have succeeded in stabilizing such nonlinear parabolic PDE system
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from the boundary using the original backstepping method. System which, if left
uncontrolled, would have exhibited blow up in nite time.
6.2 Recent and Future Work
This work has been submitted for publication [14] as well as the work done in the
context of boundary control of impulsive parabolic PDEs [11]. Future problem could
be boundary control of impulsive nonlinear parabolic PDEs, boundary control of sys-
tem of parabolic PDEs, adaptive boundary control of nonlinear parabolic PDEs. All
these problems are challenging and very important.
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