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ABSTRACT
Chopping observations with a tip-tilt secondary mirror have conventionally been used in ground-based
mid-infrared observations. However, it is not practical for next generation large telescopes to have a large
tip-tilt mirror that moves at a frequency larger than a few Hz. We propose an alternative observing method,
a “slow-scanning” observation. Images are continuously captured as movie data, while the field-of-view
is slowly moved. The signal from an astronomical object is extracted from the movie data by a low-rank
and sparse matrix decomposition. The performance of the “slow-scanning” observation was tested in an
experimental observation with Subaru/COMICS. The quality of a resultant image in the “slow-scanning”
observation was as good as in a conventional chopping observation with COMICS, at least for a bright
point-source object. The observational efficiency in the “slow-scanning” observation was better than that
in the chopping observation. The results suggest that the “slow-scanning” observation can be a competi-
tive method for the Subaru telescope and be of potential interest to other ground-based facilities to avoid
chopping.
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1. INTRODUCTION
Observations in the mid-infrared have been
widely used to trace warm interstellar matter. Both
spectroscopy and imaging observations are use-
ful to investigate, for example, circumstellar en-
velopes of evolved stars, evolution of microme-
ter dust grains in protoplanetary disks, and star-
forming activity in massive star-forming regions.
Mid-infrared observations have been carried out
with ground-based telescopes despite heavy atmo-
spheric absorption. Large ground-based telescopes
enable observations at high resolution: with a typ-
ical seeing size of ∼0.3′′ for 10m class telescopes
without adaptive optics (Kataza et al. 2000). While
there are several mid-infrared space observatory
projects ongoing, ground-based mid-infrared ob-
servations will remain important for studies re-
quiring a high-spatial resolution (e.g., Ohsawa
et al. 2012; Honda et al. 2015; Matsumoto et al.
2008; Miyata et al. 2004). A high-frequency beam
switching technique (hereafter chopping) has been
widely used in ground-based mid-infrared obser-
vations (e.g., Allen 1975; Papoular 1983; Beckers
1994). A large fraction of the signal originates
from terrestrial atmosphere, the telescope, and
the instrument itself. The atmospheric emission
rapidly changes, like a 1/ f -noise (Kaeufl et al.
1991; Westphal 1974; Bensammar 1978; Allen &
Barton 1981), indicating that the noise from at-
mospheric emission cannot be eliminated just by
integration. A pixel-to-pixel response map (widely
referred to as a flat frame) is hardly well-defined.
Thus, it is practically impossible to estimate the
intensity of background emission from adjacent
regions. A dithering observation, typically used
in near-infrared observations, does not work in the
mid-infrared. Chopping observations are one so-
lution to these difficulties. By differentiating chop
pairs, the atmospheric emission can be greatly sup-
pressed. A chop pair of images should be taken
before the atmospheric emission varies. The re-
quired chopping frequency depends on the wave-
length. Kaeufl et al. (1991) suggested that the
chopping frequency should be higher than about
8Hz at 10µm. A tip-tilt secondary mirror is widely
used for chopping observations (e.g., Lorell et al.
1993). By oscillating the secondary mirror at about
a few Hz, the beam is quickly switched. Thus,
ground-based telescopes without such oscillating
secondary mirrors are currently not capable of
mid-infrared observations. The situation is worse
for next-generation 30m-class telescopes: their
secondary mirrors are too large to be oscillated
at high frequencies such as & 1Hz. Recently, a
cold chopper has been proposed instead of the tip-
tilt secondary mirror. By installing a tip-tilt mirror
with a cold optics, quick beam switching is achiev-
able. Paalvast et al. (2014) developed a cryogenic
tip-tilt mirror for the METIS (Brandl et al. 2016,
2014). MAX38, a mid-infrared camera mounted
on the miniTAO 1.0-m telescope (Minezaki et al.
2010), successfully obtained scientific images us-
ing its cold chopper (Nakamura et al. 2010). The
technology required for a cold chopper is, how-
ever, under development. It is not easy to achieve
a long stroke, fast movement, and small heat pro-
duction at the same time (Mori et al. 2016). Other
observational methods have been proposed. The
“drift scanning” method is one of them (Heikamp
et al. 2014): images are continuously obtained at
1Hz while moving the telescope. This method
is analogous to “on-the-fly” observations in radio
astronomy (Sawada et al. 2008; Mangum et al.
2007). The background emission is estimated us-
ing the frames taken before the atmospheric emis-
sion has changed. The “drift scanning” method
does not require a tip-tilt secondary mirror. In-
stead, the telescope should be moved before the
atmospheric emission changes. The “weighted
average” method, which is similar to the LOCI al-
gorithm (Marois et al. 2010), uses a sequence of
images obtained in different positions to recom-
pose the atmospheric emission in each pointing
by a linear combination of the obtained images
(Nakamura et al. 2016). A typical timescale for
beam-switching in the “weighted average” method
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is about 15 s. This method is also useful for reduc-
ing data obtained in chopping observations with
insufficient frequency. We propose another ob-
servational method for ground-based mid-infrared
observations. In the proposed method, images are
continuously obtained while the field-of-view is
slowly shifted (hereafter, referred as to the “slow-
scanning” method). The “slow-scanning” method
does not require a tip-tilt secondary mirror nor
an internal tip-tilt mirror. Neither fast telescope
movement nor frequent beam-switching is re-
quired. We develop an algorithm to extract sci-
entific information using redundancy in the data.
The paper is organized as follows: Section 2 de-
scribes the formalism and the algorithm used in
this paper. Details of the observations and results
of the data reduction are described in Section 3.
The performance of the proposed method is dis-
cussed in Section 4. The paper is summarized in
Section 5.
2. METHOD
2.1. “Slow-Scanning” Observation
The “slow-scanning” method is designed to ex-
tract scientific signals from a sequence of images.
Figure 1 shows a schematic view of the “slow-
scanning” observation. In the observation, images
are continuously obtained as movie data, while a
telescope is slowly moved. The integration time of
a single exposure should be shorter than the typi-
cal timescale of variation of atmospheric emission
(.1s). The scanning speed of the telescope should
be slow enough, so that the image of the scien-
tific target should not be affected by the telescope
movement. For a point-source object, the scanning
speed v should be slower than∼θt−1, where θ is the
pixel scale of a detector and t is the integration time
per exposure. The observation should be continued
until the location of the target is entirely changed.
The total observing time T should be a few times
larger than Θv−1, where Θ is the angular size of the
target. The movie data are compiled into a three-
dimensional FITS data cube, which is the typical
Object
Field-of-View
Velocity
v
Time
t1=0
t2
t3
tM=T
Figure 1. Schematic view of the “Slow-Scanning” ob-
servation. The gray rectangles indicate the field of view
of a single exposure. Images are continuously obtained
by slightly shifting the field of view.
data structure in ground-based mid-infrared obser-
vations.
2.2. Data Reduction Algorithm
This section provides an algorithm to extract
scientific information from the obtained data
cube. First, characteristics of data obtained in
the ground-based mid-infrared observation are de-
scribed. An image with NX×NY pixels is produced
in every exposure. The position of a pixel is des-
ignated by an index i and j. The images are con-
tinuously obtained: The total number of exposures
is M. The time of the mth exposure is denoted by
tm. The signal at (i, j) and the time tm is denoted by
Ii, j,m := Ii, j(tm). We assume that the signal in each
pixel consists of emission from an astronomical
object, atmospheric emission, emission from the
telescope and instrument, and instrumental bias.
The emission from the object (S) is assumed to
be constant in time, but it changes its location with
movement of the telescope. The atmospheric emis-
sion (A) is assumed to rapidly vary with time but
marginally depends on i and j. The emission from
the telescope and the instrument (T ) is expected
to be constant in time while the temperature of the
system remains the same. We assume that the bias,
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such as dark current, (D) is constant in time, but
can vary with position in the image. The signal
originating from photons is subject to a pixel-to-
pixel variation in the response of the detector, or
the flat frame. In general, the flat frame ( f ) is time-
variant since the detector and a readout system are
not stable. Nakamura et al. (2016), however, suc-
cessfully subtracted background emission with the
“weighted average” method, where the stability of
the flat frame was assumed. Thus, we expect that
the flat frame is approximately stable over a time
scale of a few minutes. For the sake of simplic-
ity, we assume that f is constant in time during
the observation. The validity of this assumption is
discussed in Section 4.3 and Appendix A. Thus,
the signal value at (i, j) in the mth exposure is
described as
Ii, j,m = fi, j(Ai, j,m +Ti, j +Si, j,m)+Di, j. (1)
Statistical noise components (e.g., readout noise)
are dropped here for the sake of simplicity. In a
typical mid-infrared observation, the intensity of
S is much lower than those of A and T . A pre-
cise subtraction of A and T is required to extract
the signal from astronomical objects. In N-band
observations (∼10µm), A is as strong as T , while
A becomes much stronger at longer wavelengths.
Here, we describe how to extract the scientific sig-
nal of an astronomical object from the obtained
data. The emission from the telescope and the in-
strument fi, jTi, j and the bias component Di, j are
assumed to be almost constant in time. The at-
mospheric component fi, jAi, j,m rapidly varies in
time, but it is expected to be smooth in the spa-
tial dimensions. These components are expected
to have high redundancy in the obtained data. In-
stead, the scientific component fi, jSi, j,m contains
the spatially-localized signal, which moves with
time. This component is expected to have much
less redundancy than the other components. Thus,
an algorithm, which isolates non-redundant com-
ponents from redundant components, will extract
fi, jSi, j,m from the movie data obtained in the “slow-
scanning” observation. A low-rank and sparse
matrix decomposition is widely used to extract
non-redundant components. Several algorithms
for the matrix decomposition have been developed
(e.g., Candes et al. 2009; Keshavan & Oh 2009;
Keshavan et al. 2009). We focus on the Go De-
composition (GoDec; Zhou & Tao 2011), which is
a fast and robust implementation of the low-rank
and sparse matrix decomposition. GoDec approx-
imates the matrix A by L+S, where L is a low-rank
matrix or a redundant component, and S is a sparse
matrix or a non-redundant component. The rank of
the low-rank matrix L is defined by r. The sparse
matrix S contains k non-zero components. The ma-
trices L and S are alternatively updated: L is given
by the low-rank matrix approximation of A−S,
while S consists of the non-zero subset of the first k
largest entries of |A−L|. Morii et al. (2017) applied
the GoDecmethod to astronomical movie data and
demonstrated that GoDec successfully extracts
fast transient signals from background emission.
We propose a reduction procedure for the “slow-
scanning” observation, which basically follows
the procedure of GoDec but is slightly modified
to work on masked data (hereafter, referred as to
masked GoDec or mGoDec). The procedure is de-
scribed in Table 1. Figure 2 illustrates a schematic
view of the main iteration part in the mGoDec
procedure. While the bilateral random projec-
tions method is implemented for the low-rank ma-
trix approximation in GoDec, mGoDec uses Bi-
Iterative Regularized Singular Value Decomposi-
tion (BIRSVD; Das & Neumainer 2011a,b)1. First,
the obtained data Ii, j,m, a three-dimensional data
cube
(
RNX×RNY×RM), is rearranged into a two-
dimensional matrix An,m
(
RNXNY×RM) (Line 1–3
in Table 1). The BIRSVD method generates a low-
rank approximation of the matrix weighted by a
weighting matrix W (Line 5). The weighting ma-
trix W is a binary mask matrix such that Wn,m = 1
when the (n, m)-element of a matrix is masked.
1 The BIRSVD software is available at http://www.
mat.univie.ac.at/~neum/software/birsvd/
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The weighting matrix W is updated by “threshold-
ing” (Lines 6–12), whereWn,m = 1 if |A−L|n,m> ξσ,
where σ is the standard deviation of A−L and ξ is
a parameter to tune the threshold. In Lines 13–
15, the weighting matrix is converted to the 3-
dimensional image cube Z, which has the same
shape as the original data cube. The mth image in Z
is indicated by Z∗,∗,m. Each image of Z is processed
as follows; Small masks, which are a size2 smaller
than k, are rejected in Line 17, and the remaining
masks are dilated by a disk of radius R (Line 18).
Then, the image cube Z is converted again into
W (Lines 20–22). This procedure is iterated until
the remaining component
∑
n,mWn,m |An,m−Ln,m|2
becomes smaller than the given threshold . Fi-
nally, the background subtracted data cube Iˆi, j,m is
derived from the subtraction A −L (Lines 24–26).
The data cube Iˆi, j,m is the movie data where the ob-
ject is moving across the field-of-view. To obtain a
combined image, a shift-and-add operation should
be applied on Iˆi, j,m. Note that the data cube Iˆi, j,m
mainly consists of fi, jSi, j,m. Thus, each frame of
Iˆi, j,m should be divided by a flat frame, if available.
3. PERFORMANCE VERIFICATION
3.1. Observations with Subaru/COMICS
Experimental observations were carried out on
2015-07-27 (UTC) to estimate the performance
of the “slow-scanning” observation. We obtained
the images of IRAS 17192+1836, a bright vari-
able star in Hercules, with Subaru/COMICS both
in a conventional chopping observation and the
“slow-scanning” observation. The brightness of
the object at 10µm is about 3 Jy (Beichman et al.
1988), which is sufficiently bright for an imaging
observation with Subaru/COMICS. Target infor-
mation is listed in Table 2. Table 3 summarizes
the observations. In the chopping observation, the
chopping throw angle was set to 10′′, the posi-
2 The size of a mask is defined by the number of connected
masked pixels.
tion angle of the chopping was set to 0◦ (North-
South), and the chopping cycle was set to 2.17s,
which has been conventionally used in the obser-
vation with Subaru/COMICS to achieve good per-
formance3 (Kataza et al. 2000; Sako et al. 2003).
Okamoto et al. (2003) reported that nodding was
not necessary for bright objects since the resid-
ual pattern in a chop-subtracted image was almost
negligible. Thus, nodding was not performed in
the observation. The exposure time for a single
beam was about 0.964 s with an overhead of about
0.120 s. The overhead time corresponds to the
time required for beam-switching. A single FITS
data cube was composed of 22 exposures. The se-
quence was repeated 16 times. In total, 286 expo-
sures were obtained. In the “slow-scanning” ob-
servation, the chopping throw angle was set to 0◦.
The images were continuously obtained with the
same exposure time and the same overhead time4
as the chopping observation. The scanning speed
was about 0.′′063s−1 and the position angle of the
scan was −90◦ (East to West). Although the scan-
ning PA was set orthogonal to the chopping PA by
chance, we are confident that the result was not af-
fected. A single FITS data cube was composed of
88 exposures. The sequence was repeated 5 times.
While 440 exposures were obtained in total, the
first 286 exposures were used for the performance
verification.
3.2. Results of the Conventional Chopping
Observation
The data obtained in the chopping observation
was composed of 286 exposures, or 143 chopping
pairs. Subtracted images were derived from each
chopping pair. The COMICS system reads the
3 The chopping interval of 2.17s is from the performance
of the tip-tilt secondary mirror of the Subaru telescope. The
instability of the secondary mirror at a high frequency (&
1Hz) will cause a poor observation efficiency.
4 This overhead time for beam-switching is practically not
required in the “slow-scanning” observation. The observa-
tional efficiency can be improved by about 11% by eliminat-
ing the overhead time.
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Table 1. Slow-Scanning Decomposition
Input: Ii, j,m,r, ξ, ,k,R
Output: Iˆi, j,m
Local Variables: A,L,W ∈ RNXNY×RM, Z ∈ RNX×RNY×RM
Initialize: A← 0, L← 0, W ← 0, Z← 0
1 for i← 1 to NX and j← 1 to NY and m← 1 to M:
2 Ai+NY ( j−1),m← Ii, j,m
3 end for
4 While
∑
n,mWn,m|A−L|2n,m >  do
5 L← BIRSVD(A,W,r)†1
6 for n← 1 to NX×NY and m← 1 to M:
7 if |A−L|n,m > ξσ then:
8 Wn,m← 1
9 else:
10 Wn,m← 0
11 end if
12 end for
13 for i← 1 to NX and j← 1 to NY and m← 1 to M:
14 Zi, j,m←Wi+NY ( j−1),m
15 end for
16 for m← 1 to M:
17 Z∗,∗,m← DropSmallMask(Z∗,∗,m,k)†2
18 Z∗,∗,m← BinaryDilation(Z∗,∗,m,R)†3
19 end for
20 for i← 1 to NX and j← 1 to NY and m← 1 to M:
21 Wi+NY ( j−1),m← Zi, j,m
22 end for
23 end while
24 for i← 1 to NX and j← 1 to NY and m← 1 to M:
25 Iˆi, j,m← (A−L)i+NY ( j−1),m
26 end for
†1obtain an r-lank approximation of the matrix A with the weighting matrix W .
†2erase segments whose sizes are smaller than k pixels in Z∗,∗,m.
†3apply a binary-dilation process on Z∗,∗,m with the radius of R.
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Weighting Matrix: W
Low-Rank Matrix: L
BIRSVD
Thresholding
Weighting Matrix: W
Weighting FITS cube: ZWeighting FITS cube: Z
Subtracted Matrix: A-L
Update
Drop Sm
all Mask
s
Mask Di
lation
2DMatrix:A
M
N X
×N
Y
Mask clearning procedure
Figure 2. Schematic view of the Slow-Scanning Decomposition Procedure.
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Figure 3. Images obtained in the chopping and “slow-scanning” observations. Panel (A) shows one of the com-
bined chopping pair images, while Panel (B) shows the combined image. Panel (C) shows a single exposure image
from the non-low-rank FITS cube (see, text), while Panel (D) illustrates the combined image in the “slow-scanning”
observation.
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Figure 4. Panels (B) and (D) of Figure 3 in different color scales.
Table 2. Target Information
Target Name IRAS 17192+1836
Coordinatesa (17:21:26.18, +18:33:19.9)
Magnitudes (B,V ) = (12.81, 11.80)a
IRAS Fluxb F12µm = 3.25Jy, F25µm = 1.74Jy
athe coordinates are from Høg et al. (2000); bthe
fluxes are from Beichman et al. (1988).
detector current from all 16 channels at the same
time. Uncertainty in the readout circuit causes the
same noise pattern among the 16 channels (here-
after, the common-mode noise). The common-
mode noise among output channels was subtracted
using the channels where the object is not located
(Sako et al. 2003; Okamoto et al. 2012). Positive
and negative sources in the subtracted images were
combined by shift-and-add. No flat frame correc-
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Table 3. Observation Log
Chopping Observation “Slow-Scanning” Observation
Date 2015-07-27 (UTC) 2015-07-27 (UTC)
Observing Time 06:25–06:52 10:13–10:21
Airmass 1.007–1.029 1.318–1.358
Filter 11.7µm 11.7µm
Chopping Throw 10′′ 0′′
Chopping PA 0◦ —
Chopping Cycle 2.167s —
Scanning Speed — 0.′′063s−1
Scanning PA — −90◦
Exposure Time 0.964s/frame 0.964s/frame
Overhead Time 0.120s/frame 0.120s/frame
Total Exposures 286 frames 286 frames
Table 4. Details of the Photometry on the Combined Images
Chopping “Slow-Scanning”
Number of Stacked Frames 286 286
Aperture Radius (pixel) 8 8
Standard Deviation of Blank Sky Region (ADU) 11.05 5.26
Integrated Intensity (103ADU) 59.34±0.16 54.37±0.07
Signal-to-Noise Ratio 380 729
tion was applied, to keep the noise level from being
affected by the uncertainty of a flat frame. Panel
(A) of Figure 3 shows one of the combined chop-
ping pair images. The intensity of the source was
measured by aperture photometry using IRAF5.
The blue solid lines indicate the photometric aper-
ture size, while the annulus region indicated by
the white dashed lines shows the blank sky re-
5 IRAF is distributed by the National Optical Astron-
omy Observatories, which are operated by the Association
of Universities for Research in Astronomy, Inc., under co-
operative agreement with the National Science Foundation.
distributed. IRAF is available in http://iraf.noao.
edu/.
gion, where the background noise was evaluated.
The distributions of the intensities and the stan-
dard deviations of the background emission6 are
illustrated in Figure 5. The combined image was
derived by averaging over 143 images, shown in
Panel (B) of Figure 3. Photometric results of the
combined image are summarized in Table 4.
3.3. Results of the “Slow-Scanning” Observation
First, we applied the same data reduction method
on the data obtained in the “slow-scanning” ob-
6 The standard deviations were measured in the images af-
ter shift-and-add and multiplied by
√
2 to compare with those
in the “slow-scanning” observation.
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Figure 5. Statistics of the photometric measurements for the chopping and “slow-scanning” observations. Panel (A)
shows the distributions of the measured intensities, while Panel (B) shows those of the standard deviations in the blank
sky region. The red solid bars show the results for the chopping observation. The blue cross-hatched bars indicate the
results for the “slow-scanning” observation.
servation and measured the standard deviation in
a blank sky region. The standard deviation was
almost the same as in the chopping observation.
Thus we conclude that the conditions in the two
observations were similar enough to be compared.
The non-redundant data cube was made from the
286 frames obtained during “slow-scanning”. The
adopted reduction parameters were as follows:
(r, ξ, k, R) = (12, 3, 3, 4)7. The convergence of the
algorithm was sufficiently fast, so that the iteration
was terminated after 15 loops. No flat frame cor-
rection was applied. Panel (C) of Figure 3 shows
one of the frames in the non-redundant data cube.
The intensity of the source in each frame was mea-
sured by aperture photometry with the same pa-
rameters as in the chopping observation. The blue
solid circles and the white dashed lines are the
same as in the chopping observation. The distribu-
tions of the measured intensities and the standard
deviations in the blank sky regions are summa-
7 In the BIRSVD calculation, a square of the second-order
derivative with eight-order accuracy was selected as a regu-
larization term. The strength of the regularization was set to
0.01. Refer to Das & Neumainer (2011a) for details.
rized in Figure 5. The 286 frames were combined
by shift-and-add based on the motion of the tele-
scope. The combined image is displayed in Panel
(D) of Figure 3. The intensity of the source in the
combined image was measured by aperture pho-
tometry. The results are listed in Table 4.
4. DISCUSSION
4.1. Comparison between the chopping and
“slow-scanning” observations
4.1.1. Background Subtraction
First, the residual patterns of blank sky regions
in the combined images are compared. In Fig-
ure 4, Panels (B) and (D) of Figure 3 are shown
in different color scales to emphasize residual pat-
terns. The blank sky region in Panel (B) of Fig-
ure 4 shows a slight but large-scale residual pat-
tern, which is attributable to chopping: The in-
strumental emission pattern (Ti, j) varies between
the two chopping positions due to different light
paths. This large-scale residual can be eliminated
by the chop-and-nod observation. The photometric
results were not affected by the large-scale residual
pattern, since the blank sky region in the photom-
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etry was chosen to be sufficiently small. Panel (D)
of Figure 4 shows no large-scale residual back-
ground emission, since the light path is fixed dur-
ing the “slow-scanning” observation. Instead, hor-
izontal stripe patterns, parallel to the scan direc-
tion, can be seen in the “slow-scanning” image.
This pattern may be attributed to the shift-and-add
process: the residual background emission has a
particular pattern, and the stripe is created by drag-
ging this residual pattern along the scanning direc-
tion. Similar patterns can be seen in Heikamp et al.
(2014). By comparing Panel (B) and Panel (D) of
Figure 4, we conclude that the image quality of the
“slow-scanning” observation was as good as that
of the conventional chopping observation in terms
of background subtraction.
4.1.2. Image Quality
Figure 6 shows the close-up images of the object.
Since the object is a point-like source, the image of
the object is a good estimator of the point spread
function (PSF). A distorted PSF implies poor im-
age quality. Panel (A) of Figure 6 shows the im-
age in the chopping observation, while Panel (B)
of Figure 6 shows that of the “slow-scanning” ob-
servation. The contours are drawn at the 10σ, 20σ,
40σ, 80σ, 160σ, and 320σ, where σ is the standard
deviation in the blank sky regions. We measured
the PSF size using IRAF. The MOFFAT FWHM,
eccentricity, and position angle for the chopping
observation were 0.′′46, 0.10, and −40◦. Those for
the “slow-scanning” observation were 0.′′43, 0.20,
and 85◦. The PSF sizes suggest that the image
quality in the “slow-scanning” observation was as
good as in the chopping observation. The PSF
in the “slow-scanning” observation was, however,
slightly elongated along with the scan direction.
The elongation was too large to be attributed to
a motion blur during an exposure. The elonga-
tion was, in part, attributable to instability in the
slewing speed of the Subaru telescope in the non-
sidereal tracking mode or in the positioning of the
tip-tilt secondary mirror. Further investigation in
different configurations is required to identify the
origin of the elongation.
4.1.3. Photometric Measurements
The photometric results of the chopping and
“slow-scanning” observations are compared in
Figure 5. Panel (A) of Figure 5 suggests that
the intensities obtained by the “slow-scanning”
observation were about 7% fainter than those ob-
tained by the chopping observation. The precip-
itable water vapor on 2015-07-27 was about 5 mm
and stable. The decrease is not attributable to the
weather conditions. Since the flux was measured
over many different pixels in the “slow-scanning”
observation, the fluctuations in the flat frame were
reduced. The fluctuation in the flat frame was
about 4% (see, Appendix A), which was smaller
than the decrease. Although the fluxes were mea-
sured in different positions between the chopping
and “slow-scanning” observations, the decrease is
not likely to be attributed to the flat frame. Since
there was no plausible candidate to explain the
decrease, we concluded that some fraction of the
flux was missed in the “slow-scanning” observa-
tion and the decrease, which could be attributable
to the data reduction, was about 7%. Panel (B)
of Figure 5 suggests that the standard deviation in
the “slow-scanning” observation was about 20%
smaller than that in the chopping observation. In
the chopping observation, noise power spectrum
components around the chopping frequency are
increased by a factor of ∼2. This is simply be-
cause science and reference frames have the same
noise level (a detailed discussion is described in
Appendix B). On the other hand, a reference frame
in the “slow-scanning” observation is generated
from multiple exposures. The penalty of back-
ground subtraction in the “slow-scanning” ob-
servation is expected to be smaller than in the
chopping observation. Consequently, the signal-
to-noise ratios in the “slow-scanning” observation
were higher than in the chopping observation with
Subaru/COMICS. Table 4 shows that the signal-
to-noise ratio of the stacked image in the “slow-
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Figure 6. Comparison of the point spread functions (PSF). Panels (A) and (B) show the close-up images obtained in
the chopping and “slow-scanning” observations, respectively. The contours are drawn at the 5σ, 10σ, 20σ, 40σ, 80σ,
160σ, and 320σ levels, where σ is the standard deviation of the blank sky regions.
scanning” observation was about 88% higher than
in the chopping observation. The difference in the
signal-to-noise ratios increased compared to the
results of the single-frame photometry. We sup-
pose that this is explained by a combination of
two effects: First, since the object and the sky
region were observed in different pixels in the
“slow-scanning” observation, fluctuations in the
flat frame were smoothed out. Second, residual
noise was reduced since the subpixel shift-and-add
procedure acted as a smoothing filter. Figure 7 il-
lustrates how the signal-to-noise ratios improve by
stacking the frames. Since the two observations
were carried out in the same detector settings, the
horizontal axis approximately indicates the net ob-
serving times. The dashed and doted-dashed lines
are
√
N curves for chopping and “slow-scanning”
observations. The signal-to-noise ratios increased
almost proportional to the
√
N curves until ∼150
frames, indicating that the noise in the “slow-
scanning” observation was not correlated among
frames. Figure 7 suggests that the signal-to-noise
ratio in the “slow-scanning” observation increased
more rapidly than in the chopping observation.
The observational efficiency was improved in the
“slow-scanning” observation in the case of Sub-
aru/COMICS.
4.2. Comparison with other methods
The “drift scanning” method has been proposed
as another method for the ground-based mid-
infrared observation without chopping (Heikamp
et al. 2014). In the “drift scanning” observation,
the field-of-view is moved much faster than in the
“slow-scanning” observation, so that the object
is obtained in different pixels before the atmo-
spheric emission is changed. In the “drift scan-
ning” method, the object is detected in different
pixels and the background emission can be esti-
mated using multiple exposures. Thus, the im-
provement of the observational efficiency is ex-
pected (Heikamp et al. 2014) as well as in the
“slow-scanning” observation. The scanning speed
in the “drift scanning” method (vdrift) should be
faster Θτ −1, where Θ is the angular size of the
object and τ is the typical timescale of the varia-
tion in the atmospheric emission. Assuming that
Θ = 1′′ and τ = 1s, the required scanning speed
is & 1′′s−1. To avoid the degradation of the PSF,
MIR “SLOW-SCANNING” OBSERVATIONS 13
   0
 200
 400
 600
 800
0 50 100 150 200 250 300
S
ig
n
al
-t
o
-N
o
is
e
 R
at
io
Stacked Frames
Chopping Observation
"Slow-Scanning" Observation
Figure 7. Evolution of the signal-to-noise ratio. The red dashed line with the squares indicates the growth curve
of the signal-to-noise ratios by stacking the frames in the chopping observation, while the blue solid line with the
circles indicates those in the “slow-scanning” observation. The open symbols indicate the signal-to-noise ratios for
single-frame photometry. The gray dashed and doted-dashed lines show evolution curves proportional to
√
N.
the integration time of a single exposure should
be shorter than θv−1drift, where θ is the pixel scale
of the detector. In a case where θ = 0.′′13 and
vdrift = 1′′ s−1, the integration time should be shorter
than 0.13s. In the case of Subaru/COMICS, the
full frame readout time is about 0.06 s. The avail-
ability of the “drift scanning” method could be
limited by the fastest readout time of the instru-
ment. The “weighted average” method is an ex-
tension of the dithering observation (Nakamura
et al. 2016). The pointing is changed frequently,
with an interval of about 15 s, and the background
emission is estimated by a linear combination of
the obtained frames. By increasing the number of
dithering positions, the observational efficiency in
the “weighted average” method is expected to be
improved as well as in the “slow-scanning” obser-
vation. The “weighted average” method requires
neither fast slewing of the telescope nor a quick
readout. Nakamura et al. (2016) reported that the
image obtained in the “weighted average” method
was as good as that in the chopping observation.
On the other hand, the observational efficiency in
the “weighted average” method can be affected by
the overhead time for the telescope pointing.
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4.3. Applicability of the “slow-scanning”
observation
There are several drawbacks in the “slow-
scanning” observation. In the data reduction, we
assume that the flat frame f is constant in time.
If the flat frame changes significantly during ob-
servations, the algorithm will fail to subtract back-
ground emission. The present results are based
on the fact that the short-timescale variation in the
flat frame was negligible compared to the pixel-
to-pixel fluctuation in the flat frame (see, Ap-
pendix A). Although the stability of the flat frame
was tested for Subaru/COMICS, it is not confirmed
that the short-timescale variation in the flat frame
is negligible in observations with other facilities.
The “slow-scanning” observation will not be avail-
able for systems where the short-timescale vari-
ability in the flat frame is significant. In such sit-
uations, the conventional chopping observation or
the “drift scanning” method should be used. The
next-generation mid-infrared instruments, MICHI
and METIS (Packham et al. 2012; Brandl et al.
2016), are expected to use mid-infrared adaptive
optics. Since the telescope is moved continuously,
the “slow-scanning” observation is not compatible
with adaptive optics. This significantly limits the
applicability of the “slow-scanning” observation.
The data reduction in the “slow-scanning” obser-
vation is more time-consuming than in the chop-
ping observation and the other methods mentioned
above. Thus, the “slow-scanning” observation is
not suitable for a quick look at an object. An
alternative simple quick-look method should be
developed. A number of exposures are required to
robustly extract non-redundant components. Trial
image reconstructions with less than 64 exposures
were not successful. This may put a lower limit on
the required observing time, and thus reduce the
observational efficiency for bright objects. It is not
confirmed that the “slow-scanning” observation
works well for diffuse or faint objects. Further on-
sky experimental observations are required. De-
spite these difficulties, the “slow-scanning” ob-
servation can be easily performed with current
telescopes and instruments and its efficiency is
scarcely affected by overhead time for telescope
movements. Although the applicability of the
“slow-scanning” observation was tested only for
Subaru/COMICS and for a point-source object,
the observing method and algorithm we propose
are potentially beneficial to other ground-based
mid-infrared facilities.
5. CONCLUSION
A new observational method for ground-based
mid-infrared astronomy without chopping, the
“slow-scanning” observation, is proposed. Images
are continuously obtained as a three-dimensional
data cube, while the field-of-view is slowly shifted.
Non-redundant components, which mainly con-
sist of signals from an astronomical object, are
extracted from the obtained data cube by the
mGoDec procedure. The extracted frames are
combined by shift-and-add. Finally, the combined
image is obtained. The integration time of the
combined image corresponds to the scan duration.
The performance of the “slow-scanning” observa-
tion was tested in the experimental observations
with Subaru/COMICS. The image quality of the
“slow-scanning” observation was as good as that
of the conventional chopping observation. The
observational efficiency in the “slow-scanning”
observation was higher than in the chopping ob-
servation. This is supposed to be a combination of
these effects: A background frame is made from
multiple exposures; fluctuations in a flat frame are
smoothed out since the field-of-view is moving;
residual noise is suppressed since the shift-and-
add process acts as a smoothing filter. The present
result suggests that the “slow-scanning” observa-
tion is practically available as an alternative to
the conventional chopping observation in the case
of Subaru/COMICS. Although the applicability
of the “slow-scanning” observation remains to be
tested for other instruments, the method and algo-
rithm we propose are potentially beneficial to other
ground-based mid-infrared instruments.
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Figure 8. Pixel counts plotted against the count averaged over the field-of-view. Statistical errors are as small as the
symbol sizes. The black solid lines indicate the fitted curves (see, text).
APPENDIX
A. SHORT-TIMESCALE STABILITY OF THE FLAT FRAME
In the proposed algorithm, we assume that the flat frame is stable in a short-time scale. The stability
of the flat frame was evaluated based on the data we obtained. We used 440 exposures obtained with
Subaru/COMICS. First, we derived the time-sequence of the intensity averaged over the field-of-view.
I¯m =
1
NXNY
∑
i, j
Ii, j,m. (A1)
In Figure 8, the intensities of individual pixels are plotted against I¯m. The distributions of the data points are
well-approximated by a linear function, the slope of which corresponds to the pixel response. We derived
the slope for each pixel by fitting. The fitted curves are shown by the black solid lines in Figure 8. The
standard deviation of the slopes, which indicates a typical pixel-to-pixel fluctuation in the flat frame, was
about 4.1%. Figure 8 shows deviations from the fitting. The deviations were about 4 times larger than those
expected from the photon Poisson noise. Part of the deviations should be attributed to the short-timescale
variability in the flat frame. We assume that all the deviations originate from the short-timescale variability
in the flat frame. The fractional deviation from the fit is derived by
δi, j,m =
Ii, j,m − Ifiti, j,m
Ifiti, j,m
, (A2)
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where Ifiti, j,m is the value derived by the fitting at (i, j, tm). The standard deviation of δi, j,m, which indicates an
upper limit on the short-timescale variation in the flat frame, was about 0.037%. Thus, we conclude that the
flat frame was approximately constant in time during our observations.
B. EFFICIENCY IN CHOPPING OBSERVATION
In the conventional chopping observation, we obtain a pair of images in different positions A and B, with
a time separation of δt. By differentiating the pair, the signal from astronomical objects is extracted.
IAi, j(t)−I
B
i, j(t+δt) = fi, j(SAi, j−SBi, j+Ai, j(t)−Ai, j(t+δt)), (B3)
where the differences in emission from the instrument and the telescope between the chopping positions is
neglected for the sake of simplicity. In a limit of δt → 0, atmospheric emission is perfectly canceled out.
Practically, δt should be a short but finite value. The time separation required to eliminate the variation in
the atmospheric emission depends on the power spectrum of A(t). Suppose that the Fourier transformation
of A(t) is A˜( f ), the noise power spectrum (NPS) of A(t) is described by
NPSA( f ) = A˜( f )A˜†( f ), (B4)
where X† is the complex-conjugate of X . In practice, the observed atmospheric signals are integrated over
an exposure time and averaged over exposures. Taking into account the integration time of ∆t (<δt) and the
number of exposures N, an effective atmospheric emission component is given by the convolution of A(t)
and a window function:
A∗(t) =
∫ ∞
−∞
A(t ′) 1
N
N−1∑
n=0
rect
(
t −2nδt − t ′
∆t
)
dt ′, (B5)
where rect(x) is a rectangular function. Equation (B4) describes the noise energy in the frequency range
between f and f +d f . The differentiation of A∗(t) with the time separation of δt is defined by α(t,δt):
α(t,δt) =A∗(t)−A∗(t + δt). (B6)
The energy spectral distribution of α(t,δt) is given as:
NPSα( f |δt,∆t,N)∝NPSA( f ) 2(1− cos2pi f δt)
∣∣∣sinc( f∆t)∣∣∣2 ∣∣∣∣∣ 1N
N−1∑
n=0
e4piinδt f
∣∣∣∣∣
2
,
= NPSA( f ) ·F1( f δt) ·F2( f∆t) ·F3(N, f δt), (B7)
where

F1( f δt) = 2(1− cos2pi f δt),
F2( f∆t) =
∣∣∣sinc( f∆t)∣∣∣2,
F3(N, f δt) =
∣∣∣ 1N∑N−1n=0 e4piinδt f ∣∣∣2
(B8)
Equation (B7) indicates that the chopping procedure is recognized as a product of three filtering functions.
The filter F1, a differentiation filter, works as a high-pass filter. As long as 2pi f δt ' 0, noise components
are suppressed. Instead high-frequency components are increased by this filter. The filter F2, an integration
filter, works as a low-pass filter. Noise components at higher than about ∆t−1 Hz are suppressed. The
filter F3 is an averaging filter, which ensures that the integral of NPSα over f is almost proportional to
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Figure 9. Normalized noise power spectra in the case where NPSA( f )∝ f −1 (see, text). The chopping-time separation
δt is set 1.0s (0.5 Hz chopping). The dashed lines show the power spectra for a single exposure before the subtraction
of chopping pairs. The blue solid lines indicate the power spectra after the differentiation of chopping pairs. The red
solid line shows the noise power spectrum after combining 5 chopping pairs.
N−1. The averaging filter does nothing when N = 1, but it suppress the noise components between (2Nδt)−1
and (N − 1)(2Nδt)−1 Hz. Figure 9 illustrates how the chopping works. We assume that NPSA( f ) ∝ f −1.
High-frequency noise components are suppressed by integration. The blue dashed line indicates the noise
spectrum after 1.0 s integration. High-frequency noise components are suppressed. The solid line indicates
the NPS after the differentiation of 0.5 Hz chopping pairs (δt = 1.0s). The noise components below about
0.2 Hz are suppressed by chopping, while noise components around 0.5 Hz are increased by a factor of
around 2. The red solid line indicates the NPS after stacking 5 chopping pairs. Low-frequency noise
components are well-suppressed by stacking.
