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Abstract
In this paper we study symmetry reductions of a class of nonlinear fourth order partial
differential equations
utt =
(
κu+ γu2
)
xx
+ uuxxxx + µuxxtt + αuxuxxx + βu
2
xx
, (1)
where α, β, γ, κ and µ are arbitrary constants. This equation may be thought of as a
fourth order analogue of a generalization of the Camassa-Holm equation, about which
there has been considerable recent interest. Further equation (1) is a “Boussinesq-
type” equation which arises as a model of vibrations of an anharmonic mass-spring
chain and admits both “compacton” and conventional solitons. A catalogue of sym-
metry reductions for equation (1) is obtained using the classical Lie method and the
nonclassical method due to Bluman and Cole. In particular we obtain several reduc-
tions using the nonclassical method which are not obtainable through the classical
method.
1 Introduction
In this paper we are concerned with symmetry reductions of the nonlinear fourth order
partial differential equation given by
∆ ≡ utt −
(
κu+ γu2
)
xx
− uuxxxx − µuxxtt − αuxuxxx − βu2xx = 0, (1)
where α, β, γ, κ and µ are arbitrary constants. This equation may be thought of as an
alternative to a generalized Camassa-Holm equation (cf. [24] and the references therein)
ut − ǫuxxt + 2κux = uuxxx + αuux + βuxuxx. (2)
This is analogous to the Boussinesq equation [9, 10]
utt =
(
uxx +
1
2u
2
)
xx
(3)
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which is a soliton equation solvable by inverse scattering [1, 13, 14, 30, 71], being an
alternative to the Korteweg-de Vries (KdV) equation
ut = uxxx + 6uux (4)
another soliton equation, the first to be solved by inverse scattering [39].
Two special cases of (1) have appeared recently in the literature both of which model
the motion of a dense chain [62]. The first is obtainable via the transformation
(u, x, t) 7→ (2εα3u+ εα2, x, t)
with the appropriate change of parameters, to yield
utt =
(
α2u+ α3u
2
)
xx
+ εα2uxxxx + 2εα3
[
uuxxxx + 2u
2
xx + 3uxuxxx
]
(5)
with ε > 0. This equation can be thought of as the Boussinesq equation (3) appended
with a nonlinear dispersion. It admits both conventional solitons and compact solitons
often called “compactons”. Compactons are solitary waves with a compact support (cf.
[62, 63, 64, 65]). The compact structures take the form
u(x, t) =

3c2 − 2α2
2α3
cos2
{
(12ε)−1/2(x− ct)
}
, if |x− ct| ≤ 2π,
0, if |x− ct| > 2π.
(6)
or
u(x, t) =
 A cos
{
(3ε)−1/2
[
x− (23α3)1/2 t]} , if |x− ct| ≤ 2π,
0, if |x− ct| > 2π.
(7)
These are “weak” solutions as they do not possess the necessary smoothness at the edges,
however this would appear not to affect the robustness of a compacton [62]. Numerical
experiments seem to show that compactons interact elastically, reemerging with exactly
the same coherent shape [65]. See [48] for a recent study of non-analytic solutions, in
particular compacton solutions, of nonlinear wave equations.
The second equation is obtained from the scaling transformation
(u, x, t) 7→ (2α3u/ε,√ε x, t) ,
again with appropriate parameterisation,
utt =
(
α2u+ α3u
2
)
xx
+ εuxxtt + 2εα3
[
uuxxxx + 2u
2
xx + 3uxuxxx
]
(8)
with ε > 0. This equation, unlike (5) is well posed. It also admits conventional solitons
and allows compactons like
u(x, t) =

4c2 − 3α2
2α3
cos2
{
(12ε)−1/2(x− ct)
}
, if |x− ct| ≤ 2π,
0, if |x− ct| > 2π,
(9)
or
u(x, t) =
 A cos
{
(3ε)−1/2
[
x− (32α2)1/2 t]} , if |x− ct| ≤ 2π,
0, if |x− ct| > 2π.
(10)
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These again are weak solutions, and are very similar to the previous solutions: both (7)
and (10) are solutions with a variable speed linked to the amplitude of the wave, whereas
both (6) and (9) are solutions with arbitrary amplitudes, whilst the wave speed is fixed
by the parameters of the equation.
The Fuchssteiner-Fokas-Camassa-Holm (FFCH) equation
ut − uxxt + 2κux = uuxxx − 3uux + 2uxuxx, (11)
first arose in the work of Fuchssteiner and Fokas [34, 36] using a bi-Hamiltonian approach;
we remark that it is only implicitly written in [36] – see equations (26e) and (30) in this
paper – though is explicitly written down in [34]. It has recently been rederived by Camassa
and Holm [11] from physical considerations as a model for dispersive shallow water waves.
In the case κ = 0, it admits an unusual solitary wave solution
u(x, t) = A exp (−|x− ct|) ,
where A and c are arbitrary constants, which is called a “peakon”. A Lax-pair [11] and bi-
Hamiltonian structure [36] have been found for the FFCH equation (11) and so it appears
to be completely integrable. Recently the FFCH equation (11) has attracted considerable
attention. In addition to the aforementioned, other studies include [12, 25, 26, 27, 29, 32,
33, 35, 40, 42, 56, 66].
Symmetry reductions and exact solutions have several different important applications
in the context of differential equations. Since solutions of partial differential equations
asymptotically tend to solutions of lower-dimensional equations obtained by symmetry
reduction, some of these special solutions will illustrate important physical phenomena.
In particular, exact solutions arising from symmetry methods can often be used effectively
to study properties such as asymptotics and “blow-up” (cf. [37, 38]). Furthermore, explicit
solutions (such as those found by symmetry methods) can play an important role in the
design and testing of numerical integrators; these solutions provide an important practical
check on the accuracy and reliability of such integrators (cf. [5, 67]).
The classical method for finding symmetry reductions of partial differential equations
is the Lie group method of infinitesimal transformations, which in practice is a two-step
procedure (see § 2 for more details). The first step is entirely algorithmic, though often
both tedious and virtually unmanageable manually. As a result, symbolic manipulation
(SM) programs have been developed to aid the calculations; an excellent survey of the
different packages available and a description of their strengths and applications is given
by Hereman [41]. In this paper we use the MACSYMA package symmgrp.max [15] to calcu-
late the determining equations. The second step involves heuristic integration procedures
which have been implemented in some SM programs and are largely successful, though not
infallible. Commonly, the overdetermined systems to be solved are simple, and heuristic
integration is both fast and effective. However, there are occasions where heuristics can
break down (cf. [50] for further details and examples). Of particular importance to this
study, is if the classical method is applied to a partial differential equation which con-
tains arbitrary parameters, such as (1) or more generally, arbitrary functions. Heuristics
usually yield the general solution yet miss those special cases of the parameters and ar-
bitrary functions where additional symmetries lie. In contrast the method of differential
Gro¨bner bases (DGBs), which we describe below, has proved effective in coping with such
difficulties (cf. [20, 24, 50, 51]).
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In recent years the nonclassical method due to Bluman and Cole [7] (in the sequel
referred to as the “nonclassical method”), sometimes referred to as the “method of partial
symmetries of the first type” [68], or the “method of conditional symmetries” [45], and the
direct method due to Clarkson and Kruskal [18] have been used, with much success, to gen-
erate many new symmetry reductions and exact solutions for several physically significant
partial differential equations that are not obtainable using the classical Lie method (cf.
[16, 19] and the references therein). The nonclassical method is a generalization of the clas-
sical Lie method, whereas the direct method is an ansatz-based approach which involves
no group theoretic techniques. Nucci and Clarkson [53] showed that for the Fitzhugh-
Nagumo equation the nonclassical method is more general than the direct method, since
they demonstrated the existence of a solution of the Fitzhugh-Nagumo equation, obtain-
able using the nonclassical method but not using the direct method. Subsequently Olver
[55] (see also [6, 57]) has proved the general result that for a scalar equation, every reduc-
tion obtainable using the direct method is also obtainable using the nonclassical method.
Consequently we use the nonclassical method in this paper rather than the direct method.
The method used to find solutions of the determining equations in both the classical
and nonclassical method is that of DGBs, defined to be a basis ß of the differential ideal
generated by the system such that every member of the ideal pseudo-reduces to zero with
respect to the basis ß. This method provides a systematic framework for finding inte-
grability and compatibility conditions of an overdetermined system of partial differential
equations. It avoids the problems of infinite loops in reduction processes and yields, as far
as is currently possible, a “triangulation” of the system from which the solution set can be
derived more easily [20, 52, 60, 61]. In a sense, a DGB provides the maximum amount of
information possible using elementary differential and algebraic processes in finite time.
In pseudo-reduction, one must, if necessary, multiply the expression being reduced
by differential (non-constant) coefficients of the highest derivative terms of the reducing
equation, so that the algorithms used will terminate [52]. In practice, such coefficients
are assumed to be non-zero, and one needs to deal with the possibility of them being zero
separately. These are called singular cases.
The triangulations of the systems of determining equations for infinitesimals arising
in the nonclassical method in this paper were all performed using the MAPLE package
diffgrob2 [49]. This package was written specifically to handle nonlinear equations of
polynomial type. All calculations are strictly ‘polynomial’, that is, there is no division.
Implemented there are the Kolchin-Ritt algorithm using pseudo-reduction instead of re-
duction, and extra algorithms needed to calculate a DGB (as far as possible using the
current theory), for those cases where the Kolchin-Ritt algorithm is not sufficient [52].
The package was designed to be used interactively as well as algorithmically, and much
use is made of this fact here. It has proved useful for solving many fully nonlinear systems
(cf. [20, 21, 22, 23, 24]).
In the following sections we shall consider the cases µ = 0 and µ 6= 0, when we set µ = 1
without loss of generality, separately because the presence or lack of the corresponding
fourth order term is significant. In § 2 we find the classical Lie group of symmetries and
associated reductions of (1). In § 3 we discuss the nonclassical symmetries and reductions
of (1) in the generic case. In § 4 we consider special cases of the the nonclassical method
in the so-called τ = 0 case; in full generality this case is somewhat intractable. In § 5 we
discuss our results.
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2 Classical Symmetries
To apply the classical method we consider the one-parameter Lie group of infinitesimal
transformations in (x, t, u) given by
x∗ = x+ εξ(x, t, u) +O (ε2) ,
t∗ = t+ ετ(x, t, u) +O (ε2) ,
u∗ = u+ εφ(x, t, u) +O (ε2) , (12)
where ε is the group parameter. Then one requires that this transformation leaves invariant
the set
S∆ ≡ {u(x, t) : ∆ = 0} (13)
of solutions of (1). This yields an overdetermined, linear system of equations for the
infinitesimals ξ(x, t, u), τ(x, t, u) and φ(x, t, u). The associated Lie algebra is realised by
vector fields of the form
v = ξ(x, t, u)
∂
∂x
+ τ(x, t, u)
∂
∂t
+ φ(x, t, u)
∂
∂u
. (14)
Having determined the infinitesimals, the symmetry variables are found by solving the
characteristic equation
dx
ξ(x, t, u)
=
dt
τ(x, t, u)
=
du
φ(x, t, u)
, (15)
which is equivalent to solving the invariant surface condition
ψ ≡ ξ(x, t, u)ux + τ(x, t, u)ut − φ(x, t, u) = 0. (16)
The set S∆ is invariant under the transformation (12) provided that
pr(4)v(∆)|∆≡0 = 0,
where pr(4)v is the fourth prolongation of the vector field (14), which is given explicitly
in terms of ξ, τ and φ (cf. [54]). This procedure yields the determining equations. There
are two cases to consider, (i) µ = 0 and (ii) µ 6= 0.
2.1 Case (i) µ = 0.
In this case we generate 15 determining equations, using the MACSYMA package
symmgrp.max.
τu = 0, τx = 0, ξu = 0, φuu = 0, ξt = 0,
α(φuu− φ) = 0, β(φuu− φ) = 0, 2φtu − τtt = 0,
4φxuu− 6ξxxu+ αφx, 2τtu− 4ξxu+ φ = 0,
4βφxu + 3αφxu − 2βξxx − 3αξxx = 0,
φtt − φxxxxu− 2γφxxu− κφxx = 0,
3αφxxuu+ 2γφuu+ 4ξxγu− αξxxxu− 2γφ = 0,
6φxxuu
2 + 4ξxγu
2 − 4ξxxxu2 + 2βφxxu+ 2ξxκu− κφ = 0,
4φxxxuu+ 4γφxuu− 2ξxxγu− ξxxxxu+ αφxxx + 4γφx + 2κφxu − ξxxκ = 0,
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and then use reduceall in diffgrob2 to simplify them to the following system
ξu = 0, ξt = 0, γ(14β + 9α)ξx = 0, τu = 0,
γκ(14β + 9α)τt = 0, τx = 0, γκ(14β + 9α)φ = 0.
Thus we have special cases when γ = 0, κ = 0 and/or 14β +9α = 0. The latter condition
provides nothing different unless we specialize further and consider the special case when
α = −52 and β = 4528 . We continue to use reduceall in diffgrob2 for the various
combinations and it transpires that there are only four combinations which yield different
infinitesimals. Where a parameter is not included it is presumed to be arbitrary.
(a) κ = 0, ξu = 0, ξt = 0, ξx = 0, τu = 0,
τtt = 0, τx = 0, 2τtu+ φ = 0.
(b) γ = 0, ξu = 0, ξt = 0, ξxx = 0, τu = 0,
ξx − τt = 0, τx = 0, 2ξxu+ φ = 0.
(c) γ = κ = 0, ξu = 0, ξt = 0, ξxx = 0, τu = 0,
τtt = 0, τx = 0, 2τtu− 4ξxu− φ = 0.
(d) α = −52 , β = 4528 , γ = κ = 0, ξu = 0, ξt = 0, ξxxx = 0, τu = 0,
τtt = 0, τx = 0, 2τtu− 4ξxu− φ = 0.
Hence we obtain the following infinitesimals.
Table 2.1
Parameters ξ τ φ
c1 c2 0 (2.1i)
κ = 0 c1 c3t+ c2 −2c3u (2.1ii)
γ = 0 c3x+ c1 c3t+ c2 2c3u (2.1iii)
γ = κ = 0 c4x+ c1 c3t+ c2 (4c4 − 2c3)u (2.1iv)
α = −52 , β = 4528
γ = κ = 0
c5x
2 + c4x+ c1 c3t+ c2 [4(2c5x+ c4)− 2c3]u (2.1v)
where c1, c2, . . . , c5 are arbitrary constants.
Solving the invariant surface condition yields the following seven different canonical
reductions:
Reduction 2.1 α, β, γ and κ arbitrary. If in (2.1i–2.1v) c3 = c4 = c5 = 0, then we may
set c2 = 1 without loss of generality. Thus we obtain the reduction
u(x, t) = w(z), z = x− c1t
where w(z) satisfies
(
κ− c21
) d2w
dz2
+ 2γ
[
w
d2w
dz2
+
(
dw
dz
)2]
+ w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
= 0.
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Reduction 2.2 α, β and γ arbitrary, κ = 0. If in (2.1ii), (2.1iv) and (2.1v) c4 = c5 = 0,
c3 6= 0, then we may set c2 = 0 and c3 = 1 without loss of generality. Thus we obtain the
reduction
u(x, t) = t−2w(z), z = x− c1 log(t),
where w(z) satisfies
w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
+2γ
[
w
d2w
dz2
+
(
dw
dz
)2]
− c21
d2w
dz2
− 5c1dw
dz
− 6w = 0.
Reduction 2.3 α, β and κ arbitrary, γ = 0. If in (2.1iii) c3 6= 0, then we may set
c1 = c2 = 0 and c3 = 1 without loss of generality. Thus we obtain the reduction
u(x, t) = t2w(z), z = x/t,
where w(z) satisfies
w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
+ κ
d2w
dz2
− z2d
2w
dz2
+ 2z
dw
dz
− 2w = 0.
Reduction 2.4 α and β arbitrary, κ = γ = 0. If in (2.1iv) and (2.1v) c3 = c5 = 0 and
c4 6= 0, then we may set c1 = 0 and c2 = 1 without loss of generality. Thus we obtain the
reduction
u(x, t) = w(z) exp(4c4t), z = x exp(−c4t),
where w(z) satisfies
w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
− c24z2
d2w
dz2
+ 7c24z
dw
dz
− 16c24w = 0.
Reduction 2.5 α and β arbitrary, κ = γ = 0. If in (2.1iv) and (2.1v) c5 = 0 and c3c4 6= 0,
then we may set c1 = c2 = 0 and c3 = 1 without loss of generality. Thus we obtain the
reduction
u(x, t) = w(z)t4c4−2, z = xt−c4 ,
where w(z) satisfies
w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
−c24z2
d2w
dz2
+
(
7c24 − 5c4
)
z
dw
dz
− (16c24 − 20c4 + 6)w = 0.
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Reduction 2.6 α = −52 , β = 4528 , γ = κ = 0. If in (2.1v) c3 = 0 and c5 6= 0, then we may
set c1 = −mc, c2 = 1, c4 = 0 and c5 = m/c, without loss of generality. Thus we obtain
the reduction
u(x, t) =
w(z) exp(−8mt)
[z − exp(−2mt)]8 , z =
(
x− c
x+ c
)
exp(−2mt),
where w(z) satisfies
28w
d4w
dz4
− 70dw
dz
d3w
dz3
+ 45
(
d2w
dz2
)2
−c4m2
(
1792z2
d2w
dz2
− 12544zdw
dz
+ 28672w
)
= 0.
Reduction 2.7 α = −52 , β = 4528 , γ = κ = 0. If in (2.1v) c3c5 6= 0, then we may set
c1 = −mc, c2 = c4 = 0, c3 = 1 and c5 = m/c, without loss of generality. Thus we obtain
the reduction
u(x, t) =
w(z)t−2(1+4m)
(z − t−2m)8 , z =
(
x− c
x+ c
)
t−2m,
where w(z) satisfies
28w
d4w
dz4
− 70dw
dz
d3w
dz3
+ 45
(
d2w
dz2
)2
− 1792c4m2z2d
2w
dz2
+
(
12544m2 − 4480m) c4zdw
dz
− (28672m2 − 17920m + 2688) c4w = 0.
2.2 Case (ii) µ 6= 0.
In this case we generate 18 determining equations,
τu = 0, τx = 0, ξu = 0, ξt = 0, φuu = 0,
φxtu = 0, α(φuu− φ) = 0, 2φtu − τtt = 0, β(φuu− φ) = 0,
2φxu − ξxx = 0, 4φxuu− 6ξxxu+ αφx = 0,
2τtu− 2ξxu+ φ = 0,
4βφxu + 3αφxu − 2βξxx − 3αξxx = 0,
φxxuu+ 2τtu− 4ξxu+ φ = 0,
3αφxxuu+ 2γφuu+ 4ξxγu− αξxxxu− 2γφ = 0,
φtt − φxxxxu− 2γφxxu− κφxx − φxxtt = 0,
6φxxuu
2 + 4ξxγu
2 − 4ξxxxu2 + 2βφxxu+ φttuu+ 2ξxκu− κφ = 0,
4φxxxuu+ 4γφxuu− 2ξxxγu− ξxxxxu+ αφxxx + 4γφx + 2κφxu − ξxxκ = 0,
and then use reduceall in diffgrob2 to simplify them to the following system,
ξu = 0, ξt = 0, ξx = 0, τu = 0, κτt = 0, τx = 0, κφ = 0.
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Here κ = 0 is the only special case, yielding the slightly different system
ξu = 0, ξt = 0, ξx = 0, τu = 0, τtt = 0, τx = 0, φ+ 2τtu = 0.
Thus we have two different sets of infinitesimals, and in both cases α, β and γ remain
arbitrary.
Table 2.2
Parameters ξ τ φ
c1 c2 0 (2.2i)
κ = 0 c1 c3t+ c2 −2c3u (2.2ii)
From these we have the following two canonical reductions:
Reduction 2.8 α, β, γ and κ arbitrary. If in (2.2i) and (2.2ii) c3 = 0, then we may set
c2 = 1 without loss of generality. Thus we obtain the following reduction
u(x, t) = w(z), z = x− c1t,
where w(z) satisfies
(
κ− c21
) d2w
dz2
+ 2γ
[
w
d2w
dz2
+
(
dw
dz
)2]
+w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
+ c21
d4w
dz4
= 0.
Reduction 2.9 α, β, γ arbitrary, κ = 0. If in (2.2ii) c3 6= 0, then we may set c2 = 0,
c3 = 1 without loss of generality. Thus we obtain the following reduction
u(x, t) = t−2w(z), z = x− c1 log(t),
where w(z) satisfies
w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
+ c21
d4w
dz4
+5c1
d3w
dz3
+ 2γ
[
w
d2w
dz2
+
(
dw
dz
)2]
+
(
6− c21
) d2w
dz2
− 5c1dw
dz
− 6w = 0.
2.3 Travelling wave reductions
As was seen in § 1, special cases of (1) admit interesting travelling wave solutions, namely
compactons. In this subsection we look for such solitary waves and others, in the frame-
work of (1). Starting with compacton-type solutions, we seek solutions of the form
u(x, t) = a2 cos
n{a3(x− a1t)}+ a4, (17)
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where a1, a2, a3, a4 are constants to be determined. We include the (possibly non-zero)
constant a4 since u is open to translation. The specific form of the translation will put
conditions on a4, which may or may not put further conditions on the other parameters
in (17) and those in (1) – see below. If n = 1 we have the solutions, where the absence of
a parameter implies it is arbitrary,
(i) α = 0, β = −1, γ = 0, a4 = κ− a
2
1 − a21a22µ
a22
.
(ii) α = 1, β = 0, γ > 0, a21(1 + 2γµ)− κ = 0, a23 = 2γ.
(iii) β = α− 1 6= 0, γ
α
> 0, a23 =
2γ
α
, a4 =
α(κ− a21)− 2a21γµ
2γ(1− α) .
These become n = 2 solutions via the trigonometric identity cos 2θ = 2cos2 θ − 1. By
earlier reasoning the associated compactons are weak solutions of (1). When considering
more general n we restrict n to be either 3 or ≥ 4 else the fourth derivatives of u(x, t) that
we require in (1) would have singularities at the edges of the humps; we find
α =
2
n
, β =
2− n
n
, γ > 0, a21(1 + 2γµ)− κ = 0, a23 =
γ
n
, a4 = −µa21.
When n = 3 or n = 4 our compacton would be a weak solution since not all the derivatives
of u(x, t) in (1) in these instances are continuous at the edges. For n > 4 the solutions are
strong.
For more usual solitary waves we seek solutions of the form
u(x, t) = a2sech
n{a3(x− a1t)}+ a4,
where a1, a2, a3, a4 are constants to be determined. If n = 2 then α = −1, β = −2 and we
have solutions
(i) γ < 0, a21(1 + 2γµ)− κ = 0, a23 = −12γ, a4 = −13(2a2 + 3a21µ),
(ii) γ2 6= 4a43, a2 =
3a23(κ− a21 − 2a21γµ)
(2a23 − γ)(2a23 + γ)
, a4 = −κ− a
2
1 + 4a
2
1a
2
3µ
2(2a23 + γ)
,
and for general n, including n = 2 (γ > 0)
α = − 2
n
, β = −n+ 2
n
, a21(1 + 2γµ)− κ = 0, a23 =
γ
n
, a4 = −µa21.
Now consider the general travelling wave reduction, u(x, t) = w(z), z = x− ct, where w(z)
satisfies(
κ− c2) d2w
dz2
+ 2γ
[
w
d2w
dz2
+
(
dw
dz
)2]
+µc2
d4w
dz4
+ w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
= 0.
In the special case β = α− 1, we can integrate this twice with respect to z to give(
κ− c2)w + γw2 + µc2d2w
dz2
+
1
2
(α− 2)
(
dw
dz
)2
+Az +B = 0 (18)
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with A and B the constants of integration. If we assume A = 0, then we make the
transformation W (z) = w(z)+µc2, multiply (18) byWα−3
dW
dz
and integrate with respect
to z to yield
γ
α
Wα +
A1
α− 1W
α−1 +
A2
α− 2W
α−2 +Wα−2
(
dW
dz
)2
+ C = 0
for α 6= 0, 1, 2, where A1 = κ − c2 − 2γµc2 and A2 = B − µc2
(
κ− c2 − γµc2). In the
special cases α = 0, 1, 2 we obtain respectively
γ logW − A1
W
− 2A2
W 2
+
1
W 2
(
dW
dz
)2
+ C = 0, (19)
γW +A1 logW − A2
W
+
1
W
(
dW
dz
)2
+C = 0, (20)
1
2
γW 2 +A1W +A2 logW +
(
dW
dz
)2
+ C = 0, (21)
where C is a constant of integration. For α ∈ Z, an integer, with α ≥ 3, (2.3) may be
written as(
w + µc2
)α−2(dw
dz
)2
+
γw2
α
[(
w + µc2
)α−2
+
α
(
κ− c2)− 2µγc2
γ
α−3∑
n=0
(µc2)α−3−n
(n+ 2)
(
α− 3
n
)
wn
]
+
B
α− 2
(
w + µc2
)α−2
+ C − (µc
2)α−1
[
α
(
κ− c2)− 2µγc2]
α(α− 1)(α − 2) = 0,
(22)
where C is a constant of integration. If we require that w and its derivatives tend to zero
as z → ±∞, then B = D = 0. If α = 3 this equation induces so-called peakons (cf. [11])
as α
(
κ− c2) − 2µγc2 → 0 (see [12, 40, 44, 62]). Similarly if α = 4 this equation is of
the form found in [40] which induces the ‘wave of greatest height’ found in [31]. Both
solutions, in their limit, have a discontinuity in their first derivative at its peak. Note that
if α
(
κ− c2)− 2µγc2 = 0, equation (22) becomes
(
w + µc2
)α−2 [(dw
dz
)2
+
γ
α
w2
]
= 0. (23)
Since α > 0 then we require γ < 0 to give a peakon of the form
u(x, t) =
α
(
c2 − κ)
2γ
exp
{
−
(−γ
α
)1/2
|x− ct|
}
. (24)
The height of the wave, because of the form of (1), is dependent upon the square of the
speed, whereas the peakons in [11] and [31] are proportional to the wave speed.
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3 Nonclassical symmetries (τ 6= 0)
In the nonclassical method one requires only the subset of S∆ given by
S∆,ψ = {u(x, t) : ∆(u) = 0, ψ(u) = 0}, (25)
where S∆ is defined in (13) and ψ = 0 is the invariant surface condition (16), to be
invariant under the transformation (12). The usual method of applying the nonclassical
method (e.g. as described in [45]), involves applying the prolongation pr(4)v to the system
composed of (1) and the invariant surface condition (16) and requiring that the resulting
expressions vanish for u ∈ S∆,ψ, i.e.
pr(4)v(∆)|{∆=0,ψ=0} = 0, pr(1)v(ψ)|{∆=0,ψ=0} = 0. (26)
It is well known that the latter vanishes identically when ψ = 0 without imposing any
conditions upon ξ, τ and φ. To apply the method in practice we advocate the algorithm
described in [22] for calculating the determining equations, which avoids difficulties arising
from using differential consequences of the invariant surface condition (16).
In the canonical case when τ 6= 0 we set τ = 1 without loss of generality. We proceed
by eliminating utt and uxxtt in (1) using the invariant surface condition (16) which yields
ξξxux + 2u
2
xξξu − 2φuξux + ξ2uxx − φxξ − ξtux + φφu − φξuux + φt − κuxx
−2γ(uuxx + u2x)− uuxxxx − αuxuxxx − βu2xx + µ
[
2φxxξx − 2φxuφx − 4ξ2xuxx
−φtuuxx − φuφxx − φxxt + ξxxtux − φtuuu2x + φxξxx + ξtuuu3x + ξtuxxx − ξ2uxxxx
+φxxxξ − φ2uuxx − φφxxu − ξξxxxux + φξuuuu3x + φξxxuux + φξuuxxx − φφuuuxx
−φφuuuu2x + 2ξxtuxx + 2ξxtuu2x − 2φxtuux − 3ξxξxxux − 4ξuξxxu2x − 4ξξxxuxx
+2φuξxxux − 5ξuuξxu3x − 8ξxuξxu2x − 15ξuξxuxuxx − 5ξξxuxxx + 4φuξxuxx
+4φuuξxu
2
x + 6φxuξxux − 2ξξuuuu4x − 5ξξxuuu3x + 2φξxuuu2x − 6ξuξuuu4x
−12ξξuuu2xuxx + 3φξuuuxuxx + 4φuξuuu3x + 3φxξuuu2x − 4ξξxxuu2x − 10ξuξxuu3x
−15ξξxuuxuxx + 2φξxuuxx + 6φuξxuu2x + 4φxξxuux − 12ξ2uu2xuxx − 8ξξuuxuxxx
−6ξξuu2xx + 9φuξuuxuxx + 3φxξuuxx + 5φuuξuu3x + 8φxuξuu2x + 3φxxξuux
+3ξtuuxuxx + 2φuξuxxx + 6φuuξuxuxx + 5φxuξuxx + 2φuuuξu
3
x + 5φxuuξu
2
x
+4φxxuξux − 3φuφuuu2x − 2φuuφxux − 2φφxuuux − 4φuφxuux
]
= 0.
(27)
We note that this equation now involves the infinitesimals ξ and φ that are to be deter-
mined. Then we apply the classical Lie algorithm to (27) using the fourth prolongation
pr(4)v and eliminating uxxxx using (27). It should be noted that the coefficient of uxxxx
is (ξ2 + µu). Therefore, if this is zero the removal of uxxxx using (27) is invalid and so
the next highest derivative term, uxxx, should be used instead. We note again that this
has a coefficient that may be zero so that in the case µ 6= 0 and ξ2 + µu = 0 one needs
to calculate the determining equations for the subcases non-zero separately. Continuing
in this fashion, there is a cascade of subcases to be considered. In the remainder of this
section, we consider these subcases in turn. First, however, we discuss the case given
by µ = 0.
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3.1 Case (i) µ = 0.
In this case we generate the following 12 determining equations.
ξu = 0,
φuuuuu+ αφuuu = 0,
4φxuuuu+ 3αφxuu = 0,
6φuuuu+ 2βφuu + 3αφuu = 0,
4φuuu
2 + αφuu− αφ = 0,
4φxuu− 6ξxxu+ αφx = 0,
3φuuu
2 + βφuu− βφ = 0,
12φxuuu+ 4βφxu + 3αφxu − 2βξxx − 3αξxx = 0,
6φxxuuu
2 + 2γφuuu
2 + κφuuu− ξ2φuuu
+3αφxxuu+ 2γφuu+ 4ξxγu− αξxxxu− 2γφ = 0,
6φxxuu
2 + 4ξxγu
2 − 4ξxxxu2 + 2βφxxu+ 2ξxκu− 4ξ2ξxu− 2ξξtu− κφ+ ξ2φ = 0,
φttu− φxxxxu2 − 2γφxxu2 − κφxxu− 4ξξxφxu− 2ξtφxu
+φ2φuuu+ 4ξxφφuu+ 2φφtuu+ 4ξxφtu+ ξφφx − φ2φu − φφt = 0,
4φxxxuu
2 + 4γφxuu
2 − 2ξxxγu2 − ξxxxxu2
+αφxxxu+ 4γφxu+ 2ξφφuuu+ 2κφxuu+ 8ξξxφuu+ 2ξtφuu
+2ξφtuu− ξxxκu− 4ξξ2xu+ 2ξtξxu+ ξttu− 2ξφφu + ξξxφ− ξtφ = 0.
As guaranteed by the nonclassical method, we get all the classical reductions, but we also
have some infinitesimals that lead to nonclassical reductions, namely
Table 3.1
Parameters ξ φ
κ = 0 0 g(t)u where
d2g
dt2
+ g
dg
dt
− g3 = 0 (3.1i)
α = β = γ = 0 ±√κ c3y3 + c2y2 + c1y + c0 (y = x±
√
κ t) (3.1ii)
α = β = γ = κ = 0 0
− u
g(t)
dg
dt
+ g(t)
(
c4x
4 + c3x
3 + c2x
2 + c1x+ c0
)
where
g2
d3g
dt3
− 4gdg
dt
d2g
dt2
+ 2
(
dg
dt
)3
+ 24c4g
4 = 0
(3.1iii)
From these we obtain three canonical reductions.
Reduction 3.1 α, β, γ arbitrary, κ = 0. In (3.1i) we solve the equation for g(t) by
writing g(t) = [ln(ψ(t))]t then ψ(t) satisfies(
dψ
dt
)2
= 4c1ψ
3 + c2, (28)
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where c1 and c2 are arbitrary constants; c1 = c2 = 0 is not allowed since g(t) 6≡ 0. Hence
we obtain the following reduction
u(x, t) = w(x)ψ(t),
where w(x) satisfies
w
d4w
dx4
+ α
dw
dx
d3w
dx3
+ β
(
d2w
dx2
)2
+ 2γ
[
w
d2w
dx2
+
(
dw
dx
)2]
− 6c1w = 0.
There are three cases to consider in the solution of (28).
(i) If c1 = 0, we may assume that ψ(t) = t without loss of generality.
(ii) If c2 = 0, then ψ =
[
c2(t+ c3)
2
]−1
and we may set c2 = 1, c3 = 0 without loss of
generality.
(iii) If c1c2 6= 0 we may set c1 = 1, c2 = −g3 without loss of generality so that ψ(t) is
any solution of the Weierstrass elliptic function equation[
d℘
dt
(t; 0, g3)
]2
= 4℘3(t; 0, g3)− g3. (29)
Reduction 3.2 κ arbitrary, α = β = γ = 0. From (3.1ii) we get the following reduction
u(x, t) = w(z) ± c3
8
√
κ
y4 ± c2
6
√
κ
y3 ± c1
4
√
κ
y2 + c0t, y = x±
√
κ t, z = x∓√κ t,
where w(z) satisfies
√
κ
d4w
dx4
± 3c3 = 0.
This gives us the exact solution
u(x, t) = ∓ c3
8
√
κ
z4 + c4z
3 + c5z
2 + c6z + c7 ± c3
8
√
κ
y4 ± c2
6
√
κ
y3 ± c1
4
√
κ
y2 + c0t.
Reduction 3.3 α = β = γ = κ = 0. In (3.1iii) we integrate our equation for g(t) up to
an expression with quadratures
g
d2g
dt2
− 2
(
dg
dt
)2
+ 24c4g
∫ t
g2(s) ds+ 24c5g = 0. (30)
We get the following reduction
u(x, t) =
1
g(t)
[
w(x) +
(
c4x
4 + c3x
3 + c2x
2 + c1x+ c0
) ∫ t
g2(s) ds
]
,
where w(x) satisfies
d4w
dx4
− 24c5 = 0.
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This is easily solved to give the solution
u(x, t) =
1
g(t)
[
c5x
4 + c6x
3 + c7x
2 + c8x+ c9
+
(
c4x
4 + c3x
3 + c2x
2 + c1x+ c0
) ∫ t
g2(s) ds
]
,
where g(t) satisfies (30).
3.2 Case (ii) µ 6= 0.
As discussed earlier in this section, we must consider, in addition to the general case of
the determining equations, each of the singular cases of the determining equations.
3.2.1 ξ2 + u 6= 0.
In this the generic case we generate 12 determining equations – see appendix A for de-
tails. As expected we have all the classical reductions, however we also have the following
infinitesimals that lead to genuine nonclassical reductions (i.e. not a classical reduction).
Table 3.2
Parameters ξ φ
κ = 0 0 g(t)u where
d2g
dt2
+ g
dg
dt
− g3 = 0 (3.2i)
1 + 2γ = 0 c1t+ c2 −2c1(c1t+ c2) (3.2ii)
κ = 1 + 2γ = 0 c2(t+ c1)
2 u(t+ c1)
−1 − 3c22(t+ c1)3 (3.2iii)
α = β = γ = 0 ±√κ c3y3 + c2y2 + c1y + c0 (y = x±
√
κt) (3.2iv)
α = −32 , β = 2, γ = 0 ±12
√
κ (x+ c1) ±2
√
κu± 14κ3/2(x+ c1)2 (3.2v)
α = β = γ = κ = 0 0 c3x
3 + c2x
2 + c1x+ c0 (3.2vi)
α = β = γ = κ = 0 0 (u+ c3x
3 + c2x
2 + c1x+ c0)(t+ c4)
−1 (3.2vii)
From these infinitesimals we obtain six reductions.
Reduction 3.4 α, β, γ arbitrary, κ = 0. In (3.2i) we solve the equation for g(t) by
writing g(t) = [ln(ψ(t))]t then ψ(t) satisfies(
dψ
dt
)2
= 4c1ψ
3 + c2 (31)
though c1 = c2 = 0 is not allowed to preserve the fact that g(t) 6≡ 0. We obtain the
following reduction
u(x, t) = w(x)ψ(t),
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where w(x) satisfies
w
d4w
dx4
+ α
dw
dx
d3w
dx3
+ β
(
d2w
dx2
)2
+ 2γ
[
w
d2w
dx2
+
(
dw
dx
)2]
+ 6c1
(
d2w
dx2
− w
)
= 0.
There are three cases to consider in the solution of (31).
(i) If c1 = 0, we may assume that ψ(t) = t without loss of generality.
(ii) If c2 = 0, then ψ =
[
c2(t+ c3)
2
]−1
and we may set c2 = 1 and c3 = 0 without loss
of generality.
(iii) If c1c2 6= 0 we may set c1 = 1 and c2 = −g3 without loss of generality so that ψ(t)
is any solution of the Weierstrass elliptic function equation (29).
Note that in the special case
d2w
dz2
− w = 0,
we are able to lift the restrictions on ψ(t) so that it is arbitrary, if β+1+2γ = α+2γ = 0.
This yields the exact solution
u(x, t) = ψ(t)
(
c2e
x + c3e
−x
)
,
where ψ(t) is arbitrary, κ = 0, α = −2γ and β = −1− 2γ.
Reduction 3.5 α, β and κ are arbitrary and γ = −12 . In (3.2ii) we assume c1 6= 0
otherwise we get a classical reduction, and may set c2 = 0 without loss of generality. Thus
we obtain the following accelerating wave reduction
u(x, t) = w(z) − c21t2, z = x− 12c1t2,
where w(z) satisfies
w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
−c1d
3w
dz3
− wd
2w
dz2
+ κ
d2w
dz2
−
(
dw
dz
)2
+ c1
dw
dz
+ 2c21 = 0.
Reduction 3.6 α and β are arbitrary, γ = −12 and κ = 0. From (3.2iii) the following
holds for arbitrary c2, and we may set c1 = 0 without loss of generality. Thus we obtain
the reduction
u(x, t) = w(z)t − c22t4, z = x− 13c2t3,
where w(z) satisfies
w
d4w
dz4
+ α
dw
dz
d3w
dz3
+ β
(
d2w
dz2
)2
− 4c2 d
3w
dz3
− wd
2w
dz2
−
(
dw
dz
)2
+ 4c2
dw
dz
+ 12c22 = 0.
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Reduction 3.7 κ is arbitrary and α = β = γ = 0. From (3.2iv) we get the following
reduction
u(x, t) = w(z) ± c3
8
√
κ
y4 ± c2
6
√
κ
y3 ± c1
4
√
κ
y2 + c0t, y = x±
√
κ t, z = x∓√κ t,
where w(z) satisfies
√
κ
d4w
dz4
± 3c3 = 0.
This gives us the exact solution
u(x, t) = ∓ c3
8
√
κ
z4 + c4z
3 + c5z
2 + c6z + c7 ± c3
8
√
κ
y4 ± c2
6
√
κ
y3 ± c1
4
√
κ
y2 + c0t.
Reduction 3.8 κ is arbitrary, α = −32 , β = 2 and γ = 0. In (3.2v) we may set c1 = 0
without loss of generality. Thus we obtain the following reduction
u(x, t) = w(z)x4 − 14κx2, z = log(x)∓ 12
√
κ t,
where w(z) satisfies
4w
d4w
dz4
− 6dw
dz
d3w
dz3
+ 8
(
d2w
dz2
)2
+ 16w
d3w
dz3
+ 58
dw
dz
d2w
dz2
+116w
d2w
dz2
− κd
2w
dz2
+ 236
(
dw
dz
)2
+ 776w
dw
dz
+ 672w2 = 0.
Reduction 3.9 α = β = γ = κ = 0. From (3.2vi) and from (3.2vii) (c4 = 0 without loss
of generality) we get the following reductions
u(x, t) = w(x) +
(
c3x
3 + c2x
2 + c1x+ c0
)
t
and
u(x, t) = w(x)t − (c3x3 + c2x2 + c1x+ c0)
respectively. In both cases w(x) satisfies
d4w
dx4
= 0.
These reductions have a common exact solution, namely
u(x, t) = P3(x)t+Q3(x),
where P3 and Q3 are any third order polynomials in x.
3.2.2 ξ2 + u = 0, not both α = 4 and 2ξφu + ξuφ = 0.
The determining equations quickly lead us to require that both α = 4 and 2ξφu+ ξuφ = 0,
which is a contradiction.
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3.2.3 ξ2 + u = 0, α = 4, 2ξφu + ξuφ = 0 and β 6= 3.
The determining equations give us that γ = −12 , κ = 0 and φ = 0. The invariant surface
condition is then
±i√uux + ut = 0
which may be solved implicitly to yield the solution
u(x, t) = w(z), z = x∓ i√u t.
However, substituting into our original equation gives
dw
dz
= 0, i.e. u(x, t) is a constant.
3.2.4 ξ2 + u = 0, φ = H(x, t)u−1/4, α = 4 and β = 3, not all of H = 0, κ = 0,
1 + 2γ = 0.
For the determining equations to be satisfied, each of H = 0, κ = 0 and 1+2γ = 0, which
is in contradiction to our assumption.
3.2.5 ξ2 + u = 0, φ = 0, α = 4, β = 3, γ = −12 and κ = 0.
Under these conditions equation (27) which we apply the classical method to is identically
zero. Therefore any solution of the invariant surface condition is also a solution of (1).
Hence we get the following reduction
Reduction 3.10 α = 4, β = 3, γ = −12 and κ = 0. The invariant surface condition is
±i√uux + ut = 0
which may be solved implicitly to yield
u(x, t) = w(z), z = x∓ i√u t,
where w(z) is arbitrary.
4 Nonclassical symmetries (τ = 0)
In the canonical case of the nonclassical method when τ = 0 we set ξ = 1 without loss
of generality. We proceed by eliminating ux, uxx, uxxx, uxxxx and uxxtt in (1) using the
invariant surface condition (16) which yields
utt − κ(φx + φφu)− 2γ(uφx + uφφu + φ2)− u(φxxx + φuφxx + φ2uφx + φφ3u
+4φuφ
2φuu + 5φuφφxu + 3φφuuφx + φ
3φuuu + 3φ
2φxuu + 3φφxxu + 3φxuφx)
−µ(φφuuutt + φφuuuu2t + 2φφtuuut + φφttu + φ2uutt + 3φuφuuu2t + 4φuφtuut
+φuφtt + φxuutt + φxuuu
2
t + 2φxtuut + 2φtφuuut + 2φtφtu + φxtt)
−αφ(φxx + φuφx + φφ2u + φ2φuu + 2φφxu)− β(φx + φφu)2 = 0
(32)
which involves the infinitesimal φ that is to be determined. As in the τ 6= 0 case we
apply the classical Lie algorithm to this equation using the second prolongation pr(2)v
and eliminate utt using (32). Similar to the nonclassical method in the generic case τ 6= 0,
when µ 6= 0 the coefficient of the highest derivative term, utt is not necessarily zero, thus
singular cases are induced. As in the previous section we consider the cases (i) µ = 0 and
(ii) µ 6= 0 separately.
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4.1 Case (i) µ = 0.
Generating the determining equations, again using symmgrp.max, yields three equations,
the first two being φuu = 0, φtu = 0. Hence we look for solutions like φ = A(x)u+B(x, t)
in the third. Taking coefficients of powers of u to be zero yields a system of three equations
in A and B.
αAAxxx + 2βA
2Axx +Axxxx + αAxAxx + 5βAA
2
x + 6αAA
2
x + 10AxxAx
+2γAxx + 5AAxxx + αA
5 + 10A2Axx + 10A
3Ax +A
5 + βA5 + 15AA2x
+4γA3 + 2βAxAxx + 10γAAx + 4αA
2Axx + 6βA
3Ax + 7αA
3Ax = 0,
(33)
5αBA2x + 2βA
2Bxx + αBAxxx + 2βBA
4 + 13BAAxx + 2αA
3Bx + 10γBAx
+7AAxBx + 2βAxBxx + αAxBxx + 2κAAx + αA
2Bxx + 15BA
2Ax
+αBxAxx + 6γABx + 8γBA
2 + 2βA3Bx + 2βBxAxx + 2αBA
4 + αABxxx
+Bxxxx + 6AxxBx + 2γBxx + 5BAxxx +ABxxx + κAxx + 2BA
4 +A2Bxx
+A3Bx + 4AxBxx + 11BA
2
x + 4βBA
2
x + 6βABxAx + 7αABxAx + 7αBAAxx
+2βBAAxx + 10βBA
2Ax + 12αBA
2Ax = 0,
(34)
βAB2x + 4γB
2A+ 2βBxBxx + 5B
2AAx + αAB
2
x + 6γBBx + 2κBAx
+BABxx + αB
2A3 + βB2A3 + αBxBxx + 3αB
2Axx + αBBxxx +BA
2Bx
+3BAxBx −Btt +BBxxx + κBxx +B2A3 + 3B2Axx + 2βBABxx
+αBABxx + 4βBAxBx + 5αBAxBx + 2βBA
2Bx + 2αBA
2Bx
+4βB2AAx + 5αB
2AAx = 0,
(35)
We try to solve this system using the diffgrob2 package interactively, however the expres-
sion swell is too great to obtain meaningful output. Thus we proceed by making ansa¨tze
on the form of A(x), solve (35) (a linear equation in B(x, t)) then finally (34) gives the
full picture. Many solutions have been found as (33) lends itself to many ansa¨tze through
choices of parameter values. We present some in § 4.3.
4.2 Case (ii) µ 6= 0.
The nonclassical method, when the coefficient of utt is non-zero, generates a system of
three determining equations. However, far from being single-term equations the first two
contain 41 and 57 terms respectively, and the third 329. The intractability of finding
all solutions is obvious. To find some, we return to our previous case and look for φ =
A(x)u + B(x, t). Three equations then remain, similar to (33,34,35) which we tackle in
the same vein as previously. Some solutions are presented in § 4.3.
As mentioned in the start of this section, singular solutions may exist, when the
coefficient of utt equals zero, i.e. when
1− φφuu − φ2u − φux = 0.
This may be integrated with respect to u to give
u− φφu − φx = H(x, t).
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If φ satisfies (4.2) then the coefficients of u2t and ut in (32) are both zero. Since no
u-derivatives now exist in (32) what is left must also be zero, i.e.
(2γ + α)φ2 − αHxφ+ (2γ + β + 1)u2
+ [κ− (2γ + 2β + 1)H −Hxx]u+ βH2 − κH −Htt = 0.
Thus we need to solve (4.2) and (4.2). Note that once we have found φ(x, t, u), the
related exact solution is given by solving the invariant surface condition, with no further
restrictions on the solution. The following are distinct from each other and from solutions
in § 4.3.
Case (a) γ = −12 , α = 1 and β = κ = 0. In this case φ(x, t, u) is given by the relation
u− φφu − φx = c1t+ c2.
For instance, if φ(x, t, u) is linear in u we have the exact solution
u(x, t) = w(t) cosh[x+A(t)] +B(t) sinh[x+A(t)] + c1t+ c2,
where w(t), A(t) and B(t) are arbitrary functions.
Case (b) α = −2γ, β = −1 − 2γ and γ 6= −12 . In this case φ(x, t, u) is given by the
relation
u− φφu − φx = − κ
1 + 2γ
.
For instance, if φ(x, t, u) is linear in u we have the exact solution
u(x, t) = w(t) cosh[x+A(t)] +B(t) sinh[x+A(t)]− κ
1 + 2γ
,
where w(t), A(t) and B(t) are arbitrary functions.
Case (c) α = −2γ and β = −1− 2γ. In this case
φ(x, t, u) = ±u− κx∓ (−12κt2 + c1t+ c2)± κ,
and so
u(x, t) = w(t) exp(±x)± κx+ (−12κt2 + c1t+ c2) ,
where w(t) is an arbitrary function.
Case (d) γ = −12 , α = 1 and β = 0. In this case
φ(x, t, u) =
κu−Hxxu− κH −Htt
Hx
,
where Hx(x, t) 6= 0 and also H(x, t) satisfies the system
κHxx +H
2
x − κ2 = 0
(
κ2 −H2x
)
Htt − 2κH2xt + κ2
(
κ2 −H2x
)
= 0.
We have assumed that κ2 −H2x 6= 0, for a different solution to (c). This yields
u(x, t) = [w(t)− 2κx] sinh z cosh z
+cosh2 z
[
4κ log(cosh z)− κ2t2 + 2c3t+ 2c4 − 2κ+ 2c21
]− c21,
where z = 12 (x+ c1t+ c2) and w(t) is an arbitrary function.
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Case (e) β = −1− α− 4γ, γ 6= 12 and α+ 2γ 6= 0. In this case
φ(x, t, u) = ±
(
u+
κ
1 + 2γ
)
,
and so
u(x, t) = w(t) exp(±x)− κ
1 + 2γ
,
where w(t) is an arbitrary function.
Case (f) γ = 0, α = −2 and β = 1. In this case φ(x, t, u) satisfies
−2φ2 + 2φHx + 2u2 + 2κu− 2Hu+ κ2 +H2 = 0
and H(x, t) satisfies the system
Hxx + κ+H = 0, Htt + κ
2 + κH = 0.
Then
u(x, t) = 12 (A
2 +B2)1/2 sinh[±x+ w(t)] − κ+ 12(A sin x+B cos x),
where A(t) and B(t) satisfy
d2A
dt2
+ κA = 0,
d2B
dt2
+ κB = 0
and w(t) is an arbitrary function.
Case (g) γ = 0, β = −1− α, κ = 0 and α = (c1 − 1)2/c1, where c1 6= 0, 1. In this case
φ(x, t, u) = u+
c2t+ c3
c1 − 1 exp(−c1x),
and so
u(x, t) =
{
w1(t)e
x − 12(c2t+ c3)xex, if c1 = −1,
w2(t)e
x +
(
1− c21
)−1
(c2t+ c3)e
−c1x, if c1 6= −1,
where w1(t) and w2(t) are arbitrary functions.
Case (h) γ = 0, β = −1− α, c21 + α2c1 + 2c1 + 4αc1 + 1 = 0, α 6= 0,−2 and c1 6= 0, 1. In
this case φ(x, t, u) satisfies
αφ2 − αHxφ− αu2 + u [κ+H(1 + 2α)−Hxx]− κH − (α+ 1)H2 −Htt = 0,
where H(x, t) satisfies the system
Htt + c1κH = 0 (α+ 2)Hx ± (1− c1)(H + κ) = 0.
Then
u(x, t) =
[
1 + 2α+ c1
2α
w(t) + g(x, t)
]
exp
{
(c1 − 1)x
α+ 2
}
− κ,
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where w(t) satisfies
d2w
dt2
+ c1κw = 0,
and g(x, t) satisfies
αg2x +
2α(c1 − 1)
α+ 2
ggx − α(c1 + 1)g2 + (αc1 + c1 + 1)w(t)gx
−c1(1 + α+ c1)w(t)g + c1(c1 − 1)(α + 2)
4α
w2(t) = 0.
4.3 Exact solutions
In this subsection some exact solutions are presented. The infinitesimal φ(x, t, u) is given,
possibly up to satisfying some equations, and then the solution, found by solving the
invariant surface condition (16).
4.3.1 γ = 0 and φ =
u
x
+H1(t)x+ 3H2(t)x
3 +
H3(t)
x
+H4(t)x
2−α.
Solving the invariant surface condition gives
u(x, t) =

xw(t) +H1(t)x
2 +H2(t)x
4 −H3(t) + H4(t)x
3−α
2− α , if α 6= 2,
xw˜(t) +H1(t)x
2 +H2(t)x
4 −H3(t) +H4(t)x log x, if α = 2.
Various types of solution are found, as seen in Table 4.1. The Hi(t) are obtained from by
the determining equations, w(t) by substituting back into (1).
4.3.2 φ = B(x, t).
Case (a) γ = 0. In this case B(x, t) = 4H1(t)x
3 + 3H2(t)x
2 + 2H3(t)x + H4(t), where
H1(t), H2(t), H3(t) and H4(t) satisfy
d2H1
dt2
− 24(6β + 4α+ 1)H21 = 0,
d2H2
dt2
− 24(6β + 4α+ 1)H1H2 = 0,
d2H3
dt2
− 24(2β + 2α+ 1)H1H3 = 18(2β + α)H22 + 12κH1 + 12µ
d2H1
dt2
,
d2H4
dt2
− 24(α + 1)H1H4 = 12(2β + α)H2H3 + 6κH2 + 6µd
2H2
dt2
.
Then
u(x, t) = w(t) +H1(t)x
4 +H2(t)x
3 +H3(t)x
2 +H4(t)x,
where w(t) satisfies
d2w
dt2
− 24H1w = 2κH3 + 6αH2H4 + 4βH23 + 2µ
d2H3
dt2
.
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Table 4.1
Parameters Hi(t) and w(t) satisfy
α = 12 , β = −18
H1 = 4κ, H2 = H3 =
d2H4
dt2
= 0
32
d2w
dt2
= −5H24
α = 12 , κ = 0
H1 = µH2 = H3 = 0
d2H2
dt2
− 72(1 + 2β)H22 = 0
16
d2H4
dt2
− 3(480β + 303)H2H4 = 0
8
d2w
dt2
− 288H2w = (50β + 5)H24
β =
α2 − α
3− α
κ = 0, α 6= 3
H1 = µH2 = H3 = 0
(α− 3)d
2H2
dt2
+ 24(2α + 3)(α + 1)H22 = 0
d2H4
dt2
+ 3(α + 2)(α + 1)(α2 − α− 4)H2H4 = 0
d2w
dt2
− 24(α + 1)H2w = 0
d2w˜
dt2
− 72H2w˜ = 90H2H4(if α = 2)
α = −2, β = 65
H1 =
5
6κ, µH2 =
d2H4
dt2
= 0
5
d2H2
dt2
− 24H22 = 0
5
d2H3
dt2
− 120H2H3 = −25κ2
d2w
dt2
+ 24H2w = −30H3H4
Case (b). In this case B(x, t) = H1(t) + 2H2(t)x where H1(t) and H2(t) satisfy
d2H2
dt2
− 12γH22 = 0, (36)
d2H1
dt2
− 12γH2H1 = 0. (37)
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Then
u(x, t) = w(t) +H1(t)x+H2(t)x
2,
where w(t) satisfies
d2w
dt2
− 4γH2w = 2κH2 + 4(6γµ + β)H22 + 2γH21 . (38)
Case (c) β = 1−α. In this case B(x, t) = cH1(t)ecx+cH2(t)e−cx+H4(t), with c2 = −2γ
and where H1(t), H2(t), H3(t) and H4(t) satisfy
d2H4
dt2
= 0, (39)
(1 + 2γµ)
d2H1
dt2
− 2γc(2 − α)H4H1 + 2γκH1 = 0, (40)
(1 + 2γµ)
d2H2
dt2
+ 2γc(2 − α)H4H2 + 2γκH2 = 0. (41)
Then
u(x, t) = w(t) +H1(t)e
cx −H2(t)e−cx +H4(t)x,
where w(t) satisfies
d2w
dt2
= 2γH24 − 16γ2(1− α)H1H2. (42)
Case (d) α = 2 and β = −1. In this case B(x, t) = cH1(t)ecx + cH2(t)e−cx + 2H3(t)x +
H4(t), with c
2 = −2γ and where H1(t), H2(t), H3(t) and H4(t) satisfy
d2H3
dt2
− 12γH23 = 0, (43)
d2H4
dt2
− 12γH3H4 = 0,
(1 + 2γµ)
d2H1
dt2
− 12γH3H1 + 2κγH1 = 0,
(1 + 2γµ)
d2H2
dt2
− 12γH3H2 + 2κγH2 = 0. (44)
Then
u(x, t) = w(t) +H1(t)e
cx −H2(t)e−cx +H3(t)x2 +H4(t)x,
where w(t) satisfies
d2w
dt2
− 4γH3w = 2κH3 + 2γH24 + 4(6γµ − 1)H23 + 16γ2H1H2. (45)
90 P.A. Clarkson and T.J. Priestley
4.3.3 γ = β + α+ 1 = 0 and φ = R(u+H1(t) +H2(t)e
Rx +H3(t)e
m+x +H4(t)e
m
−
x).
Here m± = −12R(2 + α± n), n =
√
α(α + 4), with R 6= ±1 a non-zero constant. Solving
the invariant surface condition yields
u(x, t) = w(t)eRx −H1(t) +RH2(t)eRx
− 2H3(t)
4 + α+ n
exp
{−12Rx(2 + α+ n)}− 2H4(t)4 + α− n exp{−12Rx(2 + α− n)} .
The solutions are represented in Table 4.2
The equations that the various Hi(t) satisfy in this subsection are all solvable, and
the order in which a list of equations should be solved is from the top down. The only
nonlinear equations all have either polynomial solutions (sometimes only in special cases
of the parameters) or are equivalent to the Weierstrass elliptic function equation (29). The
homogeneous part of any linear equation is either of Euler-type, is equivalent to the Airy
equation [4],
d2H
dt2
(t) + tH(t) = 0
or is equivalent to the Lame´ equation [43]
d2H
dt2
(t)− {k + n(n+ 1)℘(t)}H(t) = 0. (46)
The particular integral of any non-homogeneous linear equation may always be found, up
to quadratures, using the method of variation of parameters.
For instance consider the solution of 4.3.2 case (b) above. There are essentially two
separate cases to consider, either (i) γ = 0 or (ii) γ 6= 0.
Case (i) γ = 0. The functions H1(t) and H2(t) are trivially found from (36) and (37) to
be H1(t) = c1t+ c2 and H2(t) = c3t+ c4, then (38) becomes
d2w
dt2
= 2κ(c3t+ c4) + 4β(c3t+ c4)
2
which may be integrated twice to yield the exact solution
u(x, t) =

κ
3c23
(c3t+ c4)
3 +
β
3c23
(c3t+ c4)
4
+c5t+ c6 + (c1t+ c2)x+ (c3t+ c4)x
2,
if c3 6= 0,
(
κc4 + 2βc
2
4
)
t2 + c5t+ c6 + (c1t+ c2)x+ c4x
2, if c3 = 0.
Case (ii) γ 6= 0. Equation (36) may be transformed into the Weierstrass elliptic function
equation (29), hence H2(t) has solution H2(t) = ℘(t+ t0; 0, g3)/(2γ). Now H1(t) satisfies
the Lame´ equation
d2H1
dt2
− 6℘(t+ t0; 0, g3)H1 = 0,
which has general solution
H1(t) = c1℘(t+ t0; 0, g3) + c2℘(t+ t0; 0, g3)
∫ t+t0 ds
℘2(s; 0, g3)
,
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where c1 and c2 are arbitrary constants. Now w(t) satisfies the inhomogeneous Lame´
equation
d2w
dt2
− 2℘(t+ t0; 0, g3)w = Q(t), (47)
where Q(t) = 2κH2(t) + 4(6γµ+ β)H
2
2 (t) + 2γH
2
1 (t), with H1(t) and H2(t) as above. The
general solution of the homogeneous part of this Lame´ equation is given by
wCF(t) = c3w1(t+ t0) + c4w2(t+ t0),
where c3 and c4 are arbitrary constants,
w1(t) = exp{−tζ(a)}σ(t + a)
σ(t)
, w2(t) = exp{tζ(a)}σ(t − a)
σ(t)
in which ζ(z) and σ(z) are the Weierstrass zeta and sigma functions defined by the
differential equations
dζ
dz
= −℘(z), d
dz
log σ(z) = ζ(z)
together with the conditions
lim
z→0
(
ζ(z)− 1
z
)
= 0, lim
z→0
(
σ(z)
z
)
= 1
respectively (cf. [70]), and a is any solution of the transcendental equation
℘(a) = 0
i.e., a is a zero of the Weierstrass elliptic function (cf. [43], p.379). Hence the general
solution of (47) is given by
w(t) = c3w1(t+ t0) + c4w2(t+ t0)
+
1
W (a)
∫ t+t0
[w1(s)w2(t+ t0)−w1(t+ t0)w2(s)]Q(s) ds,
(48)
where W (a) is the non-zero Wronskian
W (a) = w1w
′
2 − w′1w2 = −σ2(a)℘′(a) (49)
and Q(t) is defined above. We remark that in order to verify that (48,49) is a solution
of (47) one uses the following addition theorems for Weierstrass elliptic, zeta and sigma
functions
ζ(s± t) = ζ(s)± ζ(t) + 1
2
[
℘′(s)∓ ℘′(t)
℘(s)− ℘(t)
]
,
σ(s + t)σ(s− t) = −σ2(s)σ2(t)[℘(s)− ℘(t)]
(cf. [70], p.451).
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Table 4.2
Parameters Hi(t) and w(t) satisfy
α = −4
β = 3
H3 = H4 =
d2H1
dt2
= 0
(1− µR2)d
2H2
dt2
+R2(R2H1 − κ)H2 = 0
(1− µR2)d
2w
dt2
+R2(R2H1 − κ)w = 2κR2H2 − 4R4H1H2 + 2µR2d
2H2
dt2
α arbitrary
j = 72 ± 12
i = 72 ∓ 12
H2 = Hj =
d2H1
dt2
= 0
(4− µ(2 + α± n)2R2)d
2Hi
dt2
+R2Hi
×[R2H1((α2 + 4α+ 2)(2 + α± n)2 − 4)− κ(2 + α± n)2] = 0
(1− µR2)d
2w
dt2
+R2(R2H1 − κ)w = 0
α = −3
β = 2
H2 =
d2H1
dt2
= 0
(2 + µR2(1 + i
√
3))
d2H3
dt2
−H1H3R4(1− i
√
3) + κH3R
2(1 + i
√
3) = 0
(2 + µR2(1− i
√
3))
d2H4
dt2
−H1H4R4(1 + i
√
3) + κH4R
2(1− i
√
3) = 0
(1− µR2)d
2w
dt2
+R2(R2H1 − κ)w = 6H3H4R4
α = −1
β = 0
H2 =
d2H1
dt2
= 0
(2 + µR2(1− i
√
3))
d2H3
dt2
−H1H3R4(1 + i
√
3) + κH3R
2(1− i
√
3) = 0
(2 + µR2(1 + i
√
3))
d2H4
dt2
−H1H4R4(1− i
√
3) + κH4R
2(1 + i
√
3) = 0
(1− µR2)d
2w
dt2
+R2(R2H1 − κ)w = 0
Symmetries of a Class of Nonlinear Fourth Order Partial Differential Equations 93
5 Discussion
This paper has seen a classification of symmetry reductions of the nonlinear fourth or-
der partial differential equation (1) using the classical Lie method and the nonclassical
method due to Bluman and Cole. The presence of arbitrary parameters in (1) has led
to a large variety of reductions using both symmetry methods for various combinations
of these parameters. The use of the MAPLE package diffgrob2 was crucial in this
classification procedure. In the classical case it identified the special values of the param-
eters for which additional symmetries might occur. In the generic nonclassical case the
flexibility of diffgrob2 allowed the fully nonlinear determining equations to be solved
completely, whilst in the so-called τ = 0 case it allowed the salvage of many reductions
from a somewhat intractable calculation.
An interesting aspect of the results in this paper is that the class of reductions given
by the nonclassical method, which are not obtainable using the classical Lie method, were
much more plentiful and richer than the analogous results for the generalized Camassa-
Holm equation (2) given in [24].
An interesting problem this paper throws open is whether (1) is integrable, or perhaps
more realistically for which values of the parameters is (1) integrable. Effectively, in
finding the symmetry reductions of (1), we have provided a first step in using the Painleve´
ODE test for integrability due to Ablowitz, Ramani and Segur [2, 3]. However the presence
of so many reductions makes this a lengthy task and so the PDE test due to Weiss, Tabor
and Carnevale [69] is a more inviting prospect. It is likely though that extensions of this
test, namely “weak Painleve´ analysis” [58, 59] and “perturbative Painleve´ analysis” [28]
will be necessary (for instance see [40]). We shall not pursue this further here.
The FFCH equation (11) may be thought of as an integrable generalization of the
Korteweg-de Vries equation (4). Analogous integrable generalizations of the modified
Korteweg-de Vries equation
qt = qx + qxxx + 3γq
2qx,
the nonlinear Schro¨dinger equation
iqt + qxx + |q|2q = 0
and Sine-Gordon equation
qxt = sin q
are given by
ut + νuxxt = ux + qxxx + γ[(u+ νuxx)(u
2 + νu2x)]x, (50)
iut + iux + µuxt + uxx + κu|u|2 − iκµ|u|2ux = 0, (51)
uxt = sin(u+ µuxx) = 0, (52)
respectively, where µ and κ are arbitrary constants [32, 33, 56].
Recently Clarkson, Gordoa and Pickering [17] derived 2+1-dimensional generalization
of the FFCH equation (11) given by
1
2uyuxxxx + uxyuxxx − α
(
1
2uyuxx + uxuxy
)
+ uxxxt − αuxt = 0, (53)
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where α is an arbitrary constant. The FFCH equation (11) and is obtained from (53)
under the reduction ∂y = ∂x, with v = ux. The 2 + 1-dimensional FFCH equation (11)
has the non-isospectral Lax pair
4ψxx = [α− λ (uxxx − αux)]ψ,
ψt = λ
−1ψy − 12uyψx + 14uxyψ,
with λ satisfying λy = λλt. Clarkson, Gordoa and Pickering [17] also derived a 2-
component generalisation of the FFCH equation (11) in 2 + 1-dimensions given by
uxxxt − αuxt = −12uyuxxxx − uxyuxxx + α
(
1
2uyuxx + uxuxy
)− κuxxxy + vy,
vt = −vuxy − 12vxuy,
(54)
which has the Lax pair
4(1 + κλ)ψxx =
[
α− λ (uxxx − αux)− λ2v
]
ψ,
ψt = λ
−1ψy − 12uyψx + 14uxyψ,
where the spectral parameter λ satisfies λy = λλt.
We believe that a study of symmetry reductions of (50,51,52,53,54) would be interesting,
though we shall not pursue this further here.
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Appendix A
In this appendix we list the determining equations that are generated in § 3.2 in the generic
case when ξ2 + u 6= 0.
ξu = 0
αξ2φu − 2αξξt + 4φuuu2 − αφ+ 4ξ4φuu + αφuu+ 8ξ2φuuu− 2αξ2ξx = 0
βξ2φu + 3φuuu
2 + 3ξ4φuu + 6ξ
2φuuu− βφ+ βφuu− 2βξ2ξx − 2βξξt = 0
12ξ2φuuuu+ 3αφuuu+ 6φuuuu
2 + 2βφuuu+ 2βξ
2φuu + 3αξ
2φuu + 6ξ
4φuuu = 0
7ξ2ξxxu− 10ξξ2xu− 2ξ2ξtφu − 4ξξxtu− αξ2φx − 2ξφφu − 4ξtξxu− αφxu+ 2ξtφuu
+2ξ3φφuu + 5ξξxφ+ 2ξφtuu− 6ξ2φxuu+ 4ξ2ξtξx − 2ξξ2t + 6ξxxu2 + 2ξ3φtu + ξttu
+ξ4ξxx + ξ
2ξtt + 4ξξxφuu− 4φxuu2 + 2ξφφuuu− 2ξ4φxu − 4ξ3ξxt − ξtφ = 0
αξ2φuuu + αφuuuu+ 2ξ
2φuuuuu+ ξ
4φuuuu + φuuuuu
2 = 0
3αξxxu− 4βξ2φxu − 12φxuuu2 − 3αφxuu+ 6ξφtuuu+ 3αξ2ξxx − 18ξ2φxuuu
+9ξtφuuu− 4βφxuu− 6ξφφuu + 2βξxxu+ 6ξ3φφuuu − 15ξ3ξxφuu − 3ξ2ξtφuu
−3αξ2φxu + 12ξ3φuφuu − 3ξξxφuuu+ 6ξφφuuuu+ 12ξφuφuuu+ 2βξ2ξxx
−6ξ4φxuu + 6ξ3φtuu = 0
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2ξ3φxuφxx − ξ3ξxxφxx + 2ξξtφφxxu − 2ξξtφt + ξxxφxtu+ ξ3φxxuφx + 2ξxxtφxu
+φ2φuuu− 2ξtφxu+ 2ξ2φφtu − ξxxφφx − φtφxxuu− 2ξxφxxtu− 2ξξtξxxφx
+2φφtuu− κφxxu− 2φxtφxuu+ 4ξxtφxxu− 2φφxxtuu+ 4ξξtφxuφx + 2ξξtφxxt
−2ξ2φxtφxu + 4ξxφtu− 2ξ2φφxxtu − 4ξ2φxtuφx + 4ξ2ξxtφxx − ξ2φ2φxxuu
+φφuφxx − ξ2κφxx + ξ2ξxxφxt − ξ2φtφxxu + ξφφx − 2φφ2xuu− 2ξ2φuuφ2x
−2ξxφφxx + 2ξtφxxxu+ 2ξ2ξxφxuφx + ξ2φ2φuu − φ2φxxuuu+ 2φφxuφx
−ξ2φxxxxu+ 2ξ2ξxxtφx − 2ξ3ξxφx − 2ξ2φφ2xu − 2φtuφxxu+ 4ξ2xφxxu− 2γφxxu2
+2ξ2ξxφt − 2ξ2φtuφxx − φφuφxxuu− ξφφxxx − 2ξξtφφu − 2φuuφ2xu− 4φxtuφxu
−2φφuuφxxu− 4φφxuuφxu− ξ2φxxtt + ξ2φtt − φxxxxu2 + 2ξξxφxxxu+ ξxxφφxuu
+ξ2ξxxφuφx + ξxξxxφxu− ξξxxφxxu+ ξφxxuφxu+ ξxxφuφxu− 2ξxφφxxuu
−2ξ2φφuuφxx + 4ξxφφuu+ 2ξφxuφxxu− 2ξxφuφxxu− 2ξ2γφxxu− 2ξxφxuφxu
−ξ2ξxξxxφx + 2ξ2ξxφφu + 2ξξtφuφxx − 4ξξtξxφxx − 4ξ2φφxuuφx − φxxttu
+φttu− φ2φu + φφxxt − φφt + φ2φxxu − 2ξ2φuφxuφx − ξ2φφuφxxu − 4ξξxφxu
+ξ2ξxxφφxu − 2φuφxuφxu = 0
2ξ3ξxxφu − 4ξ2ξxxxu− 8ξξtξ2x − 3ξ3ξxξxx + 4ξξtξxt + φ2φuuuu− κφ+ 4ξxtξxu
+2φtuφuu− 2ξξtu− 4ξφxtuu− 4ξ3φφxuu + 2βξ2φxx − 4ξ2ξxu+ 4ξxγu2 + 2ξ2γφ
−4ξxtφuu+ 2φφtuuu− 4ξ2ξxφtu − 4ξ2ξxtφu − 5ξ3φuuφx − 8ξ2xφuu+ 2ξxφ2uu
−2ξξtκ− 4ξ3φuφxu + 7ξtξxxu+ ξ2φtφuu − 4ξξxxφ+ φtφuuu+ ξ2φ2φuuu
+2ξξxxtu− ξ2ξtξxx + 2ξ2ξtφxu − 8ξtφxuu+ 6ξ3ξxφxu − 2ξxφtuu− 2ξξtφφuu
+2ξ2φtuφu − 2ξξtφ2u + 7ξ2φxxuu+ 8ξξtξxφu − 4ξφuφxuu− 2ξxφφuuu− 4ξξxφxuu
+2βφxxu+ 2ξ
2φφtuu + 2ξξxxφuu+ ξ
2φttu + 8ξ
3
xu− 4ξ3φxtu + 2ξ3ξxxt + 5ξφφxu
+2ξxtφ− 4ξξtγu+ ξ4φxxu + 5ξξxξxxu− 5ξφuuφxu− 4ξφφxuuu− 2ξξtφtu + φttuu
−φ2φuu + 3ξ2φφuφuu + 3φφuφuuu− φφ2u − φφtu + 2ξxκu− 4ξ2ξxφφuu + 4ξxφφu
+6φxxuu
2 − 4ξxxxu2 − 2ξ2ξxtt − 2ξ4ξx − 2ξxttu− 4ξ2xφ+ ξ2φ+ 8ξ2ξxtξx = 0
2ξφtuuuu− 5ξ3ξxφuuu − 3αφxuuu+ 2ξ3φφuuuu + 6ξφ2uuu+ 3ξtφuuuu+ 6ξ3φuφuuu
+6ξ3φ2uu + 2ξ
3φtuuu − 2ξφφuuu − ξ2ξtφuuu − 3αξ2φxuu + 6ξφuφuuuu
+2ξφφuuuuu− 6ξ2φxuuuu− ξξxφuuuu− 4φxuuuu2 − 2ξ4φxuuu = 0
4ξ2φtuφuu + ξ
2φtφuuu − αξ2ξxxx + 4ξ2φtuuφu − 6ξxtφuuu− 2γφ+ 4φtuφuuu
+2γφuu+ φ
2φuuuuu+ 2φφtuuuu− αξxxxu+ 5ξφφxuu + 2ξ2ξtφxuu + 4ξxφφuu
−4ξ2ξxφtuu + 2ξ2γφu + 4ξ2ξ2xφuu − 5ξ3φuuuφx + 2γφuuu2 + ξ2κφuu + 6ξ3ξxφxuu
−8ξ3φuφxuu − 4ξ3φφxuuu − 2ξξtφtuu + 4φtuuφuu+ φtφuuuu− 14ξ3φxuφuu
+2ξ2φφtuuu − 8ξtφxuuu− 6ξ2ξxtφuu + 6ξ3ξxxφuu + 3αφxxuu− 2ξxφtuuu
−ξ2φuuu+ 4φφ2uuu+ κφuuu+ 4ξxγu+ 4φ2uφuuu− 8ξφuφxuuu− 4ξφxtuuu
+ξ2φ2φuuuu + 7ξ
2φxxuuu− 14ξφxuφuuu− 2ξxφuφuuu+ 2ξ2γφuuu+ 6ξξxxφuuu
+4ξ2φ2uφuu − 4ξξtγ − φ2φuuu − φφtuu + 6φxxuuu2 − 4ξ3φxtuu − 2ξξtφφuuu
−4ξφφxuuuu− 4ξ2xφuuu− 5ξφuuuφxu− ξ4φuu − 8ξ2ξxφuφuu + 5φφuφuuuu
+5ξ2φφuφuuu + 8ξξtξxφuu − 2ξxφφuuuu+ 3αξ2φxxu + ξ4φxxuu − 3φφuφuu
−4ξξxφxuuu− 4ξ2ξxφφuuu + ξ2φttuu + φttuuu+ 4ξ2φφ2uu − 6ξξtφuφuu = 0
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2φxtφuuu+ 4φtuuφxu+ 2ξtξxu+ 4ξφφxxu + 8ξξxφuu− 2ξxxγu2 + 4φφxtuuu
−6ξφ2xuu+ 6φtuφxuu− 6ξ3φxuuφx + 2φtφxuuu+ ξ2ξtφxxu + 4γφxu
+4φxxxuu
2 + 2φxttuu+ 6ξ
2φφuφxuu − 4ξ2ξxφφxuu + 4ξ2φxtuφu + 4ξ2φφxtuu
−2φ2φxuu + 2ξxxφφu + 2ξ2φ2uφxu − 4ξ3φuuφxx + 2φ2uφxuu+ 5ξ2xξxxu− 2ξ2ξtφu
+2ξφtuu+ ξttu+ 2ξ
3φφuu − 2ξ3φuφxxu − 4φφuφxu − 10ξ2ξxtφxu − 4ξξtφxtu
+4ξ2φtuuφx + 2ξ
2ξtξx + 4γφxuu
2 + 5ξ2ξxtξxx + αφxxxu+ ξξxφ+ 2ξ
2φ2φxuuu
−4ξξtφφxuu + 6ξ2φtuφxu + 5ξξxxφxuu+ 2κφxuu− 10ξxtφxuu+ 4ξ2γφx − ξxxκu
−3ξxξxxφ+ 2ξ2ξxxtξx + 2ξ2κφxu + ξ3ξxφxxu + 2ξ2φxtφuu + 2ξ2ξ2xφxu − ξξxxxφ
−2ξ2ξxxtφu − 2φφuuφx − ξ2ξxxφ2u + 2ξtφuu+ 2ξtξxxxu+ 5ξ3ξxxφxu + 2ξξtξxxt
−ξ2ξ2xξxx + 4φφuuuφxu+ 6φuφuuφxu− 2φφxtu + 8ξ2φφxuφuu − 2ξxξxxφuu
−3ξ2ξxxφtu − 2ξφxxtuu− ξξ2xxu− ξxxttu− 3ξ2ξxxφφuu + 2ξ3φtu − ξ3ξ2xx
−2ξ3φφxxuu − ξ2ξxxxxu+ 2ξ2φtφxuu − ξxxφ2uu+ 6ξxφφxu − 2ξxxtφuu
−4ξ2ξxφxtu − 2ξφφu − ξ2ξxxκ+ 5ξxtξxxu+ αξ2φxxx − 8ξξtφuφxu − 4ξξ2xu
−6ξ3φ2xu + 6φφuφxuuu+ 8φφxuφuuu− 4ξ2ξxφuφxu + ξxxtφ− 2ξ3φxxtu
−10ξ2xφxuu+ 4φxtuφuu− 2ξξ2t − 4ξξtφuuφx − 3ξxxφtuu+ 2φ2φxuuuu
+12ξξtξxφxu − ξxxxxu2 − 2ξxφuuφxu− 2ξ3ξ2x + 2ξ2φxttu + 4ξ3ξxφu − 6ξφxuuφxu
+2ξφφuuu− 2ξφuφxxuu− 2ξφφxxuuu+ 4ξ2γφxuu+ 2ξ2ξxξxxφu − 7ξtφxxuu
−ξ2ξxxtt + 4ξ2φxxxuu− 7ξξxφxxuu+ 4ξ2φφuuuφx − 6ξξtξxξxx + ξ2ξtt
−4ξφuuφxxu− 6ξ2ξxφuuφx + 6ξ2φuφuuφx − 2ξ2ξxxγu− 3ξxxφφuuu+ 2ξξxξxxxu
−ξtφ+ 4ξxφuφxuu+ 4ξξtξxxφu = 0
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