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ABSTRACT
Le but de cet article est de montrer comment les interfaces
mobiles et la Re´alite´ Augmente´e (RA)peuvent s’ave´rer eˆtre
une assistance pre´cieuse a` la navigation pie´tonne. Le sup-
port de l’e´tude est tout naturellement le Smartphone qui
est devenu en quelques anne´es l’appareil qui nous est le plus
familier, qui nous accompagne quotidiennement partout ou`
nous nous de´plac¸ons. Apre`s avoir examine´ les diffe´rentes si-
tuations auxquelles peut eˆtre confronte´ un touriste qui vi-
site un environnement urbain pour la premie`re fois, nous
proposons le concept d’un nouveau syste`me multimodal, le
syste`me MARTS, d’aide a` la navigation pie´tonne que nous
pre´voyons re´aliser.
Categories and Subject Descriptors
H. [Information Systems]; H.5 [INFORMATION IN-
TERFACES AND PRESENTATION]; H.5.1 [Multimedia
Information Systems ]: [Artificial, augmented, and vir-




Re´alite´ Augmente´e, interfaces mobiles, informatique ubiqui-
taire
1. INTRODUCTION
La navigation est le processus qui consiste a` guider le mou-
vement du navigateur entre deux points spatiaux tout en
lui permettant de connaitre sa localisation a` tout instant
[15]. La navigation, dans son sens commun, signifie qu’une
personne se de´place d’un endroit vers un autre, dont elle
connait la nature, meˆme si elle n’arrive a` le ge´o re´fe´rencer
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sans un outil d’aide a` la navigation 1. Or, par exemple, ne
pas avoir une destination pre´cise de`s le de´but, est en ge´ne´ral
le cas de tout touriste qui visite une ville historique pour
la premie`re fois [9]. Dans ce cas, la premie`re question qui
se pose a` un touriste confronte´ a` un environnement urbain
non familier est : Que faut-il visiter dans cette ville ? Nous
estimons que la re´ponse la plus approprie´e a` cette question
dans une telle situation doit contenir au moins l’ensemble
des POIs 2(endroits les plus inte´ressants a` visiter dans un
environnement urbain dans notre cas) classe´s comme e´tant
prioritaires. Les POIs prioritaires sont ceux situe´s dans le
plus proche voisinage du visiteur et aussi ceux conside´re´s
comme symboles de la ville (c’est le cas de la tour Eiffel
a` Paris). Pour distinguer la navigation terrestre commune
point a` point (dans laquelle la destination est de´termine´e)
de la navigation dans laquelle la destination est non connue
d’avance, nous avons choisi d’appeler cette dernie`re la navi-
gation multipoint. D’un autre coˆte´, il existe dans un environ-
nement urbain des POIs qu’un visiteur peut tre`s facilement
rater s’ils sont moins connus ou s’ils sont plus difficiles a`
localiser. Ce genre de POIs peut eˆtre qualifie´ de cache´. D.
McGookin [9] montre comment un visiteur peut passer a`
proximite´ de statues sans les voir. Une fois que le touriste
choisit une destination pre´cise, la deuxie`me question qui se
pose alors est la suivante : Comment puis-je me rendre au
POI A ?
Nous essayons a` travers ce travail de recenser les diffe´rents
enjeux lie´s a` la mobilite´ et a` la navigation d’un touriste
dans un environnement urbain inconnu. Le but de cet article
est de de´monter comment la navigation terrestre multipoint
peut be´ne´ficier des interfaces mobiles et de la re´alite´ aug-
mente´e. Nous pre´sentons dans la dernie`re partie de l’article
le syste`me que nous proposons pour re´pondre a` la proble´-
matique avance´e.
2. LES TRAVAUX ASSOCIÉS
Beaucoup de recherches ont e´te´ mene´es afin de guider une
personne pour qu’elle atteigne une localisation de´termine´e
[2] en environnement“outdoor”. Cependant, quelques limites
peuvent eˆtre identifie´es. La premie`re contrainte est d’ordre
technique : elle est lie´e au proble`me de ge´o re´fe´rencement
dans les environnements urbains [18]. Une deuxie`me contrainte
est plutoˆt d’ordre ergonomique. En effet, une personne pre´-
fe`re se promener dans un lieu urbain sans avoir a` se concen-
trer sur une carte ge´ographique ou toute autre interface gra-
1. Par exemple avec un GPS
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phique. Si le visiteur concentre son attention sur le logiciel
d’ aide a` la navigation, il accorde alors moins d’attention a`
l’environnement [7, 9]. Une telle situation fait appel a` ces
sce´narios :
- Comment puis-je explorer un lieu urbain tout en conservant
mes mains libres et sans geˆner mon regard ?
- Comment puis-je explorer un lieu urbain que je ne connais
pas sans la moindre surcharge mentale ?
2.1 Les Systèmes Ubiquitaires de RA
La re´alite´ augmente´e telle que vue par Azuma [5] est une
technologie avance´e dont le but est d’augmenter la percep-
tion du monde re´el. Les syste`mes de RA superposent des
objets virtuels a` la sce`ne re´elle pour ame´liorer l’expe´rience
visuelle de l’utilisateur. L’une des limites des syste`mes de
RA est leur incapacite´ a` re´agir au contexte.
Pour ame´liorer l’interaction de l’utilisateur mobile avec son
environnement, des informations relatives a` la variation du
contexte (les localisations des objets, les taˆches courantes, le
nombre d’utilisateur, le profil de l’utilisateur, l’activite´ pas-
se´e, l’e´tat affectif, etc.) [15, 16, 17] sont requises. Dans cer-
taines recherches la connaissance du domaine et le compor-
tement de l’utilisateur sont pris en compte pour construire le
contexte [6]. Les performances d’un syste`me mobile peuvent
eˆtre mesure´es par sa capacite´ d’assimiler la situation actuelle
d’un utilisateur afin de lui fournir les services, les ressources,
ou les informations les plus adapte´s au contexte. Dans ce
sens, plusieurs recherches ont e´te´ mene´es pour concevoir
des me´thodes d’interaction par la combinaison des techno-
logies de la re´alite´ augmente´e et de l’informatique sensible
au contexte [4, 19, 15]. Les donne´es contextuelles peuvent
eˆtre classifie´es en deux types. Le premier type inclut les in-
formations contextuelles de bas niveau qui sont fournies par
des capteurs et le second regroupe les informations de haut
niveau. Plusieurs capteurs sont utilise´s pour de´terminer les
informations lie´es au contexte dites de bas niveau. Le sys-
te`me de positionnement global plus connu sous le sigle GPS,
ce syste`me, conc¸u par le de´partement ame´ricain de la de´-
fense, permet de de´terminer une position globale [1]. Il se
base sur un positionnement par satellites. Equipe´ d’un re´-
cepteur GPS, la position, le temps et la vitesse de l’ope´ra-
teur sont estime´s a` partir des diffe´rents signaux provenant
des satellites. L’orientation de champ de vue de l’utilisateur
est estime´ par les capteurs inertiels. Trois types de capteurs
inertiels sont ge´ne´ralement utilise´s : les acce´le´rome`tres, les
magne´tome`tres et les gyroscopes. Les capteurs inertiels me´-
caniques traditionnels demeurent encombrant. L’ave`nement
des nanotechnologies a permis de miniaturiser ces dispositifs
appele´s MEMS (Micro-Electro-Mechanical Systems). Cer-
tains te´le´phones mobiles sont de´ja e´quipe´s de capteurs de
luminosite´ ambiante tel que l’iPhone 4 d’Apple. Le capteur
est utilise´ en conjonction avec un logiciel pour de´terminer
les conditions optimales d’e´clairage de l’e´cran en fonction
des conditions ambiantes permettant ainsi l’adaptation au-
tomatique de la luminosite´ pour un meilleur confort visuel.
Le WSN 3 [19, 12] a e´te´ largement utilise´ dans les recherches
mene´es sur l’informatique ubiquitaire pour controˆler un en-
vironnement et reconnaˆıtre les objets qui y sont pre´sents. Il
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Figure 1: La structure du syste`me MARTS.
est compose´ d’un grand nombre de capteurs inte´gre´s dans
des noeuds sans fils et qui communiquent a` travers des liens
radio multi-hop [19]. Les informations contextuelles dites de
haut niveau sont en ge´ne´ral relatives au profil de l’utilisa-
teur, son milieu culturel, son milieu social,etc.
2.2 Les Interfaces Mobiles
Graˆce aux interfaces mobiles, l’utilisateur peut se de´placer
dans le monde physique tout en restant accompagne´ par
les services informatiques (eˆtre servi, communiquer inde´pen-
damment de sa localisation). La prolife´ration des appareils
mobiles et l’ame´lioration de leur capacite´ de calcul et de
communication, a donne´ naissance a` une se´rie de nouvelles
technologies : les syste`mes distribue´s, les nanotechnologies,
l’informatique mobile, etc. Toutes ces technologies sont re-
groupe´es sous le nom de l’informatique ubiquitaire [11]. Les
te´le´phones mobiles intelligents (Smartphone) constituent la
classe d’appareils mobiles qui sont les plus petits et les plus
re´pandus. Contrairement a` du mate´riel de´die´ comme un“or-
dinateur Backpack avec un HMD 4” , ou encore Tablet PC et
PDA, ils se sont inte´gre´s dans la vie de chacun. La plupart
des te´le´phones mobiles ont des re´solutions d’e´cran similaire
a` celle des PDA, mais leurs e´crans sont plus petits. En ge´-
ne´ral, ils posse`dent e´galement une plus petite puissance de
calcul que les autres classes d’interfaces mobiles [10].
3. LE SYSTÈME MARTS
Afin de re´pondre aux proble`mes de navigation dans un en-
vironnement urbain inconnu souleve´s dans les parties pre´ce´-
dentes de l’article, nous sommes en train de concevoir un sys-
te`me d’aide a` la navigation terrestre multipoint dans un en-
vironnement urbain. Le syste`me que nous appelons MARTS
comme acronyme de Mobile Augmented Reality Touring
System est susceptible d’attirer l’attention d’un visiteur, non
familiarise´ avec un environnement urbain, de l’existence de
POIs. MARTS est destine´ a` fonctionner sur des plateformes
mobiles. Les POIs ge´re´s par le syste`me sont ceux situe´s au
voisinage de l’utilisateur qui sont susceptibles de l’inte´resser
en fonction de son profil. Pour e´tudier les profils des tou-
ristes visitant le pays-basque et re´pondre au mieux a` leurs
attentes, le cluster tourisme Goazen destine´ a` fe´de`rer l’en-
semble des corporations lie´es au secteur du tourisme a e´te´
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cre´e a` l’initiative de la Chambre de Commerce et d’Industrie
de Bayonne Pays-Basque (http ://www.bayonne.cci.fr/index.php/clustergoazen/1204-
le-cluster-goazen-cest-quoi-). Une banque de donne´es regrou-
pant tous les POIs a e´te´ ainsi constitue´e ; en fonction des
types d’utilisateur, il peut eˆtre alors sugge´re´ tel ou tel POI.
MARTS fait appel aux technologies de la re´alite´ augmen-
te´e et de l’informatique sensible au contexte pour sugge´rer
a` l’utilisateur des POIs et le guider tout au long de ses vi-
sites. En effet, le syste`me devra s’adapter aux conditions
ambiantes (vent, bruit, illumination, temps) ainsi qu’aux
pre´fe´rences de l’utilisateur pour basculer d’une modalite´ a`
une autre (sonore, visuelle, tactile, kinesthe´sique, etc.)[8]. Le
syste`me est conc¸u pour passer du mode standard au mode
personnalise´ afin de pre´senter a` un touriste inde´cis les POIs
qui correspondent le mieux a` son profil.
L’utilisateur du MARTS n’est pas appele´ a` suivre un che-
min pre´de´fini de telle sorte que la de´couverte d’un nouvel
environnement soit la plus naturelle possible. Pour re´aliser
le prototype logiciel du syste`me MARTS sous la plateforme
mobile Android, nous envisageons utiliser le Kit de de´velop-
pement Android (SDK) fourni par Google. Le SDK Android
comporte des outils, parmi lesquels un e´mulateur, permet-
tant de couvrir quasiment toutes les e´tapes du cycle de de´-
veloppement d’une application mobile.
3.1 Mode Audio
Dans le cas ou` le syste`me fonctionne en mode sonore, l’uti-
lisateur rec¸oit des appels a` visite de chaque POI. Un appel
a` visite relatif a` un POI dure 15 secondes et il est divise´ en
deux parties : une partie parle´e qui indique le nom du POI,
puis une partie sonore spatialise´e (non parle´e) qui indique la
direction du POI. La technique du son spatialise´ consiste a`
faire varier les formes d’onde [9] qui atteignent l’oreille droite
et l’oreille gauche pour traduire a` l’utilisateur la position de
la source sonore. Pour e´viter le proble`me du chevauchement
des sons relatifs aux POIs, un seul appel a` visite est auto-
rise´ a` la fois. L’utilisateur rec¸oit les sons relatifs a` chaque
point d’inte´reˆt sous forme d’une boucle sonore. La boucle
sonore commence par traiter le POI le plus proche jusqu’a`
arriver dans une zone d’activation de longueur et de largeur
variables de´pendant du nombre maximal de POIs autorise´s.
La zone d’activation ou zone de couverture du syste`me est
mise a` jour en fonction de la position de l’utilisateur et de
son de´placement. Donc, les POIs qui n’appartiennent pas a`
la zone d’activation se trouvent eˆtre de´sactive´s ; le syste`me
audio ne les ge`re pas pour e´viter toute surcharge mentale de
l’utilisateur.
3.2 Mode Visuel
L’un des objectifs de la re´alite´ augmente´e est d’ame´liorer la
perception ou la visibilite´ du monde physique. L’e´cran du
Smartphone se comporte comme une lucarne sur le monde
re´el dont on peut augmenter le flux vide´o. Nous nous ap-
puyons sur les donne´es ge´o-re´fe´rence´s des objets pour in-
former l’utilisateur sur sa localisation comme le montre la
figure 2 par exemple ou` l’on voit l’information de localisa-
tion des diffe´rents POIs situe´s a` proximite´. Il est en effet im-
possible d’e´quiper de marqueurs artificiels tous les e´le´ments
du monde re´el. Nous devons donc mettre en oeuvre un cal-
cul de la pose de la came´ra par un syste`me sans marqueur
(“markerless”). Le syste`me calcule la position de l’utilisateur
en utilisant les donne´es GPS et celles de la boussole. Pour
Figure 2: Interface visuelle pre´vue pour MARTS.
une reconnaissance spe´cifique (fac¸ade d’un batiment, ), les
techniques base´es capteurs peuvent eˆtre comple´te´es par les
techniques base´es image. Les caracte´ristiques SIFT [20] sont
alors extraites des images de la vide´o traduisant le monde
re´el comme en [18] et compare´es avec une base de caracte´ris-
tiques. Pour l’affichage, l’adjonction des annotations dans la
sce`ne re´elle, visibles depuis l’e´cran du Smartphone comme
l’illustre la figure 2 est effectue´e par la technique de “Vision
See Through (VST)” [13] largement utilise´e dans les appli-
cations de re´alite´ augmente´e. A l’image de la fonctionalite´
de re´alite´ documente´e relative a` la re´alite´ augmente´e, notre
flux vide´o peut eˆtre enrichi d’informations identifiant ce qui
est visible depuis la came´ra.
3.3 Le Prototype Matériel
La figure 3 montre les composants mate´riels du notre sys-
te`me mobile d’aide a` la navigation pie´tonne dans un envi-
ronnement urbain. Le syste`me comporte un casque audio
appele´ Audio Bone 5 qui permet a` l’utilisateur d’e´couter les
se´quences audio a` travers l’os de l’oreille et non a` travers le
tympan. Ce casque ne bloque pas l’oreille externe et donc il
permet a` l’utilisateur d’e´couter en plus des sons synthe´tise´s
les sons ambiants. Audio Bone peut eˆtre conside´re´ comme
une alternative au casque ARA 6 utilise´ dans la re´alite´ audio
augmente´ [3, 14]. Le syste`me comporte aussi un Smartphone
de type Samsung Galaxy II qui contient entre autres un re´-
cepteur AGPS, un acce´le´rome`tre 3 axes et un magne´tome`tre
3 axes.
5. Les de´tails de spe´cifications d’Audio Bone sont pre´sents
sur ce site : www. Audiobone.eu
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Figure 3: Usage pre´vu du MARTS
4. CONCLUSIONS
Dans un contexte de fortes e´volutions des Interfaces Homme-
Machine (IHM) des syste`mes mobiles, nous explorons les
possibilite´s offertes par la constitution d’un guide a` la na-
vigation urbaine multipoint suite a` l’inte´gration dans une
unique application, de plusieurs modalite´s de re´alite´ aug-
mente´e. Nous essayons de re´pondre a` la demande de l’utili-
sateur qui varie en fonction des conditions de navigation. Les
fonctionnalite´s apporte´es par la re´alite´ augmente´e doivent
donc diffe´rer suivant les personnes et les conditions am-
biantes, d’ou` l’obligation d’apporter des informations contex-
tuelles. Nous pre´sentons dans des travaux futurs le prototype
logiciel du MARTS ainsi que les re´sultats des expe´rimenta-
tions conduites sur ce syste`me. Etant donne´ le caracte`re ex-
ploratoire de cette plateforme de navigation terrestre, nous
souhaitons e´tendre notre plateforme afin qu’elle puisse se
ge´ne´raliser en plateforme de RA disposant de plusieurs mo-
dalite´s pouvant eˆtre utilise´e autant a` pied qu’en voiture ou
a` ve´lo.
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