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Abstract 
TCP/IP inefficiencies, coupled with the effects of WLAN latency and loss of packets can adversely affect application 
performance. These defects increase the response time of applications and significantly degrade the bandwidth efficiency. 
This paper therefore seeks to address the effect of network latency on WLAN communication systems. It studies an existing 
IEEE 802.11 WLAN system to assert its performance and exploits important system parameters such as packet-length and 
response time to build an optimized model that tackles the optimization problem as a linear programming problem. 
Specifically, we minimize the system utilization capacity under some performance constraints, and simulate the model 
using the MATrix LABoratory programming tool-kit. Results obtained show that our model could reduce network latency, 
as well as provide optimum arrival rate adaptation. 
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1. Introduction 
Wireless Local Area Networks (WLANs) have become commonplace network technology, with recent 
advances providing localized devices with broadband capabilities to sustain network communications within 
our environments. One major challenge facing wireless network communication is the ability of these devices 
to operate effectively within their respective domains, which are mostly characterized by long delay paths and 
frequent network partitions, exacerbated by end-nodes that posses severe power and memory constraints. 
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Currently, the TCP/IP based Internet anchors a wealth of resources and operates on the principle of 
providing end-to-end inter-process communication using a concatenation of potentially dissimilar link layer 
technologies (Fall, 2003). Today, the Internet has evolved to support increasingly complex mission critical 
applications (Szymanski and Gillbert, 2010). In order to adapt the Internet to various applications (usual and 
unusual), attempts have been made to re-engineer the problem to conform to the actual purpose for which the 
TCP/IP was designed. Fall (2003), describes this as link repair approaches, which fools the Internet protocols to 
believing that they are operating over a comparatively well performing physical infrastructure. These 
approaches which aims at maintaining end-to-end reliability and fair sharing of the Internet, generally requires 
the use of IP in all participating routers and end-nodes. The most effective approach to ensuring a well-
performing infrastructure is to minimize propagation delay. This can be practically achieved by reducing the 
distance, data must travel. Network latency is therefore affected by several problems and is defined as the 
percentage of undistorted packets users see as overheads. The various problems that impact on network latency 
of WLANs are likely caused by such factors as PC configuration, hidden traffic of background applications, 
cabling and frequently high upstream rate. 
Understanding the sources of network delay (or latency) is crucial for effective latency engineering and 
optimization process. Although different environments may require different latency optimization approaches, 
a number of factors contribute to the amount of delay experienced by data packets as they traverse the network. 
These factors include forwarding (or network processing) delay, queuing delay, signal propagation delay and 
serialization (or network interface) delay. Also, a combination of these factors produces a complex latency 
profile, and the relative contribution of the latency factors to the overall performance of network applications 
depends on application related factors such as software implementation, hosts, network hardware protocols and 
configuration. As such, different optimization procedures are required for different scenarios depending on the 
specific context to which they apply. 
This research paper targets a methodology that ensures good traffic-mix for effective WLAN management 
by proposing an optimization technique that improves network latency in WLANs. A realistic WLAN offering 
Internet services to numerous clients is studied and evaluated in terms of performance. A latency model is then 
proposed and simulated to optimize the network performance by reducing the network latency rate. 
2. Related works 
A number of key assumptions are generally made regarding the overall performance characteristics of 
underlying links to ensure the smooth operation of a network. Unfortunately, demanding applications during 
peak periods tend to violate some of these assumptions and may not be well served by current end-to-end 
TCP/IP models. Qualitatively, a demanding network is characterized by latency, bandwidth limitations, error 
probability, node longetivity, or path stability that are substantially worsened by path and link characteristics 
(high latency, low data rate, disconnection and long queuing time), network architectures (interoperability 
considerations and security) and end system characteristics (limited longetivity, low duty cycle operation and 
limited resources) (Fall, 2003). 
The Internet architecture achieves interoperability by ensuring the mapping of certain fundamental objects 
such as IP packet format, domain names, etc., unto existing physical networks. Nodes linking two different 
types of networks must implement Internet packet forwarding, address mapping and some standard routing 
protocol. Experience shows that difficulties with mapping arise when either the nature of the physical links are 
changed radically or the Internet service is significantly enhanced (e.g., IP multicast, network-layer security, 
and quality of service). 
Four most common problems software applications experience when deployed over demanding networks 
(during peak periods) are: application level timeouts, lack of automatic fail-over, synchronous programming 
style and use of chatting application protocols. To encourage the development of applications that can operate 
on challenged networks, a detailed knowledge of software engineering and networking is required. A well-
constructed network library frees the programmer from constructing application level timeouts, by providing 
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couraging the use of 
asynchronous messaging semantics. This process is accomplished by requesting registration of callbacks to 
handle incoming messages. 
Estimating latency between hosts in the Internet plays a significant role in improving the performance of 
many services that use latency among hosts to make routing decisions (Hariri, Hariri and Shirmohammadi, 
2011; Pucha, Zhang, Mao and Hu, 2007). Previous works on network latency (Pei, Wang, Massey, Wu and 
Zhang, 2003; Wang, Qiu and Gao, 2009; Wang, Mao, Wang, Gao and Bush, 2006) have studied the 
performance degradation during routing changes or mostly the transient effects of routing convergence on 
application performance. Some of these works are motivated by research proposals on path diversity through 
protocol changes (Xu and Rexford, 2006; Yang and Wetherall, 2006), new routing services (Lakshminaryana, 
Stoica, Shenker and Rexford, 2006) or commercial products (e.g., CISCO Systems) on edge-based load 
balancing for multi-homed networks. They capture the effect of routing change from a source node to a 
destination node on the network delay and jitter of the directed path using the round trip time (RTT). 
In Marshall, Mooney, McLoone and Ward (2007), an unobtrusive one-way latency tracking mechanism is 
proposed. The method requires no time-stamping information to be transmitted between nodes and operates 
using existing data transmitted as part of the online game application. Moon, Jim and Don (1998) have 
analyzed the correlation between packet loss and network delay assuming a sequence of events. They establish 
from an event perspective that if a packet is dropped by the buffer (e.g., the packet is lost), then its delay is 
indeterminate. The matric used for their correlation analysis is the sample mean delay conditioned on loss, 
which introduces a lag when computing the sample mean delay. 
3. System model 
To develop an optimized model capable of predicting network latency in TCP/IP application 
environments, empirical data or measurements are important. In this paper, we collected data from a WLAN 
and Internet Service Provider (ISP) operating in Nigeria. The company provides WLAN services to 
subscribers. These services are controlled and managed by a device called the Packet Shaper 3500, version 
8.2.5g1. The device has an inbound traffic rate of 1024kb/s and outbound traffic rate of 96kb/s with an 
inside/outside Gigabit Ethernet NIL speed of 100BASE-TX in full-duplex. The Packet Shaper is also capable 
of generating reports and providing feedback to users. 
The data collection for this research concentrated on the response time, a measure of network latency. This 
matric is important for monitoring the network. Daily measurements were taken from the control room of the 
organization over a period of two weeks at peak load periods and analyzed. The analysis is to appraise the 
existing system and assess its performance. We propose in this section, a queue-based control solution to 
minimize message transmission delay among network nodes. This approach is based on the Markovian 
decision processes and queuing models, which create the possibility to adopt a precise mathematical 
programming formulation for system load optimization under various performance constraints. 
Let us assume that the network manager is capable of monitoring the current traffic workload and decision 
epochs nttt ,,, 21 , where Ttt ii 1 . Let t  denote the arrival rate of traffic to a network host at time t, and 
let f represent a latency function at every interval 
1, ii tt . Then the initial value problem (IVP) to predict t  is 
defined by, 
iittft ,,                                     (1) 
where Tttt ii , , and i  denotes the workload at the initial time interval. The IVP solution is limited by an 
initial condition, which determines the solution value at future time t within the current interval (Dormand, 
1996). Although f may be any generic function in practice, we assume a linear function, btaf , where 
a and b are the calculated slope and offset coefficients respectively. Since the initial workload is specified by 
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the network manager, it is possible to integrate equation (1) to obtain t  within the interval, 1, ii tt . The 
standard solution method for the IVP is to appropriate the solution of the ordinary differential equation (ODE) 
by computing the next value of  (i.e., ht ) as the sum of current t   and the product of the size of a 
time-step h, and an estimated slope, t , thus, 
ththt .                                                 (2) 
Generally, network traffic is modelled as a sequence of arrivals of discrete packets, which enables the 
inter-arrival times to be regarded as a random process. A performance optimization latency reduction process 
which provides a queue mechanism can be represented by the G/M/1 queuing model, where inter-arrival times 
are arbitrarily distributed (i.e., cannot be approximated as memoryless) and service times are exponentially 
distributed. A generic distribution is assumed for the inter-arrival times because an exponential distribution 
would underestimate the probability of the occurrence of large request inter-arrival time and therefore does not 
conveniently model the request arrival time in idle periods (Simunic, Benini, Glynn and De Micheli, 2001). 
Furthermore, the widely used Poisson process model has limitations in capturing the traffic burstiness, which 
characterizes the data traffic, since traffic relates to short-term auto-corrections between inter-arrival times 
(Wellinger and Paxson, 1998; Jain and Routhier, 1986).  
The Ethernet traffic exhibits statistically self-similar characteristics and can be modelled using the G/M/1 
queuing model (Kin and Min, 2003). This model has a queue with a single server and an infinite buffer. The 
service times are exponentially distributed but arrival may come from any general process, i.e. one where the 
inter-arrival times are generally distributed with a given distribution. Now, let the queue discipline follow a 
first come first served (FCFS) strategy and let data packets (or bursts) arrive the queuing system at time points 
,,1,0: ntn . The inter-arrival time of packets nnn tti 1 , is assumed to be independent and identically 
distributed ... dii  (Adan, Kok and Resing, 1999), according to an arbitrary distribution function AF . Also, let  
represent the average arrival rate of the packets; the mean inter-arrival time is /1 , and we assume that the 
service times of the nodes ST  are exponentially distributed with mean /1  such that the total traffic offered to 
the queue is /  erlangs. Stability considerations will require that the queue will be at equilibrium only 
when 1. Evidently, 
of the G/M/1 model at time t as a pair 
tt rP , , where tP  represents the number of packets at time t, and tr  is 
the residual inter-arrival time (i.e., the expected time left before the next packet arrives). The two-way process 
0),,( trp tt  constitutes a Markov chain and obeys the Markovian property (Bose, 2002), but requires 
complex computation analysis for the realization of transition probabilities in the state space. In this paper, we 
resort to a semi-Markov chain (SMC) model, which simplifies the analysis process, yet sufficient for our 
purpose. If the two-dimensional process 0),,( trp tt  is a Markov chain, then 0, tpt  is a semi-Markov 
chain. In order to specify the state probabilities of the SMC, we first consider the probability tSn , that n 
packets are served by the network during the inter-arrival time of packets. Thus, 
0
,,1,0,
!
ndttfe
n
ttS s
t
n
n
                                               (3) 
where tf s  is the probability density function (pdf) of arbitrarily distributed inter-arrival times. Equation (3) 
follows from the fact that the number of service completions by the network nodes within the time difference 
between successive arrivals constitutes a Poisson process, since this time is exponentially distributed. 
Therefore, the equilibrium probability (
nq ) of existing in a state with n tasks in the queue and network system, 
just before a new packet arrives is: 
 ,,1,0,1 nrq nn                                                (4) 
where 10  is the unique real solution of one-sided Laplace-Stieltjes transform (LST) of the inter-arrival 
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time distribution function (Adan and Resing, 2001), defined as: 
0
1
000 !
dttfedttfe
n
tS s
t
s
t
n
n
n
n n
n                                             (5) 
From equation (5), we arrive at the following equation, 
 )(~s                                     (6) 
We quickly observe that 1  is a root of equation (6), since 1)0(~s . But this root serves no purpose, 
because the solution of the equilibrium equations could be normalised. It can also be shown that as long as 
1, equation (6) has a unique root  in the range 10 , and this is the root we seek. Thus, a normalized 
solution defining the arrival distribution is (Bose, 2002), 
 ,...2,1,0,)1( na nn                                   (7) 
From (7), we can conclude that the queue length distribution found, just before an arriving customer is 
geometric with parameter .  
For an exponentially distributed service time with mean service rate of /1 , the LST is simplified as 
(Ross, 2002): 
 )/()( ss                                     (8) 
Now let 
DT  and ST  represent the mean delay and mean service time of packets in the system, respectively. 
Then the mean response time 
RT , of the network node is the expected time that the packets spend waiting in the 
queue plus the time taken for the node to process it. Thus, RT  is computed as: 
 )1(/1RT                                     (9) 
and the mean queue delay is calculated by subtracting the service time 
ST  from the response time, i.e., 
 )1(//1RD TT                                  (10) 
Note that a packet, which sees n packets already in the system (including the one in service) on arrival, will 
encounter a random delay that will be the sum of n independent, exponentially distributed random variables. 
Using this notion, it can be shown that the pdf )(tfD  of the delay will be, 
 0)1()()1()( )1( tettf tD                                             (11) 
Equation (11) corresponds to an exponential distribution with a jump (because of the delta function) of )1(  at 
the origin 0t . This may also be used to directly obtain the mean delay in queue, with same result as in 
equation (10).  
To compute the performance efficiency, we con
resources provided by the node or host are consumed by the application? We arrive at the utilization ratio, u, 
defined as: 
 
NPEPPE
PPEu                                               (12) 
where ][PPE  is the expected duration at peak periods  (i.e., when the node is busy) and ][NPE  represents the 
expected duration of non-peak or idle period. Without going into much proof, we follow from (Ross, 2002), 
that 
 )1(/1NPEPPE                                                            (13) 
For the proportion of idle time, we can compute PPE  and NPE  as follows: 
 
1
,
1
1 NPEPPE                                                        (14) 
3.1. Network Optimization Formulation 
The proposed model relies on a workload (or packet) mapping table, which provides optimum packet 
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assignment for a node based on the number of packets the node encounters online. To construct this table, we 
formulate the network optimization problem as a mathematical problem. Precisely, mapping from the arrival 
rate of packets to a corresponding optimal solution, which affects the service time 
sT , and delay in the queue 
DT , is performed by solving an offline network optimization problem. Suppose that a network operating value 
f , is given, then, the network load of a node and corresponding queue can be computed as: 
QINIQANA
QINIQADNAQN
CapCapCapCap
CapCapNPECapTCapPPESysLoad
111
1
                                          (15) 
where  
NAcap  and QAcap  are the utilization capacity of the node and corresponding queue when active, and are given 
as follows:  RLNA nTPcap /  and NANI capcap 1 ; where LP  represents the packet length and n, the 
number of nodes. Similarly, NIcap  and QIcap  represent the utilization capacity of the node and 
corresponding queue when in idle mode, and are given as follows:  
DLQA nTPcap /  and QAQI capcap 1 . 
We then setup the mathematical algorithm that solves the optimization problem as a linear program. The goal is 
to minimize network load at the nodes and queues, given a data packet arrival rate, by choosing an optimal 
service rate, , that corresponds to a network operating assignment at the node. The results are then used to 
fill in the various entries of the mapping table, 
 
LBUBSDQN uuTTTtosubjectSysLoad ,;min                                            (16) 
Note that 
UBT  is the upper bound on packets transfer time through the node and the queue respectively, and LBu  
is the lower bound on the node utilization, provided by the user or application. 
4. Model Simulation and Discussion of Results 
4.1. Simulation data 
A simulation of the model was carried out using data from the field to evaluate the performance of the 
proposed network latency model. The input parameters used during the simulation are shown in Table 1. These 
inputs on the average yielded optimum performance. 
Table 1. Simulation models parameters 
 Parameter Value 
Arrival rate  0.35  0.95, in steps of 0.05 
Packet length (PL) 50  170 
Real solution of LST ( ) [0.88, 0.69, 0.74, 0.75, 0.70, 0.66, 0.58, 0.58, 0.57, 0.55, 0.54, 0.52, 0.51] 
Mean service rate (TS) [2.53, 1.03, 1.40, 1.68, 1.43, 1.24, 0.99, 1.04, 1.04, 1.04, 1.07, 1.04, 1.05] 
Mean response time (TR) [1.06, 1.25, 1.05, 1.12, 1.26, 0.89, 1.10, 1.05, 1.05, 1.05, 1.06, 1.06] 
Mean Delay rate (TD) [5.16, 4.15, 5.16, 4.97, 6.98, 3.53, 5.05, 4.16, 4.16, 4.14, 4.13, 4.15, 4.15] 
Expected duration at peak period [EPP] [8.22, 3.28, 3.79, 4.05, 3.38, 2.90, 2.41, 2.38, 2.31, 2.22, 2.19, 2.10, 2.05] 
Expected duration at Non-peak period [ENP] [6.10, 1.52, 2.44, 2.97, 2.43, 2.08, 1.68, 1.81, 1.86, 1.90, 1.99, 2.00, 2.05] 
Upper bound of packet transfer (TUB) [6.0, 7.0, 8.0, 9.0] 
Lower bound of node utilization (ULB) [0.3, 0.4, 0.5, 0.6] 
 
Sample outputs were generated in the form of MATLAB graphs and used to describe the behaviour of the 
proposed system model and interpreted as follows: Figure 1 is a plot of the utilization capacity ratio as a 
function of the arrival rate. As the arrival rate increases, the system performance drops because more users 
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have accessed the network. The sharp increase in performance at 0.4 arrival rate is likely due to the less number 
of network clients in this class/node accessing the system. But as more clients request for system resources, the 
system capacity grows causing system degradation, thus, a decrease in the utilization capacity ratio. This 
however leads to poor performance and an ineffective system. 
Figure 2 relates the delay to the length of packet transfer. We observe from the plot that delay increases 
with the packet length. The graph also reveals phases of stability in the system, which occurs when packet 
length sizes of 60-120 and 130-160 are transferred with controlled delays. In practice, network operators should 
introduce a mechanism of controlling the length of transmitted packets with suitable performance constraints to 
avoid system degradation  where clients cluster on the network, thereby slowing down the transmission rate of 
each class. 
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Fig. 1. Graph of utilization capacity ratio vs. arrival rate   Fig. 2. Graph of delay vs. packet length 
 
Figure 3 shows a plot of system load (optimal service rate) as a function of the arrival rate of the system, under 
different combinations of performance constraints (i.e., TUB and ULB). The goal is to obtain an optimal service 
rate which minimizes network load at the various nodes. From this graph, the system load increases with the 
arrival rate, but rises sharply after an arrival rate of 0.9, indicating a possible point of system saturation. This 
implies that there exist an optimal point to which a system could be stretched, after which the performance of 
the system starts degrading. In practice, network operators should ensure that their clients do not exceed some 
access threshold; otherwise, the necessary conditions will not be satisfied. 
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Figure 3. Graph of optimal service rate vs. arrival rate 
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6. Conclusion 
Gigabit Ethernet Stations is a tremendous, fascinating and fast growing area of research in the communication 
world, where more researches will be of enormous benefits, considering the increasing attention it has received 
globally. In this paper, we optimized the system load of IEEE 802.11 Gigabit Ethernet stations, subject to some 
defined performance constraints. We observed that it is important to properly guard the upper bound on packets 
transfer and the node utilization lower bound provided by users or applications, otherwise the system 
performance degrades, resulting in an inefficient network. 
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