Abstract. We investigate connections between certain dispersive estimates of a (pseudo)differential operator of real principal type and the number of nonvanishing curvatures of its characteristic manifold. More precisely, we obtain sharp thresholds for the range of Lebesgue exponents depending on the specific geometry. [8] .
1. Introduction and discussion of the results. Dispersive estimates have been object of study since the celebrated paper of Strichartz [11] and they then founded several important applications, principally to the well-posedness of the Cauchy problem for nonlinear equations; see for example the contributions by Ginibre and Velo [4] , Keel and Tao [6] , Staffilani and Tataru [9] , Tataru [12] , Burq, Gérard and Tzvetkov [1] , and the references in these papers. Recently, a very general approach has been introduced by Koch and Tataru in [7] . Their analysis does not take advantage of the specific form of the given operator, but just relies on the geometric properties of the characteristic manifold, precisely its Gaussian curvature, which is really what should matter. This allows the authors to treat wide classes of operators. In fact, in harmonic analysis there are many related examples of connections between L p estimates and Gaussian curvature like, e.g, restrictions theorems or local smoothing of Fourier integral operators; see Stein [10] and Sogge [8] .
In the present paper we are interested in analyzing to what extent from a dispersive estimate for a given operator one can deduce that its characteristic manifold has a certain number of non-vanishing curvatures. Observe that this would give a geometric explanation of some counterexamples on the optimal range of Lebesgue exponents known for specific operators, as the Knapp one for the wave operator; see also Foschi [2, 3] . To our knowledge, no much is known in this direction.
Our results are presented in a dyadic setting, as in [7] . Precisely, we consider a first order pseudodifferential operator in R n , with a symbol p λ ∈ S(λ, g λ ), λ ≥ 1, for the Weyl-Hörmander metric (see e.g. Hörmander [5] , Chapter XVIII) 1 . Let B λ = {(x, ξ) ∈ R 2n : |x| < 1, |ξ| < λ} and set δB λ , δ > 0, for its dilated by δ.
We suppose that p λ is of real principal type in B λ , i.e., (H) 1 p λ is real and |∇ ξ p λ | 1 on Σ λ ∩ B λ , and also that (H) 2 for some δ < 1 and large λ, Σ λ ∩ δB λ = ∅.
We are then concerned with the following estimate 2 :
For every 0 < δ < 1 and any χ λ ∈ S(1, g λ ) supported in δB λ ,
Here we consider the so-called Weyl quantization but we could equivalently adopt the usual one (see Lemma 2.1 below). Since p λ is not elliptic the estimate (1) cannot hold for q = 2. Moreover, if it holds for a value q = q 0 then it holds for all q ≥ q 0 too. So, one is interested in the lowest value of q for which such an estimate holds. From the known sufficient conditions (see especially [11, 7] ) it is clear that this threshold is related to the number of non-vanishing principal curvatures of Σ λ . More precisely, for any given point (x 0 , ξ 0 ) ∈ Σ λ one looks at the second fundamental form F λ (x 0 , ξ 0 ) at ξ 0 of the x 0 -section Σ x0 λ of Σ λ . Notice that this makes sense, since Σ x0 λ ⊂ R n is a smooth hypersurface due to (H) 1 . We moreover denote by 0 ≤ µ
We consider first the case in which there is no vanishing curvatures, namely |det F λ | λ 1−n . Theorem 2 of [7] then states that (1) holds with q = 2(n + 1)/(n − 1). The following result can be regarded as a converse. Theorem 1.1. Assume (H) 1 and (H) 2 . If (1) holds true, then necessarily
Assume (H) 1 and suppose that (1) holds with q = 2(n + 1)/(n − 1). Then, for every
The first part of Theorem 1.1 states that the estimate with q = 2(n + 1)/(n − 1) is best possible. The second part states that it only holds in presence of n − 1 non-vanishing curvatures everywhere.
The case in which there are vanishing curvatures is more complicated. Indeed, in presence of at least n − 1 − k non-vanishing curvatures, it is proved in Theorem 2 of [7] that (1) holds with q = 2(n + 1 − k)/(n − 1 − k). However there exist in fact operators whose characteristic manifold has no more than n − 1 − k non-vanishing curvatures and satisfying (1) with lower values of q. An example is given by the x-independent symbol
where φ ∈ C ∞ c (R n ), φ(x) = 1 for |x| < 2, φ(x) = 0 for |x| ≥ 3. In the last section we will prove the estimate (1) for this operator with q = 2(n + 1 − k/3)/(n − 1 − k/3). This value of q cannot be improved further for a wide class of operators, containing those with constant coefficients ((6) below being always satisfied in that case), as it is shown by the following result.
Denote by H λ the Hamilton vector field of p λ . Theorem 1.2. Assume (H) 1 and suppose that for some δ < 1 and every λ there exist (x λ , ξ λ ) ∈ Σ λ ∩ δB λ at which there are k vanishing curvatures, in the sense that µ
v j being the corresponding principal directions at (
One should observe that the left hand sides of (5) and (6), generally, have size λ −1 and 1 respectively. To have a better understanding of the difference between the range of Lebesgue exponents given by the sufficient condition in [7] and by the necessary condition in Theorem 1.2, consider a symbol p λ independent of k covariables ξ, having the other n − 1 − k non-vanishing curvatures. Then, as a consequence of the optimal result applied to p w λ on R n−k one sees that p w λ satisfies (1) with q = 2(n+ 1 − k)/(n− 1 − k) and no improvement is possible. Instead, when the characteristic manifold is noncylindrical, even the vanishing directions could yield smoothing effects, as for p λ in (4). An interesting related question is therefore to finding significant classes of operators for which this does not happen and the value q = 2(n + 1 − k)/(n − 1 − k) is sharp. The following result gives a possible answer. Theorem 1.3. Assume (H) 1 and suppose that for some δ < 1 and every λ there
Then, if (1) holds, necessarily
206 FABIO NICOLA Again, (9) is automatically verified by constant coefficients operators. One of main examples in which (8) is satisfied (with k = 1), which motivated the theorem, is the case of (the dyadic localization of) any positively homogeneous symbol, v being the radial direction. In fact, the left hand side of (8) is 0 in that case. This includes, in particular, the half-wave operator, and (10) agrees with the Knapp counterexample.
Finally, an inspection of the proof of Theorem 1.3 shows that it could also be adapted to intermediate situations with conditions milder than (8), giving thresholds lower than 2(n + 1 − k)/(n − 1 − k).
2.
Proof of the results. We start by recalling that the usual quantization of a symbol q(x, ξ) is defined via the formula
whereas the Weyl quantization reads
Also, we need the following preliminary results. 
λ , with r
Lemma 2.2. Consider a symbol q(x, ξ), and an n × n invertible symmetric matrix M with real entries. Fix a Schwartz function u in R n , and set
Assume that, for some m ∈ N,
where C only depends on n, m and u.
Proof. A direct computation shows that
where
and t M = M by assumption. For every α ∈ Z n + we can estimate x α φ(x) by an integration by parts in (14) and using (11) with β ≤ α. By doing this for |α| ≤ n + m + 1 we see that there exists C > 0 as in the statement such that
This estimate, together with (13), yields (12) .
Proof of Theorem 1.1. First of all we perform a reduction of p λ to a kind of normal form, which will be useful for the proof of the other results as well. To this end, we use some arguments which are classical in analyzing poly-homogeneous pseudodifferential operators of principal type, but in the dyadic setting more care is required due to the dependence on λ. For this, we present the transformations in detail. Consider any (x λ , ξ λ ) ∈ Σ λ ∩ δB λ , 0 < δ < 1. By (H) 1 and the implicit function theorem there exist a real symbol e λ ∈ S(1, g λ ) and a real symbol a λ ∈ S(λ, g λ ) so that, say,
Indeed, (1) must hold with e λ p λ in place of p λ , for symbols in S(1, g λ ) give rise to bounded operators on L 2 . Also, notice that after the translation x → x + x λ , ξ → ξ + ξ λ we can suppose that
and a λ (0) = 0 for every λ.
We are now going to perform a further reduction by showing that we can suppose a λ vanishing to second order at 0 ∈ R 2n−1 . This will be accomplished in two steps. We first consider the linear symplectic map α λ of R 2n defined by
We observe that p λ • α λ ∈ S(λ, g λ ) and χ λ • α λ ∈ S(1, g λ ). Moreover
Since U λ is an isometric automorphism of L p for every p, we see that (1) holds with p λ • α λ and χ λ • α λ in place of p λ and χ λ respectively. In other terms, we can suppose that p λ (x, ξ) = ξ 1 + a λ (x, ξ ′ ), with da λ | 0 = n j=1 c j,λ dx j | 0 , |c j,λ | λ.
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We now consider the linear symplectic map β λ of R 2n given by
As before, p λ • β λ ∈ S(λ, g λ ) and χ λ • β λ ∈ S(1, g λ ). Moreover
On the other hand, (
is an isometric automorphism of L p for every p. Arguing as before we are reduced to the case in which p λ has the expression in (15) with, in addition,
Moreover, recall, supp χ λ ⊂ {|x| < c, |ξ| < cλ} and χ λ (0, 0) = 1.
We now come to the proof of the first part of Theorem 1.1. By Lemma 2.1 we can consider the estimate (1) with the usual quantization in place of the Weyl one. We then apply to the points (x λ , ξ λ ) in the statement the above reduction. Hence we assume (15), (17), (18). We now take a Schwartz function u, with u having compact support and u L q = 1. Then we test the estimate (1) on the functions u λ (x) = u(M λ x) with
We perform a first order Taylor expansion of p(M −1 λ x, M λ ξ) at (0, 0). Using (15), (17), we obtain
Hence, by Lemma 2.2, we have
and
with J = (2n − 1)/3, for det M λ = λ J . To estimate Op(χ λ )u λ λ ρ(q) L q we observe that, by 0th order Taylor expanding
By Lemma 2.2 we deduce
In view of the definition of norm in the sum of spaces, if (1) holds the estimate
holds too. On the other hand, using (21), (19), (22), we see that (23) can hold for large λ only if
When this inequality is satisfied, the expression in the right hand side of (20) dominates the one in the right hand side of (22), for large λ. Hence, from (21), (20) we deduce that the estimate
(which follows from (1) again) can hold only if
which is equivalent to (2) . This concludes the proof of the first part. We now prove the second part of Theorem 1.1. Again, by Lemma 2.1 we can consider the estimate (1) with the usual quantization in place of the Weyl one. The proof is then by contradiction. Namely, assume (1) with q = 2(n + 1)/(n − 1) and suppose that for some δ < 1, there exists an increasing sequence Λ = {λ j }, λ j ր +∞, and points (
So, for every ν ≥ 1, there exists λ jν such that
Then we apply the reduction presented at the beginning of the proof to these points (x λ , ξ λ ). Moreover, we observe that, after a linear symplectic transformation of the type (16) with T λ orthogonal (hence satisfying uniform estimates with respect to λ), we can suppose the Hessian
and, by (26), say |∂
Take now a Schwartz function u, with u L q = 1 and u having compact support.
Upon setting x ′′ = (x 2 , . . . , x n−1 ) we then test the estimate (1) on the functions
with
Due to (15), (17), (27), (28), a second order Taylor expansion of
By Lemma 2.2 we therefore have
with J = (2n − 1)/3. Also,
On the other hand, a 0th order Taylor expansion of
Again from Lemma 2.2 we have
For any fixed ν and λ → +∞ the right hand side of (31) dominates the right hand side of (32) (recall, q = 2(n + 1)/(n − 1)). Now, the highest exponents of λ in the right hand sides of (34) and (31) are equal. As a consequence of (1), as λ → +∞ we obtain
On the other hand this inequality fails (for every n ≥ 2) if ν is large enough.
Proof of Theorem 1.2. As before, by Lemma 2.1 we can consider the estimate (1) with the usual quantization in place of the Weyl one. We then apply to the points (x λ , ξ λ ) in the statement the reduction made in the first part of the proof of Theorem 1.1. Hence we assume p λ in the form (15), (17), and take χ λ as in (18). Now, observe that after a further composition with a linear symplectic map of the type (16), with T λ orthogonal, we can suppose the Hessian
and, by (5) and (6),
(37) Indeed, it is easily seen that the assumptions are invariant with respect to the above affine symplectic transformations.
We now take a Schwartz function u, with u having compact support and u L q = 1. Upon setting x ′′ = (x 2 , . . . , x n−k ), x ′′′ = (x n−k+1 , . . . , x n ), we test the estimate (1) on the functions u λ (x) = u(M λ x) with the choice
By using (15), (17), (35), (36), (37), a second order Taylor expansion of
A 0th order Taylor expansion of
From here the proof closely follows the one of the first part of Theorem 1.1, with the only difference that now det M λ = λ J with J = (2n − 1 + k/3)/3. We leave details to the reader.
Proof of Theorem 1.3. By Lemma 2.2 it suffices to consider the estimate (1) with the Weyl quantization replaced with the usual one. Then, we apply to the (x λ , ξ λ ) in the statement the reductions presented in the first part of the proof of Theorem 1.1. So, we suppose p λ in the form (15), (17), and take χ λ satisfying (18). Let x ′′ = (x 2 , . . . , x n−k ), x ′′′ = (x n−k+1 , . . . , x n ). After a further composition with a linear symplectic map of the type (15) with T λ orthogonal, we can suppose, by (8) , (9) and the polarization identity, that
We now fix a Schwartz function u, with u having compact support, and u L q = 1. We test the estimate (1) on the functions u λ (x) = u(M λ x), with
with any 0 < ǫ < 1/3. As a consequence of (15), (17), (38), (39) and a N th order Taylor expansion of
It suffices then to repeat the proof of the first part of Theorem 1.1, with J replaced by J ǫ = (2n − 1 + k − 3ǫk)/3. By doing this one obtains
Since ǫ is arbitrary, we deduce (10).
3. Concluding remarks. In this section we prove that the symbol p λ in (4) gives rise to an operator satisfying (1) with q = 2( A direct computation shows that
Now, the kernel of the operator e The inverse Fourier transforms of e 
by duality arguments as in [6] we obtain
continuously, with q = 2(n + 1 − k/3)/(n − 1 − k/3). This yields the estimate
By Lemma 2.1, we may prove (1) with the usual quantization in place of the Weyl one. To this end, it suffices to apply (45) to Op(χ λ )u in place of u. Since (D 1 − h λ (D ′ ))Op(χ λ )u is supported in {|x 1 | ≤ 1} we are allowed to replace the L 1 x1 norm in the right hand side with the L 2 x1 norm, and (1) then easily follows for p λ .
