Linear codes with complementary duals are linear codes whose intersection with their duals are trivial, shortly named LCD codes. In this paper we outline a construction for LCD codes over finite fields of order q using weighing matrices and their orbit matrices. The LCD codes constructed can be of any length dimension according to the choice of matrices used in their construction. As a special case, LCD codes of length 2n and dimension n are constructed which also have the property of being formally self-dual. Alternatively, under a condition depending on q that the codes are not LCD, this method constructs self-dual codes. To illustrate the method we construct LCD codes from weighing matrices, including the Paley conference matrices and Hadamard matrices. We also extend the construction to Hermitian LCD codes over the finite field of order 4. In addition, we propose a decoding algorithm that can be feasible for the LCD codes obtained from some of the given methods.
Introduction
In this paper we introduce a method for constructing linear codes with complementary duals, or LCD codes. LCD codes are linear codes whose intersection with their duals are trivial; they were introduced by Massey in [23] and have been widely applied in information protection, electronics and cryptography. They provide an optimum linear coding solution for the two user binary adder channel. LCD codes are asymptotically good; it is shown in [26] that they meet the asymptotic Gilbert-Varshamov bound. Carlet and Guilley [4] studied applications of binary LCD codes against side-channel attacks (SCA) and fault injection attacks (FIA). In their work, they presented several constructions of LCD codes and showed that non-binary LCD codes in characteristic 2 can be transformed into binary LCD codes by expansion. For further recent research on the topic we refer the reader to [2, 12, 15, 27] . One of our main challenges is to construct LCD codes over finite fields that also have good error correcting properties. A result of Carlet et al. in [5] gives that over any finite field of order q > 3, the existence of an [n, k, d] q linear code implies the existence of an [n, k, d] q LCD code. The limits to error correction may be more restrictive for binary and ternary LCD codes than for linear codes in general, as LCD codes do satisfy extra constraints.
Formally self-dual codes, whose weight enumerators are invariant under MacWilliams relations, are also studied because they occasionally have stronger error correcting properties than self-dual codes may achieve. They may also, in certain cases, contain within the codewords some combinatorial structures such as t-designs [22] .
Our primary aim in this paper is to introduce a direct construction of LCD codes using weighing matrices, (r , λ)-designs, and their orbit matrices. There are many known constructions of weighing matrices, especially Hadamard matrices, and (r , λ)designs. For example, for each prime power q, q ≡ 3 (mod 4), there is a Paley type I Hadamard matrix of order (q + 1), and for each prime power q, q ≡ 1 (mod 4), there is a Paley type II Hadamard matrix of order 2(q + 1) and a weighing matrix of order (q + 1) called a conference matrix. Further, there are a lot of known Hadamard matrices and the famous Hadamard conjecture proposes that for every positive integer m there exists a Hadamard matrix of order 4m (see [25] ). In addition, every weighing matrix can lead us to various orbit matrices. Therefore, the methods described in this paper can produce a large number of LCD codes. We construct [n, k] LCD codes for any length n and dimension k over most finite fields. As a special case we construct [2n, n] LCD codes which will also have the property of being formally self-dual. When the weighing matrix does not satisfy the given conditions for the constructed code to be an LCD code over F q , then the code will be self-dual.
When Massey [23] introduced the terminology for LCD codes, he also introduced a decoding method for LCD codes that involved a map ϕ from the dual code C ⊥ to C where for v ∈ C ⊥ , ϕ(v) is the codeword in C closest to v. We show how this can be done for some of the constructed codes, using a method that is feasible for a small number of errors. The approach that we use to construct the map ϕ(v) that is involved in a decoding algorithm is based on the approach used in [21] .
The paper is outlined as follows. Section 2 provides the necessary definitions and notation used throughout. In Sect. 3 the main construction of LCD codes using weighing matrices with various properties is outlined, then in Sect. 4 these ideas are extended to orbit matrices of weighing matrices with respect to certain automorphism groups. In the final section we extend the approach to the construction of Hermitian LCD codes over the finite field of 4 elements. Examples of codes constructed are given throughout the paper. These codes have been constructed and examined using Magma [3] .
Preliminaries
We adhere mostly to the standard coding theory notation of [17] , to which we refer for background reading. Throughout, we let F q denote the finite field of order q for some prime power q. We let † be the transposition acting on a field F such that 0 † = 0 and
. This is to coincide with the standard use of M * to denote the conjugate transpose of a matrix over the complex field, when entries are either zero, or are of modulus 1. Clearly M * = M when the entries are in the set {0, ±1}.
. Let I n and J n denote the n × n identity and all-ones matrix over some ring or field which will be clear from the context. If W has entries in {0, ±1} and W W * = m I n over C, W is a weighing matrix W(n, m), and if m = n, W is a Hadamard matrix H(n). In this paper, weighing matrices have entries in {0, ±1}, and are often embedded as submatrices into matrices with entries in F q . This is done with the understanding that the entries are interpreted as 0, 1 or −1 in F q accordingly.
Let V be a set of v points, and let B be a set of b subsets of V known as blocks. Suppose that for a fixed set of integers K , every block of B is a k-subset of V with k ∈ K . Then (V, B) is a pairwise balanced design PBD(v, K , λ) if every pair of distinct elements of V are both incident with precisely λ blocks of B. If K = {k} is a singleton set, then this is a 2-design or balanced incomplete block design BIBD(v, k, λ). Where K is unspecified, the pair (V, B) is an (r , λ)-design if each point of V is incident with precisely r blocks of B, and every distinct pair of elements are both incident with precisely λ blocks of B. If (V, B) is a BIBD, then each point is incident with a constant number of blocks, denoted by r , and called a replication number, and so is an (r , λ)-design. If B is the v × b point-by-block incidence matrix of a (r , λ)-design, then B B = (r − λ)I b + λJ b . For more information on (r , λ)-designs we refer the reader to [29] .
A q-ary linear code C of length n and dimension k is a k-dimensional subspace of F n q . We say the k × n matrix comprised of rows that span C generates, or is a generator matrix of C. We refer only to linear codes in this paper.
The dual code C ⊥ is the orthogonal complement under the standard inner product ·, · , i.e. C ⊥ = {v ∈ F n q | v, c = 0 for all c ∈ C}. A linear code C over F q is called a Euclidean or classical LCD code if C ∩ C ⊥ = {0}. Usually we just write LCD code in this instance. It follows that the dual of an LCD code is an LCD code. A code C is self-orthogonal if C ⊆ C ⊥ and self-dual if equality is attained.
Given codewords x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) ∈ F n q , the Hamming distance between x and y is the number d(x, y) = |{i : x i = y i }|. The minimum distance of the code C is defined by d = min{d(x, y) : x, y ∈ C, x = y}. The weight of a codeword x is w(x) = d(x, 0) = |{i : x i = 0}|. For a linear code,
A q-ary linear code of length n, dimension k, and distance d is called a [n, k, d] q code. Either of the parameters q and d may be dropped when they are unspecified. A linear [n, k, d] code can detect at most d − 1 errors in one codeword and correct at most t = d−1 2 errors. There are several upper bounds on d for given parameters n and k, we refer to [17] for numerous examples. An [n, k] linear code C is optimal if the minimum weight of C achieves the theoretical upper bound on the minimum weight of [n, k] linear codes. An [n, k] linear code C is said to be a best known linear [n, k] code if C has the highest minimum weight among all known [n, k] linear codes. A catalogue of best known codes is maintained in [13] . We use this database to compare the minimum weight of all codes constructed in this paper. Some stronger bounds are known for certain LCD codes (see for example some upper bounds on the minimum weight of binary LCD codes of small length computed via linear programming methods in [1] ), but over finite fields of order q > 3, due to a result of Carlet et al [5, Corollary 5.3] , the existence of a [n, k, d] q code implies the existence of a [n, k, d] q LCD code.
Let w i denote the number of codewords of weight i in a linear code C of length n. Then the weight distribution of C is the list [w i : 0 ≤ i ≤ n]. A code is formally self-dual if C and C ⊥ have identical weight distributions. Formally self-dual even [2n, n] codes may occasionally have a larger minimum weight than any [2n, n] selfdual code [22] , and they may also be used to construct certain designs as a result of the Assmus-Mattson theorem.
Over fields of order q 2 , the Hermitian dual code
). An alternative definition was introduced in [28] . There the Hermitian dual code C H is the orthogonal complement of C under the inverse dot product, given by u, v I = u ·v * . By [10, Lemma 3.1], this dot product is an inner product only when q ∈ {2, 3, 4}. We adhere to the term Hermitian dual with respect to the inverse dot product when q ∈ {2, 3, 4} as it coincides with the existing concept of Hermitian dual over F 4 , and the use of the term Hermitian inner product over F 4 in [17] .
A linear code C over F q 2 is usually called a Hermitian LCD code if C ∩C ⊥ H = {0}. In the final section of this paper we adhere to the definition of the Hermitian dual C H .
In [23] Massey showed that the nearest-codeword (or maximum-likelihood) decoding problem for an LCD code may be simpler than that for a general linear code. The decoding method proposed by Massey is based on the following statement. Theorem 2.1 (Proposition 4, [23] ) Let C be a LCD code of length n over the field F q and let ϕ be a map ϕ : C ⊥ → C such that u ∈ C ⊥ maps to one of the closest codewords v to it in C. Further, let C and C ⊥ be the orthogonal projectors from F n q onto C and C ⊥ , respectively. Then the mapφ : F n q → C such that
maps each w ∈ F n q to one of it closest neighbours in C.
For some of the codes constructed in this paper we define the map ϕ partially and deduce a decoding algorithm, similarly to the approach employed in [21] .
Euclidean LCD codes from weighing matrices
The following two lemmas characterize Euclidean and Hermitian LCD codes, as shown in [6, 23] . Let O n and j n denote the all zeros and all ones column vectors of length n. The following simple result will be crucial so we state and prove it explicitly here.
Proposition 3.3 Let
The result follows. 
Choosing the appropriate (r , λ)-design allows us to control the dimension of the LCD code constructed. As a special case, we may choose the design so that the incidence matrix is I n . This ensures that the code is a [2n, n] code. LCD codes can also be formally self-dual. Certain [2n, n] codes constructed in this paper will retain this property due to the following. Lemma 3.5 Let M be an n × n matrix over F q and suppose G = M I n generates a [2n, n] q code C. Further suppose that G = M α I n generates the dual code C ⊥ for some α ∈ F q . Then C is formally self-dual.
Proof Let r 1 , . . . , r n and r 1 , . . . , r n be the rows of G and G respectively. Then for
Our goal is to construct LCD codes over various finite fields and for many parameters. It is pertinent therefore to determine what families of matrices have sufficient properties so that as generator matrices, they satisfy the requirements of the lemmas above. Weighing matrices and incidence matrices of (r , λ)-designs will most often provide the tools required. Throughout this section q = p r is a prime power. Working over F q , we will interpret integers as their value modulo p. We consider Euclidean LCD codes throughout, until the final section. As a result of Lemma 3.5, certain [2n, n] codes constructed will be formally self-dual. In all of these cases, the codes constructed are LCD provided a given condition depending on the characteristic of F q is met. In the event that this condition is not met, the codes constructed are in fact self-dual. Remark 3. 7 In the event that m + 1 = 0 over F q , the matrix G above generates a self-dual [2n, n] q code.
Using the characterization of LCD codes from [23, Proposition 1] we have the following. 
Proof Every row of G is orthogonal to every row of G, so the n-dimensional code generated by G is contained in C ⊥ .
We denote the ith row of the matrix G by r i , and the ith row of G by r i and prove the following lemma. Lemma 3.10 Let W be a weighing matrix W(n, m) and m + 1 = 0 over the field F q . Further, let C be the [2n, n] q LCD code generated by the matrix G = W I n . Suppose C has minimum distance d and t = d−1 1. Let J be a subset of the set of indices of the rows of W . If |J | ≤ t, then the codeword in C closest to i∈J λ i r i , where λ i ∈ F q for i ∈ J , is i∈J λ i r i , at a distance |J | from the vector i∈J λ i r i . 2. For |J | ≤ t the map ϕ of Theorem 2.1 can be uniquely defined by ϕ( i∈J λ i r i ) = i∈J λ i r i . 3. If w = i∈J λ i r i and w = i∈K μ i r i , then J = K and λ i = μ i for all i ∈ J .
Proof The proof of parts (1) and (2) follows from the definition of the matrices G and G and the fact that C has minimum distance d; and that of part (3) follows from the structure of the matrix G. . If the transmitted codeword from C has no more than t errors, it can be correctly decoded.
Proof Suppose a codeword c is sent and w = c + w is received, where w has no more than t non-zero coordinates. Then w = i∈K 1 
Lemmas 3.10 and 3.11 show that the decoding method proposed by Massey when implemented for codes described in Corollary 3.9, taking the map ϕ from Lemma 3.10 (2), defined using the partial definition for linear combinations of at most t = d−1 2 rows of G, can correct up to t errors.
LCD codes from skew-weighing matrices
A weighing matrix W(n, m) for which W = −W is called a skew-weighing matrix. It follows that a skew-weighing matrix has only zeros on its main diagonal. For further reading about skew-weighing matrices we refer the reader to [25] . Proof The proof follows using arguments that are similar to those used in the proof of Corollary 3.9. So we omit it.
A Hadamard matrix H is called skew-Hadamard if H + H T = 2I . The best known family of skew-Hadamard matrices are the Paley type I Hadamard matrices [24] (see also Sect. 3.2 below). In [14] Harada and Munemasa used skew-Hadamard matrices of order 20 to classify self-dual [20, 10, 9] 7 codes. Theorem 3.12 can be applied to skew type Hadamard matrices, giving rise to the following results. 
Corollary 3.14 Let H be a skew type Hadamard matrix. Then
G = H + α I n B generates a LCD code C where α ∈ F q is such that (n + α 2 + 2α + r + (n − 1)λ)(n + α 2 + 2α + r − λ) n−1 = 0 over F q .
Examples from conference matrices and Paley type I Hadamard matrix
In this section we illustrate with examples the constructions outlined in the previous sections. In the tables presenting codes over finite fields, * denotes that the code is best known.
Recall that O n and j n denote the all zeros and all ones column vectors of length n. Let π be a prime power and let χ : F π → {0, 1, −1} be the quadratic character where χ(0) = 0, χ(x) = 1 if x is a quadratic residue, and χ(x) = −1 otherwise. Let A = [χ(y − x)] x,y∈F π . When π ≡ 3 (mod 4) the Paley type I Hadamard matrix P 1 (π ) of order π + 1 is
Note that P 1 (π ) is skew, with all 1s on the main diagonal. A conference matrix of order t is a weighing matrix W (t, t − 1) with zeros on the main diagonal. If π ≡ 1 mod 4 is a prime power, then the a similar construction yields a symmetric conference matrix of order t = π + 1. For more information on conference matrices we refer the reader to [18] .
We first construct an (r , λ)-design to use for our examples. Let D 1 be the point-byblock incidence matrix of a BIBD (15, 35, 14, 6, 5) , and let D 2 be the point-by-block incidence matrix of a PBD(15, {6, 9}, 6) with 35 blocks and 15 points, each of which being incident with 15 blocks. Both D 1 and D 2 are obtained using a method of [8] . Then
is the incidence matrix of an (15, 6)-design with 30 points and 36 blocks. Finally denote by B t the t × 36 submatrix of B comprising the first t rows. Using Theorem 3.4 we construct the matrices G t = W t B t where W t is either a Paley type I Hadamard matrix or conference matrix of order t as constructed above. In Table 1 we give examples of LCD codes obtained from G t according to whether t ≡ 0, 2 (mod 4).
In Table 2 we list LCD codes constructed by the method described in Sect. 3.1, Corollary 3.14, using the Paley type I skew-Hadamard matrices of orders up to 60 (n = π + 1 = 60), and letting B = I n . These are [2n, n] q LCD codes, where α ∈ F q is such that n + (α + 1) 2 = 0. Recall that these are also formally self-dual codes. Table 2 are optimal. The optimal codes are [8, 4, 4] [13] ).
Remark 3.16 Some of the best known codes listed in
Let M be an n × n matrix with entries in some ring or field with additive identity 0 and multiplicative identity 1. A permutation automorphism of M is a pair of permutation matrices (P, Q) such that P M Q = M. The set of all such pairs forms a group under the composition (P, Q)(R, S) = (P R, QS), denoted PAut(M). Any subgroup G ≤ PAut(M) acts as a permutation group on both the rows and columns of M. (P, Q) is a permutation automorphism of a nonsingular matrix M, then (P, Q) is a permutation automorphism of (M −1 ) .
Lemma 4.1 If
Let G be a permutation automorphism group of a nonsingular matrix M = [m i j ], acting in t orbits on the set of rows and the set of columns of M. Let us denote the G-orbits on rows and columns of M by R 1 , . . . , R t and C 1 , . . . , C t , respectively, and put |R i | = i and |C i | = ω i , i = 1, . . . , t. By Lemma 4.1, the row and column orbits of (M −1 ) are identical, assuming the rows and columns are labelled identically.
Let M i j be the submatrix of M consisting of the rows belonging to the row orbit R i and the column belonging to C j . We denote by i j and γ i j the sum of a row and column of M i j , respectively. The numbers i j and γ i j are well-defined, i.e. they do not depend on the choice of the row and the column, because the sums of entries of any two rows (or columns) of M i j are equal. The t × t matrix R = [ i j ] is called a row orbit matrix of M with respect to G. The t × t matrix C = [γ i j ] is called a column orbit matrix of M with respect to G. where δ is is the Kronecker delta.
Proof Let x be a row from the row orbit R i , and y be a column from the column orbit C j . Then where s is the length of the orbit R s .
Theorem 4.3
If R is the row orbit matrix of a nonsingular matrix M with respect to a permutation automorphism group G, then R is nonsingular. Moreover, R −1 is the transpose of the column orbit matrix of (M −1 ) with respect to G.
Construction of self-orthogonal codes from orbit matrices of block designs was introduced in [16] and further developed in [11] . In [9] the authors defined orbit matrices of Hadamard matrices and showed that under certain conditions the orbit matrices yield self-orthogonal codes. In this section we give a construction of LCD codes using orbit matrices of weighing matrices.
The following result, originally presented in [9] , was applied to Hadamard matrices. Here it has been modified for weighing matrices. The proof is similar. In other words, the orthogonality of distinct rows of W implies the orthogonality of distinct rows of R.
Corollary 4.5 If G is a permutation automorphism group of a weighing matrix W ,
acting with all orbits of the same size, then the row and column orbit matrices of W with respect to G are equal.
Proof By Theorem 4.3, R is of rank t with inverse m −1 R where m −1 R is the column orbit matrix of (W −1 ) = m −1 W . Thus R is also the column orbit matrix of W with respect to G. Proof By Theorem 4.4, A A = (m + 1)I t so the first claim follows from Lemma 3.1. The orthogonality of the rows of A and A proves the latter. 
Examples
In this subsection we construct LCD codes from various weighing matrices and their orbit matrices, adhering to the theory outlined in this section. In particular we use Bush-type Hadamard matrices H 36 and H 100 of order 36 [19] and of order 100 [20] , and various weighing matrices constructed from periodic ternary Golay pairs via the construction described in [10, Section 6] . These examples were chosen for their automorphism groups satisfying the necessary orbit length properties of Theorem 4.6. In particular, weighing matrices of order 2n constructed from periodic ternary Golay pairs of length n have cyclic permutation automorphism groups of order k acting on rows and columns in 2n k orbits of length k, for any k dividing n. Some of the ternary Golay pairs used are taken from [7] .
In Table 3 we give the parameters of the LCD codes constructed from orbit matrices of the matrices H 36 and H 100 with respect to subgroups of the permutation automorphism groups of H 36 and H 100 , and applying Corollary 4.7.
The codes in Table 4 are constructed from weighing matrices W(42, 26), W(50, 29), W(56, 29) and W(72, 36) which were constructed from periodic ternary Golay pairs. In Table 4 we give the parameters of the LCD codes constructed from orbit matrices of these matrices, with respect to subgroups of the permutation automorphism groups, again using Corollary 4.7.
Euclidean LCD codes from orbit matrices of skew-weighing matrices
In Sect. 3.1 we showed how LCD codes can be constructed using skew-weighing matrices. In this subsection we extend the construction of LCD codes to orbit matrices of skew-weighing matrices. Let W be a skew-weighing matrix W(n, m) with rows and columns labelled r 1 , . . . , r n and c 1 , . . . , c n respectively. The following results are obtained. Proof As the sum of the entries in the submatrix W i j is invariant whether we count row sums or column sums, it follows that i j = γ i j for all 1 ≤ i, j ≤ t. As W is skew, i j = −γ ji = − ji , and consequentially ii = 0. Any permutation automorphism of a skew-weighing matrix W(n, n − 1) preserves the main diagonal, and thus if a group G acts with all orbits of equal length, it satisfies the conditions of Theorem 4.9.
Hermitian LCD codes from weighing matrices
We conclude by generalizing the methods discussed so far to construct Hermitian LCD codes from F q -weighing matrices and their orbit matrices, where q ∈ {2, 3, 4}. To demonstrate we obtain Hermitian LCD codes over F 4 , from a W(6, 6; F 4 ), a W(8, 8; F 4 ) and a W (12, 12; F 4 ). An F q -weighing matrix W(n, m; F q ), introduced in [10] , is an n × n matrix W with m non-zero entries from F q in each row and column such that W W * = m I n . In Table 5 we list the obtained results. The orbit matrix of an F q -weighing matrix is defined similarly to the orbit matrix of a weighing matrix, but with all arithmetic carried out over F q ; see [10] for further details. Remark 5.3 In Lemmas 3.10 and 3.11 we showed that the decoding method proposed by Massey can be implemented for codes described in Corollary 3.9. Codes obtained by using Corollaries 3.15, 4.7, 4.10 and 5.2 also allow decoding using the decoding method proposed by Massey, where the map ϕ can be defined as in Lemma 3.10 (2).
