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Abst ract - - In  this paper, the concepts of uniform stability and fixed-station stability of parametric 
difference linear systems are introduced in order to guarantee the boundness of solutions for such 
systems. Spectral sufficient conditions for stability of parametric differential linear systems are given. 
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1. INTRODUCTION 
]Dealing with the numerical solution of coupled partial differential systems by difference schemes, 
the ~ stability analysis involves the study of parametric difference linear systems of the form 
C(n+l ,a )=B(a)G(n ,a ) ,  n>0,  a>0,  C(0,c~)=G(0) ,  (1) 
where B(c~) is a matrix in ]~xs  G(n, ~) is a matrix in R s×~ and a is a positive parameter relating 
the stepsizes of the discretized variables, see [1]. Using Crank-Nicholson difference scheme for 
solving coupled diffusion systems of the form Aux~ = ut obtaining systems of form (1) with B(a)  
equal to 
Bo(a) = (I + aA) -1 (I - aA) or S l (a )  = (I - aA) -1 (I + aA),  (2) 
,depending on the invertibility of I + aA or of I - aA what is related to the sign of a and the 
location of the eigenvalues of A. 
Section 2 introduces the definitions of uniform stability and fixed-station stability for systems 
of form (1) and it provides ufficient conditions for stability of system (1). Results axe applied to 
find conditions for stability of systems of type (1) where B(a) takes form (2). 
Throughout this paper for a matrix D in R ~ ×~ we denote by a(D) the set of all the eigenvalues 
of D and p(D) is the maximum of the set {Iz[; z e a(D)}. We denote by [tOll the norm of D for 
any matrix norm I[" 11 in ~s×~ in the sense of [2, p. 20]. For a vector y in R ~ we denote by []YiI2 
the Euclidean norm of y. 
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2. DEF IN IT IONS AND 
Let us introduce the following definition. 
DEFINITION 2.1. 
(I) 
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(II) 
RESULTS 
System (1) is said to be uniformly stable with respect to n, if given the initiM condition 
G(O) and a > O, there exists ~ < a, such that {G(n,/3)} remains bounded as n tends to 
infinity. 
System (1) is said to be stable in the fixed-station sense with respect o n, if fixed T > O, 
and n, a satisfying an = T, the value G(n, s) remains bounded as an = T and n tends 
to infinity. 
p (B(a) - c~MI) = 1 - ,5, a <_ Ceo, (8) 
and by Theorem 1.3.6 of [2, p. 23] there exists a matrix norm [l' ]Is, such that 
[ [B (a ) -~MI I ]~<_ I -5+a,  a<_ao, (9) 
HB(a) [ [~<_(1 -5+s)+[ [aMI [ [~=I -5+(M+I )a<I+(M+I )a ,  a<ao.  (10) 
Let no be such that ano = T, for a _< ao. Then by (1), (10), and Bernouilli's inequality 
(1 + x) k <_ e k~, it follows that 
Ira (n0, ~)F]~ = IIB(~)"°G( 0, ~)lh < (1 + (M + 1)s) "° lie(0)] h 
_< e ~°(M÷I)~ IIC(0)lh -- e T(M÷I) 11o(o)112, 
independent of no, s with sno = T. This proves Part (II). 
Hence, 
THEOREM 2.1. 
(I) Assume that a matrix B(a)  satisfies 
0 _< p (B(s))  < 1, aim p (S(s ) )  = 1, (3) 
~-+0 
then system (I) is uniformly stable with respect o n. 
(II) I f  B(a)  satisfies 
p (B(a)) < 1 + O(a), a --+ O, (4) 
then system (1) is stable in the fixed-station sense with respect o n. 
PROOF.  
(I) By  hypothesis, given s > 0, there exists/3 _< s, such that 
p(B(~))  < 1. (5) 
By (5) and Theorem 1.3.6 of [2, p. 23], there exists a matrix norm I]" [in, such that 
IlB(,~)lle < 1. (6) 
By (6) and (1) it follows that 
C(n,~) = (B(,~))'~C(0); IlC(n,~)lJ2 < [IB(~)I]$ IIG(o)II2 , o, n ~ ~.  
This proves Part (I). 
(II) By hypothesis (4), given 5 with 0 < 5 < 1, there exists s0 > 0, M > 0, such that 
p(B(s ) )=(1-6)+Ms,  S<So.  (7) 
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THEOREM 2.2. Suppose that A E ~sx~ satisfies 
Re(z) > 0, for ai1 z E a(A). (i i) 
(I) Then, the system 
G(n + 1, a) = (I + aA) -1 (I - aA) G(n, a); 
is uniformly stable with respect o n. 
(II) Then, the system 
a(n + 1, a) = (I - aA) -1 (I + aA) a(n, a); 
is stable in the fixed-station sense. 
PROOF.  
(I) By the spectral mapping theorem, see [3, p. 569] it follows that 
( ){1 - -az  } 
a ( I+aA)  - l ( I -aA)  = 1 -~z ;  zea(A)  . 
Let z = Re(z) + i Im(z), then 
1 - ~z  ~ = 1 - 2~ae(z )  + a~lz?  = 1 - 45Re(z )  
l+~z 1 + 25Re(z )  + 52[~12 
Given a > 0, under hypothesis (11), let 
{ 4a Re(z) } 
N(A,a)  = min 14- 2aRe(z) 4- a2izl 2; z e cr(A) , 
then by (15) and (16) it follows that 0 < N(A, a) < 1, 
p (B(a)) = x/1 - N(A, 5) < 1, 
and 
lim p (B(a)) = 1. 
a---*0 
By Theorem 2.1(I), the result is established. 
G(0,~)  = G(0), ~ > 0, 
c (0 ,~)  = c(0) ,  ~ > 0, 
1 + 2~ Re(z )  + a~lz l  2 
(12) 
(13) 
(14) 
(15) 
(16) 
(II) By spectral mapping theorem, for small enough values of a > 0 so that 1 - az ¢ 0, for all 
z E a(A), it follows that 
} = - ; ze~(d)  . (17) 
(~z 
Note that 
1 + az ~ 4a Re(z) 4a Re(z) (18) 
= 1 + 1 - 2aRe(z )  + a21z12 = 1 + (1 - ~ae(z ) )  2 + ~2 ( i ra(z))2" 
If we denote by 
{1-  2c~Re(z)4aRe(z)4- . . } n(A,a) = max a21zl2 ; z E or(A) , (19) 
then by (18),(19), for small enough values of a > 0 one gets 
p(B(a)) = v/1 4- L(A,a), (20) 
p (B(~)) = 1 + o(~) .  (21) 
By (21) and Theorem 2.1(II), Part (II) of Theorem 2.2 is established. 
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