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Abstract
In a controlled Markov set-chain with finite state and action spaces, we find a
policy, called average-optimal, which maximizes Cesaro sums of each time’s reward
over all $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}\dot{\mathrm{a}}$ly policies under some partial order.
.
Analysing the behavior of expected total rewards over the $T$-horizon as $T$ ap-
proaches $\infty$ under irreducibility condition, the average rewards from any stationary
policy are characterized.
Also, we investigate the left and right side optimality equations, by which the
existence of an average-optimal policy is shown. A numerical example is $\mathrm{g}\mathrm{i}\mathrm{v}\mathrm{e}\dot{\mathrm{I}}\mathrm{t}$ .
Keywords: Controlled Markov set-chains, average reward $\mathrm{c}\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{e}\mathrm{I}\mathrm{i}_{0}\mathrm{n}\rangle$ a interval
arithemetic.
AMS 1991 subject classification. Primary: $90\mathrm{c}40$ ; Secondary: $90_{\mathrm{C}}39$ .
1 Introduction and notations
In $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{n}\mathrm{d}\mathrm{a}\mathrm{r}\dot{\mathrm{d}}$ Markov decision processes [cf.2,7,8,12], we treat $\mathrm{t}\mathrm{h}\dot{\mathrm{e}}\mathrm{c}\mathrm{a}\grave{\mathrm{s}}\mathrm{e}$ that the transition
probability of the state varies in some given domain at each time and its variation is
unknown or unobservable.
For the sake of analysing such a case, Kurano et al [10] has introduced a new decision
model, called a controlled Markov set.-cha.in, based on Markov set-chains [3,4,5,6], and
discussed the optimization $\dot{\mathrm{o}}\mathrm{f}$ the discounted $\mathrm{e}\mathrm{x}\mathrm{p}\mathrm{e}\mathrm{C}\mathrm{t}\mathrm{e}\dot{\mathrm{d}}$ rewards under some partial order.
In our previous paper [14], we have tried to find a policy, called average-optimal, which
maximizes Cesaro sums of each time’s reward under some partial order. ’
The main condition the authors imposed on was of uniformly scrambling type, under
which the dynamic programming operator for our model became a contraction in a span
se $\mathrm{m}\mathrm{m}\ovalbox{\tt\small REJECT} \mathrm{o}\mathrm{r}\mathrm{m}$.
The objective of this paper is to prove the same redults as [14] without uniformly
scrambling condition Analysing the behavior of the expected total rewards over the T-
horizon as $T$ approches $\infty$ under irreducibility $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{t}\iota \mathrm{i}\mathrm{o}\mathrm{n}$ , the $\mathrm{a}\mathrm{v}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{g}\mathrm{e}$. $.\mathrm{r}\mathrm{e}\mathrm{W}\mathrm{a}\mathrm{r}\mathrm{d}_{\mathrm{S}}$ from any
stationary policy are characterized.
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Also, we investigate the left and right side optimality equations, by which the existence
of an average-optimal policy is shown. Our proof is done by applying the results of Bather
[1] and the idea of policy improvement $(\mathrm{c}\mathrm{f}.[8])$ . The proofs are omitted for the sake of
shrinking the page.
We adopt the notations in [6,10,11].
Let $R,$ $R^{n}$ and $R^{n\cross m}$ be the sets of real numbers, real n-dimensional column vectors
and real $n\cross m$ matrices, respectively. We shall identify $n\cross 1$ matrices with vectors and
$1\cross 1\mathrm{m}\mathrm{a}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{C}\mathrm{e}\grave{\mathrm{S}}$ with real numbers, so that $R=R^{1\cross 1}$ and $R^{n}=R^{n\cross 1}$ . Also, we denote by
$R_{+)}R_{+}^{n}$ and $R_{+}^{n\cross m}$ the subsets of entryw.ise non-negative elements in $R,$ $R^{n}$ and $R^{n\cross m}$ ,
respectively.
We equip $R^{n\cross m}$ with the componentwise $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\dot{\mathrm{t}}$ ions $\leq,$ $<,$ $\geq,$ $>$ . For any $\underline{A}=(\underline{a}_{\dot{l}}\cdot)j$ ’
$\overline{A}=(\overline{a}_{\dot{\iota}\gamma})$ in $R_{+}^{n\cross m}$ with $\underline{A}\leq\overline{A}$ , we define the set of stochastic matrices, $\langle\underline{A}, \overline{A}\rangle$ , by
$\langle\underline{A}, \overline{A}\rangle:=$ { $A|A=(a_{\dot{\iota}\gamma}\cdot)$ is an $n\cross m$ stochastic matrix with $\underline{A}\leq A\leq\overline{A}$},
Let
$\mathcal{M}_{n}:=$ { $A=\langle\underline{A},$ $\overline{A}\rangle|\langle\underline{A},$ $\overline{A}\rangle\neq\emptyset,$ $\underline{A}\leq\overline{A}$ and $\underline{A},$ $\overline{A}\in R_{+}^{n\cross n}$ }.
The product of $A$ and $B\in \mathcal{M}_{n}$ is defined by
$AB:=\{AB |A\in A, B\in B\}$ .
For $\dot{\mathrm{a}}\mathrm{n}\mathrm{y}$ sequence $\{A_{\dot{l}}\}^{\infty}\dot{\iota}=1$ with $A_{\dot{l}}\in \mathcal{M}_{n}(i\geq 1)$ , we define the multip.roduct induc-
tively by
$A_{1}A_{2}\cdots A_{k}$ $:=(A_{1}\cdots A_{k1}-)A_{k}(k\geq 2)$ .
Denote by $C(R_{+})$ the set of all bounded and closed intervals in $R_{+}$ .
Let $C(R_{+})^{n}$ be the set of all $n$-dimemsional column vectors whose elements are in
$C(R_{+}),$ $\mathrm{i}.\mathrm{e}.$ ,
$C(R_{+})^{n}$ $:=\{D=(D_{1,2}D.D_{n}):\cdots,/|D_{\dot{l}}\in C(R_{+}.).(.\cdot 1\leq i\leq n)\}$ .
where $d’$ denotes the transpose of a vector $d$ .
The following arithemetics are used in Section 2.
For $D=(D_{1}, D_{2}, \cdots, D_{n})’,$ $E=(E_{1}, E_{2)}\cdots, E_{n})’\in C(R_{+})^{n},$ $h\in R_{+}^{n}$ and $\lambda\in R_{+}$ ,
$D+E=\{d+e|d\in D, e\in E\},$ $\lambda D=\{\lambda d|d\in D\}$ and $h+D=\{h+d|d\in D\}$ .
If $D=([\underline{d}_{1}, \overline{d}_{1}], \cdots, [\underline{d}_{n}, \overline{d}_{n}])’,$ $D$ will be denoted by $D=[\underline{d}, \overline{d}]$ , where $\underline{d}=(\underline{d}_{1}, \cdots, \underline{d}_{n})’$ ,
$\overline{d}=(\overline{d}_{1}, , . . , \overline{d}_{n})’$ and $[\underline{d}, \overline{d}]=\{d|d\in R_{+}^{n},\underline{d}\leq d\leq\overline{d}\}$ .
For any $D=(D_{1}, D_{2}, \cdots, D)’n\in C(R_{+})^{n}$ and subset $G$ of $R_{+}^{1\cross n}$ the product of $G$ and
$D$ is defined as
.
$GD=\{gd|g=(g_{1}, \cdots, g_{n})\in G, d=(d_{1}, \cdots , d_{n})’\in D, d_{\dot{l}}\in D_{\dot{l}}(1\leq i\leq n)\}$.
The following results are used in the sequel.
Lemma 1.1 ([3,10])
(i) Any $A\in \mathcal{M}_{n}$ is a convex polytope in the vector space $R^{n\cross n}$ .
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(ii) For any compact convex subset $G\subset R_{+}^{1\mathrm{X}n}$ and $D=(D_{1}, D_{2}, \cdots, D_{n})’\in C(R_{+})^{n}$, it
holds $GD\in C(R_{+})$ .
We will give a partial order $\geq,$ $>$ on $C(R_{+})$ by the definition:
For $[c_{1}, c_{2}],$ $[d_{1}, d_{2}]\in C(R_{+}),$
$\cdot$
$[C_{1}, c_{2}]\geq[d_{1}, d_{2}]$ if $c_{1}\geq d_{1},$ $c_{2}\geq d_{2}$ ,
and
$[C_{1}, c_{2}]>[d_{1}, d_{2}]$ if $[.c_{1}, c_{2}]\geq[d_{1}, d_{2}]$ and $[C_{1}, c_{2}]\neq[d_{1}, d_{2}]$ .
For $v=(v_{1}, v_{2)}\cdots, v_{n})’$ and $w=(w_{1}, w_{2,)}\ldots w_{n})’\in C(R_{+})^{n}$ , we write
$v\geq w$ if $v_{\dot{t}}\geq w_{i},$ $1\leq i\leq n$ and $v>w$ if.v $\geq w$ and $v\neq w$ .
Define a metric $\triangle$ on $C(R_{+})^{n}$ by
$\triangle(v, w):=\max_{\dot{l}\in s}\delta(v_{i}, w)\dot{l}$
for $v=(v_{1}, v_{2}, \cdots v_{n})’)’ w=(w_{1}, w_{2}, \cdots wJn)’\in C(R_{+})^{n},$ .Where 6 is the Hausdorff metric
on $C(R_{+})$ and given by
6$([a, b], [c, d]):=|a-c||b-d|$ for $[a, b],$ $[c, d]\in C(R_{+})$ ,
where $xy= \max\{x, y\}$ .
Obviously, $(c(R_{+})^{n}, \triangle)$ is a complete metric space.
A controlled Markov set-chain consists of four object; $S,$ $A,$ $\underline{q},$ $\overline{q},$ $r$ , where $S=\{1,2$ ,
$\ldots,$ $n\}$ and $A=\{1,2, \cdots k\})$ are finite sets and for each $(i, a)\in S\cross A,$ $\underline{q}=\underline{q}(\cdot|i, a)\in R_{+}^{1\cross n}$
$\overline{q}=\overline{q}(\cdot|\dot{i}, a)\in R_{+}^{1\cross n}$ with $\underline{q}\leq\overline{q}$ and ($\underline{q},$ $\overline{q}\rangle\neq\emptyset$ and $r=r(i, a)$ a function on $S\cross A$ with
$r\geq 0$ . Note that $A$ is used as the set in this section, different from that in the previous
section. We interpret $S$ as the set of states of some system, and $A$ as the set of actions
available at each state.
When the system is in state. $i\in S$ and we take action $a\in A$ , we move to a new state $j\in$
$S$ selected according to the probability distribution on $S,$ $q(\cdot|i, a))$ and we recieve a return
$r(i.’ a)$ , where we know only that $q(\cdot|i, a)$ is arbitrarily chosen from $\langle\underline{q}(\cdot|i, a), \overline{q}(\cdot|i, a)\rangle$ . This
process is then repeated from the new state $j$ . .
Denote by $F$ the set of functions from $S$ to $A$ .
A policy $\pi$ is a sequence $(f_{1}, f_{2}, \cdots)$ of functions with $f_{t}\in F,$ $(t\geq 1)$ . Let $\Pi$ denote
the class of policies.
. We denote by $f^{\infty}$ the policy $(h_{1}, h_{2}, \cdots)$ with $h_{t}=f$ for all $t\geq 1$ and some $f\in F$ .
Such a policy is called stationary, $\mathrm{d}$.enoted simply by $f$ , and the set of stationary policies.
is denoted by $\Pi_{F}$ . .
We associate with each $f\in F$ the $n$-dimensional column vector $r(f)\in R_{+}^{n}$ whose
$i\mathrm{t}\mathrm{h}$ element is $r(i, f(\dot{i}))$ and the set of stochastic matrices $Q(f):=\langle\underline{Q}(f),$ $\overline{Q}(f))\in \mathcal{M}_{n}$ ,
where the $(i, j)$ elements of $\underline{Q}(f)$ and $\overline{Q}(f)$ are $\underline{q}(j|i, f(i))$ and $\overline{q}(j|i, f(i)))$ respectively,
and $\langle\underline{Q}(f), \overline{Q}(f)\rangle$ is already defined.
For any $\pi=(f_{1}, f_{2}, \cdots)\in\Pi$ , let $v_{1}(\pi)=r(f_{1})$ and
$v_{\tau}(\pi)=\{r(f_{1})+Q1r(f2)+\cdots+Q1Q2\ldots Q\tau_{-}1r(f\tau)$
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$|Q_{\dot{\iota}}\in Q(f_{i}),$ $i=1,2,$ $\cdots,$ $T-1\}(T\geq 2)$ . (1.1)
We observe, for example that
$v_{3}(\pi)=r(f_{1}’)+Q(f_{1})(r(f2)+Q(f2)r(f3))$ ,
so that by Lemma 1.1 (ii) $v_{T}(\pi)\in C(R_{+})^{n}$ for all $T\geq 1$ .
For any $\pi\in \mathrm{I}\mathrm{I}$ , let
$v( \pi):=\lim_{Tarrow}\inf\frac{1}{T}v\infty T(\pi)$ , (1.2)
where, for a seq.uence $\{D_{k}\}\subset C(R_{+})^{n}$ ,
$\lim_{karrow}\inf D_{k}$
$:= \infty\{x\in R^{n}|\lim_{karrow}\sup_{\infty}\delta_{1}(x, D_{k})=0\}$ ,
and $\delta_{1}(x, D)=\inf_{y\in D}\delta_{2}(x, y),$ $\delta_{2}$ is a metric in $R^{n}$ . Since $v(\pi)\in C(R_{+})^{n},$ $v(\pi)$ is written as
$v(\pi)=[\underline{v}(\pi), \overline{v}(\pi)]$ .
Definition A policy $f^{*}\in\Pi_{F}$ is called average-optimal if there does not exist $f\in\dot{\Pi}_{F}$
such that $v(f^{*})<v(f)$ .
In the above definition, we confine ourselves to the stationary policies, which simplifies
our discussion in the sequel.
In Section 2, irreducibility condition for the class $0.\mathrm{f}$ transition matrices is introduced,
un.der which the interval equations concerning $\mathrm{t}\dot{\mathrm{h}}\mathrm{e}$ average rewards are investigated.
In Section 3, the asymptotic behavior of $v_{T}(f)$ as $T$ approaches $\infty$ is obtained. And
in Section 4, the left and right side optimality equations are given and the existence of an
average-optimal policy is proved.
2 Assumption and preliminary lemmas
Heceforth, the following assumption will remain operative.
Assumption A (irreducibility) For any $f\in F$ , each $Q\in Q(f)$ is irreducible, i.e.,
$Q^{t}>0$ for some $t\geq 1$ . .
Obviously, if $\underline{Q}(f)$ is irreducible in the sence of non-negative matrix $(\mathrm{c}\mathrm{f}.[13])$ , As-
sumption A holds.
The following facts about Markov matrices are $\mathrm{w}\mathrm{e}\mathrm{l}\dot{\mathrm{l}}$-known $(\mathrm{c}\mathrm{f}.[2,9])$ .
Lemma 2.1 For any $f\in F$ , let $Q$ be any matrix in $Q(f)$ .
(i) The sequence $(I+Q+\cdots+Q^{t})/(t+1)$ converges as $tarrow\infty$ to a stochastic matrix
$Q^{*}$ with $Q^{*}Q=Q^{*},$ $Q^{*}>0$ and rank$(Q^{*})=1$ .
(ii) The matrix $Q^{*}$ in (i) is uniquely determind by $Q^{*}Q=Q$ and rank$(Q^{*})=1$ .
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Associated with each $f\in F$ is a corresponding operator $L(f)$ , mapping $C(R_{+})^{n}$ into
$C(R+)^{n}$ , defined as follows.
For $v\in C(R_{+})^{n}$ ,
$L(f)v:=r(f)+Q(f)v$ . (2.1)
Note that from Lemma 1.1, $L(f)v\in C(R_{+})^{n}$ for each $v\in C(R_{+})^{n}$ .
Putting $v=[\underline{v}, \overline{v}]_{\mathrm{W}}\mathrm{i}\mathrm{t}\mathrm{h}\underline{v}\leq\overline{v},$ $\underline{v},$ $\overline{v}\in R_{+r}^{n},(2.1)$ can be written as
$L(f)v=[\underline{L}(f)\underline{v}, \overline{L}(f)\overline{v}]$ , (2.2)
where $\underline{L}$ and $\overline{L}$ are operators, mapping $R^{n}$ into $R^{n}$ , defined by :
$\underline{L}(f)v=r(f)+\min_{Q\in Q(f)}Qv$ , (2.3)
$\overline{L}(f)v=r(f)+\max Qv$ . (2.4)
$Q\in Q(f)$
and $\min(\max)$ represents componentwise minimization (maximization).
Let $\mathrm{e}=(1,1, \cdots, 1)’$ .
Here,. for any $f\in F$ , we $\mathrm{c}.$o.nsider the interval equation
$r(f)+Q(f)h=v+h$ , (2.5)
where $v=[\underline{v}\mathrm{e}, \overline{v}\mathrm{e}],$ $h=[\underline{h}, \overline{h}]\in C(R)^{n},$ $\underline{v},$ $\overline{v}\in R$ , $\underline{h}$ , $\overline{h}\in R^{n}$ with $\underline{v}\leq\overline{v},$ $\underline{h}\leq\overline{h}$.
Obviously, (2.5) can be rewritten by
$r(f)+ \min_{Q\in Q(f)}Q\underline{h}=\underline{v}\mathrm{e}+\underline{h}$
(2.6)
$7’(f)+ \max Q\overline{h}=Q\in Q(f)\overline{v}\mathrm{e}+\overline{h_{\text{ }}}$ (2.7)
where $\underline{\uparrow J},$ $\overline{\uparrow)}\in R,$ $-h_{}$ ) $\overline{h_{J}}\in R^{n}$ with $\underline{v}\leq\overline{v},$ $\underline{h}\leq\overline{h}$ . (2.8)
Then, by a slight modification of the proof of Theorem 2.4 in Bather [1], we have the
following lemma.
Lemma 2.2 ([1]) The interval equation (2.5) has a solution.
For simplicity of the notation, let, for any $d\in R^{n}$ and $f\in F$ ,
$\underline{Q}(f, d)=\{Q\in$
.
$Q( \dot{f})|Qd=\min_{Q\in O(\sim f)}Qd\}$ ,
and
$\overline{Q}(f, d)=\{Q\in Q(f)|Qd=\mathrm{m}\mathrm{a}\mathrm{x}Q\in Q(f)\dot{Q}d\}$ .
Lemma 2.3 For any $f\in F$ , the interval equation (2.5) determines $v\mathrm{u}\mathrm{n}\mathrm{i}\mathrm{q}\mathrm{u}\mathrm{e}\mathrm{l}\mathrm{y}$
.
and $h$
up to an additive constant $[c_{1}\mathrm{e}, C_{2}\mathrm{e}]$ with $c_{1},$ $c_{2}\in R(c_{1}<c_{2})$ .
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3 Asymptotic properties of $v_{T}(f)$
In this section we study the asymptotic behavior of $v_{T}(f)$ as $Tarrow\infty$ under Assumption
A.
Throughout this section, we assume that Assumtion A holds.




$+Q_{1}\cdots Q\tau g|Q_{f}\in Q(f),$ $i=1,$ $\cdots,$ $T\}(t\geq 1)$ . (3.1)
Lemma 3.1 For any $g\in C(R_{+})^{n}$ and $f\in F$ , the sequence $\{v_{T}(f, g)\}$ satisfies that
$v\tau(f, g)=L(\mathit{1}\backslash )v\tau_{-}1(f, g)$ $(T\geq 1)$ . (3.2)
Since the solutions $\underline{v},$ $\overline{v},$ $h$ of $(2.6)-(2.8)$ in Section 2 are depending on $f\in F$ , we will
denote them respectively by $v(f)=[\underline{v}(f)\mathrm{e}, \overline{v}(f)\mathrm{e}]$ and $h(f)=[\underline{h}(f), \overline{h}(f)]$ .
Lemma 3.2 For any $f\in F$ , it holds that
$v_{T}(f, h(f))=Tv(f)+h(f)$ for all $T\geq 0$ . (3.3)
The following theorem is concerned with the asymptotic properties of $v_{T}(f)$ as $Tarrow\infty$ .
Theorem 3.1 For any $f\in F$ , there exists $c_{1},$ $c_{2},$ $c_{1}’,$ $c_{2}’\in R(c_{1}’\leq c_{1}, c_{2}’\leq c_{2})$ such
that
$[(\tau_{\underline{v}}(f)+c_{1})\mathrm{e}, (T\overline{v}(f)+c_{2}’)\mathrm{e}]\subset v_{T}(f)\subset[(\tau_{\underline{v}}(f)+c_{1}’)\mathrm{e}, (T\overline{v}(f)+c_{2})\mathrm{e}]$
for all $T\geq 0$ , (3.4)
where $[a, b]=\emptyset$ , if $a>b$ .
Corollary 3.1 For any $f\in,$ $F$ , it holds
(i) $v(f)=[\underline{v}(f)\mathrm{e}, \overline{v}(f)\mathrm{e}]$
and
(ii) $\underline{v}(f)\mathrm{e}=\underline{Q}^{*}r(f)$ , $\overline{v}(f)\mathrm{e}=Q\neg r(f)$
for any $\underline{Q}\in\underline{Q}(f, \underline{h})$ and $\overline{Q}\in\overline{Q}(f, \overline{h})$ , where $Q^{*}= \lim_{Tarrow\infty}\frac{1}{T}\sum_{t}^{-}\tau 1=0Q^{t}$ . for $Q\in Q(f)$ .
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4 Average-opimal policies
In this section, we give. the $\mathrm{e}\mathrm{x}\mathrm{i}_{\mathrm{S}}.\mathrm{t}\mathrm{e}\mathrm{n}.\mathrm{c}\mathrm{e}$ theorem of an average-optimal policy under Assump-
tion A.
Let $\mathrm{q}(i, a):=\langle\underline{q}(\cdot|i, a), \overline{q}(\cdot|i, a)\rangle$ for each $\dot{\iota}\in S$ and $a\in A$ .
For each $i\in S$ and $f\in F$ , denote by $\underline{G}(i, t^{\backslash })$ the set of $a$ $\in A$ for which
$\underline{v}(f)+\underline{h}(f)_{i}<r(i, a)+\min_{q\in \mathrm{q}(\dot{l}a)},\sum_{j=1}q(jn|i, a)\underline{h}(f)J$ ’
where $\underline{v}(f)$ and $\underline{h}(f)=(\underline{h}(f)_{1}, \cdots, \underline{h}(f)_{n})$ is solution of (2.6).
Let $g\in F$ be such that $g.(i)\in\underline{G}(i, f)$ for any $i$ with $\underline{C_{\mathrm{T}}}(7_{\mathrm{c}}, f)\neq\emptyset$ and $g(i)=f(i)$ for
any $\dot{i}$ with $\underline{G}(i, f)=\emptyset$ .
Then, we have the following.
Lemma 4.1 For any $f_{\mathrm{W}\mathrm{i}\mathrm{t}}\mathrm{h}\underline{G}(i, f)\neq\emptyset$ for some $i\in S,$ $\underline{v}(f)<\underline{v}(g)$ .
The following lemma is proved from the idea of policy improvement $(\mathrm{c}\mathrm{f}.[8])$ .
Lemma 4.2 The left side optimality equations (4.1) below determine $\underline{v}^{*}$ uniquely and
$\underline{h}\in R^{n}$ up to an additive constant.
$\underline{v}^{*}+\underline{h}_{i}=\max_{a\in A}(r(i, a)+q\in \mathrm{q}()\min_{\dot{\iota}a)}J^{\cdot}\sum_{=1}^{n}q(j|i, a)\underline{h})J$ $(1\leq i\leq n)$ . (4.1)
Let, for each $\dot{i}(1\leq i\leq n)$ ,
$A_{i}:=arg \max_{a\in A}(r(i, a)+\min_{q\in \mathrm{q}(i,a)}.\sum_{J=1}^{n}q(j|i, a)\underline{h}_{J}\cdot \mathrm{I}\cdot$
For each $i\in S$ and $f\in F$ with $f(i)\in A_{i}$ for all $i\in S$ , denote by $\overline{G}(i, f)$ the set of
$a\in A_{i}$ for which
$\overline{v}(f)+\overline{h}(f)_{i}<r(i, a)+\mathrm{m}\mathrm{a}\mathrm{x}a)J\sum_{q\in \mathrm{q}(_{\dot{l}},\cdot=1}q(jn|i, a)\overline{h}(f)_{\gamma}\cdot$ ,
where $\overline{v}(f)$ and $\overline{h}(f)=$. $(\overline{h}(f)_{1}, \cdots, \overline{h}(f)_{n})$ is a solution of (2.7).
Using $\overline{C_{\mathrm{T}}}(i, f)$ instead of $\underline{G}(i, f)$ and applying the same way as the proof of Lemma
4.2, we can prove the following.
Lemma 4.3 The right side optimality equations (4.2) below determine $\overline{v}*\mathrm{u}\mathrm{n}\mathrm{i}\mathrm{q}\mathrm{u}\mathrm{e}\mathrm{l}\mathrm{y}$ and
$\overline{h}\in R^{n}$ up to an additive constant.
$\overline{v}^{A}+\overline{h}_{i}=\max_{a\in A_{i}}(r(i, a)+\mathrm{m}\mathrm{a}\mathrm{x}i,)_{j=}\sum_{q\in \mathrm{q}(a1}^{n}q(j|i, a)\overline{h}J)$ $(1 \leq i\leq n)$ . ‘ (4.2)
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Let, for each $i(1\leq i\leq n)$ ,
$A_{\dot{t}}^{*}:=arg \max_{a\in A_{i}}(r(i, a)+\mathrm{m}\mathrm{a}\mathrm{x}aJ\sum_{q\in \mathrm{q}(_{\dot{l}},)=1}qn(j|i, a)\overline{h}_{J}\cdot)$ .
Then we have the following Theorem.
Theorem 4.1 Let $f^{*}$ be any policy with $f^{*}(\iota)\in A_{\dot{l}}^{*}$ for all $i\in S$ . Then $f^{*}$ is
average-optimal and $v(f^{*})=[\underline{v}^{*}\mathrm{e},varrow \mathrm{e}]$ .
Here we shall give a numerical example which illustrates Theorem 4.1.
For simplicitity, let $\underline{q}_{\iota_{J}}^{a}:=\underline{q}(\gamma|i, a)$ , $\overline{q}_{i_{J}}^{a}:=\overline{q}(j|i, a)$ and $r(a):=(r(1, a),$ $r(2, a))$ .




$r(1)=(1,2)$ and $r(2)=(1,2.1)$ .
Then, the equation (4.1) which $\underline{v}^{*}$ and $\underline{h}=(\underline{h}_{1}, \underline{h}_{2})’$ is given as follows :
$\underline{v}^{*}+\underline{h}_{1}=\max\{$
$1+ \min\{\frac{2}{3}\underline{h}_{1}+\frac{1}{3}\underline{h}_{2}, \frac{1}{2}\underline{h}_{1}+\frac{1}{2}\underline{h}_{2}\}$
$1+ \min\{\frac{2}{5}\underline{h}_{1}+\frac{3}{5}\underline{h}_{2}, \frac{1}{2}\underline{h}_{1}+\frac{1}{2}\underline{h}_{2}\}$ ,
$\underline{v}^{*}+\underline{h}_{2}=\max\{$
$2+ \min\{\frac{1}{3}\underline{h}_{1}+\frac{2}{3}\underline{h}_{2}, \frac{1}{2}\underline{h_{1}J}+\frac{1}{2}\underline{h}_{2}\}$
2. $1+ \min\{\frac{3}{5}\underline{h}_{1}+\frac{2}{5}\underline{h}_{2}, \frac{1}{2}\underline{h}_{1}+\frac{1}{2}\underline{h_{2}}\}$ ,
After a simple calculation, the solution of the above with $\underline{h}_{1}=0$ becomes that $\underline{v}^{*}=1.5$
and $\underline{h}=(0,1)/$ . Also, we easily find $A_{1}=\{2\}$ and $A_{2}=\{1,2\}$ .
Similarly, by solving the equation which $\overline{h}_{1}=0$ , we $\mathrm{g}\mathrm{e}\mathrm{t}v=arrow 23/14,$ $\overline{h}=(0,15/14)’,$ $A_{1}^{*}=$
$\{2\}$ and $A_{2}^{*}=\{1\}$ . So, by Theorem 4.1, $f^{*}$ with $f^{*}(1)=2$ and $f^{*}(2)=1$ is average-optimal
and $v(f^{*})=[(3/2)\mathrm{e}, (23/14)\mathrm{e}]$
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