Let g be a reductive Lie algebra. We give a condition that ensures that the character of a generalized Verma module is well-behaved under a twisting functor. We show that a similar result holds for basic classical simple Lie superalgebras, and generalize a result from [CM16] about twisting Verma modules.
1 Introduction and Notation.
Introduction.
Let k be an algebraically closed field of characteristic zero, and g a reductive Lie algebra over k. Our current understanding of the BGG category O of g-modules owes much to several well known endofunctors of the category O and its blocks see [Hum08] , [Maz12] . An important class of functors are the twisting functors introduced by Arkhipov [Ark04] and studied further by Andersen in collaborations with Lauritzen [AL03] , and Stroppel [AS03] . We postpone some definitions until later, but remark here that there is such a functor T w for any Weyl group element w, and for any Verma module M (λ), the modules T w M (λ) and M (w · λ) have the same character.
Suppose p is a parabolic subalgebra of g with Levi factor l. Let O l be the analog of the category of O for l. Consider the functor F : O l −→ O defined on an object L as follows. First make L into a p-module by allowing the radical m + of p to act trivially and then let FL = Ind g p L, be the induced g-module. If L is finite dimensional simple, we call Ind g p L, a generalized Verma module. An analog of the above mentioned result on twisted Verma modules does not always hold for generalized Verma modules. However if wα is a positive root of g for every positive root α of l, there is a suitable analog for the character of T w Ind g p L. The result is most clearly expressed using partition functions. Suppose that X is any set of positive roots, and define
Recall that the Verma module M (λ) with highest weight λ has character e λ p where p is the Kostant partition function. We can think of p X as the generating function for the number of partitions with support disjoint from X. When X is empty we have p X = p. Under the above assumption on v we show that ch
In particular if L is one-dimensional and given by λ ∈ h * such that λ([l, l] ∩ h) = 0, then ch T v FL = e v·λ p vX .
Furthermore the result extends easily to the case where g is a classical simple Lie superalgebra, with a simple change in the definition of p X to accommodate odd roots. In [Mus] we showed in the contragredient case, that if X is an isotropic set of (necessarily odd) roots, and λ ∈ h * satisfies (λ + ρ, X) = 0, then there is a highest weight module M X (λ) with highest weight λ such that ch M X (λ) = e λ p X . In type A, we obtained a Jantzen sum formula in the Grothendieck group K(O) of the category O for these modules. The sum of terms in the Jantzen filtration is expressed as a linear combination (with positive coefficients) of other modules corresponding to a factorization of theŠapovalov determinant. Among the modules that arise are some with character e µ p Y where Y is a set of roots containing X and the positive roots of a certain gl(2, 2)-subalgebra of g. It does not seem easy to construct such modules using the methods from [Mus] . However they can be constructed easily by applying twisting functors to generalized Vermas. Since the result seems to be new even for the semisimple case, and it holds in greater generality than is needed for [Mus] , it seems worth recording independently.
Notation.
We collect the main notation that will be used in this paper. We assume that g is a reductive Lie algebra or a contragredient Lie superalgebra. Fix a Cartan subalgebra h of g. Let g = n − ⊕ h ⊕ n + be a triangular decomposition of g. Then let p be a parabolic subalgebra of g. We assume b = h ⊕ n + ⊆ p. There are subalgebras m ± such that α and ρ = ρ 0 − ρ 1 . For any root α, we can choose a root vector e α ∈ g α such that g α = ke α . For an element w of the Weyl group W , set N (w) = {α ∈ ∆ + 0 |wα < 0}. We define translated actions of the Weyl group W on h * by
If X is a set of positive roots, let X 0 (resp. X 1 ) be the set of even (resp. odd) roots contained in X. Then define
Clearly for w ∈ W , wr X = r wX and ws X = s wX .
(1.2)
We also set r = r ∅ , and p X = r X /r. Note that pr = 1. If
Let Λ be the lattice of functions on h * such that (σ, α ∨ ) ∈ Z for all simple roots α As in [Hum72] 22.5, we use the group ring Z[Λ] with Z-basis the symbols e σ with σ ∈ Λ. The circle action of w ∈ W on Z[Λ] is defined by w • e σ = e w•σ . (There is a similar dot action defined using ρ in place of ρ 0 ). We warn the reader that the circle action is not an action by algebra automorphisms. Instead we have for
With this notation, we can now state the main result on Lie algebras.
Theorem 1.1. Suppose g is reductive and set
This result extends to classical simple Lie superalgebras. In particular this gives a new proof of a result of Coulembier and Mazorchuk about twisting Verma modules.
I thank Kevin Coulembier for some helpful correspondence.
2 Reductive Lie algebras.
Basics on Twisting Functors.
We assume that g is a reductive Lie algebra. For w ∈ W , the twisting functor T w for semisimple Lie algebras was introduced by Arkhipov [Ark04] in his work on the semi-infinite BGG resolution. Twisting functors for Lie superalgebras are studied in [CM16] . Until further notice, we assume that g is reductive. The twisting functor on the category Mod-U (g) of U (g)-modules is defined as follows: Let n w = n − ∩ w −1 (n + ), and let N w = U (n w ). We make g into a Z-graded Lie superalgebra g = i∈Z g(i) such that g(0) = h and g(±1) = ⊕g ±α , where the sum runs over all simple roots α. This grading induces a grading on
Then the corresponding semi-infinite U -bimodule S w is defined as S w = U ⊗ Nw N ⋆ w . For a proof that S w is a U -bimodule see [Ark04] . As a right U -module we have, see [AL03] 6.1,
When g is reductive and w = s α is a simple reflection, T w has the following easy description. Let U s denote the localization of U = U (g) at the negative root vector e −α . Then U (s) = U s /U is a U -U -bimodule, and
There is an inner automorphism φ = φ α of g such that φ(g β ) = g sα(β) for all roots α, and φ(h) = h. The action of g on U (s) is twisted by φ, i.e. the action is given by (x, u) −→ φ(x)u. Our goal is to obtain an analog of this result for generalized Verma modules M X (λ).
Proof. By definition n w = span{e −α |α ∈ N (w)}, and
Hence ( Lemma 2.3. Suppose w ∈ W is such that N (w) ∩ ∆ + (l) = ∅, and suppose that the sequence of g-modules
is exact. Then provided that Q = Q 3 is a free (or even flat) N w -module, the sequence
is also exact. This holds for example if Q is induced from a p-module.
Proof. The twisting functor T w is right exact, so it suffices to show that its left derived functor L 1 T w satisfies L 1 T w Q = 0. This follows from Lemma 2.1.
is a long exact sequence such that L 1 T w M j = 0 all j and and L 1 T w M = 0. Then the sequence
Proof. Let K i = ker f i . Then from the exact sequence 0 → K 0 −→ M 0 −→ M → 0, and the long exact sequence for Tor, we see that 0 → T w K 0 → T w M 0 → T w M → 0 is exact and L 1 T w K 0 = 0. The same reasoning applied to the exact sequences 0
is exact and L 1 T w K i = 0 for all i. Assembling all the sequences involving T w we get the result.
Let C be the full subcategory of O consisting of g-modules that have finite resolutions by (direct sums of) Verma modules, and let C(l) be the analogous category of lmodules. The Verma module for l with highest weight λ ∈ h * will be denoted by M l (λ). It is clear that FM l (λ) ∼ = M (λ), so the functor F takes C(l) to C.
Lemma 2.5. If L is a finite dimensional l-module, then FL ∈ C.
Proof. Begin with the BGG-resolution of L as an l-module and apply F to get a resolution of FL. By transitivity of induction, Vermas induce to Vermas. Lemma 2.6. Suppose M ∈ C, w ∈ W and L 1 T w M = 0. Then
is a resolution of M by direct sums of Vermas, and suppose the multiplicity of the
where
and by (2.4) this implies that
This proves (a), and (b) follows since ch M (λ) = e λ p.
Proof of Theorem 1.1. If L is a finite dimensional l-module then M = Ind g p L ∈ C by Lemma 2.5. Also L 1 T w M = 0 by Proposition 2.2 . Therefore from (1.3) and Lemma 2.6 we obtain the first equality below. For the second we use (1.2) and (1.4). We obtain
as claimed.
Lie Superalgebras.
From now on we fix a contragredient Lie superalgebra g, and apply the results of the previous Subsection to the reductive algebra g 0 . 1 In [CM16] the twisting functor T s for g is defined as follows. We assume that s is a reflection corresponding to the simple non-isotropic root α. Then as before denote the localization U (g) at e −α by U s and set U (s) = U s /U . Since φ is inner, it extends to g and then to U (g). Then the action of U is twisted by φ.
This definition can be extended to W because if we use (2.3) to define an action of the free group generated by symbols T s for s a simple reflection, then the Braid relations are satisfied [CM16] Lemma 5.3. Thus (2.3) yields a well-defined twisting functor (which we also denote by T w ) for all w ∈ W . Also the restriction functor Res (3.1)
There is a similar result for the induction functor Ind g g 0 , but we will not need it. Lemma 3.1. Suppose E is a finite dimensional simple l-module with highest weight λ, and make E into a p-module by allowing m + to act trivially.
and l 0 -modules 
Note that N = Λ(m 
with E i simple. Since M is an object of O, n 
Hence (a) follows and (b) holds by (3.3).
Note that
Proof. By (3.1) the character of T w M is the same as its character when regarded as a g 0 -module. By Lemma 2.3, the functor T w is exact on the sequence (3.5), so
These remarks justify the first two equalities below. For the third we use (3.3)
Hence using Lemma 2.6, we obtain the result.
We specialize to the case where E = k λ is one dimensional. To do this we need some more notation. Let Γ be the set of sums of distinct odd positive roots, and for γ ∈ Γ, let K(γ) be the number of partitions of γ into distinct odd positive roots. By [Mus97] Lemma 2.3, W acts on Γ by
for w ∈ W and γ ∈ Γ. This action is related to those in (1.1) by
and let Γ X = {γ ∈ Γ|K X (γ) > 0}. We have s X = γ∈Γ X K X (γ)e −γ . So (3.8) yields ch Ind First we isolate a key step in the proof. (e α/2 + e −α/2 ), (3.13) and this expression is W -invariant and independent of X. Using (3.9), we apply w to (3.13) to get the first equality below, and replace X by wX for the second, This completes the proof.
Remarks 3.5. When g = gl(m, n) Theorem 3.3 is used in the Jantzen sum formula from [Mus] . For Verma modules i.e. the case where X is empty, the Theorem reduces to [CM16] Lemma 5.5.
