Abstract. Given any compact, Hausdorff space K and 1 < p < ∞, we compute the Szlenk and w * -dentability indices of the spaces C(K) and L p (C(K)). We show that if K is compact, Hausdorff, scattered, CB(K) is the Cantor-Bendixson index of K, and ξ is the minimum ordinal such that CB(K) ω ξ , then Sz(C(K)) = ω ξ and Dz(C(K)) = Sz(L p (C(K))) = ω 1+ξ .
Definitions
Two ordinal indices, the Szlenk index [18] and w * -dentability index, have been used to classify and study Asplund spaces. These indices are distinct, but happen to coincide for a large class of spaces. Indeed, due to a result of Hájek and Schlumprecht [9] , the Szlenk and w * -dentability indices coincide for those Banach spaces whose Szlenk index lies in the interval [ω ω , ω 1 ]. Here, ω denotes the first infinite ordinal and ω 1 is the first uncountable ordinal. Since each index has applications to renorming theory, we seek to better understand the relationship between them. Given a Banach space X, a w * -compact subset K of X * , and ε > 0, we let s ε (K) denote those x * ∈ K such that for every w * -neighborhood V of x * , diam(V ∩ K) > ε. We let d ε (K) denote those x * ∈ K such that for every w * -open slice S containing x * , diam(S ∩ K) > ε. We recall that a w * -open slice in X * is a subset of X * of the form {y * ∈ X * : Re y * (x) > a} for some a ∈ R and x ∈ X. Of course, s ε (K) ⊂ d ε (K). We define . We let Sz ε (K) = min{ξ : s ξ ε (K) = ∅} if this class is non-empty, and we write Sz ε (K) = ∞ otherwise. We let Sz(K) = sup ε>0 Sz ε (K), with the convention that this supremum is ∞ if Sz ε (K) = ∞ for some ε > 0. We define Dz ε (K), Dz(K) similarly. Given a Banach space X, we let Sz(X) = Sz(B X * ) and Dz(X) = Dz(B X * ). If Φ : X → Y is an operator, we define Sz(Φ) = Sz(Φ * B Y * ). The index Sz(X) is the Szlenk index of X, and Dz(X) is the w * -dentability index of X. We observe that Sz(K) Dz(K) for any w * -compact K.
Given a compact, Hausdorff space K, we let K ′ denote the Cantor-Bendixson derivative of K. That is, K ′ consists of those points in K which are not isolated in K. Note that K ′ is closed in K, and so is compact, Hausdorff with its relative topology as long as it is non-empty. We define
and if ξ is a limit ordinal, we let
We let CB(K) denote the Cantor-Bendixson index of K, which is the minimum ordinal ξ such that K ξ = ∅ if such an ordinal exists, and otherwise we write CB(K) = ∞. The space K is said to be scattered if CB(K) is an ordinal. A standard compactness argument yields that if K is scattered, CB(K) is a successor ordinal. If K is scattered, we let Γ(K) denote the minimum ordinal ξ such that CB(K) ω ξ . Note that the inequality CB(K) ω ξ is strict except in the trivial case that CB(K) = 1 (that is, when K is finite), since CB(K) cannot be a limit ordinal, while ω ξ is a limit ordinal for any ξ > 0. If K is not scattered, we let Γ(K) = ∞. We agree to the convention that ω∞ = ∞.
Our proofs work for both the real and complex scalars. In what follows, C(K) is the Banach space of continuous, scalar-valued functions defined on the compact, Hausdorff space K. Given a Banach space X and 1 < p < ∞, L p (X) denotes the space of (equivalence classes of) Bochner-integrable, X-valued functions defined on [0, 1] with Lebesgue measure. Theorem 1.1. For any compact, Hausdorff K and any 1 < p < ∞,
For any ordinals ξ, ζ such that ω ζ ξ < ω ζ+1 , it is easy to see that CB([0, ξ]) = ζ + 1. Thus our results recover the known facts that if ω
. This was shown by Samuel [15] in the case that ξ is countable, by Lancien and Hájek when ξ < ω 1 ω, and by Brooker [3] in the general case. We also recover the values of Dz([0, ξ]) and Sz(L p (C([0, ξ]))), which was shown for countable ξ in [8] , and in the general case by Brooker [3] .
Preliminaries
We collect a few facts concerning the Szlenk and w * -dentability indices.
Proposition 2.1. Let X be a Banach space.
(i) If X is isomorphic to a subspace of Y , then Sz(X) Sz(Y ) and Dz(X) Dz(Y ).
(ii) Sz(X) = 1 if and only if dim X < ∞, and otherwise Sz(X) ω.
(iii) Dz(X) = 1 if and only if X = {0}, and otherwise Dz(X) ω. 
(viii) If Y is a Banach space and Φ : X → Y is an isomorphic embedding, Sz(Φ) = Sz(X).
(ix) For any K, L ⊂ X * w * -compact, ε > 0, and any ordinal ξ, if K ⊂ L + εB X * , then
Items (i)-(vi) can be found in the survey paper [11] . Item (vii) was stated in [7] in the case that Y = X, but the proof yields the version here. Item (viii) is due to Brooker [2] .
The idea for (ix) is in [10, Lemma 6.2], alhough the statement was slightly different. We give the proof of item (ix) as it is stated here.
Proof of (ix). By induction. The ξ = 0 case is clear. Assume ξ is a limit ordinal and the result holds for every ζ < ξ, and fix
We pass to a subnet (y * λ ) λ∈D of (y * ζ ) ζ<ξ with w * -limit y * ∈ s ξ 3ε (L) and note that over the same subnet, 
From this it follows that y * ∈ s ξ+1 3ε (L).
Rudin [14] showed that if K is compact, Hausdorff, scattered, C(K) * = ℓ 1 (K), where the canonical ℓ 1 (K) basis is the set of Dirac functionals {δ x : x ∈ K}. By a result of Namioka and Phelps [13] , if K is scattered, C(K) is Asplund. We note that a Banach space X is an Asplund space if and only if every separable subspace of X has separable dual. This was shown in [6] in the real case, and it is explained in [2] how to deduce the complex case from the real case. Stegall [17] showed that if every separable subspace of X has separable dual, then X * has the Radon-Nikodym property. It follows from [5, Page 98 ] that if X * has the Radon-Nikodym property, for any 1
Here, 1/p + 1/q = 1. Therefore if K is scattered and
since L p is asymptotically uniformly smooth. This shows that in the non-trivial case that K is infinite, to compute the Szlenk index of
With F ⊂ K still closed, we let ≈ F denote the equivalence relation on K given by s ≈ F t if s = t or if s, t ∈ F . We let K/F denote the space of equivalence classes [s] of members s of K and endow K/F with the quotient topology coming from the function χ F given by χ F (s) → [s]. Of course, the equivalence classes in K/F are F and {s},
γ , is the space consisting of the single equivalence class K γ . From this and our previous remarks, it follows that
, which we identify with B ℓ 1 (F ) throughout. Note that this identification is a linear, w * -w * -continuous isometry, so that for any ordinal ξ and any ε > 0, s
is the inclusion, and we may identify B Lq(ℓ 1 (F )) with its image under R * F when computing the Szlenk and w * -derivations.
* , and
and
Note that any operator p :
given by (P f )(t) = p(f (t)), and
canonical projection, and let q F denote the complementary projection F ) ) be the maps induced by p F , q F , respectively. Let P γ , Q γ be the maps induced by p γ , q γ . Note that the quotient map ϕ *
Indeed, for any t ∈ [0, 1],
Integrating over t yields the inequality. In particular, if
We also note that if ϕ *
We will use these fact to prove the following. Item (i) is based on [7, Lemma 3.3] and (ii) is based on [8, Lemma 6]. Lemma 2.2. Suppose ε > 0, F is a closed subset of K, and β is an ordinal.
Proof. (i) We work by induction on β, with the base and limit ordinal cases clear. Assume
indexed by the same directed set, converging w * to µ, and such that µ λ − η λ > 3ε for all λ. By passing to a subnet and using w * -w * continuity, we may assume that ϕ *
(ii) This follows from an inessential modification of (i).
Proposition 2.3. Let F ⊂ K be a closed subset of the compact, Hausdorff space K.
(i) If F is a finite set of isolated points, Sz(ϕ K\F ) = 1.
(ii) If F is a finite, non-empty set of isolated points, Sz(Φ K\F ) = ω. (iii) For any µ ∈ ℓ 1 (K) and any real number a > 0, if ϕ * 1 µ > a, then there exists a finite set F of isolated points such that ϕ * K\F µ > a. (iv) For any f ∈ L q (ℓ 1 (K)) and any real number a > 0, if Φ * 1 f > a, then there exists a finite set F of isolated points such that Φ * K\F f > a. (v) If ξ < CB(K) is a limit ordinal, µ ∈ ℓ 1 (K), and ϕ * ξ µ > a, then there exists an ordinal γ < ξ such that ϕ * γ µ > a. (vi) If ξ < CB(K) is a limit ordinal, f ∈ L q (ℓ 1 (K)), and Φ * ξ f > a, then there exists an ordinal γ < ξ such that Φ * γ f > a.
Proof. We use Proposition 2.1 for (i) and (ii).
(i) This follows from the fact that the inclusion operator ϕ K\F : C K\F (K) → C(K) has the same Szlenk index as C K\F (K), which is 1, since C K\F (K) has finite dimension.
(ii) This follows from the fact that Φ K\F has the same Szlenk index as
(iii) This follows from regularity and the fact that
, then there exists a compact, and therefore finite, subset
One uses (iii) to deduce the result first for simple functions and then extend by density.
(v) This follows from regularity and the fact that any compact subset F of K \ K ξ is contained in K \ K γ for some γ < ξ. Indeed, if such a gamma did not exist, we could choose for every γ < ξ some x γ ∈ F ∩ K γ . Any convergent subnet of the net (x γ ) γ<ξ necessarily converges to a member of K ξ ⊂ K \ F , contradicting the compactness of F . If
One uses (v) to deduce the result first for simple functions and then extend by density.
We conclude this section with a technical fact. The general idea behind this fact is wellknown. We recall the Hessenberg sum of two ordinals, the details of which can be found in [12] . Given a non-zero ordinal ξ, we may write ξ = ω γ 1 n 1 + . . . + ω γ k n k , where γ 1 > . . . > γ k and k, n i ∈ N. Given two ordinals ξ, ζ, by representing them in Cantor normal and then including zero terms if necessary, we may assume there exist k ∈ N, m i , n i ∈ N ∪ {0}, and
We remark that (ξ ⊕ ζ) + 1 = (ξ + 1) ⊕ ζ. We also note that for any ordinal ξ, the set {(ζ 1 , ζ 2 ) : ζ 1 ⊕ ζ 2 = ξ} is finite. Last, if ξ is any ordinal and r ∈ N, {(ζ 1 , ζ 2 ) :
(ii) For any ordinal ξ and any ε > 0,
(iii) If for some ε > 0, some ordinal ξ, and some r ∈ N, Sz 3ε (L) < ω ξ r, then
, we may fix a net (x * λ ) ⊂ B converging w * to x * and such that
We may pass to a subnet twice and assume y *
In the first case, it follows that y * ∈ s ε (L), and in the second, z * ∈ s ε (A). Since y * + z * = x * , we deduce the first statement. (ii) We work by induction on ξ. The ξ = 0 case is trivial. Assume
Since {(ζ, η) : ζ ⊕ η = ξ} is finite, we may pass to a subnet and assume that for some σ, τ with σ
, and we deduce by (i) that
Last, assume ξ is a limit ordinal and the result holds for every ζ < ξ. For every ζ < ξ, x * ∈ s ζ+1 4ε (B), and there exist α ζ , β ζ such that α ζ ⊕ β ζ = ζ + 1 and
. By [4, Proposition 2.5], there exist a subset S of [0, ξ) and ordinals α, β with α ⊕ β = ξ, and such that either α is a limit ordinal, sup
In either case,
Indeed, in the first case, for every ζ ∈ S, we may fix y * ζ ∈ s (iii) For the final statement, note that since s
The upper estimates
Recall that for γ < CB(K), ϕ γ denotes the canonical inclusion of
Theorem 3.1. Given an ordinal ξ, consider the following statements:
For any compact, Hausdorff K such that ω ξ < CB(K), and any ε ∈ (0, 1), 
For any compact, Hausdorff K such that ω ξ < CB(K), and any ε ∈ (0, 1),
The proofs of Theorems 3.1 and 3.2 are nearly identical. We will prove Theorem 3.2. In order to prove Theorem 3.1, one simply runs the same proof replacing Lemma 2.2(ii) and Proposition 2.3(ii), (iv), and (vi) with Lemma 2.2(i) and Proposition 2.3(i), (iii), and (v), respectively. This step of the proof is where our methods necessarily diverge from those used to prove upper estimates for Sz(C(K)) and Sz(L p (C(K))) when K is countable. The only part of the proof which requires work will be to deduce A ξ+1 from C ξ . Given C ξ , it is easy to deduce that if CB(K) = ω ξ + 1, then Sz(C(K)) ω ξ+1 , which is a particular case of A ξ+1 . It follows from Bessaga and Pe lczyński's isomorphic classification of C(K) spaces for countable K that for two countable, compact, Hausdorff, infinite spaces K, L, C(K) is isomorphic to C(L) if and only if Γ(K) = Γ(L). Therefore for countable K, in order to deduce A ξ+1 from C ξ , it is sufficient to only consider the special case that CB(K) = ω ξ + 1. However, this isomorphic classification fails for uncountable compact, Hausdorff spaces, and even for uncountable intervals of ordinals. More specifically, [0, ω 1 ] and [0, ω 1 2] have the same Cantor-Bendixson index, ω 1 + 1, while the spaces C([0, ω 1 ]) and C([0, ω 1 2]) are not isomorphic [16] .
Proof of Theorem 3.2. We first prove that
3ε (B Lq(ℓ 1 (K)) ) and, to obtain a contradiction, assume Φ *
In the case that ξ = 0, we obtain a contradiction to Proposition 2.3(ii), since in this case s ω ε (Φ * K\F B Lq(ℓ 1 (K)) ) = ∅. In the case that ξ > 0, we obtain a contradiction to
We remark that C ′ ξ is equivalent to: For any compact, Hausdorff K such that ω ξ < CB(K), any ε ∈ (0, 1), and any a ∈ (0, 1],
Indeed, by homogeneity, if X is any Banach space, L ⊂ X * is w * -compact, ε > 0, a ∈ (0, 1], and ξ is any ordinal, s
We turn now to the proof of the theorem. Since A 
Assume ξ is a limit ordinal. Fix a compact, Hausdorff space K with CB(K) ω ξ . Since CB(K) cannot be a limit ordinal, CB(K) < ω ξ . Since ξ is a limit ordinal, there exists ζ < ξ such that CB(K) < ω ζ . Since A ζ holds, we deduce that Sz(L p (C(K))) ω 1+ζ < ω 1+ξ , a contradiction. Thus ξ cannot be a limit ordinal.
It follows that ξ must be a successor, say ξ = ζ +1. Since ω ξ is a limit ordinal, CB(K) = ω ξ is impossible for any compact, Hausdorff K, so it follows that there exists some compact, Hausdorff K such that CB(K) < ω ξ and such that the statement of A ′ ξ fails for this K. Let n be the minimum natural number such that there exists a compact, Hausdorff space K with CB(K) ω ζ n + 1 and such that the A ′ ξ fails for this K. First suppose that n = 1. Then CB(K) ω ζ + 1. In this case it must be that CB(
3ε (B Lq(ℓ 1 (K)) ). These inclusions together with a standard homogeneity argument yield that for any j ∈ N, and ε ∈ (0, 1),
, we reach a contradiction if n = 1. Since it must be that n > 1, we may write n = m + 1. Let F = K ω ζ and note that CB(F ) ω ζ m + 1. Indeed,
1+ξ by the minimality of n and the fact that CB(F ) ω ζ m+ 1. But the usual compactness argument yields that if Sz 3ε (L) ω 1+ξ , then Sz 3ε (L) < ω 1+ξ = ω 1+ζ ω, and there exists some r ∈ N such that Sz 3ε (L) < ω 1+ζ r. We claim that for i = 0, 1, . . . and f ∈ s
The i = 0 case is obvious. Assume we have the result for some i. Let A = (1−ε q ) i/q B Lq(ℓ 1 (K)) . Note that our assumption on i yields that
Here we are using the fact that P F 1, so that P F maps B Lq(ℓ 1 (K)) into L. By Lemma 2.4, (B Lq(ℓ 1 (K)) ), f = P ω ζ f + Q ω ζ f , P ω ζ f ∈ L, and
Therefore s ω 1+ζ rj 12ε
(B Lq(ℓ 1 (K)) ) ⊂ L + εB Lq(ℓ 1 (K)) .
Using Proposition 2.1(vi), But this shows that Sz 12ε (B Lq(ℓ 1 (K)) ) < ω 1+ζ r(j + 1) < ω 1+ξ . Since ε ∈ (0, 1) was arbitrary, we deduce that Sz(B Lq(ℓ 1 (K)) ) ω 1+ξ , and this contradiction finishes the proof.
The lower estimates
Lemma 4.1. Let K be compact, Hausdorff and fix ε ∈ (0, 1). For any ordinal ξ < CB(K),
Proof. We prove the results separately for the Szlenk and w * -dentability indices, each by induction. We first prove that B ℓ 1 (K ξ ) ⊂ s ξ ε (B ℓ 1 (K) ). The base and limit ordinal cases are clear. Assume K ξ+1 = ∅ and B ℓ 1 (K ξ ) ⊂ s ξ ε (B ℓ 1 (K) ). Fix any finite, non-empty subset F of K ξ+1 and scalars (a x ) x∈F such that x∈F |a x | 1. Let µ = x∈F a x δ x and let V be any w * -neighborhood of µ. Fix f 1 , . . . , f n ∈ C(K), and σ > 0 such that {η ∈ ℓ 1 (K) : (∀1 i n)(| µ, f i − η, f i | < σ)} ⊂ V.
For each x ∈ F , fix a neighborhood U x of x such that for each 1 i n and each y ∈ U x , |f i (x) − f i (y)| < σ. We may assume that the sets (U x ) x∈F are pairwise disjoint. Since the points x ∈ F are not isolated in K ξ , for each x ∈ F we may fix y x ∈ U x ∩ K ξ such that y x = x. Let E = {y x : x ∈ F }. Let η = x∈F a x δ yx and note that η ∈ V ∩ B ℓ 1 (K ξ ) ⊂ V ∩ s ξ ε (B ℓ 1 (K) ). Since K ξ+1 = ∅, K ξ is infinite, and we may find some η ′ ∈ span{δ t : t ∈ K ξ \ (E ∪ F )} ∩ n i=1 ker(f i ). By scaling, we may assume η ′ = 1 − η . Then η + η ′ ∈ V ∩ B ℓ 1 (K ξ ) and
