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Abst rac t - -The  lower-order suboptimal filtering method for estimating the state vector for a 
special class of discrete nonlinear systems i proposed. The dimension ofstate in this filter is less than 
that in the extended Kalman filter. The comparative l ss computation time required for calculation 
of the filter gains and implementation f the estimation process make it possible to apply this method 
to multidimensional dynamic systems in real time. Examples are presented. 
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1. INTRODUCTION 
The dominant factor in determining the computational complexity of the suboptimal nonlinear 
filters is the dimension of the state vector. The number of computations per iteration is on the 
order of n 3. In the case of the multidimensional system, the practical realization in real time of 
the extended Kalman filter, as well as similar filters [1-3], involves considerable computational 
difficulties. 
The main attempt o reduce the computational burden imposed by such filters is aimed at 
reducing the size of the state vector of filter. The method of reducing the dimension of the state 
vector in the discrete extended Kalman filter for a special class of nonlinear dynamic systems is 
proposed. Examples how the desirable convergence haracteristics of the lower-order suboptimal 
filter. 
2. STATEMENT OF  THE PROBLEM 
Consider a nonlinear discrete stochastic system described by the following state-space model: 
x(k + 1) = f(x(k),k) + Gw(k), k = 0, 1 , . . . ,  (1) 
y(k) = h(x(k),k) + v(k), k = 0 ,1 , . . . ,  (2) 
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where x(k) E R n is the state vector of the system, y(k) E R m is the observation vector, f and h 
are differentiable nonlinear vector functions depending upon both the state x(k) and the index k, 
G is an n x r time-invariant matrix, w(k) E R ~, v(k) E R m, and {w(k)} and {v(k)} are the 
uncorrelated zero-mean Gaussian sequences with variances 
E [w(k)w(j) T] = Q(k)~kj, 
E [v(k)v(j) T] = R(k)~kj, 
in which E denotes the expectation operators, superscript T represents he transpose of a matrix 
or vector and 6kj denotes the Kronecker delta function. 
We shall also suppose that: 
(a) the dimension of input noise w is less than that of the state vector x, r < n; 
(b) rank[G] = r; 
(c) the initial value x(0) = x0 is known. 
For the problem under assumption which is distinguished by the fact that the dimension r
of the input noise is less than the dimension of the state vector, with initial state x(0) being 
known exactly, we propose a lower-order filter. 
3. SOLUT ION OF THE PROBLEM:  
THE LOWER-ORDER SUBOPT IMAL  F ILTER 
Without loss of generality, it is possible to represent an n x r matrix G in the form 
[G~] 
G = G2 ' 
where G1 is (n - r) x r matrix, G2 is r x r matrix and rank[G2] = r. 
Let us partition the state vector x(k) into subvectors xl(k) E R n-~ and x2(k) E R ~, 
z(k) = [xl(k) 
/~2(k)] " 
The linear transformation 
z(k) = Ax(k), 
where 
[ Io - r  -G1G21 ] rth A = /r j , I~ being an order unit matrix, (3) 
reduces the stochastic system (1) and (2) to a system of the form 
zl(k) = F~ (z~(k), z2(k), k), zl e R "-~, (4) 
z2(k) = F2 (zl(k), z2(k), k) + G2w(k), z2 E R ~, (5) 
y(k) = g (zl(k), z2(k), k) + v(k), (6) 
with known initial values 
zl(O) = xl(O) - GIG21z2(O), 
z2(O) = x2(O). 
In the formulae (4)-(6), 
Fl(Zl, z2, k) = [A(z, k) - a lC~ly2(z ,  k)]~=A-,z, 
F2(Zl, z2, k) = f2(x, k)lx=A_, z, 
H(zl ,  z2, k) = h(x, k)Ix=A-' z" 
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For finding the estimate ~(k I k) = [~l(k I k)Tz2( k I k)T] -I- of the state vector z(k) = [Zl(k) T 
z2(k)T] T based on observations Y0 k -- {y(0) , . . . ,  y(k)}, we shadl apply the extended Kalman filter 
to the equations (4)-(6) (see [1]): 
~(k I k) = ~(k I k -  1) +L(k )  [y(k) - H(~(k I k -  1),k)], ~(0 I -1)  = z(0), 
~(k + 1 I k) = F (~(k  I k) ,k) ,  
n(k) = P(k I k -  1)Hz m [HzP(k I k -  1)H / + R(k ) ] - l ,  (7) 
P(k t k) = [In - L(k)Hz] P(k { k - 1), P(0 I -1)  = 0, 
P(k + 1 [ k) = FzP(k I k) F [  +-Q(k), 
where 
~,1 F= f l  L= P= 
= z2 ' F2 ' L2 ' [P21 P22J '  
~2z2 H~= OH OH 0 0 
Fz= OF2 0['2 ' ~ -~z2 ' -~ :  0 G2QG T " 
The derivatives Fz = F~(z,k) and H~ = Hz(z,k) are calculated at the points (9.(klk),k) and 
(~(k I k - 1), k), respectively. 
Let us note that  if the function F1 in equation (4) only depends on zl, i.e., 
F1 = Fl(zl(k), k), 
then for a known initial value zl(0) the optimal estimate }l(k ] k) will satisfy the equation 
~l(k I k) -- ~l(k I k - 1), ~l(k I k - 1) - -  F 1 (Z l (k  - 1 I k - 1), k - 1), ~1(0 I -1)  = Zl(0 ). 
In the general case, when 
F1 -- F1 (Zl(k), z2(k), k) 
and the disturbances w(k) are acting only the components of the subvector z2(k) (5), it is sug- 
gested to consider only the correlations between the errors of the component z2 in equations (7); 
i.e., P l l  = P12 = P21 = 0 in (7) and (8). Thus we have 
n--?"  r 
P= P22 r 
Hence the new suboptimal estimates ~l(k I k) and ~2(k I k) will be sought in the form 
~,(k I k) = ~l(k l  k - 1), ~,(01 -1 )  = ~(0) ,  
~2(k I k) = ~2(k I k -  1) + L2(k) [y(k) - g (~ l (k  I k -  1),~2(k [ k -  1),k)], 
~2(01 -1 )  = ~,2(0), 
~,~(k + i l k )  = F~ (~(k  l k),~2(k l k) ,k) ,  
~2(k + 1]k )  = F2 (~.l(klk),~'2(kik),k),  (10) 
n2(k) = P22(k I k -  1 )g  T [Hz2P22(k I k -  1)g  T + R(k ) ] - l ,  
P22(k I k) = [It - L2(k)Hz2] P22(k ] k - 1), P22(0 [ -1)  = 0, 
P22(k + 1 I k,) = f2,z~P~2(k I k)F:z~ + G2Q(k)G-~, 
where L2, P22, Hz2 = ~OH and F2,~2 = O_EzFOz2 are r x m, r x r, m x r and r x r matrices, respectively. 
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Then using the formula (3), we have 
~(k I k) = A- l~(k]  k), 
where 
.,.<,<,,,>__ ,,.-,__ ["o-" • 
In the case of a large dimension of the state vector x and of a small dimension r of the 
input noise w, the new lower-order suboptimal filter (10) considerably reduces the computational 
burden needed for estimating the current state of the system in real-time. This is the precise 
reason for transformation f equations (1) and (2) into equations (4)-(6). 
The better accuracy of the suboptimal filter (10) can be obtained by increasing the size of 
nonvanishing square submatrix P22 in (9) that can be formed as r' x r' (r' > r); i.e., 
n - -  r # r / 
p=[0  O]n- r '  
0 P22 r I 
At r ~ -- n the suboptimal filter equations (10) coincide with the extended Kalman filter equa- 
tions (7) and (S). 
4. L INEAR SYSTEMS 
For simplicity, consider the time-invariant system. Suppose that the linear system is of the 
form (4)-(6): 
r,,., [;] 
x2(k + 1) = IF21 F22 Lx2(k)} + w(k), (12) 
y(k) = [Hi /-/2] [xl(k)]  +v(k),  (13) 
Lx~(k) J 
where xl(k) E R n-r, x2(k) e R ~, y(k) e IR m, w(k) • R ~, v(k) • R m, w(k) ,,~ N(O, Q), v(k) 
N(0, R) and G is a r × r matrix. 
Suppose that the initial values Xl(0) and x2(0) are known. The optimal estimate &(k I k) = 
E[x(k) I Yo k] of the state vector x(k) = [xl(k)mx2(k)T] T is determined by the Kalman filter 
equations 
~(k I k) = ~(k I k -  1) +L(k)[y(k) - H~(k I k -  1)], ~(0 I -1) = x(0), 
2,(k + 1 I k) = FEc(k I k), 
L(k) = P(k I k - 1)HT[HP(k t k - 1)H T ÷ R] -1, (14) 
P(k I k) = [In - L(k)H]P(k I k - 1), P(0 I -1)  = 0, 
P(k + l I k) = FP(k  l k) FT +-Q, 
where 
= ~2 ' LF21 F:2J , L = L2 , H = [HIH2] ,  
r.,,,1 0 ]  
P= L P21 P22 J ' GQG T " 
Here P(k I k) = E[e(k I k)e(k ] k) T] and P(k I k - 1) -- E[e(k ] k -  1)e(k [ k - 1) T] are the a 
posteriori and a priori convariance matrices of the filtering errors e(k I k) = ~(k I k) - x(k) and 
e(k ] k - 1) = ~(k I k - 1) - x(k), respectively. 
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Together with the optimal solution, the Kalman filter (14) and (15), we apply the suboptimal 
filter (10). Putting Pll  = P12 = P21 = 0 in (14) and (15) and denoting new estimates of 
subvectors xl(k) and x2(k) by ~l(k [ k) and x2(k I k), respectively, we obtain the linear lower- 
order filter 
~(k  k) = ~l(k I k - 1), ~1(0 I -1) : Xl(0), 
i2(k k )= i2(k lk -1 )+L2(k) [y (k ) -H l i1 (k lk -1 ) -H23:2(k lk -1 ) ] ,  
~(o  I -1)  = z2(o), 
5:1(k + 1 I k) = Fl l~l(k I k) + F12~z2(k I k), 
~(k  + 1 I k) = F2~(k  I k) + F2~2(k I k), (16) 
~:(k) = ~:2(k I k - 1)g~ [g :~=(k  I k - ~)g[  + R] - I ,  
P22(k I k) = [Iv - L2(k)g2] P22(k I k - 1), P22(0 I -1) = 0, 
P22(k + 1 ] k) = F2P22(k I k)F2 T + GQ GT, F2 = [F21 F22]. 
Let us note that the matrices P22(k ] k) and P22(k ] k - 1) are not the actual a posteriori 
and a priori convariance matrices of the filtering errors A2(k [ k) = 22(k I k) - x2(k) and 
A2(k I k -  1) = &2(k ] k -  1) -x2(k);  thus they are distinguished from the Kalman filter matrices 
P22(k I k) and P22(k I k - 1) in (14) and (15), respectively. 
Now we derive the equation for actual covariance matrix of the filtering error 
P*(k I k) = E [A(k I k)A(k ] k)T], 
where 
A(k lk )=[A l (k lk )TA2(k lk )T ]  T,  A i (k lk )=~c~(k lk ) -x~(k) ,  i=1 ,2 .  
Using equations (12), (13) and (16), we have the linear difference quations for errors Al(k I k) 
and A2(k I k) as follows: 
Al(k  I k) = F11&l(k -  1 I k -  1) + F12A2(k-  1 ] k -  1), 
A2(kl k) = [F21 -L2(k )g l ]  Al(k - 1 ] k - 1) + [F22 -L2(k)H2] A2(k - 1 ] k - 1) 
+ L2(k)v(k) - Gw(k - 1). 
Consequently, the actual covariance matrix P*(k ] k) is determined by 
P*(k I k) = M(k)P* (k -  1 [ k -  1)M(k) T + B(k), P*(O I O) = O, (17) 
where 
Fll ] 
M(k)= F21--L2(k)HI F22 --L2(k)H2 ] ' 
[00 0) ]  (18) B(~) = ~(k ' 
~(k) = r2(k)RZ~(k) T + CQC T. 
Equations (17) and (18) produce the accurate a priori estimate of the lower-order filter (16) 
beforehand in the process of designing a filter. 
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5. NONL INEAR EXAMPLES 
Let us apply the suboptimal filter (10) to two nonlinear filtering problems. 
EXAMPLE 1. The state vector x(k) E R ~ is determined by the equation 
x(k + 1) = f(x(k),  k) + Gw(k), k = 0, 1 . . . .  , (19) 
where {w(k)} is the scalar Gaussian sequence, w(k) ~ N(O,Q(k)), G = diag[G1...Gn] and 
Gi ~ 0, i -- 1 , . . . ,  n. The initial value x(0) is known. The observation equation is given by 
y(k) = h(x(k), k) + v(k), (20) 
where y(k) • R m and v(k) ,-~ g(o, R(k)). 
By a nonsingular linear change of variables 
z~(k) = G~xi+l(k) - G~+lXi(k), i = 1,... ,n - 1, 
z,~(k) = x~(k), (2i) 
we can reduce the system (19) and (20) to the form 
z~(k + 1) = F~(z(k), k), i = 1 , . . . ,  n - 1, 
zn(k + 1) = Fn(z(k), k) + Gnw(k), (22) 
y(k) = H(z(k), k) + v(k), z(k) = [Zl (k) . . .  z,~(k)] T . 
For the system (22) the suboptimal filter (10) takes the form 
Z~(k I k) = i , (k l  k - 1), i = 1,.. .  ,n - 1, 
in(k ] k) = ~n(k I k -  1) + L(k) [y(k) - H(~(k [ k -  1),k)], 
~j(k + l l k) = Fj(~(k [ k),k), j=  l , . . . ,n ,  
n(k) = P(k [ k - 1)H~ [gz,~ P(k I k - 1)gzT + R(k) ] - l ,  Hz.~ = OH 
(~ Zr ~ 
P(k [ k) = 1 -  Lj(k) P(k [ k -1 ) ,  L(k) = [Lt(k). . .  Lm(k)], 
P(k  + 11 k) = {Of" '~  ~ P(k  J k) + G~Q(k) 
By the formulae (21), the estimates &i(k I k) of the state variables xi(k) can be determined by 
~n(k I k) = ~n(k I k), ~_ , (k  I k) = [~- l (k  I k) - an_~, , (k  I k)] 
~(k l  k) = [~l(k I k) - G i~(k  I k)] 
G2 
EXAMPLE 2. Let the two-dimensional state vector x(k) = [xl(k) x2(k)] T be described by the 
equation 
Xl(k + 1) = alXl(k) + a2x2(k) + a3Xl(k)x2(k) + a4x~(k), 
x2(k + 1) = blxl(k) + b2x2(k) + Gw(k). 
The scalar observed process y(k) is determined by 
y(k) = clxl(k) + c2x2(k) + v(k). 
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Figure 2. Comparison ofmean squared errors for LOF and EKF. 
Here {w(k)} and {v(k)} axe scalar uncorrelated Gaussian sequences, w(k) ~ N(0, Q), v(k) ,~ 
N(O, R), a~, b~, c~, G, Q and R are known constants, and x(0) is known. 
For finding the estimate ~(k I k) = [~1(k I k) ~2(k I k)] T of the state vector x(k) we apply the 
suboptimal filter (10). According to this filter the estimates 5"i(k I k), i -- 1, 2, are determined by 
I k) =   (klk - 1), 
~2(k I k) -- ~2(k I k - 1) + L(k) [y(k) - cl~cl(k I k - 1) - c2~,2(k I k - 1)1, 
~,l(k + 1 I k) = al:~l(k I k) + a2Sc2(k I k) + ajCl(k I k):~2(k I k) + a4:~2(k I k), 
~2(k + 1 I k) -- bl:~l(k I k) + b2:~2(k I k), (23) 
c2P(k t k -  1) 
L(k) = [e2p(k I k - 1) + RI' 
P(k ]k )=[1-c2n(k ) ]P (k lk -1 ) ,  P(k + l lk)=b22P(klk)+G2Q. 
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In parallel with the lower-order filter (LOF) (23) we have considered the extended Kalman filter 
(EKF). The actual mean squared errors(MSE) of filtering 
IL(~F(k) ---- E [~i(k [ k) - xi(k)] 2 and I(i)gF(k) ---- E [~i(k [ k) - xi(k)] ~ , i = 1, 2, 
corresponding to LOF (~i(k ] k)) and EKF  (~i(k I k)) were calculated by solving the statistical 
analysis problem with the moment-semiinvariant method [4-6]. The results of calculations of 
I(L~F and I(i)KF for the initial data al -- 0.9, a2 = -0.4,  a3 -- -0.1,  a4 = 0.1, bl = -0.1,  b2 = 0.8, 
cl -- -1 ,  c2 -- i, G = 1, Q- -  0.1, and R = 1 are plotted in Figures land  2. It is seen from 
Figures 1 and 2 that  IL(~F and I(i)KF , i = 1, 2, do not differ by much. 
6. CONCLUSION 
The lower-order suboptimal filtering method for estimation of the state and the parameters of
nonlinear stochastic systems can be widely used in control problems of multidimensional systems. 
From a computat ional  view point this method is much better than the extended Kalman filter 
and other conventional filtering methods. Thus the lower-order filter may be realized in real-time, 
especially in the case of systems of large dimension. 
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