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The velocity and absorption coefficient for the plane sound waves in a classical gas are obtained
by solving the Boltzmann kinetic equation, which describes the reaction of the single-particle distri-
bution function to a periodic external field. Within the linear response theory, the nonperturbative
dispersion equation valid for all sound frequencies is derived and solved numerically. The results
are in agreement with the approximate analytical solutions found for both the frequent- and rare-
collision regimes.
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I. INTRODUCTION
Sound waves in classical gases have been studied in-
tensively within the hydrodynamical approach (see, e.g.,
Ref. [1]). Small dynamical perturbations of the parti-
cle density n(r, t), collective velocity u(r, t), and tem-
perature T (r, t) induced by sound-wave propagation are
found as solutions of the hydrodynamical and transport
equations. The sound velocity is approximately equal to
the thermal particle velocity1
vT =
√
2T
m
, (1)
where T is the system temperature and m is the particle
mass. For absorbed plane sound waves (APSWs) with a
frequency ω, the wave amplitude decreases as exp(−γz)
after propagating the distance z. The absorption coeffi-
cient γ is obtained from the Stokes relation [1]. It is a
function of the shear and bulk viscosity and the thermal
conductivity.
Within a hydrodynamic approach, the kinetic coeffi-
cients are phenomenological constants. For their calcu-
lations, one needs kinetic theory. For classical systems
of particles, the Boltzmann kinetic equation (BKE) is
usually used. It describes the single-particle distribution
function f(r,p, t) dependent on the space coordinate r,
momentum p, and time t (see, e.g., Refs. [2–8]). The two
lowest moments of the single-particle distribution give
n(r, t) =
∫
dp f(r,p, t) ,
u(r, t) =
1
n(r, t)
∫
dp
p
m
f(r,p, t) . (2)
Chapman and Enskog (see, e.g., Ref. [2]) derived the
equations of a dissipative hydrodynamics by using the
1 We use the units where the Boltzmann constant is kB = 1.
BKE. They obtained the expressions for the kinetic co-
efficients in the system of hard balls within the so-called
frequent-collision regime (FCR) (see also Ref. [9]). To
define the collision regimes, let us introduce two differ-
ent scales: the particle mean free path l ∼ (nπd2)−1,
where d is the hard-core particle diameter, and another
scale L that is the characteristic space size of the ex-
ternal dynamical perturbation. In our APSW problem,
one can set L = λ, where λ = 2π vT /ω is the wavelength
of the propagating plane waves. The FCR corresponds
to l ≪ λ and the perturbation expansion over a small
Knudsen parameter K ≡ ωτ ≪ 1 can be used. Here,
τ ∼ l/vT is the relaxation time that determines the col-
lision frequency τ−1 by the collision integral term in the
BKE. In most practical cases, the inequality l ≪ λ is
satisfied, and the FCR works (see, e.g., Ref. [5]). For ex-
ample, for air at normal conditions one has l ∼ 10−5cm
and λ ∼ 1−103cm for audible sound waves. (For investi-
gations within the FCR but beyond the standard hydro-
dynamic approach; see, for instance, Refs. [3, 6, 10–29].)
The rare-collision regime (RCR) takes place at large
values of the Knudsen parameter K = ωτ ≫ 1. The
conditions of the RCR emerge at a small particle-number
density (l becomes large) and (very) large sound-wave
frequency ω. Different approximations were employed in
this case [3, 4, 6, 12–25, 30–36]. Most of them, e.g., [3, 6,
12, 14–24], used the so-called moments’ method based on
a truncation of the system of equations for the moments
of the BKE. However, a dynamical variation δf(r,p, t)
of the distribution function f(r,p, t) becomes strongly
oscillating and a nonsmooth function of the momentum
p at large ωτ ∼> 1. Therefore, in the RCR at ωτ ∼> 1
the moments’ method fails, the worse the larger ωτ (see,
e.g., Refs. [6, 19]).
The APSWs in the RCR will be referred to as ul-
trasonic waves [30, 31]. The basic experiments in the
field of ultrasonic waves were done by Greenspan (see
Refs. [11, 37, 38], and also Ref. [39] for additional ex-
perimental data). After that no essential improvements
of experimental measurements have been done. This is
connected with serious difficulties in conducting these
experiments. The difficulties include the problems of
generating ultrasonic waves in gases and of measuring
the speed and absorption of these waves.
2Both the FCR and RCR have been studied in our re-
cent paper [40] by using the approximate analytical solu-
tions obtained within asymptotic expansions of the BKE
over ωτ ≪ 1 and (ωτ)−1 ≪ 1, respectively. The aim of
the present paper is to formulate the nonperturbative
method for calculations of the speed of sound waves and
the absorption coefficient γ of the APSWs within the
linear response theory (LRT) (for different aspects of
the LRT see, e.g., Refs. [41–43], and also Refs. [32, 34]
for its applications). The LRT allows us to derive a
general APSW solution for small variations δf(r,p, t) of
the distribution function f in terms of the response of
δf to a periodic external field with a frequency ω by
using the relaxation time approximation to the collision
integral term. This can be done for any Knudsen pa-
rameter value K, which is an essential advantage over
the moments’ method. The equation for the poles of
these response functions is the dispersion equation for
the complex wave number k (or the complex sound ve-
locity), which allows us to obtain the sound velocity and
the absorption coefficient.
The paper is organized as follows. In Sec. II, the Boltz-
mann kinetic equation with an external periodic field is
formulated, and the relaxation time approximation for
the collision integral is discussed. In Sec. III, the lin-
earized BKE is solved in terms of the response to the
external periodic potential. The nonperturbative dis-
persion equation for the complex wave numbers (sound
velocities) of the APSWs is derived. Numerical solutions
of this equation give the sound velocity and absorption
coefficient of the APSWs at arbitrary values of the Knud-
sen parameter ωτ . The obtained numerical results are
in agreement with the analytical RCR and FCR asymp-
totic limits. Sections IV and V present, respectively,
a discussion of the results and a summary. Appendixes
A-C show some details of the calculations.
II. BOLTZMANN KINETIC EQUATION
We start with the BKE
∂f
∂t
+
p
m
∂f
∂r
− St[f ] = ∂f
∂p
∂Vext
∂r
, (3)
where the collision integral term St[f ] is taken in the
standard Boltzmann form (see, e.g., Refs. [3, 4, 6, 7]).
The external potential field Vext(z, t), periodic in time t
with a frequency ω, is switched on as a perturbation
Vext(z, t) = exp [−i ω t+ ǫ0t]
∫ ∞
−∞
dk
2π
Vk exp (ikz) ,
(4)
where Vk is the k amplitude of the Fourier representation
ǫ0 = +0. The external field
2 stimulates the appearance
of the plane waves with a fixed frequency ω. The term
ǫ0t, switching adiabatically on the external field at a time
2 As usual, the complex number representation is used for conve-
nience, but only the real parts of f and Vext will be taken as
physical quantities.
far in the past (Vext → 0 at t→ −∞) , is used usually for
the adequate time-dependent picture [41, 42], and will be
omitted in the following derivations. For convenience, we
use also the standard Fourier integral transformation of
the LRT from the z to k variables.
In the absence of the external field Vext, the global
equilibrium (GE) solution of the BKE (3) is given by
fGE(p) =
n
(2πmT )3/2
exp
(
− p
2
2mT
)
, (5)
where the particle number density n and temperature T
are independent of the spatial coordinates r and time t,
p ≡ |p|. Therefore, Eq. (5) for fGE describes the ho-
mogeneous particle distribution in the coordinate space
and the Maxwell distribution in the momentum space.
This distribution satisfies Eq. (2) with n(r, t) = n and
u(r, t) = 0.
Let us define now small deviations δf(r,p, t) from the
distribution function fGE(p) (|δf |/fGE ≪ 1),
δf(r,p, t) ≡ f(r,p, t) − fGE(p) . (6)
They arise from a small external potential |Vext|/T ≪ 1 .
The linearized BKE (3) can be then written as
∂δf
∂t
+
p
m
∂δf
∂r
− δSt[f ]
= −i pz
mT
fGE exp (−i ωt)
∫ ∞
−∞
dk
2π
k Vk exp (ikz) . (7)
We can present δf(r,p, t) defined by Eq. (6) in terms
of the sum of two terms
δf ≡ δfLE + δϕ . (8)
The local equilibrium term δfLE (see Ref. [4]) in Eq. (8)
will be written as
δfLE = fGE
(
δn
n
+
pzδuz
T
)
, (9)
where δn and δuz are small deviations of the particle
number density and collective velocity (|δn|/n ≪ 1 and
|δuz|/vT ≪ 1) from their GE values n and uz = 0. Tak-
ing into account that St[f ] = 0 for f = fLE, one finds
that only the term δϕ in Eq. (8) contributes to the colli-
sion integral. Thus, one can use the so-called τ approx-
imation for the collision integral term δSt[f ] in Eq. (7),
δSt[f ] ∼= − 1
τ
δϕ , (10)
where τ is the collision relaxation time.
A particle number and momentum conservation im-
pose the following requirements [34, 44, 45]:∫
dp δϕ = 0 ,
∫
dp pz δϕ = 0 . (11)
For a constant temperature T , from these equations one
finds also the energy conservation
∫
dp p2 δϕ ≡ 0. Equa-
tions (7)–(11) define the required solution δf for the
APSWs. In these important steps of our derivations
(8)–(11) the variations δn and δuz, defined through the
3variations of Eq. (2), were determined by the moments
of δfLE in Eq. (9).
The relaxation time τ can be evaluated [9] within the
molecular kinetic theory as
τ ∼ l
vT
∼ 1
n vTσ
, (12)
where σ is the cross section for the particle collisions,
σ = πd2 for the case of the hard-sphere particles of a
diameter d. The role of a specific number coefficient in
Eq. (12) will be discussed later.
III. ABSORBED PLANE SOUND-WAVE
SOLUTIONS
The linear BKE (7) for the distribution function varia-
tions δf(z,p, t) under the oscillating external mean-field
potential Vext(z, t) (4) will be solved by using the Fourier
representation
δf(z,p, t) =
∫ ∞
−∞
dk
2π
δfk exp (−iωt+ ikz) , (13)
δn(z, t) =
∫ ∞
−∞
dk
2π
δnk exp (−iωt+ ikz) , (14)
δuz(z, t) =
∫ ∞
−∞
dk
2π
δuz k exp (−iωt+ ikz) . (15)
Substituting Eqs. (13)–(15) into the BKE (7) and using
the definitions for δnk and δuzk [see Eq. (A1)], one can
reduce it to the integral equation for δfk [see Eq. (A2)].
This equation presents the Fourier plane-wave ampli-
tudes δfk, in an algebraic way, in terms of the Fourier
amplitudes δnk, δuzk, and Vk:
δfk =
ifGE(p)
ξ − pˆz
[
c
K
(
1
n
δnk +
pz
T
δuz k
)
− i pˆz
T
Vk
]
,
(16)
where the following notation is introduced:
pˆz ≡ pz
p
, c ≡ ω
k vT
, ξ ≡ c
(
1 +
i
K
)
. (17)
Note that the quantity c is a dimensional (in units of vT )
speed of the sound wave with a wave number k.
Equations (11) connecting δf with δn and δuz can be
rewritten in terms of the Fourier amplitudes as
∫
dp δfk(p) = δnk ,
1
mn
∫
dp pz δfk(p) = δuzk ,
(18)
where δfk are given by Eq. (16). Substituting amplitudes
δfk(p) [Eq. (16)] into Eq. (18), one calculates explicitly
the integrals over p with the help of the GE distribution
function fGE(p) given by Eq. (5). As shown in Appendix
A, this leads to a system of two linear equations for δnk
and δuzk in units of Vk [see Eqs. (A3) and (A4)]. The
Fourier components δfk can then be expressed in terms
of the linear response functions Dk = δnk/Vk and Uk =
k  + i
γ
γ
k  - i
r
r
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-
C
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Re k
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γ
γ
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r
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Figure 1. Schematic representation of the two symmetric
poles kr+iγ and −kr−iγ by closed circles and two symmetric
poles −kr + iγ and kr − iγ by open circles in the complex
k plane. Horizontal arrows near the poles show the wave
direction. Also shown are two closed integration contours C+
for z > 0 and C
−
for z < 0 of the residue method.
δuzk/Vk [see Eq. (A1)]. Thus, one obtains
δfk =
ifGE(p)
(ξ − pˆz) D(c,K)
×
[
c
K
(αk
n
+
pz
T
βk
)
− ipˆz
T
]
Vk , (19)
where αk and βk are defined in Eq. (A7) and D(c,K) is
given by Eq. (A8). The APSW distribution function δfk
is expressed in terms of these response functions. Thus,
the linearized BKE (7) is solved in a simple closed form
for an arbitrary Knudsen parameter ωτ .
For the particle density δnk and mean velocity δuzk
components one obtains the explicit expressions through
the linear response functions Dk and Uk,
δnk =
αk
D
Vk , δuzk =
βk
D
Vk , (20)
where αk and βk and D are given explicitly by Eqs. (A7)
and D is given by (A8). Taking the integrals (14) for δn
and (15) for δuz over k with the Fourier amplitudes δnk
and δuzk [Eq. (20)] by the residue method, one notes
that the common poles of both these response functions
are determined by the dispersion equation
D (c,K) = 0 . (21)
These poles c0 = cr+ ici correspond to the collective ex-
citations of the sound waves. From Eqs. (21) and (A8)
one finds that the determinant D(c,K) is an even func-
tion of c. As shown in Fig. 1, one then obtains, through
the relation (17), four poles in the complex k plane
k0 = ±kr ± iγ , (22)
4where kr and γ are the absolute values of the sound-wave
number and the absorption coefficient, respectively,
kr =
ω
vT
|cr|
c2r + c
2
i
,
γ
kr
=
∣∣∣ ci
cr
∣∣∣ . (23)
The poles kr + iγ and −kr − iγ are related to the plane
waves moving in the positive direction of the z axis while
−kr + iγ and kr − iγ correspond to the sound waves
spreading in the negative z direction (see Fig. 1). Taking,
for example, z > 0, one can close the integration path
along the real axis of the complex k plane in Eqs. (14)
and (15) by adding the integration contour over the semi-
circle of a large radius in the upper half of this plane. The
integrand along such a semicircle decreases exponentially
with increasing the radius to infinity. This integration
in Eqs. (14) and (15) can be performed by the residue
method. As the result, one arrives at the APSW particle
density [Eq. (14)] and velocity field [Eq. (15)], which are
related to one of the poles k0 = kr + iγ [Eqs. (22) and
(23)] for waves moving in the positive direction,
δn(z, t)=
(
αkVk
dD/dk
)
k=k
0
exp [−i (ωt− krz)− γz] ,
δuz(z, t)=
(
βkVk
dD/dk
)
k=k
0
exp [−i (ωt− krz)− γz] . (24)
Thus, one obtains the wave number kr > 0 and the ab-
sorption coefficient γ > 0 for sound waves spreading in
the positive z axis direction for z > 0. Similarly, one
finds the contributions of other poles.
Let us consider the FCR where K ≪ 1. Taking the
asymptotic expansion of D(c,K) [Eq. (A8)] in a series
over K, one finds (see Appendix B)
cr ∼=
√
8
9π
+ a2(ωτ)
2 +O
(
(ωτ)4
)
,
γ
kr
∼= 21π − 40
40
ωτ +O
(
(ωτ)3
)
, (25)
where a2 is a constant given by Eq. (B5). In the RCR
K ≫ 1, one obtains, from the asymptotic expansion of
Eq. (21) in 1/ωτ (Appendix C),
cr ∼= 1 − 1
(ωτ)2
+O
(
(ωτ)−4
)
,
γ
kr
∼= 1
ωτ
+O
(
(ωτ)−4
)
. (26)
For small values of K, or K−1, the real part cr of c is an
even function of K, or K−1, i.e., it is expanded in even
powers, while its imaginary part ci is expanded in odd
powers. We emphasize that the FCR (25) and RCR (26)
limits were obtained for the same sound velocity cr and
absorption coefficient γ/kr as obtained, within the LRT,
by the numerical solving of the dispersion equation (21)
with the function (A8). Notice also that one can obtain
terms of the expansion in powers of ωτ (1/ωτ) at all
orders by using the perturbation FCR (RCR) expansion
and applying the same standard method of indetermi-
nate multipliers in derivations of both Appendixes B and
C.
IV. DISCUSSION OF THE RESULTS
Figure 2 shows the sound velocity cr and scaled ab-
sorption coefficient γ/kr as functions of the Knudsen
parameter ωτ . The results presented by solid lines are
obtained by numerically solving the dispersion equation
(21). The sound velocity cr is defined as a dimensionless
quantity in units of vT given by Eq. (1). The quantity vT
is the thermal particle velocity in a classical gas defined
by the Maxwell distribution (5). Figure 2(a) demon-
strates a nontrivial ω dependence of the sound velocity.
In both limits ωτ ≪ 1 and ωτ ≫ 1, our numerical re-
sults converge to the asymptotic limits of the FCR and
RCR, respectively. These limiting behaviors correspond-
ing to Eqs. (25) and (26) at leading (quadratic) orders
are shown by the dashed lines in this figure. Note that
the sound velocity and scaled absorption coefficients are
presented as universal functions of the Knudsen parame-
ter ωτ and, therefore, the lines in Fig.2 do not depend on
the specific number coefficient in τ [Eq. (12)]. However,
their ω behavior depends on this number coefficient such
that the whole picture is shifted along the abscissa axis
without changing the shapes of any lines.
The scaled absorption coefficient γ/kr measures how
the amplitude of APSWs decreases after propagating a
distance equal to the wavelength λ. The APSW ampli-
tude decreases by the factor e−1 with propagating the
distance ∆z = 1/γ. In the FCR, for gases at normal
conditions, one gets ωτ ∼ 10−8 −−10−5 for the audible
frequency region. This gives ∆z = 1/γFC ∼ l(ωτ)−2 ∼
105 − −1011 cm. Thus, the audible sound wave prop-
agates a distance of several kilometers without essen-
tial absorption in a gas. At the RCR for ωτ ≫ 1,
the behavior is quite different, ∆z = 1/γRC ∼ l, i.e.,
the propagating length is of the order of a mean free
path. This quantity remains rather small even for di-
lute gases. Nevertheless, this regime is realized in ex-
periments [11, 38, 39] by using much larger ultrasonic
frequencies and much smaller pressures (particle densi-
ties) of the gas. Note that these numbers in the FCR
case are well known. We recall these known numbers to
stress their great difference from those in the RCR. Very
short propagation lengths of ultrasonic waves in gases
are one of the problems for careful measurements of the
absorption coefficient.
Figure 2(b) shows the scaled absorption coefficient
γ/kr [Eq. (23)]. As can be seen from this figure, our nu-
merical nonperturbative results for the scaled absorption
coefficient shown by the solid line are in agreement with
both the FCR (25) and the RCR (26) asymptotic limit
presented by dashed lines. The absorption coefficient
γ/kr as a function of the Knudsen parameter demon-
strates a maximum at ωτ ≈ 1 in the transition from the
FCR to the RCR.
The kink in the dependence of the scaled absorption
coefficient γ/kr and of the sound velocity cr on the Knud-
sen parameter is found at ωτ ≈ 4.4, where the deriva-
tives with respect to ωτ are sharply changed. This is ob-
tained in the numerical calculations, which are carefully
checked within two different numerical schemes. There
are two length scales in the problem: the mean free path
50.5
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Figure 2. (a) Sound velocity cr in units of the thermal value vT and (b) scaled absorption coefficient γ/kr as functions of
the Knudsen parameter ωτ . Solid lines show the nonperturbative LRT solutions. Dashed lines present the asymptotic FCR
[Eq. (25)] and the RCR [Eq. (26)] approximations.
of particles in a gas l = vT τ and the sound wavelength
λ = crvT 2π/ω. The kink corresponds to the ωτ point
where these two different scales become approximately
equal, l ≈ λ. The presence of the kink cannot be proved
as a mathematical theorem. It takes place in the nonper-
turbative region of ωτ values, where no analytical solu-
tions can be obtained. This resembles a situation similar
to phase transitions in statistical mechanics. The origin
of the kink remains an open problem that deserves fur-
ther studies.
V. SUMMARY
The kinetic approach for calculations of the velocity
and absorption coefficient for the absorbed plane sound
waves is developed by solving the linearized Boltzmann
kinetic equation with a small external plane-wave per-
turbation potential. The solution is based on the re-
laxation time approximation to the Boltzmann collision
integral term for classical dilute gases. It was explicitly
demonstrated that the mean particle density and veloc-
ity responses of the system, δn and δuz, to a small ex-
6ternal potential Vext determine the distribution function
response δf within the linear response theory. We ob-
tained also explicitly the sound excitations of the parti-
cle density δn(z, t) and velocity field δuz(z, t) in terms of
the collective poles of the dispersion equation and found
their structure.
The nonperturbative numerical solution to this equa-
tion is found for the sound velocity and absorption coef-
ficient as functions of the Knudsen parameter ωτ beyond
both the frequent-collision and rare-collision regime ap-
proximations. This numerical solution agrees with the
asymptotic expansions in both FCR and RCR. We found
a dramatic change of the scaled absorption coefficient in
the transition region between the frequent-collision and
rare-collision regimes: a maximum of γ/kr at ωτ ≈ 1.
The RCR in the kinetic theory is a subject that is
not restricted only to the ultrasonic waves in classical
gases. A strong difference between the FCR and RCR
for sound waves means that the shear viscosity behaves
very differently in these two regimes (see the discussion
of this point in Ref. [35]). Other kinetic coefficients, i.e.,
the thermal conductivity and the diffusion coefficient,
should also behave in a different way for the FCR and
RCR.
One possible application of the kinetic theory in the
RCR is high-energy nucleus-nucleus collisions. The in-
termediate stage of these collisions is often described by
the hydrodynamical approach. The hydrodynamic de-
scription should be stopped at some stage (the so-called
freeze-out procedure). After such a stage the system is
usually considered as that of freestreaming particles. At
this post-freeze-out stage, however, the particle collisions
still occur and final momentum spectra are influenced
by these collisions. This stage is the RCR of the kinetic
models. The mean free path of particles flying away be-
comes larger than the system size.
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Appendix A: Method of the linear response
Using the linearization procedure in Eq. (2) and
Fourier transformations (13)–(15), one has
δnk =
∫
dp δfk(p) ≡ Dk Vk ,
δuzk =
1
mn
∫
dp pzδfk(p) ≡ Uk Vk , (A1)
where Dk and Uk are the corresponding response func-
tions [32, 34, 41–45]. Substituting Eq. (A1) into Eq. (16),
one can represent it in the explicit form of the integral
equation for δfk(p):
δfk(p) =
ifGE(p)
ξ − pˆz
[
c
K
(
1
n
∫
dp′ δfk(p
′)
+
pz
mnT
∫
dp′ p′z δfk(p
′)
)
− i pˆz
T
Vk
]
.(A2)
This equation can be solved in terms of the response
functions Dk and Uk [Eq. (A1)]. From Eq. (18) with the
help of Eq. (16), one gets the two linear equations
A1Dk +B1 Uk = C1 , (A3)
A2Dk +B2 Uk = C2 , (A4)
where
A1 = [i c (Q1 + 1) / (Kξ)− 1] /n ,
B1 = 4i cQ1/
(√
π K vT
)
,
C1 = −Q1/T ,
A2 = 2i c Q1/
(√
π K n) ,
B2 = (3iξ cQ1/K− 1) /vT ,
C2 = −2ξQ1/
(√
π T
)
, (A5)
and Q1 is the Legendre function of second kind,
Q1(ξ) =
ξ
2
ln
(
ξ + 1
ξ − 1
)
− 1 . (A6)
Solving Eqs. (A3) and (A4), one obtains
Dk = B2C1 −B1C2
D
≡ αk
D
,
Uk = A1C2 −A2C1
D
≡ βk
D
, (A7)
where D is the main determinant of the linear system of
Eqs. (A3) and (A4),
D = D(c,K) = A1B2 −A2B1
=
1
nvT
{[
i c
ξK (1 +Q1)− 1
](
3i
c
K ξ Q1 − 1
)
+
8
π
(
cQ1
K
)2}
. (A8)
Substituting Eq. (A7) into Eq. (16) with definitions
(A1), one arrives at the final solution (19) in terms of
the response functions Dk and Uk with their explicit ex-
pressions (A7).
Appendix B: FCR derivations
By using the universal method of indeterminate coeffi-
cients [15] in the case of the FCR perturbation expansion
over small K,
c = a0 + a1 K+ a2 K2 + a3 K3 + a4 K4 + · · · , (B1)
one can solve the dispersion equation (21) with Eq. (A8)
for the determinant D. Substituting this perturbation se-
ries into the expansion of the function D(c,K) [Eq. (A8)]
7over K at a given c (multiplied by a nonzero factor, e.g.,
c6/K2 at the K4 order), one obtains the series that is an
identity in powers of K. Equaling the coefficients of this
series at each power of K, one arrives at the system of
equations for the coefficients an (n = 0, 1, 2, . . .):
a20 −
8
9π
= 0 , (B2)
(
135π a20 − 80
)
a1+45 iπ a
3
0+ i(21π−80)a0 = 0 , (B3)
10
(
27π a20 − 16
)
a0a2 + 4i
(
135π a20 + 42π − 160
)
a0a1
+
(
675π a20 − 240
)
a21 −
(
135π a20 + 168π − 400
)
a20
+ 48− 9π = 0 , (B4)
and so on. We omitted common coefficients proportional
to positive integer powers of a0 to get the nonzero solu-
tions. Solving consequently these equations step by step
(for nonzero solutions), one obtains all coefficients.
For instance, at fourth-order terms, one obtains the
polynomial equation of the sixth order with respect to
c. Therefore, one finds three pairs of analytical solutions
cn, n = 1, 2, . . . , 6, namely c2 = −c1, c4 = −c3, and
c6 = −c5. The solutions of three roots, a1, a3 and a5 can
be presented by the Cardan formulas. For definiteness,
taking the roots related to the positive solution for a0 of
Eq. (B2), from Eqs. (B2)–(B4) one obtains
a0 =
√
8
9π
, a1 = i
40− 21π
30
√
2π
,
a2 =
423π2 − 240π − 1600
1200
√
2π
,
a3 = i
30429π3 − 44910π2 − 16800π− 112000
84000
√
2π
, (B5)
and so on. Two other roots c3 and c5 are expansions over
powers of K starting from the first-order term, which is
proportional to K. They are complex conjugated, c5 =
c∗3. For our purpose of the APSW description we have to
select the root c1 of the dispersion equation with a finite
constant in the limit K → 0 as the physical solution.
The real part cr of the complex roots of Eq. (B1) is
expanded in even powers of K while its imaginary part ci
is an expansion in odd powers of K. Splitting Eq. (B1)
with found coefficients an [Eq. (B5)] into the real cr and
imaginary ci parts of c, one finds
cr(K) = a0 + a2K2 +O
(K4) ,
ci(K) = a1K + a3K3 +O
(K5) . (B6)
Therefore, according to Eq. (23), for the scaled absorp-
tion coefficient γ/kr, one obtains the following FCR re-
sult up to fifth order terms:
γ
kr
=
21π − 40
40
K + q3K3 +O(K5) , (B7)
where q3 is an analytically given (rather bulky) number
q3 = −3.73421 . . . . Using Eqs. (B6) and (B7), one
finally arrives at the main terms of Eq. (25).
Appendix C: RCR derivations
In the RCR case, let us start with the perturbation
expansion of solutions of the dispersion equation (21)
with Eq. (A8) for the determinant function D(c,K) over
a small Knudsen parameter 1/K,
c = a0 + a1/K+ a2/K2 + a3/K3 + a4/K4 + · · · , (C1)
where an are new indeterminate coefficients. For sim-
plicity of the presentation, up to third-order terms of
the expansion of D(c,K) over 1/K, one obtains
nvTD(c,K) = 1− ic2K
[
−6c+ (1 + 3c2) ln
(
c+1
c−1
)]
− c24(c2−1)piK2
{
8
[
4− π + c2(3π − 4)]
− 2c(c2 − 1)(9π − 16) ln
(
c+1
c−1
)
+ c2(c2 − 1)(3π − 8) ln2
(
c+1
c−1
)}
+O
(
1
K3
)
. (C2)
Substituting the expansion (C1) with unknown coeffi-
cients an (n = 0, 1, . . . ,) into the dispersion equation (21)
with Eq. (C2) for D and setting zero the expressions at
any given order in 1/K of the obtained identity, one finds
the nonlinear system of equations with respect to these
constants an. Starting from the linear approximation in
1/K, one obtains
D1(a0,K) ≡ 1− ia0/(2K)
×
[
(1 + 3a20) ln
(
a
0
+1
a
0
−1
)
− 6a0
]
= 0 . (C3)
At the second order, one finds the equation for a1 as
function of a0,
D2(a0, a1) ≡ 4a0
[
2a0(4− π) + a30(6π − 8)
+ i π a1(5− 9a20)
] − 2(a20 − 1) [a30(9π − 16)
− iπ (1 + 9a20) a1] ln(a0+1a
0
−1
)
+ a40(a
2
0 − 1)(3π − 8) ln2
(
a
0
+1
a
0
−1
)
= 0 , (C4)
and so on. The next equation having the structure
D3(a0, a1, a2) = 0 gives a2 as function of a0 and
a1. Eq. (C3) is a transcendent equation for only one
variable a0. Any given nth equation of this system
Dn(a0, a1, ..., an−1) = 0 is linear with respect to the last
argument an−1. The last coefficient an−1 can easy be
found analytically, as a function of all other (with smaller
subscripts) variables. This determines the iteration per-
turbation procedure to obtain all of the coefficients an
in Eq. (C1).
To get explicitly expansions for an over K, one notes
that the solution of the first equation (C3) with respect
to a0 converges asymptotically to one at K → ∞. Sub-
stituting this solution into expressions for an (n ≥ 1) in
the remaining equations, one finally obtains the asymp-
totic series
c =
K
i+K = 1−
i
K −
1
K2 +
i
K3 +O
(
1
K4
)
. (C5)
The first two (linear) terms were obtained in Ref. [40]
and are used here for the numerical calculations. Sepa-
rating the real and imaginary parts from Eq. (C5), one
8gets
cr = 1− 1K2 +O
(
1
K4
)
,
ci = − 1K +
1
K3 +O
(
1
K5
)
. (C6)
Thus, from this equation one finally arrives at Eq. (26).
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