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ABSTRACT
In this demonstration, we present Exquisitor, a media explorer
capable of learning user preferences in real-time during interactions
with the 99.2 million images of YFCC100M. Exquisitor owes its
efficiency to innovations in data representation, compression, and
indexing. Exquisitor can complete each interaction round, including
learning preferences and presenting the most relevant results, in
less than 30 ms using only a single CPU core and modest RAM.
In short, Exquisitor can bring large-scale interactive learning to
standard desktops and laptops, and even high-end mobile devices.
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1 INTRODUCTION
Multimedia collections have become a cornerstone data resource in
a variety of scientific and industrial fields. One of the most difficult
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Figure 1: The Exquisitor demonstration interface. Exquisi-
tor interactively learns new analytic categories over the full
YFCC100M image collection, with average latency of less
than 30 ms per interaction round, using hardware compa-
rable with standard desktops and modern mobile devices.
challenges for interactive exploration of such collections—not only
for data scientists working with these collections, but also for the
multimedia community as a whole—is their scale. How can we
facilitate efficient access to multimedia collections comprising tens
or hundreds of millions of images, let alone billions?
Interactive learning, which was embraced by the multimedia
community in the early days of content-based image and video
retrieval [4, 12], has recently experienced revival as an umbrella
method capable of satisfying a variety of multimedia information
needs, ranging from exploratory browsing to seeking a particular
known item [17]. Through feedback from the user, interactive learn-
ing can adapt to the intent and knowledge of the user, and thus
collaboratewith the user towards, e.g., learning new or unknown an-
alytic categories on the fly. Previous contributions, however, largely
operated at a relatively small scale [1, 2, 8, 10, 13, 14].
Consider, as an example, the YFCC100M collection [16], com-
prising 99.2M images and 0.8M videos. It has existed for some time
now, but very few have a good idea about what its actual contents
are. This is no surprise, as it is difficult to tackle this collection with
existing techniques: the simple metadata-based filtering approach
is impeded by the sparse and noisy nature of the metadata and, at
this scale, similarity search is akin to shooting in the dark. Semantic
concept detectors can be used to generate additional content-based
metadata for both approaches, but that does not alleviate their
problems. And thus, the YFCC100M collection remains a mystery.
We have recently developed Exquisitor, a highly scalable inter-
active multimodal learning approach [6]. A key feature that sets
Exquisitor apart from related approaches is its scalability: Exquisitor
can retrieve suggestions from 100 million images with sub-second
latency, using extremely modest computing resources, thus break-
ing the interaction barrier for large-scale interactive learning. In
this demonstration, we propose to allowACMMultimedia attendees
to interactively explore the YFCC100M collection with Exquisitor.
2 EXQUISITOR INTERFACE
The current Exquisitor user interface, shown in Figure 1, is browser-
based and implemented using the React JavaScript library. It is a
fairly traditional interactive learning interface, in that users are
asked to label positive and negative examples, which are then used
to learn their preferences and determine the new round of sug-
gestions. Due to the extreme efficiency of the interactive learning
process, however, there are some notable differences from tradi-
tional interactive learning interfaces:
• The learning process runs unobtrusively in the background,
continuously providing new on-demand relevant examples
as the user progresses with her exploration, instead of re-
quiring explicit management.
• Individual images are replaced, rather than the entire screen,
for a smooth transition from one interaction round to the
other. Users are allowed to indicate that images are neither
positive nor negative to get a new suggestion, and images
that have been visible for some time, but not tagged as posi-
tive or negative, can also be replaced with new suggestions.
• Users can revisit positive and negative examples, removing
or even reversing the feedback label, as their understanding
of the collection contents and its relevance evolves.
Overall, the user interface is intended to provide a smooth learning
experience. We have already used Exquisitor in the Lifelog Search
Challenge (LSC) 2019 [7], and a detailed evaluation of the user
experience is part of our future work.
3 THE LEARNING PROCESS
Exquisitor’s back-end produces relevant results to show to the user
in less than 30 ms per interaction round, including learning the
user preference and scoring the collection, using one 2.4 GHz CPU
core and less than 6 GB of RAM. The back-end system is composed
of two web services, as shown in Figure 2. The ImageAPI service
serves thumbnails for the YFCC100M image collection, as required
by the user interface. The LearningAPI servicewraps the underlying
multimodal learning engine, decribed in [6]. In the remainder of
this section, we briefly outline the multimodal learning process.
Figure 2: Exquisitor demonstration system overview.
To enable interactive multimodal learning, visual and text fea-
tures were extracted from the images of the YFCC100M collection.
For visual features, the 1000 ImageNet semantic concepts were
extracted using a GoogLeNet architecture [15]. For the text modal-
ity, 100 LDA topics were extracted from the image title, tags and
description using the gensim framework [11].
Uncompressed features for the 99.2M images require nearly
880GB of memory. Exquisitor uses the recently proposed Ratio-
64 representation, which preserves only the top visual concepts
and text topics for each image [18]. The compressed feature collec-
tions require less than 6GB of storage, thus fitting into the memory
of a standard consumer PC, as well as some high-endmobile devices.
This effective compression method has been shown to preserve the
semantic descriptiveness of the visual and text features [18].
The interactive learning process is facilitated using a linear SVM
model, proven to provide a good balance between efficiency and
accuracy when classifying large datasets based on few training
examples [5, 9]. Based on the relevance indication provided by
the user, a classifier is trained separately for the text and visual
modalities and the images furthest from the hyperplane are selected.
The final list of results is created using rank aggregation.
The compressed feature data is indexed using a variant of the
extended Cluster Pruning (eCP) high-dimensional indexing algo-
rithm [3]. By directing Exquisitor’s attention to the clusters with
representatives most relevant to the learned linear SVM model,
the work of scoring candidates is reduced by nearly two orders of
magnitude, with an actual increase in quality [6]. The combination
of all these state-of-the-art methods enables an interaction round
of less than 30 ms on average using only limited computational
resources: one 2.4 GHz CPU core and less than 6 GB of RAM.
4 DEMONSTRATION
Themain emphasis of the demonstration will be to allow conference
participants to explore the 99.2 million images of the YFCC100M
collection using Exquisitor. The authorswill also prepare some inter-
esting exploration scenarios that highlight aspects of the YFCC100M
collection. During the demonstration we hope to engage conference
participants in a discussion that can inspire the multimedia commu-
nity to work on scalable multimedia techniques and applications.
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