ABSTRACT We present results from the first phase of our measurement campaign designed to provide information on the current radio noise levels. Our focus is to understand if the increasing number of users and devices with inbuilt low-cost wireless transceivers has increased the noise levels considerably. We also study the stochastic properties of contemporary radio noise. In the literature, it is almost universally assumed that radio noise is well modeled by a white Gaussian stochastic process, and we study how often deviations from this baseline are found. Our measurement approach is able to capture frequency-and time-domain data with very high accuracy in diverse indoor and outdoor locations, providing a broad overview of the influence the environment has on noise and man-made interference. The results cast doubts on the widely used assumptions that consider man-made interference as an extra AWGN component over thermal noise floor. We also discuss the issue of modeling the measured radio noise and we explain the major research challenges for future work.
I. INTRODUCTION
In recent years, new wireless technologies and deployment schemes have emerged in diverse areas, ranging from small cell networks to secondary access networks and various cooperative schemes such as licensed spectrum sharing. These technologies critically depend on understanding and controlling the dynamics of the radio environment. Given the trend of massive small cell networks deployments, emerging Internet of Things (IoT) applications, and the plethora of low-cost transceivers integrated in many consumer devices, [1] there is an emerging concern regarding the level of the background radio noise. This issue has been now raised also by FCC, which recently issued an inquiry on this topic [2] . This inquiry received a lot of filings from industry, showing that the industry is also starting to recognize the importance of this issue.
A large body of theoretical work has been done under the assumption that the radio environment has specific and well-known characteristics, i.e non-existent background noise levels (apart from thermal noise, of course), largely interference-free bands, and radio transceivers that transmit only within their licensed spectrum mask. Intuitively one can easily understand that since any transceiver is not truly a linear device, some degree of unwanted transmissions (outside the licensed spectrum mask) are always emitted. The observed out of the band transmissions do not necessarily mean that transmitters do not follow regulations, but illuminate the fact that RF-design is a complex matter. Taking also into account that sharp filters are very costly, there is a very real question of how much today's numerous low-cast electronic devices emit noise into the radio environment.
Surprisingly, there are not many published contemporary measurements on radio noise. The majority of research was conducted mostly a few decades ago [3] - [5] when both network deployments and transceiver characteristics were very different. More recent literature is still limited and focused mostly on very specific bands (or narrow frequency ranges [6] ) and technologies, such as DVB-T [7] , Power Line Communications (PLC) [8] , or frequencies around 450 MHz at hospitals and clinics. A large part of the literature is focused on studying time dynamics of very narrow frequency bands (i.e pulse characterization in zero span mode), but failing to characterize noise floor over wide bandwidth [9] , [10] . At the same time the pulse characteristics seem to be very dependent on the device emitting those and thus such results have very limited general applicability including the use of fitted models [11] . Finally, the general literature on high-precision EMC measurements and models is focusing exclusively on specific transceiver technologies and modulation schemes, see e.g. [12] . All this limits the general understanding of observable noise levels that can be achieved based on existing measurements and analysis.
Based on this state of the art, it is imperative to find out how contemporary man-made noise effects the observed noise floor over wider bandwidths. For example, in the secondary access schemes background noise might cast bands as busy despite no active primary user transmission taking in place. This would considerably limit available spectrum resources [13] , [14] .
In order to obtain better understanding on the contemporary noise, we have conducted a wide band measurement campaign covering a wide range of frequencies from 200 MHz to 3 GHz at diverse locations. In this paper we present the results from the first stage of this campaign. We also show through selected case studies how the radio environment noise is not only changing in terms of absolute power levels, but also how its distribution no longer follows the almost universal assumption of being Additive White Gaussian Noise (AWGN) [15] .
II. AWGN CHARACTERISTICS
In the literature, noise is typically considered to be AWGN [16] - [18] , which implies the following four main characteristics:
• Gaussianity i.e. a normal distribution in the time domain.
• Whiteness: Power is uniformly distributed over the whole frequency band under study.
• Additivity: It can be added directly to any radio signal power that is intrinsic to the system under study.
• Time invariance: The studied channel and resulting noise have time invariant characteristics. We focus on the different aspects of AWGN characteristics in our data. We seek out specifically possible deviations. Typical deviations include the shifted Gaussian noise distribution, the tailed Gaussian noise distribution, and fully nonGaussian noise.
Noise Definition: In this work, we are interested in understanding the level of man-made noise. For the sake of clarity let us start with brief definitions. Thermal noise is unavoidable physical background noise. A closely related issue is electrical device noise that is unavoidable in transceivers, including our measurement equipments. Both of these noise components are of no interest of us, and we simply define them to form the background 'noise floor'. A man-made signal that is transmitted over its intended frequency band is a signal for us. We consider these signals in aggregate; i.e., although from a single receiver point of view there is a (desired) signal and (possible) interference from other similar sources, we do not need to differentiate them in this paper as they are not caused by an 'external' undesirable source. This is also a fact for inter-technology environments. For example, as both Wi-Fi and Bluetooth are licensed and planned to be used in 2.4 GHz ISM-band, from our perspective they emit signals and are not considered to be noise in this frequency band.
Therefore, in this paper man-made noise refers to the excess received RF-power in a given frequency band, and it is generated unintentionally or by out-of-band sources. For the sake of brevity we refer this simply as man-made noise, but one should be careful not to mistake this with other noise components. Despite being the only sensible definition, this makes measurements difficult if only power level or field strength measurements are used. However, such measurement techniques are the only feasible ones, if we want to capture statistics over wide bandwidths with high enough resolution. Methodologically, this means that one can not be certain what power is coming from licensed transmitters and what power is generated by noisy byproducts. To overcome this problem, we first study frequency bands where no transmissions are allowed. For example, in Germany such bands include, the radio astronomy band (1400 MHz to 1427 MHz). Moreover, we included the cellular guard bands (duplex gaps) such as the ones used in GSM (915 MHz to 921 MHz and 1785 MHz to 1805 MHz) and UMTS (19802110 MHz), systems, as these contain parts that should also be free from any intentional transmissions. For the sake of simplicity sake we will call these bands as GSM and UMTS but emphasize here that we are referring to their guard bands. The last category where we conducted measurements on was selected licensed bands, such as the DVB-T UHF band. In the commercial bands, licenses are typically given with a specific spectrum mask (for the DVB-T system that is 8 MHz in Europe). In such cases, a reception of very narrow bandwidth signal, say only 10 kHz, is very likely to be a noisy byproduct and not a licensed transmission.
Hence, in this paper we focus on the safe baseline protected bands, so that the high resolution measurements can be conducted while the ambiguity of signal sources is mostly avoided. The results provide a strong baseline data set on the noise structure to be expected in contemporary environments. In our subsequent work, we will also study noise estimation at the licensed bands when there are transmissions but point out that any reporting on such measurements will introduce more significant uncertainties and inaccuracies into the analysis.
III. MEASUREMENT CAMPAIGN: LOCATIONS AND CONFIGURATION
We begin by describing in detail the studied locations and the measurement equipment used.
A. LOCATIONS STUDIED
In order to characterize radio noise we need high frequency and time resolution. We have focused on large bandwidth measurements spanning frequencies from 450 MHz to 3000 MHz. Since one expects the noise to depend largely on a specific site, we have measured noise in different locations. In this paper, we report the results from nine different environments all located in and around the city of Aachen, Germany, namely: 1) Office Area (indoor): At this location both indoor (office rooms) and outdoor measurements were conducted. a) For the indoor measurements three different types of environments were chosen:
• Empty office, with no electrical equipment.
• Working office, with a large number of office equipment (computers, phones, fluorescent lamps, etc.).
• Server room, where a large number of computational servers and electric cooling systems are working constantly. b) Office district (outdoor): The measurement setup was located next to a street with low to average amount of vehicle traffic. The location itself comprises mainly R&D companies and university buildings. 
B. THE MEASUREMENT PLATFORM
The most important hardware component used is the laboratory-grade high-end spectrum analyzer (SA), namely the Agilent/Keysight E4440A. We selected such a device for its high sensitivity levels, a much better performance than typical devices used in literature for spectrum measurements. The device achieves sensitivities below −125 dBm per 10 kHz for all covered frequency spans. The tradeoff here is the energy consumption and the weight of equipment since such high-end devices are rather power demanding and heavy. Special attention was necessary for enabling portable measurements with such devices. For supporting the operation of the spectrum analyzer as well as deploying our measurement setup on different locations, we have built a mobile measurement platform (see Figure 1 ) that contains three compartments. At the bottom there is a large car battery that operates the spectrum analyzer when AC power is not available. In the middle there is the spectrum analyzer compartment, above there is a laptop compartment. The used laptop configures the spectrum analyzer and stores the measurement data.
FIGURE 1.
The measurement platform used to conduct the measurements.
It was also important that we measure the exact noise floor of the spectrum analyzer in our particular setup. For these calibration measurements we connected a 50 terminator at the RF input frontend and acquired the exact noise floor levels. The final component of our setup was the high-end antenna (Schwarzbeck SBA 9113) that features very high degree of omnidirectionality. In some of the locations, we had to turn the preamplifier off to protect the device from overloads which will result in a slightly worse noise floor performance. We will specify when discussing our results when will the preamplifier was turned off. We used the RMS detector, which allows measuring the actual power of the input signal.
For the frequency domain measurements the spectrum analyzer was operated in sweep mode and swept through the frequency bins to acquire the current power levels. As an increased frequency resolution was important for detecting very narrowband noise emissions and avoiding compression of those with high resolution bandwidths, 1 we used a very narrow resolution bandwidth (RBW) of 10 kHz. The achieved time resolution between the different sweeps were on the order of tens of seconds, heavily dependent on the RBW as for smaller RBW's the spectrum analyzer requires more time to capture the given band. The 200 sweeps for the span of 450 MHz-3 GHz lasted around 5 hours and 30 minutes. For the time domain measurements where a time accuracy of studying pulses structure was needed, we were conducting the measurements in zero span mode. In that mode, the spectrum analyzer locks in the given RBW frequency and acquired the measurement data faster than a few µs per sample. Both methods were useful, but in this paper we focus mostly on frequency domain measurements. The frequency domain analysis have a priority especially in the context of FCC inquiry as it provides us a baseline information on the seriousness of extra noise components in different frequency bands. As we have also discussed in the introduction the time characteristics of pulses seem to be very dependent on the frequency bin and locality. The focus of this work is to provide enough examples on the different of noise sources and widespread problems which can be found in different frequency bands.
IV. A FIRST LOOK AT THE RESULTS
We continue by providing a first exploratory look at radio noise characteristics, presenting typical examples that highlight different key aspects of contemporary noise.
A. ELECTRICAL APPLIANCES
We begin with devices that do not have transceiver components, since intuitively one would expect that transceiver chains are a major factor for emitted noise byproducts. We present in Figure 2 two examples of appliances that exist in most households and office environments. In Figure 2a , the noise pattern of a microwave oven is depicted during its operation at the ISM band. The microwave was at around 1 meter distance from the measurement platform. As one can see, the microwave oven emits byproducts that are spread in a span of around 60 MHz, over half of the ISM frequency band. Emitted power levels are quite high, reaching almost −60 dBm, well inside the operating ranges of today's wireless networks. This is particularly serious for IEEE 802.11 based wireless systems as these rely on Listen-Before-Talk methods.
The second device is a landline phone depicted in Figure 2b . Noise characteristics here are different. Energy levels of noise are lower, but still at levels experienced by today's wireless services. The spread of noise vastly varies covering more than 400 MHz with narrow peaks that are spread all over that range. When the phone is powered on, a large number of narrowband peaks are visible in the presented frequency range whose bandwidth does not exceed 50 kHz. The noise floor is 5dB higher when phone is turned on until 650 MHz frequency, after the which the effect is weaker.
B. TIME DOMAIN EVENTS
We highlight the stochastic nature of noise presence at a receiver as this depends on the dynamics of noise sources around it. We present such an example in Figure 3 . Figure 3a illustrates the noise generated by a car passing at a few meters distance from our measurement device. As the car passes, it generates narrow peaks of noise reaching up to −85 dBm. Similar behavior was also captured for a passing motorbike where peaks were more densely packed at first frequencies captured (as shown in Figure 3b) , with peaks reaching up to −100 dBm. From our measurements, large variability was found between different car and motorbike models on emitted noise patterns. These results illustrate the challenge of transient noise sourced generate for statistical characterization of noise and discussing about regulators requirements. The man-made noise is not only spatially but also temporally distributed.
C. ELECTRONICS WITH AND WITHOUT TRANSCEIVERS
We consider next devices that have some transmitter and receiver capabilities. For this example, we studied an RF-passive circuit board 2 with transmitter front-end and a pair of car keys that both have transceiver components. Radio frontends tend to be non-linear and especially with cheaper consumer-devices these are inevitable RF byproducts. We start by showing how a typical overall suppression works with some examples in Figure 4 , where the RF-passive circuit board noise byproducts are depicted. In Figure 4a , the duplex gap of the GSM 1800 is measured where noise byproducts are present in the whole duplex gap. A very strong peak is visible at 1800 MHz with a power of −95 dBm. There is also Furthermore, we present how low cost RF devices can leak power into different frequency bands. We show the results for typically noisy byproducts of car keys in Figure 5 . Here car keys were operated few meters away from the spectrum analyzer. The allowed bands for the transmissions are presented in the figure as well, namely the 433.05 MHz-434.79 MHz and the 863 MHz-876 MHz bands. It is also visible that the car keys do not transmit only within the allowed bands, since we captured a lot of byproducts in different bands. These seem to be harmonics as they are located at multiples of the center frequency.
D. SPATIAL PERSISTENCE
We continue by discussing the different noise characteristics found during our measurements. Noise sources vary considerably and thus the radio environments, in terms of noise byproducts, tend to be extremely diverse. We present in Figure 6 four different examples of the received power surplus over the device noise floor.
In Figure 6a the duplex gap of the GSM 900 band at the city center is depicted. The overall noise levels are slightly higher than in the other studied environments but the noise gets visible at the beginning of the band, at around 915 MHz that is concentrated around several frequency bins. It is also VOLUME 6, 2018 interesting that there is some time variation (sparks) and observerd RX-power goes up to −100 dBm. Most likely, since this noise is located at the beginning of the band it might be an adjacent band transmission. One more representative example is shown in Figure 6b , for the Radioastronomy band observed in the working office environment. It is interesting to note that there is a clear noise component present. This is different from noise observed in UMTS guard band in the same working office environment shown in Figure 6c . One should note that in UMTS-band there is only one constant noise byproduct at 2100 MHz and a very wide bandwidth noise component that is time dependent and lasts only for the duration of the sweep (around 3 sec).
Finally, we consider the GSM 900 guard band in the working office environment. The results are shown in Figure 6d , where the noise seems to be existing in the whole band with different spectral characteristics. Power levels vary also considerably with the strongest one being −110 dBm at 920 MHz. Such high noise levels with such idle spectrum coverage show that the specific working environment either has lots of electronic devices or some defective component is causing this behavior.
V. RADIO NOISE CHARACTERISTICS
In this section we will discuss in detail the cases where we found a strong divergence from the AWGN assumption, in particular focusing on deviations of the marginal distribution from normality, and on the complex time-domain structure that is inconsistent with the whiteness of the noise.
A. GAUSSIANITY
For the Gaussianity assumption, we analyzed the data and present some representative example of the conducted the Shapiro-Wilk test (per frequency bin). This allows us to compare our captured data against the normal distribution. The Shapiro-Wilk (SW) tests can be used if a set of values is supposedly underlying a normal (or any other) distribution. The hypothesis H 0 , ''The set of values is normally distributed'', is tested against the alternative [19] .
Given an ordered sample x 1 < x 2 < ... < x n and a certain significance level α and the ordered sample x i , the test statistic W is
with x being the sample mean. 10 Shapiro-Wilk statistic time slots. Our first example is shown in Figure 7a for the UMTS band, for the TV tower site, where a strong deviation around 2090 MHz is captured. It is interesting to notice how many more deviations are present. In Figure 8 we show an example of the corresponding mean received power for the band. A high received power around 2090 MHz is visible that made the SW statistic being so high. Next we continue with Figure 7b for the GSM 900 band at the city centre site. The noise components around the 915 MHz that were described in the previous section are clearly seen as strong deviations from the Gaussianity assumption. We continue with Figure 7c where the GSM 1800 band for the working office is shown. We found the working office to be perhaps the most noisy environments and the large number and spread of deviations very well justify that. Finally we show in Figure 7d , the Shapiro-Wilk statistics for the Radioastronomy Band in the working office environment. The deviations from the Gaussian distribution are now well spread within the band and the problem is not just concentrated in a few frequency bins as before. These results show that the Gaussianity attribute of the AWGN does not universally hold since very strong and diverse outliers were spotted. 
B. WHITENESS OF THE NOISE
We continue analyzing the whiteness of the noise process by using the empirical autocorrelation function as a method to rule out time domain independence of successive power samples. When the ACF values for lags k = 0 exceed the 5% confidence interval substantially, it is an indicator that the noise process can no longer be considered any more as ''white'', but it is ''colored'' instead. We will use the ACF to test the whiteness of the time series for measured frequency ranges in this manner. We focus on the ACF values at lags k = ±1, as they measure the correlation between adjacent samples. Thus, a higher ACF value for these lags indicate spontaneous increases in the received power levels that last for more than one sweep.
The results for two bands for which we computed the highest percentage of values exceeding the 5 % confidence interval are presented in Table 1 . From the table we can see that the LTE800 duplex gap at the indoor location working office yields the highest amount of values above the confidence bounds. The striking value of 64.76 % is a strong indicator that the directly subsequent samples are correlated and the radio noise is not white anymore.
This striking outlying value indicates that there are most likely more than one outlying frequency bins in the LTE800 duplex gap. 3 This should be further considered and analyzed in further detail to better understand the phenomenon that could be causing it. Figure 9 presents all the ACF values at lag k = ±1 for each frequency bin in the LTE800 duplex gap. The figure does not show a particular pattern (for example higher values only for certain adjacent frequency bins) so it is difficult to conclude what could be the reason for these results. For the rest of the locations we can see that the ACF values for LTE800 duplex gap vary slightly around the confidence bound with the location close to the transmission lines yielding the highest value of 6.85%, followed by the city center and the factory with 5.99% and 5.71% respectively.
VI. NOISE AS A SEQUENCE OF PULSES
In this section we will focus further on the time domain characteristics of the noise. The previous sections already indicated the presence of some time structure on the selected bands, but the time resolution of the frequency sweep measurements was not sufficient for a detailed analysis of the time domain noise characteristics. The spectrum analyzer conducted zero span measurements that lock on a given frequency with a fixed applied RBW without sweeping between different frequency bins.
For the analysis that follows we selected the following three examples. The microwave during operation (see Figure 2a) and two very narrow peaks (10 kHz) from the DVB-T band (TV tower site). In Figure 10 we provide examples of how pulses that contain some of the noise sources look like. In Figure 10b , a train of pulses at the frequency of 640 MHz is depicted. Even though there is no strict time structure visible, their power levels can be considered quite strong, approaching −95 dBm. The second example is for the microwave, where we applied a RBW of 8 MHz to capture the wide band the microwave occupied during its operation. The pulses are visible in Figure 10a and are very strong, with some time domain structure. The final example is for the 3 We note that LTE800 duplex gap is special in Germany as in principle low power devices, such as wireless microphones, are allowed to operate in it. However, we did observe such non-Gaussianity in different locations, and in one office building we did try to scan for narrow band transmitters like microphones without success. Thus we are relatively confident that we are not characterizing wireless microphones. frequency of 770 MHz shown in Figure 10c , where a very dense series of pulses is seen. The question for such a noise source is if there is some periodicity in the dense pulse series or are stochastic in nature.
We continue by looking at the interrarival times of the pulses. We do this by studying the empirical cumulative distribution function (CDF) plots to understand how frequently pulses appear. A range of results and behaviors can be observed in the data. In Figure 11a , the CDF looks almost like a step function that can be explained by the large interleave between the noise byproducts. The pulses are widely spread across time and the interleave period stretches from a couple of hundreds of milliseconds to 1.5 sec. The situation is highly different for the microwave noise, as expected. This is clearly shown in Figure 11b , where pulses have a frequency of a couple of milliseconds. There are also cases, as shown in Figure 11c , where noise components might have a very fast rate of arrival (less than a millisecond or so). Of course one also has to take into account the specific threshold used for detecting such byproducts. In Figure 11d , the CDF of the pulse interarrival times is given with a threshold −102 dBm, where the strongest noise components are coming only at a rate of 30 ms or so. This is also a good example of how different receiver thresholds would experience different types of noise characteristics, since the interrarival of the pulses depend highly on the threshold applied at the receiver. 
VII. MODELING NOISE SOURCES
So far we have presented different examples that highlight the diverse characteristics of man-made noise. When one tries to study different bands and locations with regards to the radio noise environment the variation increases considerably. Hence any modeling attempts would need to somehow incorporate all that variability. Here we give further examples on the challenges that one should try to be overcome by any modeling attempts.
We begin by looking at the time dynamics of radio noise with the autocorrelation function of the interarrival times of pulses. This will allow the study of periodicity characteristics, important for modeling attempts. The noise byproducts in 640 MHz frequency band had quite a stochastic behavior, as seen from the autocorrelation function in Figure 12a . The rapidly decaying autocorrelations indicate that Markov or Semi-Markov models might be appropriate, as no autocorrelations between successive inter-arrival times should be present due to their posited independence in the model.
The situation is different in Figure 12b (770 MHz frequency). The temporal correlations are now stronger, being around 0.5 for several lags near the origin. Such levels are not enough for one to argue about a specific well defined time structure for modeling the noise source, but are rather a strong indicator of persistent temporal dependencies present on the frequency band in question. Finally, we also found in a few selected instances higher correlations (as depicted at Figure 12c ), where values at the level of 0.8 are seen for all the studied time lags. Such high values indicate very strong temporal dependencies that might need approaches like state space techniques in order to be efficiently modeled. We present one final example of how the different radio dynamics can be captured only through an ensemble of models, as it is not easy to make a single model proposal. In Figure 13 , we present the CDF of the pulse interarrival times for the 640 MHz frequency. Here we found that the two distributions which gave the best fitting results were the Nakagami and Gamma ones. Our fitting attempts to all the collected datasets included many different models, such as Beta, Birnbaum-Saunders, Exponential, Extreme Value, Gamma, Generalized Extreme Value, Generalized Pareto, Inverse Gaussian, Logistic, Log-logistic, Lognormal, Nakagami, Normal, Rayleigh, Rician, t location-scale, and Weibull. However, we could not find any model that did well for many different datasets. Mixture models of course might be tried as an alternative, but as the model becomes more complex it rapidly loses general applicability, narrowing down its usefulness on theoretical work.
VIII. CONCLUSIONS
In this paper, we have studied in detail the noise characteristics of the radio environment in very diverse localities. Our results are based on extensive measurements carried out in seven different indoor and outdoor environments in order to show the rich nature of radio noise characteristics. Even the analysis of this first phase of our measurement campaigns give us an opportunity to draw some conclusions that also have relevance with the recent FCC inquiry on noise floor.
First, it is seems to be clear that the noise floor level and characteristics have evolved since it was studied last time with details. This is hardly surprising taking into account the explosion in the number of wireless devices during the last two decades. Whether there is a noise problem or not is a very subtle question. In general, we are included to affirm that there is a pending noise problem, since the noise level is becoming high in some bands. The noise problem is not universal, but it is likely to be issue with cell-edge devices and especially with technologies that rely on listen before talk mechanisms, especially if they are designed to operate with low SNR environment. With the limited data so far analyse, we are not in the position to say that the possible noise problem is spectrally or spatially well located. We are able to see problematic areas both indoor and outdoors, and different noise artifacts are seen in many different bands. Our current analysis and data set is not large enough to answer issues on seasonality or night vs. day debate, but we are planning to come back on this issue after long-time period measurements are conducted.
We presented results on the frequency and time domain characteristics and showed how large the diversity in the captured noise can be. This diversity is the reason that we think it is hardly feasible to develop any simple and universal model for noise contributions. Any model will be stochastic and rather coarse for given environments. We do not say one should not try to characterize the noise and build models, but one should not expect any detailed high accuracy models−we truly believe that error boundaries of such models will be most likely even larger than with the empirical propagation models. The characterization and monitoring of noise development is still in the interest of the stakeholders, and we believe that large-scale on-going measurement campaigns are required. One specific point we want to emphasize that the sensitivity and accuracy of measurement devices is a fundamental necessity for this sort of work. Again we are highly doubtful if any useful data, at least from scientific and regulatory point of views, could be generated by using large amount of crowd sourced data from low sensitivity and noncalibrated devices.
The above analysis it is supported additionally from our attempted modeling approaches. The well-known older models can not accurately replicate the observed phenomena. What remains clear is that every location we studied, with the exception of a completely empty office room, exhibited strong noise byproducts. Similarly we note that AWGN assumption is not safe when we consider the current manmade noise. Our results clearly show strong deviations from such theoretical models in various terms, such as the whiteness of the noise and its normality.
All these results highlight that new deployments and receiver technologies should take into account the excess noise levels with their stochastic variability. Even though this is something that is already done to certain extent, our results show that important revisions on the assumed noise levels and characteristics are required. Finer grained models might finally be needed to capture specific regional characteristics, combined with some training of the specific receiver. Further studies on the man-made noise are certainly warranted, and the future remedy might require actions not only in receiver design but possibly reconsidering regulatory stringiness of power masks. Our own noise characterization campaign is continuing, but we emphasize that a collective larger scale action by the community of stakeholders is required to gather more statistics and data for analysis purposes.
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