Abstract. We present a rigorous numerical proof based on interval arithmetic computations categorizing the linearized and nonlinear stability of periodic viscous roll waves of the KdV-KS equation modeling weakly unstable flow of a thin fluid film on an incline in the small-amplitude KdV limit. The argument proceeds by verification of a stability condition derived by Bar-Nepomnyashchy and Johnson-Noble-Rodrigues-Zumbrun involving inner products of various elliptic functions arising through the KdV equation. One key point in the analysis is a bootstrap argument balancing the extremely poor sup norm bounds for these functions against the extremely good convergence properties for analytic interpolation in order to obtain a feasible computation time. Another is the way of handling analytic interpolation in several variables by a two-step process carving up the parameter space into manageable pieces for rigorous evaluation. These and other general aspects of the analysis should serve as blueprints for more general analyses of spectral stability.
Introduction
In this paper we study by a rigorous analytical and numerical investigation the spectral stability of periodic wave train solutions of the Korteweg-de Vries-Kuramoto-Sivashinsky equation (KdV-KS), u t + (u 2 /2) x + εu xxx + δ(u xx + u xxxx ) = 0, ε 2 + δ 2 = 1, t > 0, x ∈ R, (1.1)
in the limit ξ = 0, δ → 0. The KdV-KS equation has been used to model a wide variety of phenomena including pattern formation and hydrodynamic instability [43, 44] . For 1 δ ∼ √ F − 2 > 0, (1.1) can be derived with formal asymptotics from the St. Venant shallow water equations [49] , h t + (hu) x = 0, (hu) t + (hu 2 + h 2 /2F 2 ) x = h − u 2 + ν(hu x ) x , as the Froude number F → 2 + , which is significant since constant solutions are unstable for F > 2. Alternatively, (1.1) may be derived with formal asymptotics from the full Navier-Stokes (NS) equations [48] as the Nusselt number goes to 0, that is for 0 < R − R c 1, where Nusselt flows are unstable for R greater than the critical Reynolds number R c . In these limits, the period scales as 1/δ and the amplitude as δ 2 so that instabilities are of small-amplitude long wave type. When δ = 0, (1.1) is the Korteweg-de Vries (KdV) equation which is a Hamiltonian system. In particular, (1.1) is a singular perturbation of the KdV equation.
Analytical and numerical studies [5, 2, 14, 24] indicate that a band of stable periodic travelingwave solutions of (1.1) continues from the classical KS limit (ε = 0) to the KdV limit; see Figure  1 .
In [2] the authors find that the stability band in the limit δ → 0 is given by [X l , X u ] where Similar results were obtained in [5, 14] ; see Figure 1 . In the δ → 0 limit the Evans function computations used in [5] become more demanding due to it being a singular limit and are not readily accessible to direct numerical computation. This limit is of particular interest as the one governing canonical "weakly unstable" behavior [2, 36] , in the sense that the lowest-order term in the associated perturbation expansion (corresponding to the coefficient of the second-order derivative term) vanishes.
1.1. Background. We begin by reviewing some relevant results.
1.1.1. Diffusive spectral stability conditions. Let u(x, t) =ū(x − ct) be a spatially periodic solution of (1.1) with period X. By Galilean invariance, we may take c = 0. Define F (u) := u t + (u 2 /2) x + εu xxx + δ(u xx + u xxxx ) and let u(x, t) =ū(x) +ṽ(x, t) be a solution to (1.1) whereṽ(·, t) ∈ L 2 (R).
Taking the Gâteaux differential of F (·) atū in the directionṽ(·, ·) yields the linearized equation [5] . We plot in gray the period X against ε corresponding to stable traveling-wave solutions of (1.1). As ε → 1, δ → 0 corresponding to the KdV limit. In this figure, stability was determined using the Evans function which does not involve a singular perturbation. (b) A zoomed in picture of (a). The dashed line plots the best cubic least squares fit for data points 0.8 < ε < 0.98. The cubic fit predicts a stability transition at X = 26.01 when ε = 1. To find the data points, a bisection method was used on the Evans function in the variable X with a relative error bound of 10 −2 as stopping criteria.
v t +(ūṽ) x +εṽ xxx +δ(ṽ xx +ṽ xxxx ). Then substituting the separated solution ansatzṽ(x, t) = e λt v(x) into the linearized equation gives the eigenvalue problem,
Suppose λ is an eigenvalue of (1. The spectral stability conditions for this eigenvalue problem, defined in various contexts [45, 46, 26, 27, 28, 29, 6] , are given by: The following technical hypothesis is also needed:
(H1) For small |ξ|, the three zero eigenvalues of L 0 satisfy λ j (ξ) = α j ξ +o(ξ) with the α j distinct.
Conditions (D1)-(D3) and assumption (H1) for (1.1), imply the following nonlinear result. Proposition 1.1 ([26, 28, 5, 25] Nonlinear modulational stability, at Gaussian rate.). Assume that conditions (D1)-(D3) and assumption (H1) hold. Then ũ(x, t) −ū(x − ψ(x, t)) L p ∩H s , ∇ x,t ψ W s,p ≤ C(1 + t) 5) for localized initial perturbations (ũ −ū) t=0 L 1 ∩H s sufficiently small, with s sufficiently large.
1.1.2. The KdV limit. In this paper, we investigate stability of the periodic traveling-wave solutions of (1.1) in the KdV limit, δ → 0. We begin by stating the known existence result as summarized in [24] .
Proposition 1.2 ([16] Existence).
Given any positive integer r ≥ 1, there exists δ 0 > 0 such that the periodic traveling wave solutions u δ (θ), θ = x − ct, of (1.1) are analytic functions of θ ∈ R and C r functions of δ ∈ [0, δ 0 ). For r ≥ 3, profiles u δ expand (up to translation) as δ → 0 as a 2-parameter family u δ (θ; a 0 , k) = u 0 (κθ; a 0 , k, κ) + δU 1 (θ) + δ 2 U 2 (θ) comprise the 3-parameter family (up to translation) of periodic (KdV) profiles and their speeds; cn(·, k) is the Jacobi elliptic cosine function with elliptic modulus k ∈ [0, 1); K(k) and E(k) are the complete elliptic integrals of the first and second kind; a 0 is a parameter related to Galilean invariance; k is a parameter in one-to-one correspondence with period; and κ = G(k) is determined via the selection principle
Moreover the functions (U i ) i=1,2 are (respectively odd and even) solutions of the linear equations
on (0, 2K(k)) with periodic boundary conditions, where L 0 := κ 2 ∂ 3 x + ∂ x ((u 0 − c 0 )). We may parameterize waves by k alone since the periodic solutions (1.7) are independent of a 0 due to Galilean invariance of (1.1).
We introduce two technical hypotheses found in [25] , (A1) The non-zero eigenvalues of the linearized (Bloch) KdV operator
are simple for each ξ ∈ [−π/X, π/X) and λ = 0 is an eigenvalue only if ξ = 0.
where ξ ∈ (−π/X, π/X) is the Bloch number, and X the spatial period of the wave train. Define the stability condition (S1), (λ 1 ) < 0 for all (ξ, λ) = (0, 0) for λ 1 as in (1.8) , where (S1) 9) where ·, · denotes complex L 2 per (0, X) inner product, and v is the antiderivative of an associated eigenfunction of L ξ , which is explicitly computable in terms of Jacobi elliptic functions; see [2] or Appendix A.1 of [6] . For a definition of v(·), see equation (3.2) . The following theorem reduces the question of stability to a few simple conditions to be verified.
Proposition 1.3 ([25] Limiting stability conditions ).
For fixed (a 0 , k), let u δ (·; a 0 , k) denote a family of roll-wave solutions (1.6) of (1.1) as δ → 0, and let λ 1 be defined as in (1.9) for all ξ = 0, λ KdV (or, in case (A1) fails, by continuous extension via the explicit parametrization of [2] ). (i) If λ 1 > 0 for some ξ = 0, λ KdV , then u δ (·; a 0 , k) is spectrally unstable for δ sufficiently small and nearby (a 0 , k) (equivalently, nearby limiting period X). (ii) If λ 1 < 0 for all ξ = 0 and (A1)-(A2) are satisfied for the limiting wave u 0 , then u δ (·; a 0 , k) is spectrally (hence nonlinearly) stable for δ sufficiently small and nearby (a 0 , k) (equivalently, nearby limiting period X).
Numerical computations of [2, 6] indicate that the limiting stability conditions hold together with (A1)-(A2) for limiting periods X in an interval (X m , X M ), and fail for X outside [X m , X M ]; see equation (1.2).
1.2. Description of the main result. Our present purpose is to rigorously verify the numerical observations of [2, 24] that stability occurs on a limiting interval [X m , X M ] as δ → 0 by verifying that assumptions (A1)-(A2) and (S1) hold for period X ∈ [X l , X r ] ⊂ [X m , X M ], implying that for δ > 0 sufficiently small, X periodic waves of (1.1) are spectrally, hence nonlinearly, stable by Proposition 1.3. The main contribution here is completely rigorous numerical verification of stability of a family of periodic traveling waves of (1.1) in the limit δ → 0.
Our main theorem, proven by interval arithmetic, is as follows: 
We note that the limits k → 0 and k → 1 are not accessible numerically with the approach of this paper, but should be treatable by asymptotic analysis. The limit k → 0 corresponds to the limiting Hopf bifurcation, and as k → 1, the periodic profiles converge to the limiting homoclinic solution; See Figure 2 . 
1.3.
Discussion and open problems. This gives rigorous validation for the first time of any roll wave solution of a conservation law. The associated analysis is delicate since the spectra of the limiting KdV waves is completely neutral. An interesting related issue is that solitary waves, despite having unstable essential spectrum, appear to dominate asymptotic behavior of stability of weakly unstable thin film flow [37] . The mathematical explanation for this puzzling phenomenon is that near-solitary waves can coexist in mutually stabilizing near-periodic arrays [25] . A heuristic explanation of this mutual stabilization is found in [6, 8] . The present work provides rigorous verification of stability of near-solitary periodic waves, confirming the spectral stability assumptions made in [25] and supported by nonrigorous numerics in [5, 6, 29] . For physical background, see [2, 37, 24] . The present work has separate mathematical interest as a perturbed integrable system analysis. We find that the lower stability boundary occurs for X ∈ [8. 43, 8.45 ] which agrees with the value X ≈ 2π 0.744±0.001 ≈ 8.445 ± 0.011 determined in [2] . However, we find that the upper stability boundary occurs for X ∈ [26.0573, 26 .0575] which slightly differs from the value X ≈ 2π 0.239±0.001 ≈ 26.29 ± 0.11 reported in [2] . That is, in [2] the computationally difficult upper stability boundary is accurate to only two digits even though the computations used double precision arithmetic, whereas we, by an additional post-processing step whose necessity is indicated by our interval bounds, achieve accuracy up to five digits, and in principle more. This demonstrates the additional advantage that interval arithmetic and rigorous verification may provide. In general, the techniques of this paper may provide a useful guide for future analysis involving rigorous verification using one and two-dimensional analytic interpolation and bootstrapping techniques, subdivision of domains to keep the number of interpolation nodes small, verification of strict stability transition, and the interval evaluation of a polynomial interpolant with Taylor expansion to reduce the width of the resulting interval.
A future direction would be to establish stability or spectral instability in the δ → 0 limit for the entire family of periodic waves of (1.1) given by (1.6) including the homoclinic or infinite-period limit which will require different analysis, an avenue we plan on pursuing. A long-term goal is to build functionality for automatic convergence error estimation into STABLAB [10] , a MATLAB based numerical library for the study of traveling waves, with interval arithmetic making Evans function computations completely rigorous. Obtaining this goal would complete the program proposed in [50] by Zumbrun and Howard to determine stability of general traveling waves.
1.4. Protocol and readers guide. In this section we describe the protocol we follow to provide numerical proof, and explain what we mean by interval arithmetic and numerical proof. , demonstrate the potential consequences of approximating real number operations with machine arithmetic. Arbitrary precision arithmetic can reduce the size of approximation error, but ultimately, error exists when representing the real numbers with a finite subset. Interval arithmetic bounds round-off error by utilizing intervals that contain the numbers of interest. Operations may then be defined on these intervals. For example, if A and B are two intervals, then an interval operation, as carried out by the computer, is defined by A · B → C where C is an interval such that a · b ∈ C whenever a ∈ A and b ∈ B. Preferably, C is the smallest interval with this property.
Many software packages are available for interval arithmetic computation. For example, MATH-EMATICA supports interval arithmetic directly. The package intpakX provides interval arithmetic support for MAPLE, and INTLAB does the same for MATLAB. The Boost project has an interval arithmetic implementation for C++, and Python has support through the package SymPy. The level of development of these packages varies from experimental to highly developed. We use the MATLAB based package INTLAB [39] which has support for complex interval arithmetic.
1.4.2.
What is numerical proof ? Various standards of numerical rigor exist in mathematical literature. In the present work we are interested in computer assisted proof. Numerical proof inherently includes an empirical component since the validity of computations rely on the computer hardware and software functioning as supposed at run time. However, if carefully constructed and auditable, numerical proof provides a compelling argument that a result is true.
In the present work we consider a theorem to be established via numerical proof when we have carried out a computation with known error bounds that implies the theorem is true and we have provided sufficient details to make independent verification reasonably accessible. In particular, by providing sufficient details, we mean that algorithms and their error bounds are described in the paper, computations employ interval arithmetic to bound machine truncation error, the source code is available somewhere accessible, and the computational details are provided. Documentation for the source code is available at [3] and source code is available upon request. By using INTLAB in MATLAB and providing the source code, we consider our study to be reasonably verifiable. It is also reproducible [40] in the sense that the source code is provided along with the details describing the computing environment at run time.
1.5. Plan of the paper. In Section 3, for clarity, we carry out first in full detail a proof of stability of a single wave, that is, for a single value of k. In particular, we verify each of the conditions (A1), (A2), and (S1). In Section 4.3 we verify stability for k ∈ [0.9426,0.9999983], similar to how we did for a single wave. In Sections 5 and 6 we verify condition (S1) implies spectral instability for waves corresponding to k ∈[0.199910210210210,0.942197747747748] and [0.99999839,0.999999999997] respectively. Then in Section 7 we determine that the stability transitions are sharp, and in Section 8, combining all of the previous results, we give the proof of the main theorem.
Chebyshev interpolation of analytic functions
A big part of our strategy will be to use favorable properties of analytic functions to greatly reduce the amount of time needed to compute the stability condition (S1). Analytic interpolation allows us to closely approximate the functions involved in the stability condition with a small number of interpolation nodes. We only need provide a very rough bound on the modulus of the function in a small region in order to make this strategy work. In this section we provide details for this strategy beginning with a brief review of Chebyshev interpolation of analytic functions; see for example [15, 11, 41, 47] .
2.1. One dimensional interpolation. Let f (z) be analytic inside and on the stadium E ρ := z ∈ C|z = 1 2 ρe iθ + e −iθ /ρ , θ ∈ [0, 2π] , also known as Bernstein's regularity ellipse, where ρ > 1; see Figure 3 . Let p N (x) = N n=0 c n T n (x) be the interpolating polynomial of degree N of f (x) with interpolation nodes at the extremal points x j = cos (jπ/N ) or the zeros x j = cos (2(j + 1)π/2(N + 1)) of T N +1 (x), where T n (x) is the nth degree Chebyshev polynomial:
if x j = cos (jπ/N ) and Figure 3 . Plot of the stadium E ρ .
if x j = cos (2(j + 1)π/2(N + 1)) where
Here D ρ is a lower bound on the distance of the stadium E ρ to the line segment [−1, 1], and L ρ is an upper bound on the length of E ρ . If
Note that a crude bound M ρ , which can be computed with interval arithmetic, still results in exponential decay of error.
Two dimensional interpolation.
We now consider interpolation in two dimensions. Following [33] let P N , N ∈ N, denote the space of polynomials over C with degree ≤ N . Let ε = {ε 0 , ε 1 , ..., ε N |ε j < ε j+1 , ε j ∈ I} be interpolation nodes, f : I → C, and L ε,N be the interpolation operator defined by L ε,N f (ε j ) = f (ε j ), L ε,N f ∈ P N , and take as norm || · || = || · || ∞ . Supposep ∈ P N minimizes ||f − p||. Note thatp = L ε,Np and thus
The Lebesgue constant is defined as Λ ε,N := ||L ε,N ||. For the Chebyshev polynomials of the first kind, the Lebesgue constant is given by
2 , where γ = 0.5772... is Euler's constant; see [11, 21] . If the operator L corresponds to tensor product interpolation on the Chebyshev zeros of T N +1 in n dimensions, then ||L|| ∞ = n j=1 ; see [31] . Now let f : I 2 → C and define L x and L y to be respectively the interpolation operators in the x and y coordinates. For example, L x f (x, y) = f (x, y) for y ∈ I and x ∈ ε where for fixed y, L x f (x, y) is a polynomial in x with coefficients c j (y) and ε is the set of interpolation nodes for x. In the two-dimensional case, we let Lf be the polynomial in
We have the error bounds,
( 2.5) 2.3. Derivatives of the interpolant. The kth derivative of the interpolant, p N (x), can be used to approximate the kth derivative of f . From Hermite's formula,
where q(x) := w N +1 (x)(z−x) −1 . When the interpolation nodes are the Chebyshev zeros,
, which is bounded by 2(n + 1)(n + 3)/(x 2 − 1). Hence, recalling the definitions given in (2.4), the error when using the Chebyshev zeros for the interpolation nodes is given by,
Now suppose that p(x, y) is the interpolant of f (x, y) on I 2 and that D k is the operator that takes the kth derivative with respect to x. Then
Cauchy's integral formula may be used to bound D k f on a stadium of smaller radius than the one on which f is bounded.
2.4.
Computing the coefficients of the interpolant. The standard choice of algorithm to obtain the interpolation coefficients is the fast cosine transform. However, with interval arithmetic the speed of algorithms is greatly affected by the cost of switching the rounding mode. In our study, we found that using INTLAB's fast interval matrix multiplication with vectorization may be faster. In the one dimensional case, the interpolation coefficients are given by [1] ,
In the two dimensional case the coefficients are given by a 0,0
2.5. Evaluating the interpolant. The Chebyshev polynomials satisfy T n (x) = cos(n cos −1 (x)) so that we may evaluate the polynomial interpolant p N (x) in terms of θ, p N (θ) = N n=0 c n cos(nθ), where x = cos(θ). Evaluating the two-dimensional polynomial interpolant
c nm cos(nθ) cos(mν) with interval arithmetic sometimes yields a poor result since (N + 1) × (M + 1) intervals must be added. We significantly improve this by Taylor expanding P N,M in the variables θ and ν where x = cos(θ) and y = cos(ν). Taylor expanding to fifth order allows us to compute p N,M and its partial derivatives up to 5th order with small intervals representing a single point in the interval of interest. To obtain an interval representation of the Taylor remainder, we must evaluate p N,M on the full intervals in θ and ν, but the contribution of the remainder term to the interval width is not significant when the intervals in θ and ν are small.
We are also interested in evaluating the integral of the one dimensional interpolant. Note that under the transformation x = cos(θ),
Computational detail 1. In practice, we only compute the even indexed interpolation coefficients when integrating since 1 −1 T n (x)dx = 0 for n odd. Computational detail 2. Clenshaw's method is often used for efficient evaluation of a Chebyshev polynomial. However, this method results in wide intervals when using interval arithmetic. Indeed, if the highest order coefficient of the interpolating polynomial has an interval error bound of width ε > 0 , then by the termination of the Clenshaw algorithm, the width of the interval answer is at least (2|x|) N −2 |x|ε. If x = 1, and ε = 2 −52 , then the error interval for N = 106 is at least 1 ε = 2 52 . This demonstrates the unique challenge interval arithmetic can pose. On the other hand, by using the property T n (x) = cos(n cos −1 (x)) to evaluate the finite Chebyshev series, the interval error ε j for the jth coefficient c j contributes error of at most |T j (x)|ε j ≤ ε j and so the interpolation error grows at most only linearly with N . As described above, Taylor expanding yields further improvement when evaluating the Chebyshev polynomial on a larger interval.
Computational detail 3. When carrying out analytic interpolation to approximate a function f , it is sometimes advantageous to break the domain up into smaller sub-domains when the domain comes close to a pole of f . This increases how large we may take ρ which plays a significant role in minimizing the error terms 2.2 and 2.3.
Stability of a single wave
In this section we show that assumptions (A1) and (A2) hold and that (λ 1 ) < 0 for a single wave X(k) ∈ [11.30108911018488, 11.30108911018549] for k = 0.99. We begin by providing details about λ 1 (ξ). We have
where
and σ(z) and ζ(z) are respectively the Weierstrass sigma and zeta functions with real half period ω and purely imaginary half-period iω . Here v(x) is an eigenfunction, derived in [34] , of the linearized gKS operator. Further, we have
where K = K(k) is the complete elliptic integral of the first kind, and X = 2ω is the period of the traveling wave. The parameter α ∈ ωZ × iR determines the Floquet parameter, ξ(α), and κ = G(k) satisfies,
where E = E(k) is the complete Elliptic integral of the second kind.
Simplicity of KdV eigenvalues, (A1).
In this section we show that for k = 0.99, the nonzero KdV eigenvalues of the linearized KdV operator are simple for all Floquet parameters ξ ∈ [0, 2π/X) and λ KdV = 0 only if ξ = 0 mod 2π X . The KdV spectra are given by λ KdV = −4℘ (α), where ℘ is the derivative of the Weierstrass elliptic function ℘, and α = nω + iψω .
3.1.1. Parametrization. In order for the Floquet parameter, ξ, given in (3.3) to be real ( (α) = nω) n ∈ Z; see [42] . From the quasi-periodicity of the Weierstrass elliptic functions, (3.2) is invariant under the transformation α → α + 2nω + 2mω , n, m ∈ Z, so that we may limit our study to α =ñω + iψω forñ = {0, 1} and ψ ∈ [−1, 1]. By the quasi-periodicity of σ(z) with respect to iω and the mirror symmetry property σ(z) = σ(z) and ζ(z) = ζ(z), the transformation of (3.2) by β → −β is equivalent to v(z) → cv(z) for some non-zero constant c ∈ C. Thus, when evaluating the stability condition (S1), it suffices to consider α =ñω + iψω forñ = {0, 1} and ψ ∈ [0, 1].
Proof. The zeros of ℘ (α), hence of λ KdV , for α ∈ {0, 1} × i(−ω , ω ] are precisely α = ω, iω , and ω + iω . Recalling the definition of ξ given in (3.3), we see ξ(ω) = 0. Using the Weierstrass zeta addition property (see Section B.2), we find ωξ(iω ) = 2i (ζ(iω )ω − iω ζ(ω)) = 2i
x . Using the Weierstrass identities described in Section (B.2), we find ξ(ω
Next we show that the nonzero KdV eigenvalues of the linearized KdV operator are simple for all Floquet parameters ξ ∈ [0, 2π/X). We begin by showing some important characteristics of λ KdV (α) and ξ(α) which are demonstrated in Figure 4 . 
Using the quasi-periodicity of the Weierstrass zeta function yields
To establish assertion (2), we note that
We establish assertion (3) by using the q-series representation of ℘ (z + iω ) (see Section (B.2)) whereby we have
Then, noting that ζ(−z) = −ζ(z) and using quasi-periodicity of the Weierstrass zeta function (see Section (B.2)), we find
To prove assertion (5), we note that the Weierstrass zeta function in its q-series form is given by
1−q 2k sin(kπz/ω), where q = e −πω /ω . Substituting this into the definition of the Floquet parameter yields
. Noting that sin 2 (iπβ/2ω) < 0 and cos 2 (kπiβ/ω) ≥ 0 for β = 0, β ∈ R, we see that ∂ ∂β ξ(iβ) < 0. We establish assertion (6) numerically. Using interval arithmetic to evaluate ∂ ∂β ωξ(ω +iβ) on 100 evenly spaced subintervals of [0, ω ], we find
We now define h(x, y) := (ciλ 0 (ω − ixω ) − ciλ 0 (iyω )) 2 + (ωξ(ω − ixω ) − ωξ(iyω ) − 2π) 2 where c = −8ω 3 /(πϑ 1 (0)) 3 for use in the following lemma. 
Proof. By Lemma 3.2 we have h(1, 1) = 0. Properties (2)-(4) were proven numerically using interval arithmetic. Proof. The result of the theorem follows from the lemmata 3.2 and 3.3 together with the fact that ξ(ω) = 0 and ξ(ω + iω ) = ξ(iω ) = 2π/X shown in the proof of Lemma 3.1.
3.2. Distinctness of α j , (A2). Condition A 2 of [24] is that the {α j }, j = 1, 2, 3, be distinct where
and the λ KdV,j (ξ) are the three critical modes of the KdV linearized (Bloch) operator about a periodic wave. In [24] it is noted that the α j are precisely the eigenvalues of the Whitham modulational equations or the characteristic velocities which can be expressed in terms of the Riemann invariants 3.3. Stability condition (S1). In this section we show that the stability condition (S1), given by equation (1.9), holds for k = 0.99. We recall the definition of (λ(ξ)), f (α), and g(α) given in equation (3.1). In Section 3.3.1, we prove that g(α) < 0 for α = iβ, β ∈ [0, ω ]. In Section 3.3.2, we show that f (α) = g(α) = 0 for α ∈ {ω, ω + iω , iω }. We are not able to evaluate f (α) and g(α) explicitly for other values of α, so we use interval arithmetic for these values. In Section 2 we describe the analytic interpolation we use to compute the stability condition (S1). Finally, in Section 3.3.3 we reformulate the stability condition (λ 1 (ξ)) for convenience and provide computational details.
3.3.1. Case α = iβ. In the case that α = iβ, it can be shown that the denominator of (3.1), g(α) = X 0v (x)v (x)dx, is positive for all k ∈ (0, 1) and β ∈ (0, ω ).
Then v(x) = c(α)w(x)e −2xζ(α) . Now w (x) = 2w(x)(ζ(x + iω + α) − ζ(x + iω )) and so we have
, and 
. From the q-series representation of ℘ (B.2), we see that ℘(x + iω ) − ℘(iβ) ∈ R, and ℘ (x + iω) ∈ R, and (℘ (iβ)) = 0. Thus,
which, upon inspection, yields (℘ (iβ)) < ℘ (iω ) = 0 for β ∈ (0, ω ). Note that
Proof. We use the quasi-periodicity and addition properties of σ(·) given in (B.3) and (B.4) to simplify v(x) given by equation (3.2) . We obtain, fixing (ñ, ψ) ∈ {(1, 0), (0, 1), (1, 1)},
Note that in the caseñ = ψ = 1,ñζ(ω) + ψζ(iω ) + ζ(ñω + iψω )) = 0 since ζ(ñω + iψω ) = −η 2 and η 1 + η 2 + η 3 = 0. Since (3.2) is invariant by multiplication of v(·) by a non-zero constant, we may take
2 , and v (x) = 12℘(x + iω )℘ (x + iω ), where g 2 and g 3 are the Weierstrass elliptic function invariants. The mirror symmetry and periodicity properties of the derivative of the Weierstrass elliptic function lead us to concludev (x) = v (x) for α = iω . Recalling that X = 2ω, we see that e −2ζ(α) , which by (B.1) may be written as
where ϑ 1 (·) is the Jacobi Theta function, z 1 = x + iω + α, z 2 = x + iω , and ξ ∈ R is given by (3.3). Once again, (3.1) permits we drop the constant c(α), so we may take v(x) = w(x)e γx , where w(x) := ϑ 2 1 (πz 1 /2ω)ϑ −2 2 (πz 2 /2ω), and γ = iξ. There is still a singularity since |ξ(α)| → ∞ as α → 0, see (3.3). However, the singularity is no longer coupled to the spatial variable x making it possible to factor out the singular parts from the integrals given in (3.15). We make a few simple changes that make it possible to compute the Jacobi Theta function series with fewer terms resulting in smaller interval error bounds. We begin by recalling that v(x) is X = 2ω periodic allowing us to center the integrals about x = 0. We also make a change of variables x → ωx, and reduce the number of derivatives of v(x) we must compute via integration by parts yielding,
(3.17)
The advantage of the formulation (3.17) is that c n (z) and h n (z) are analytic in z and so we may easily compute 1 −1 c n (x)dx and 1 −1 h n (x)dx with interval arithmetic as called for in (3.15) . This allows us to compute f (α) and g(α) in the limit α → 0, where γ(α) = iξ(α) → ∞.
Because of the mirror symmetry of ϑ 1 (x), the conjugate of w(x) and its derivatives are analytic functions in the variables x and β. Then the integrands in the numerator and denominator of (3.15) are analytic in both the variables x and β on an open, connected set not containing zeros of ϑ 1 (π(x ± iω )/2) or the poles of the Weierstrass Zeta function. Hence, we may use analytic interpolation.
For convenience we will set β = ψω and parametrize by ψ ∈ [0, 1] instead of β. Interpolation with our bootstrapping method works very well, but evaluating the interpolating polynomial with interval arithmetic still requires some care. Suppose we are interested in verifying f 
, θ], as described in Section 2.5.
Interpolation results.
In this section we provide details of our numerical verification of the stability condition (S1), that is we show that λ 1 (ξ) < 0, where λ 1 is as described in equation (3.15) . In all of our computations, we use Version 6 (30 March 2010) of the MATLAB based interval arithmetic package INTLAB [39] . We evaluate the Jacobi Theta function ϑ 1 (·) by using its q-series representation given in equation (B.2). We also evaluate ξ(α) by using the q-series representation of the Weierstrass zeta function and simplifying terms where possible. Explicit error bounds and Matlab code are provided in [3] .
Our general strategy is to prove numerically using interval arithmetic that the functionsf (α) andg(α) defined in (3.15) characteristically are as depicted in Figure 5 , hence λ 1 (ξ) < 0. The following lemma will aid us in our proof by allowing us to compute 1/ω(k) 2 , used in evaluatingf , at the left and right endpoints of an interval in k in order to obtain a tighter interval enclosure of 1/ω 2 . 
π 2 is monotone decreasing. Now we present the main lemma of this section.
Lemma 3.9. For k = 0.99, λ 1 (ξ(α)) < 0 for α =ñ + iψω whereñ ∈ {0, 1} and ψ ∈ [0, 1].
Proof. Let k = 0.99 and consider the case α = ω + iψω , ψ ∈ [0, 1]. To evaluate the sign of λ 1 (ξ(α)) defined in equation (3.15), we determine the signs off (α) =f 1 (α) +f 2 (α)/ω 2 andg(α) and their derivatives with respect to ψ. See (3.15) for the definitions of these functions. We use Chebyshev interpolation to approximate the integrands appearing in the definition of these functions. To apply the approximation error bound given in equation (2.3), we must specify a radius ρ x > 1 so that the integrands to be interpolated are analytic on and inside the stadium E ρx := {(ρ x e iθ + e −iθ /ρ x )/2|θ ∈ [0, 2π]}. The functions of interest are analytic so long as ρ x is chosen sufficiently small to avoid the poles of v(x). Recall from equation (3.14) and subsequent discussion that v(x) := ϑ 2 1 (π(x + iω +ñω + iψω )/2ω)ϑ −2 1 (π(x + iω )/2ω)e iξx . The Jacobi Theta function ϑ 1 (·) is analytic and its zeros are the set {mπ + nπiω /ω|m, n ∈ N}. A simple computation shows that if we take | (x)| < ω /ω, then ϑ 1 (π(x + iω )/2ω) = 0. Setting c = 0.9ω /ω and defining ρ x := c + √ c 2 + 1 ∈ [1.50919391484325, 1.50919391484326], we have that ϑ 1 (·) has no zeros inside or on the stadium E ρx , hence v(x), and thus the integrands to be interpolated, are analytic in x inside and on the stadium E ρx .
Next we bound the modulus of the relevant functions on E ρx . To obtain this bound, we must find a lower bound on ϑ 1 (π(x + iω )/2ω) for x ∈ E ρx , but by the parity and mirror symmetry properties of the Jacobi Theta function, we actually only need to consider ϑ 1 (π(x + iω )/2ω) for x ∈ {(ρ x e iθ + e −iθ /ρ x )/2|θ ∈ [0, π/2]}. We used 8000 intervals of even width to step through the parameter θ to obtain the lower bound. For example, for the θ interval [ 0.02513274122871, 0.02532909076957], we find |ϑ(π(x(θ) + iω )/2ω)| ≥ M where M ∈ [2.12547636195776, 2.12643781736408]. Using INTLAB's inf function, we compute a machine-representable lower bound on the intervals representing the modulus of ϑ(π(x(θ) + iω )/2ω) and then take the minimum of all of these. We find that 0.324078550629158 is a lower bound for |ϑ(π(x(θ) + iω )/2ω)| for x ∈ ρ x . See the documentation for lower bound.m given in [3] for the code and details. Next we use the qseries representation of ϑ 1 (·) to obtain an upper bound on ϑ 1 (·) and its first four derivatives analytically, which we then compute with interval arithmetic. As an example, in computing an upper bound M x for interpolation in x of the integrand associated withf (α), we find M x ∈ [10 16 × 7.08053733846663, 10 16 × 7.08053733846667]. We find that M x = 2.55e + 23 is an upper bound for all functions to be interpolated. See bound theta1 m.m in [3] for the source code and truncation error bounds. We use the lower bound and upper bounds we found for ϑ 1 (·) and its derivatives to bound the integrands we are to interpolate. See bound numer.m in [3] for details.
Substituting the upper bound M x we just found and ρ x into equation ( Hereafter, when we computef 1 (·),f 2 (·),g(·), or their derivatives with respect to ψ, we do so with interval arithmetic, Chebyshev interpolation in x with error bounds, and Chebyshev integration described in Section 2. Our next step is to interpolate in the variable ψ. As we did for x, we choose ρ ψ > 1. Note that ρ ψ must be chosen so that ξ(ω + iψω ) does not have a pole inside or on the stadium E ρ ψ . The poles of ξ are z = 2mω + 2nω . Setting 2mω + 2nω = ω + iψω with ψ = 1/2+ψ/2, we find that | (ψ)| < − π log(q) is necessary and sufficient to ensure analyticity. We set c := 0.95π/| log(q)| and set ρ ψ = c + √ c 2 + 1 ∈ [4.07266431471885, 4.07266431471886]. We bound the modulus off 1 (·),f 2 (·),g(·), and their derivatives with respect to ψ in the same way we bound the integrands when interpolating in the variable x. Here we let ψ ∈ E ρ ψ , but the same lower bound on |ϑ(π(x(θ) + iω )/2ω)| applies, and we may bound the modulus of the integrands as before and then multiply that number by the width of the interval on which we integrate. We find that the relevant functions are Recalling thatf (ω + iψω ) = g(ω + iψω ) = 0 for ψ ∈ {0, 1}, as shown in Section 3.3.2, we have numerically verified λ 1 (ξ(α)) < 0 for α = ω + iψω . In Figure 5 we plotf (α), ∂ ∂ψf (α),g(α), and ∂ ∂ψg (α) for α = ω + iψω .
Next, we treat the case α = iψω . Since ξ(iψω ) → ∞ as ψ → 0, we must treat this case differently. Indeed, we cannot obtain interpolation bounds sincef (·) includes powers of ξ(iψω ) in its definition. We avoid this problem by interpolating the coefficient functions c j (x) and h j (x) defined in equation (3.17) and then formingf (iψω ) as a polynomial expansion in ξ. The general strategy is to use interval arithmetic to show that ∂ ∂ψf (iψω ) < 0 for ψ ∈ [b, 1] for some 0 < b < 1. Using polynomial root bounds, we show that f (iψω ) has no zeros for ψ ∈ [0, a] for some 0 < a < b. Finally, we evaluate with interval arithmetic the polynomials given in (3.17) using the interpolated coefficients to verify thatf (iψω ) > 0 for ψ ∈ [a, b]. Recalling that we have shown thatf (iω ) = 0 in Section 3.3.2 and thatg(iψω ) < 0 in 3.3.1, this gives that λ 1 (ξ(α)) < 0 for α = iψω . In Figure  5 we plotf (iψω ) and
We use the same ρ x and ρ ψ as we used for α = ω +iψω . We find that M x = 1.421928494683729× 10 23 is an upper bound on the modulus of the coefficient functions c j (x) and h j (x) for x ∈ E ρx , and M ρ ψ = 1.938556518787788 × 10 19 is an upper bound for the integrals of the coefficient functions c j (x) and h j (x) as functions of ψ. Substituting the bounds into equation ( Formulatingf (α) from the coefficients c j (ψ, x) and h j (ψ, x), we havef (α) = 5 k=0 p k (ψ, x)(iξ) k . We verify for 0 < ξ ≤ 10 −3 , using interval arithmetic to evaluate the Chebyshev interpolation polynomials, that |p 0 | ≤ 0.078295154350480, |p 1 | ≤ 0.047185115122197, |p 2 | ≤ 0.012816747371156, |p 3 | ≤ 2.007891703388547, |p 4 | ≤ 1.862679700692074e − 04, and |p 5 | ≥ 0.062630009852173. Using the general upper bound R = 1 + (1/a n ) max(a 0 , a 1 , . .., a n−1 ) on roots of polynomials p(x) = n k=0 a k x k , we find thatf (iψω ) = 0 for 0 < ψ ≤ 10 −3 implies that |ξ| ≤ 33.059578277694790. We compute ξ(10 
Stability for periods in the middle stability interval
In this section we verify that conditions (A1), (A2), and (S1) hold for k ∈ [0.9426, 0.99999]. Proof. From the discussion in Section 3.2, it suffices to show that the b i (k) described in equation 3.6 are distinct in order to show that condition (A2) holds for a given k. We use interval arithmetic to verify the b i are distinct for k ∈ [0.9, 0.9999995]. See Section distinct of [3] for details.
Stability condition (S1).
In this section we show that the stability condition (S1) holds for the middle stability region. Proof. Recall the definition of (λ(ξ)), f (α), and g(α) given in equation (3.1). In Section 3.3.1, we show that g(iψω ) > 0 for ψ ∈ (0, 1), and in Section 3.3.2 we show that f (α) = g(α) = 0 for α ∈ {ω, ω + iω , iω }. For convenience, we reformulate the stability condition in 3.3.3 and use analytic interpolation to evaluate f (α), g(α), f ψ (α), and g ψ (α) for other values of α =ñω + iψω , n ∈ {0, 1}, ψ ∈ [0, 1]. We describe the method of interpolation in 2. We provide in Tables 1, 2 , and 3 details of the function bounds, stadium radii, and number of interpolation nodes used.
In the case α = ω + iψω we verify, using the interpolation polynomials, that f (α) > 0 and g(α) < 0 on the interval ψ ∈ [(1 + cos(9π/10))/2, (1 + cos(π/10))/2], f ψ (α) > 0 and g ψ (α) < 0 for ψ ∈ [0, (1 + cos(9π/10))/2], and f ψ (α) < 0 and g ψ (α) > 0 for ψ ∈ [(1 + cos(π/10))/2, 1].
In the case that α = iψω , we factor (see 3.17)f (α) in polynomial formf (α) = 5 k=0f k (α)(iξ) k and verify that as a polynomial of ξ,f (α) has no roots in ξ(ψ) for ψ ∈ [0, 10 −3 ]. We then verify in factored form that f (α) > 0 for ψ ∈ [10 −3 , 0.5]. We use the factored form because f (α) → ∞ as ψ → 0. For ψ ∈ [0.5, 1], we interpolate f (α) without factoring in ξ and verify that f (α) > 0 for ψ ∈ [0.5, 0.9] and that f ψ (α) < 0 for ψ ∈ [0.9, 1].
Together, these facts imply that (λ 1 ) < 0 for k ∈ [0.9426, 0.99999]. See Sections driver stability n0 and driver stability n1 of [3] for details.
Instability for periods in the lower instability region
In this section we describe our results showing that the periodic traveling-wave solutions of (1.1), corresponding to k ∈[0.199910210210210,0.942197747747748], described in Proposition 1.2 are spectrally unstable.
where X l ≈ 6.28 and X r ≈8.44 , (λ 1 (ω + iω )) > 0; hence, by Proposition 1.3 periodic travelingwave solutions of (1.1) described in Proposition 1.2 are spectrally unstable for δ > 0 sufficiently small.
Proof. Recall from (3.15) that (λ 1 (α)) =f (α)/g(α) where α =ñω + iψω . When ψ = 1,f (α) = g(α) = 0 by Lemma 3.6; hence, (λ 1 (ω + iω )) =f ψ (ω + iω )/g ψ (ω + iω ) so long asg ψ (ω + iω ) = 0. We evaluatef ψ (ω+iω )/g ψ (ω+iω ) by interpolatingf ψ andg ψ in the single variable q with ψ =ñ = 1 fixed. See section 2 for details of the method of interpolation. To keep the number of interpolation nodes needed small, we break up the interval in q into subintervals. This increases the size of ρ q Table 1 . Here we record the details of our analytic interpolation when α = iψω . Here q L and q R are respectively the left and right endpoints of the interval in q on which we interpolate. The bounds on the functions for interpolation in the variables x, q, and ψ are given respectively by M x , M q , and M ψ . The number of interpolation nodes used are respectively N x , N q , and N ψ . Table 2 . Here we record the details of our analytic interpolation when α = ω+iψω . Here q L and q R are respectively the left and right endpoints of the interval in q on which we interpolate. The bounds on the functions for interpolation in the variables x, q, and ψ are given respectively by M x , M q , and M ψ . The number of interpolation nodes used are respectively N x , N q , and N ψ . Table 3 . Here we record the details of our analytic interpolation of the factored form of the functions when α = iψω . Here q L and q R are respectively the left and right endpoints of the interval in q on which we interpolate. The bounds on the functions for interpolation in the variables x, q, and ψ are given respectively by M x , M q , and M ψ . The number of interpolation nodes used are respectively N x , N q , and N ψ .
which significantly decreases the number of interpolation nodes needed. Using the interpolating polynomial with its error bounds, we use interval arithmetic to verify that (λ 1 (ω + iω )) > 0 for k ∈ [0.199910210210210, 0.942197747747748]. The size of the subintervals in k varies. See Table  4 and Section lower instability interpolation of [3] for details. In Table 4 , each row corresponds to a different interpolation polynomial. The first two columns indicate the range of k values for which the interpolating polynomial was used and the third and fourth columns indicate the range of q(k) = e −πK(
The bounds on the modulus of the function being interpolated for each of the variables is given by M x , M q , and the radius of the stadium is given by ρ q and ρ ψ . We used N x interpolation nodes in the variable x and N ψ interpolation nodes in q. We give a lower bound on (λ 1 ) of M λ . See Section 2 and Tables 1, 2 , and 3 for interpolation details.
Instability for periods in the upper instability region
In this section we describe our results showing that the periodic traveling-wave solutions of (1.1), corresponding to k ∈ [0.99999839,0.999999999997], described in Proposition 1.2 are spectrally unstable.
Lemma 6.1. For k ∈ [0.99999839,0.999999999997], corresponding to X ∈ [X l , X r ] where X l ≈ 26.06 and X r ≈48.3 , (λ 1 (iω )) > 0 for some value of α; hence, the periodic traveling-wave solutions of (1.1) described in Proposition 1.2 are spectrally unstable.
Proof. For α = iψω , we interpolatef (α) andg(α) given in equation (3.15) in the variables q(k) and ψ. We then break the domain into k-intervals and use interval arithmetic to evaluate, via the interpolation polynomials, λ 1 (iψω ) on each k interval with 100 points in ψ between 0.6 and 0.8. We verify that λ 1 (iψω ) > 0 for at least one of these ψ values implying spectral instability. See Table 1 and section driver instability upper of [3] for details.
Determination of sharp stability transitions
In this section we show that the stability transitions are sharp.
Lemma 7.1. Suppose that stability is determined by the sign of h : 1] corresponds to stability at k and h(k, ψ) > 0 for some ψ corresponds to instability, where h is analytic in both variables, and suppose that stability holds at one end Table 4 . In this table, entries in the first two columns are rounded to 5 significant digits and entries in the other columns are rounded to 3 significant digits. We verify instability for k ∈ [k L , k R ] using interpolating polynomials valid for q ∈ [q L , q R ]. An interpolation bound in the variable x with ρ x = 5.460277197252352 forf ψ andg ψ is given by M x and in the variable q by M q . The number of interpolation nodes needed in x and q are respectively N x and N q . The minimum of ( 
there is a sharp stability boundary which occurs for k min < k * < k max , (ii) If sign(h ψψ ) = −sign(h k ) (convexity), then there is a unique transition point (k * , ψ * ), with k min < k * < k max and ψ 1 ≤ ψ * ≤ ψ 2 , determined by the property F := (h, h ψ ) = (0, 0). In this case, for any (ψ, k) ∈ B, we have the a posteriori estimate
Since h is continuous and stability holds (without loss of generality) at k min and does not hold at k max , H is nonempty by the Intermediate Value Theorem. Define k * = inf k : (k, ψ) ∈ H. Since h is continuous, H is closed and so there exists ψ * such that h(k * , ψ * ) = 0. By the Mean Value Theorem, h(k, ψ * ) > 0 for k > k * implying instability, and by definition of k * , stability holds for k < k * . By continuity of h, k min < k * < k max .
(ii) Suppose without loss of generality that stability holds at k min so that h k > 0 in B and let k * be as in ( 
Remark 7.2. In principle, one may approximate (k * , ψ * ) to any given precision via Newton's method with multiple precision arithmetic and the evaluation of F in the error bound with multiple precision interval arithmetic, but we do not do so here. Lemma 7.3. For (k, ψ) ∈ R 4 and α = ω + iψω , ∂ ∂k λ 1 (k, ψ) < 0. Proof. Recall that λ 1 =f /g wheref andg are defined in equation (3.6) . Dropping the tilde notation,
). When ψ = 1, f (k, ψ) = g(k, ψ) = 0 for all k ∈ (0, 1) by 3.6, so that Taylor expanding f about ψ 0 = 1 and simplifying yields
We similarly Taylor expand g, ∂ ∂k f , and
and similarly let M 2 , M 3 , and M 4 be bounds on g ψψ , f kψψ , and g kψψ respectively. Note that
.01], we have upon substitution and simplification that
Recall that f = f 1 + f 2 /ω 2 . We approximate f 1 , f 2 , g and their first two derivatives in ψ using Chebyshev interpolation in the variablesq ∈ [−1, 1] andψ ∈ [−1, 1] where q = 5/2 + 3q/2, q = e −πK(
, and ψ = (1 +ψ)/2; see Section 2 for interpolation details. We take ψ ∈ [0, 1], q ∈ [0.1, 0.4], ρ ψ ≈ 2.81 and ρ q ≈ 2.733. We found function bounds of M q ≈ 2.99 × 10 37 for q ∈ E q , M ψ ≈ 1.08 × 10 35 for ψ ∈ E ψ , and M x ≈ 3.12 × 10 38 for x ∈ E x . We use N q = 205 points to interpolate in the variable q, N ψ = 193 nodes in ψ, and N x = 521 nodes in x. The associated one dimensional approximation error for each of the variables is respectively err q ≈ 3.81 × 10 −50 , err ψ ≈ 9.62 × 10 −50 , and err x ≈ 9.78 × 10 −18 . We intentionally make the interpolation error in the variablesq andψ excessively small to provide good error bounds when approximating the derivative of the function with the derivative of the interpolant. Now
To approximate ∂ ∂q g(q,ψ), we use ∂ ∂q p(q,ψ) where p is the Chebyshev interpolant. To bound the approximation error, we need a bound on ∂ ∂q g on a stadium, see 2.3. We take ρq ≈ 1.75 and use Cauchy's integral formula to determine that | ∂ ∂q g| ≤ M ≈ 10 39 for q ∈ Eq. Putting these together, the error of approximating ∂ ∂q g with N q = 205 interpolation nodes is bounded by errq ≈ 10 −9 . With these error estimates in place, we are able to evaluate (7.2). We break J up into 5 convenient sub-intervals to verify The computations in (7.2) are of size:
, and g ψψ = O(10 4 ). This indicates the difficulty of the computation since the interval in ψ must be taken sufficiently small, about 10 −2 in width, to avoid loss of information.
Proof. Recall that λ 1 =f /g wheref andg are defined in equation (3.15) . We use analytic interpolation with error bounds on 5 sub-intervals of J to approximatef ,g, and their derivatives with respect to ψ. The interpolation details are the same as those described in Section 4.3. We verify with interval arithmetic via evaluation of the Chebyshev interpolants that f ψ > 0 for (k, ψ) ∈ R 1 and thatf > 0 for (k, ψ) ∈ R 2 . By Lemma 3.6,f (k, 0) = 0; hence f (k, ψ) > 0 for (k, ψ) ∈ R 1 . We verify that ∂ ∂ψf > 0 for (k, ψ) ∈ R 3 . For (k, ψ) ∈ R 1 , we verify that g ψ < 0, for (k, ψ) ∈ R 2 we verifyg < 0, and for (k, ψ) ∈ R 3 ∪ R 4 we verify thatg ψ > 0. This together with Lemma 3.6 verifies thatg < 0 on the indicated region.
We are now ready to show strict transition of stability at the lower stability boundary.
Lemma 7.5. There exists a unique k * ∈ J where J := [0.942197747747748, 0.9426] such that the stability condition (S1) holds for {k > k * } ∩ J and (S1) does not hold for {k < k * } ∩ J.
Proof. In Section 4.3, we showed that λ 1 < 0 for k ∈ J and ψ ∈ [0, 1] in the case α = iψω . Consider the case α = ω + iψω . By Lemma 7.4, λ 1 < 0 for (k, ψ) ∈ R 1 ∪ R 2 . From Lemma 7.4, we also have that λ 1 > 0 on R 3 ∪ R 4 if and only iff < 0. Supposef < 0 for some (k 0 , ψ 0 ) ∈ R 3 . By Lemma 7.4, ∂ ∂ψf < 0 in R 3 which impliesf (k 0 , 0.99) ≤ 0. We verified (S1), which depends on the sign of f , holds for k = 0.9426 in Section 4.3, so by Lemma 7.3,f (k 0 , 0.99) ≤ 0 implies there is a k 1 ∈ J with k 1 ≥ k 0 such thatf (k 1 , 0.99) = 0. Thus, condition (S1) holds for k ∈ J if and only if λ 1 < 0 for (k, ψ) ∈ R 4 . Since condition (S1) does not hold for k = 0.942197747747748 and does hold for k = 0.9426 as verified in Sections 5 and 4.3 respectively, we have by lemma 7.3 and the application of 7.1 to λ 1 that the stability transition is strict.
Sincef (k, 1) = 0 and f ψ < 0 in R 6 ,f > 0 for (k, ψ) ∈ R 6 , ψ < 1. We break J up into 1500 sub-intervals of two different lengths and we break up the intervals in ψ, corresponding to the different regions R j , into 1200-5000 sub-intervals. To verifyf k < 0 andf ψψ > 0 for (k, ψ) ∈ R 4 , we interpolate f and f ψ and then approximate their derivatives with respect to ψ using the derivative of the interpolating polynomial. We break J into 1001 subintervals for this computation and take 100 subintervals in ψ. The interpolation error bounds for the derivatives are described in Section 2. To bound the error, we need an upper bound on |f k | and |f ψ | on a stadium. We use Cauchy's integral formula on a stadium E ρ 1 to obtain the desired bound on the derivatives on a stadium E ρ 2 with 1 < ρ 2 < ρ 1 .
In Lemma 4.1 we verify that assumption (A1) holds for k ∈ [0.942, 0.9999984] and in Lemma 4.2 we verify that assumption (A2) holds for k ∈ [0.9, 0.9999995]. Hence, by Proposition 1.3, the periodic traveling-wave solutions of (1.1) described in Proposition 1.2 are spectrally, thus nonlinearly, stable for k ∈ [k l , k r ] where sup H l < k l < inf H m and 0.99999838520 < k r < 0.99979838526. This completes our numerical verification of stability of periodic traveling-wave solutions of the Kuramoto-Sivashinsky equation in the Korteweg-de Vries limit. The following oddness properties hold: p (−z) = −p (z), σ(−z) = −σ(z), ζ(−z) = −ζ(z).
The following addition formulae hold:
The following identities hold: ζ(iω )ω − iω ζ(ω) = − We now show that in the case α = iβ, β ∈ (0, ω ], that ξ(α) can not correspond to λ 1 > 0 for β ∈ (0, ρ) for some ρ > 0. Recall that ξ(iβ) → ∞ as β → 0+ and ξ(iβ) is decreasing as a function of β. Remembering the definition of w(x, α) from (3.16), we note that w(x, 0) = 1 and w(x, α) is analytic in a region of α = 0. Hence, there exists ρ > 0 and M L > 0, M k > 0, k = 0, 1, ..., 4 such that whenever 0 < β ≤ ρ, |w(x, iβ)| ≥ M L and |w (k) (x, iβ)| ≤ M k for all x ∈ [0, X]. Letting y(x) := X/2 + Xx/2, we see and so
Similarly,
Let ξ 0 > 0 such that the right hand side of (C.2) and (C.3) are negative for ξ ≥ ξ 0 . Let ρ := −iξ −1 (ξ 0 ). Note that λ 1 (iρ) < 0 Then for 0 < β ≤ ρ, ξ(iβ) does not correspond to instability.
