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する研究としては,テキス トを処理するための基礎的な技術 (形態素解析 [27,75]
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the free encyclopedia Coordinates
食
From Wikipedia, {re free encyclopedia
here. For other uses, see OSX (disanbisuation).
OS Xい/"L5/),国orunJV OS X
Mac OS X.ts fir a series of Unix-
interface operating
systems devlloped, marketed, and
is designed to
run exclusively on Mac computers,
having been pre-loaded on all Macs
since 2002. It was the successor to
・ヽ `翠
―
t‐‐   ・ ‐■__●ハ0^_、1'
図 1.2:アンカーテキス トとリンク先の記事の例
1。2.3 質の高いアンカーテキス ト









する役 目を持つているためである。図 1.2の例では,記事 「OS X」に出現するアン
カーテキス ト「Apple lnc.」が,記事 「Apple lnc.」にリンクしている。このような
アンカーテキス トの統計を取ることにより,語句とエンティティの対応関係を抽出
1.2.知識源 としてのWikipcdia                    7
することができる[35,37].たとえば,企業である「Applc lnc.」に関する記事への



























From Wikipedia, the free encyclopedia Coordndes■3733182°N12203
Tlzis ar-ticle is about the technoloey company. For other companies named "Apple",
App le (disa mbieuation).
Apple Inc- (NASDAQ: AAPLS), formally Apple
Computer, Inc., is an American mutinational
corporation headquadered in Cupertino,
California that designs, develops, and sells
consumer electronics, computer software, and
personal computers. The company was founded
on April 1, 1976, and incorporated on January 3,
htt p ://e n.wi ki ped ia. o rglwi ki/Ap p le_l nc.
Apple
From Wikipedia, the free encyclopedia
This article is about the fruit For the technology company, see Apple Inc.. For other
see Apple (disambigaation).
"Apple tree" redirects here. For other uses, see Apple tree (disambquation).
The apple is the pomaceous fruit of the apple
tree, species Malus domestica in the rose family
(Rosaceae). lt is one of the most widely cultivated
tree fruits, and the most widely known of the
many members of genus Malus that are used by
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Coordinates: qialsstse' N 12203


















Categories: Companies in the NASDAQ-l00 Index
1976 estab‖shments hホe unted states l Appにhc
Companies based in Cupertino, Califomis I Companies established in I976
Computer companies of the United States I Computer hardwarc companies
Display tcchnologtr companies I Ebctronics companics of thc United Statcs
Home computer hardware companies I Mobile ohone manufacturers
Muhinational companies hegdquartered in the United States
Networ*ing hardware companies I PortaUte audio player manufacturers
Publicly traded companies of the United States I Electronics companies
Retail companies of the United States
Software companies based In the Ean Francisco Bay fuea I Steve Jobs
Warrants issued in Hong Kong Stock Exchange













































































































































































的な分類結果を用いて,テキス ト (スニペット)の分類を行 う。テキス ト分類で























記事のテキス トから語句の上位概念 (“Bill Gates"に対して“CEO"や“Human"な
17






















































2 http ://b.hatena.ne jp/







































































































































































































































































































































































































































































































































































































































P(tた∈T)%C ount D ocuments(t p e K ey)
P(Clιん)%
CountDocuments(tp)
C ount Anchor t e rt s (t p, e)



























































































































































































































































































































































































































































































































































































































































38 第2章 語句の トピック分類
表 2.7:適合率 (Sci.デタセ 卜)
表2.8:MRR(Sci.データセット)






































































































































































































































































▼             Wittpedia
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rP(clt) = LJ g,Qfr 第3.3.3項
|
語旬 ιl′…・′ικを含む入カテキスト(キー フレー ズ集合7)に対し,以下の式に
より関連エンティティεの             成するコンテキスト制約
P(ε17)∝


















































語句のみを採用する.たとえば,「._and New York TIInes said.‥」とい う部分からは
3.3.提案手法
図3.2:語句ιに対するキーフレーズとしての確率 P(ι∈T)の例












conscquence of this probiem,it was re
ing on suing Apple and AT&T for fraud
'ective design. The legal challenge was
Sage Robert, a UC Berkeley studen
the owner.Wたh Apple con■rrningたs
culated that this transaction mav have
Apple
through the second half af the 1980s an
urchased the company in early i
iSync could also synchronize a user's Sa





























































consequence of this problem, it was
tive design. The legal challenge was
Sage Robert, a UC Berke
the owner. WithlApple J6nfirming its








Labels Parlophone, Swan, Vee-Jay,
Capito:,United Artists










P(cle) x CountLinks(e, c) (3.3)L 
"3 












(3.5)P{clt} : I P@le1) P(e,lt)
eie E
表 3.4はESAを用いた手法によるエンティティ「Apple lnc.」の関連語句と確率





研究では,フォワー ドリンクあるいはバックワー ドリンクによつて隣接 している
3.3.提案手法





















































































t(fI P(tk e\P(clt1,) flft -P(tr e r))r(d)














t( f| P(tk e\P(clt1,) llft - P(tr e r))r(4)
T'-{h} ty€Tt ,tsft1
T'-{a} tpeT' ,tpft1
tた∈T′              ιた¢T′
PCl∈η Puιl)Σ(Π  Pcた∈η Puι∂ Π に一PCた∈η)PO)
+(1 
- 
P(h e \)e@) t ( ll t(,* e r)P(clt1,) l[ {r-r1t*
=  (P(tl∈T)P(Clιl)―卜(1-―」P(ιl ∈7))P(C))
Σ(Π PCた∈ηPatD Π (1-P←た∈η)PO)





































A「sT∝hntte    Sw      Acc‡a読n    ミBltl
E離献 ainttent
Zune
図 3.5:入カテキス ト「Did you know that Microsoft is thc most inauential brand
Canada?」に対 して推測された閑連語句とそれ らの確率
Twi■erのツイー トを入カテキス トとして関連語/mjを得た.図3.5,図3.6,図3.7,図
3,8は,それぞれの入カテキス トに対 し,実際に得られた関連語句およびそれ らの
確率 (上位 8語句)を表している。図3.5や区3.6の例では,Microso量に調する関連
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Brtln D4・慈 Att Harttngtoo   Da‡鮭s L(滲Atte鱈5 8識Antclntt Wさ由ξngon  M:nn樫鶏ta   D=「て離
Maverヒks    Laktts      Spurs     Wttartt  I!露駐berwclt es  P直集
図 3,7:入カテキス ト「Warriors beat the Hcat.¨Happy face!」に対 して推測された
関連語句 とそれ らの確率








hltAlbert Atlck{;ndLbns Alexldurphry SryKerrb}e h,leibourne StxryJon€l EftrH{€he: Nsr$r}uth
Llons Stsrn lryales CUE
図3.8:入カテキス ト「McClcnnan namcsヽ4獲iors iineup for irst pre―season t ial」に
対して推測された関連語句とそれらの確率
3.5 評価















5 http ://new s. g0ogle.cofil/
60 第3章 自然文からの関連語句推測
表 3.5:人手による判定に用いたニュース記事のデータセット


















































































































































総ツイー ト数 5,991 5,609 6,735
















評価指標 purity NMI ARI











































































































































































































































































































































ける接着剤である (concepts are thc gluc that holds our mental world together)」と述
べていることからも分かるように,概念は言葉の意味を頭の中で理解するための
カギとなるものである.また,彼は「それら (概念)によつて我々は新しい物や事
象を認識・理角卒できるようになる (they enablc us to recognizc and understand new





















































































































































Apple Inc. sells iPad computer manufacturer sells consumer 
product
product brand sells consumer product
computer manufacturer sells computer
produot brand sells oompuler
computer manufacturer released consumer product
product brand released consumer product
computer manufacturer released computer







































































































































語句間の関係数          12,312,638
曖味性のない語句どうしによる関係数 1 235,938









1.意味的に不自然でなく,文脈が明確なもの (例:devclopcr sclls soiware開発
者がソフトウェアを売る)
2.意味的に不自然ではないが,文脈が曖味なもの (例:person sclls so■ware人
がソフトウェアを売る)























































































































































































4。4。 Wikipcdiaのテキス トを対象とした 上位概念間の関係抽出   81
サンプルにおいて出現回数の多い関係は順に「celestial o可ect diSCOvered on day of











のみであつた。具体的には,(A)「neld of study composcd by actor(学問領域が俳
優によつて作られる)」,(B)「airCrai built in organization member(航空機が組織
のメンバーにおいて作られる)」,(C)「autOmObile manufacturcd in cityscape(自動
車が都市の景観で製造される)」,(D)「basketballtcam do football team(バスケッ
トボールチームがフットボールチームをする)」,(E)「painter bom in govemmental

































よって上位概念の順位付きリス トを作成する。たとえば,「Gyula Hom appcaled to
Poland」という語句間の関係において「Gyula Hom」の上位概念を予測する場合,
「P01and」の全ての上位概念 (「country」や「staistical region」など)と「appealed
to」 の組合せ (「X appealed to country」や 「X appealed to statistical region」など)
から,Xとして妥当な上位概念を,その関係の出現頻度の和で順位を付ける。得
られた上位概念の順位付きリス トに対して,1位の適合率,および上位5位までを
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