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ENGLISH SUMMARY 
In recent years, Wireless Sensor Networks (WSNs) is a growing era in the real-time 
applications. The transmission of real-time traffic over such network requires both 
energy and bandwidth which is scarce. In the application-based environment, all the 
layers of protocol stack consume energy and bandwidth for transmission of packets 
from nodes to sink at the cost of reduced network lifetime. This thesis examines the 
design of cross-layer mechanisms that are energy and bandwidth efficient using 
aggregation, scheduling and synchronization mechanisms. The cluster-based in-
network processing mechanisms are the efficient solution to reduce the 
communication cost, energy and bandwidth of the network.  
The data aggregation process has a trade-off between energy and delay which results 
in few packets or data transmissions from nodes to cluster heads (CHs). The data 
buffering from closer sources, collection and processing of data/packets from far 
away sources in the cluster are the main reasons of energy consumption and delay in 
the network. The research proposed cluster-based rate aggregation mechanisms, Two 
Tier Cluster-based Data Aggregation (TTCDA) and Grouping of Clusters (GCEDA) 
algorithms to increase the throughput with reduced energy consumption. The 
proposed algorithm applies the perfectly compressible aggregation functions on the 
data/packets received by CH and sink. The aggregation function considers the spatial 
and temporal correlation of data or packets generated by each node at a variable rate. 
Both the algorithms are appraised with static, mobile and heterogeneous scenarios 
and proposed the Mobility and Heterogeneity aware algorithm (MHCDA). The 
addition of heterogeneous nodes balances the energy of network to increase 
throughput and the network lifetime. Throughput is the measure of bandwidth 
utilization. The simulation results showed that the proposed aggregation algorithms 
reduce the communication cost, energy consumption, and the throughput hence 
energy and bandwidth efficient as compared with existing state-of-the-art solutions.  
The bandwidth utilization of WSN also depends on the collision and retransmission 
of the number of aggregated packets from CHs to sink. The research proposes the 
Cluster-based Myopic and Non-Myopic Scheduling (CMNMS) and Schedule-based 
Data Aggregation algorithm with Node Mobility (SDNM) to reduce the energy 
consumption and increases the bandwidth utilization. These algorithms are expedient 
for allocating the schedules based on TDMA as basic MAC layer protocol. The 
schedules are decided based on the availability of free slots and the current as well as 
predicted future state of the channel. It works on TDMA as MAC protocol. As 
compared to the state-of-the-art solutions, the proposed algorithms outperform for 
increasing the throughput (bandwidth utilization), a decrease in delay and energy 
consumption.  
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The research also proposes Schedule-based Collision Avoidance (SCA) algorithm for 
reducing the collisions in multi-path data propagation and improvement in channel 
bandwidth utilization. The rational between reliability and energy efficiency is 
achieved by combination of CSMA/CA and TDMA techniques. The distinct feature 
of scheduling algorithms are, reduced collision and retransmission of packets due to 
proper slot allocation for transfer of aggregated packets from nodes to CHs to the 
sink.  
The research also analyzed the need of synchronization algorithm for effective data 
collection in WSNs to increase the bandwidth utilization and proposed the 
Synchronized Data Aggregation algorithm (SDA). It establishes the hierarchical 
structure in the network using cluster-based spanning tree (SPT) mechanism and then 
performs the level by level synchronization. The research also proposes the hybrid 
(scheduling and synchronization) approach to improve the bandwidth utilization. The 
scheduling algorithms are used to allocate the collision-free slot, and these slots are 
synchronized to minimize the clock skews. It helps to reduce the synchronization 
errors and hence energy consumption. The level-by-level synchronization used helps 
to reduce the retransmission of packets and avoids collisions, improving the 
throughput and energy consumption. The results of Node Heterogeneity aware 
Energy Efficient Synchronization (NHES) algorithm in static, mobile and 
heterogeneous scenarios outperforms as compared to the state-of-the-art solutions. 
In summary, this thesis addresses important issues of bandwidth utilizations and 
provides the frameworks, methods, and mechanisms based on data aggregations, 
scheduling, and synchronization of the nodes in the WSNs. The proposed work and 
solutions in this thesis may apply to ubiquitous computing networks using WSNs. 
Keywords: Aggregation, Bandwidth utilization, Clusters, Collisions, Communication 
Cost, Energy Consumption, Throughput, Scheduling, Synchronization, and Wireless 
Sensor Network (WSN). 
  
V 
DANSK RESUME 
I de seneste år er Wireless Sensor Networks (WSNs) blevet en voksende æra i real-
time applikationer. Overførslen af real-time trafik over sådanne netværk kræver både 
energi og båndbredde, hvilket er en knap ressource. I anvendelsesbaserede miljøer 
forbruger alle lag af protokolstakken energi og båndbredde til transmission af pakker 
fra knudepunkter til opsamlingssted på bekostning af reduceret netværkslevetid. 
Denne afhandling undersøger design af  krydslagsmekanismer, der er energi- og 
båndbreddeeffektive, ved hjælp af sammenlægnings-, planlægnings- og 
synkroniseringsteknikker. De klyngebaserede in-netværk behandlingsmekanismer er 
en effektive løsning til at reducere kommunikationsomkostninger, energi og 
båndbredde i netværket. 
 
Data sammenlægningsprocessen har en afvejning mellem energi og forsinkelse, 
hvilket resulterer i nogle få pakke-  eller dataoverførsler fra knudepunkter til 
klyngehoveder (CHs). Databuffering fra kilder tæt på og indsamling og behandling 
af data/pakker fra fjerne kilder i klyngen er hovedårsagerne til energiforbrug og 
forsinkelse i netværket. Forskningen foreslår klyngebaserede rate 
aggregeringsteknikker, Two Tier Cluster-based Data Aggregation (TTCDA) og 
Grouping of Clusters for DA (GCEDA) algoritmer til at øge gennemløb og reducere 
energiforbruget. Den foreslåede algoritme anvender de perfekt komprimerbare 
opsamlingsfunktioner på data/pakker modtaget af  CH og opsamlingsstedet. 
Opsamlingsfunktionen tager hensyn til den spatiale og temporale sammenhæng af 
data/pakker skabt af hvert knudepunkt i variabel fart. Begge algoritmer vurderes med 
statiske, mobile og heterogene scenarier og foreslår Mobility and Heterogeneity 
Aware algoritmen (MHCDA). Tilsætningen af heterogene knudepunkter 
afbalancerer energien af netværket for at øge gennemløb og netværkets levetid. 
Gennemløb er et mål for udnyttelsen af båndbredde. Simuleringsresultaterne viste, at 
de foreslåede sammenlægningsalgoritmer reducerer kommunikation somkostninger, 
energiforbrug og gennemløb, og er dermed effektive med hensyn til energi og 
båndbredde i forhold til eksisterende state-of-the-art-løsninger. 
 
Båndbreddens udnyttelse af WSN afhænger også af kollision og retransmission af 
antallet af aggregerede pakker fra CH til opsamlingssted. Forskningen foreslår 
klyngebaseret Myopic og Non-Myopic planlægning (CMNMS) og 
planlægningsbaseret datasammenlægning algoritme med Node Mobility (SDNM) for 
at reducere energiforbruget og øge udnyttelsen af båndbredden. Disse algoritmer er 
hensigtsmæssige for fordeling af tidsplaner baseret på TDMA som grundlæggende 
MAC lagprotokol. Skemaerne er valgt baseret på tilgængeligheden af gratis slots og 
den nuværende såvel som den forudsagte fremtidige tilstand af kanalen. Det virker 
på TDMA som MAC-protokol. De foreslåede algoritmer overgår state-of-the-art-
løsninger ved at øge gennemløbet (båndbredde udnyttelse) samt et fald i forsinkelse 
og energiforbrug.  
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Forskningen foreslår også Schedule-based Collision Avoidance (SCA) algoritme for 
at reducere kollision i multipath data spredning og forbedring i brug af kanal 
båndbredde. Afvejningen mellem pålidelighed og energieffektivitet opnås ved 
sammensmeltning af CSMA/CA and TDMA teknikker. Det særlige kendetegn for 
planlægningsalgoritmer er reduceret kollision og retransmission af pakker på grund 
af korrekt slot tildeling for overførsel af aggregerede pakker fra knudepunkter til 
CH’er og opsamlingssted. 
 
Forskningen analyserer også behovet for synkroniseringsalgoritme for effektiv 
dataindsamling i WSNs for at øge udnyttelsen af  båndbredden og foreslår 
Synchronized Data Aggregation algoritmen (SDA). Den fastlægger den hierarkiske 
struktur i netværket ved hjælp af klynge baserede grenmekanismer og udfører 
derefter niveau til niveau synkronisering. Forskningen foreslår også hybrid 
(planlægning og synkronisering) tilgang for at forbedre udnyttelse af båndbredden. 
Planlægningsalgoritmer bruges til at allokere kollisionsfri slot, og disse slots er 
synkroniseret til at minimere måleforvrængninger. Det hjælper til at reducere 
synkroniseringfejl og dermed energiforbruget. Den anvendte niveau til niveau 
synkronisering hjælper til at reducere retransmission af pakker og undgå kollisioner, 
forbedre gennemløb og energiforbrug. Resultaterne af Node Heterogenity-aware 
Energy Efficient Synchronization (NHE'er) algoritme i statisk, mobil og heterogen 
scenarie overgår state-of-the-art-løsninger. 
 
Sammenfattende omhandler denne afhandling vigtige spørgsmål om 
båndbreddeanvendelser og giver rammer, metoder og teknikker baseret på 
dataopsamling, planlægning og synkronisering af knudepunkterne i WSNs. Arbejdet 
og løsningerne i denne afhandling kan gælde for allestedsnærværende datanetværk, 
som bruger WSNs. 
Nøgleord: opsamling, båndbreddeudnyttelse, klynger, kollisioner, 
kommunikationsomkostninger, energiforbrug, gennemløb, planlægning, 
synkronisering, og Wireless Sensor Network (WSN). 
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CHAPTER 1. INTRODUCTION 
The main objective of this chapter is to explain the motivation, 
background, and challenges leading to bandwidth management 
in Wireless Sensor Networks (WSNs). Key issues and modules for 
bandwidth management frameworks are explained to get the 
in-depth synopsis of the thesis. The chapter identifies the 
research questions and proposes the methodology to solve them. 
The scientific contributions of this thesis are explained, and the 
details of related publications are provided. Finally, an 
overview of the individual chapters of the thesis is outlined. 
1.1. INTRODUCTION 
Data collection and processing is the important feature of the WSNs used in the 
widespread applications considering real-time data analysis as “e-agriculture, habitat 
monitoring, vehicular technology, health-care, military, smart homes and 
environmental monitoring and control [1-2].” In all these use-cases, data generated 
is uneven and node has to report the reading of the sensed event to sink. However,  
the resource-constrained nature of the nodes restrict the processing, storage, and 
communicating capabilities [1-7]. The data processing capacity of the WSNs depends 
on the number of nodes used in the formation of the network. The generated data is 
huge and need the pre-processing as aggregation to reduce repetitive multiple copies 
of data, by minimizing the redundancy. Accordingly, the way of aggregation in the 
structured network showing variation in the network topology is influenced by energy 
consumption, network lifetime and communication bandwidth of the WSNs [4-5, 7]. 
In WSN, the cluster-based aggregation is predominantly preferred over flat since it 
improves the performance of scalable network by stabilizing the network topology 
[6-7].  Also, the network remains operational even if one CH fails maintaining a lower 
delay in short range transmissions of data or packet from node to the CH and have 
simple routing structure. To save the energy, improve the network lifetime and 
bandwidth utilization, the aggregation function (min, max, avg, sum, count, median, 
etc.) used at CH reduces the redundant data to be transmitted from the source node to 
sink [7, 35]. “In the hierarchical WSN, resource allocation is related to the amount 
of bandwidth given to the CH, which may act as a router in the network [7]”. Also, 
a major technical challenge in WSN lies in node energy constraint. Under static 
conditions, the data packets transmitted by nodes are aggregated at CH. Also, each 
CH sends several copies of aggregated data directly to sink which increases energy 
consumption in communication rather than sensing and presents the fundamental 
limit on network lifetime of WSNs. The maximizing network lifetime with data 
gathering considers the optimal tree, where CH in route may act as an aggregator or 
simply forward the data. The current research trend in cluster-based data aggregation 
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is to minimize the trade-off between energy, delay and throughput at the sink in 
correlation with bandwidth utilization [7]. 
1.2. MOTIVATION AND NEED 
WSNs are application based and has a number of nodes distributed in a random 
manner forming infrastructure-less architecture to sense the event of interest. With 
increased node density in the network, an independent communication of sensed data 
to the base station or sink causes congestion. The excessive traffic at sink node may 
increase the response time and loss of packet and data. Packet and data loss is caused 
due to resource constraint nature of the node such as low bandwidth, low memory, 
and a small battery. It directly effects on the performance of the network with energy 
consumption and network lifetime. Also, improper utilization of bandwidth causes 
the congestion and loss of data [7]. It demands the scheme to be developed for 
reducing the congestion by minimizing the redundant data and improve the Quality 
of Service (QoS) parameters of WSNs as energy, delay, lifetime and bandwidth 
utilization. The bandwidth utilization is correlated with measurement of throughput.  
 
Figure 1- 1 Aggregation scenario in WSN 
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Figure 1-1 illustrates aggregation scenario representing the need for bandwidth 
management in WSN. In all,  
• Wireless Sensor nodes have the unique capability of transmission at different 
power levels. With variation in transmission power, a trade-off exists between a 
number of hops and overall communication bandwidth available to individual 
nodes. 
• Real-time applications require guarantees reduced end to end delay for 
improvement in throughput.  
• As traffic introduced into the network is in the form of events, may cause 
congestion and leads to inefficient resource utilization [energy and bandwidth]. 
1.3. RELATED WORKS 
The state-of-the-art represents an overview of different strategies and protocols used 
for energy efficiency bandwidth utilization in WSNs.  These are classified according 
to data aggregation methods, bandwidth allocation mechanisms, scheduling and 
synchronization algorithms.   
In-network processing and aggregation [3], the data aggregation protocols used for 
bandwidth utilization can be classified according to the structure used for the 
formation of the network; some protocols use in-network processing for the 
aggregation of data. This approach is suitable for the stationary nodes but needs 
special considerations for the mobile nodes. In [4-7] author proved that the data-
centric routing approach is better than address centric for the aggregation of 
information. It shows that the performance is greatly affected by the placement of 
sink and sources when the density of nodes in the network increases. It focuses on the 
tree and different cluster-based algorithms used for data aggregation. [8] Presents the 
survey of resource allocation, scheduling, and TDMA protocols for efficient 
utilization of bandwidth. According to the survey, star and mesh topology consumes 
more bandwidth as compared to the cluster. Clustered networks with TDMA slot 
allocation helps to improve the bandwidth utilization. [9] Presents the solution for 
utilizing the available bandwidth when real-time events are considered. It proposes 
the 802.15.4 based MAC protocol to reduces the uncertainty under overload 
conditions but not suitable for dense networks. In [10], author explained time-slotted, 
scheduled MAC algorithm by clustering the nodes in different frequency domains. It 
proposes the hybrid approach for utilizing the bandwidth by allocating the TDMA 
slots in the frequency domain. The network provides high connectivity but due to 
limited time slots, the capacity of network degrades. [11] Presents an approach for 
bandwidth allocation by time-frequency slot allocation to the nodes. Due to this 
approach network capacity increases with reduced channel interference. It considers 
the frequency reuse factor but has the drawback of time synchronization. It exploits 
the relationship between bandwidth and energy efficiency to increase the network 
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lifetime. [12] Focuses on the real-time applications where single hop routing does not 
satisfy the time requirement.  
Table 1- 1  Comparison of data aggregation algorithms 
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The problem can be solved using linear path programming approach. The sender 
decides which packets will be dropped according to rate allocation, but this will have 
a problem of reliability due to correlated packet dropping.  Management architecture 
for heterogeneous WSN (MARWIS) [13], proposed for continuous monitoring 
application. The network is divided by a node of the same type in one group, and a 
wireless mesh network (WMN) operates as the communication gateway between 
these group of nodes. Thus, round trip time is reduced. It has the problem of 
synchronization of nodes to minimize energy consumption. The performance 
comparison of different tree and the cluster-based algorithm is given in Table 1-1 [5, 
14-19]. In [20], the trade-off between aggregation throughput and gathering 
efficiency is presented with a single hop and multi-hop length schemes. The 
aggregation is achieved using a perfectly compressible function which shows MLH 
scheme is scalable. In [21], the author proposed the hybrid aggregation architecture 
with static tree-based structure and dynamic cluster-based structure. It helps to 
improve the error probability and transmission cost by grouping the number of nodes 
into spatial and temporal correlation but affects the performance, if a number of group 
increases. In [22], sink node gets the maximum information by considering the 
deadline constraint to achieving energy delay trade-offs. It improves the quality of 
data received but incurs data loss. The author considers the one-hop tree structure and 
interference model with a deadline imposed by the sink. In [23], the hybrid approach 
of selecting the data aggregation points dynamically switch depending on the 
threshold of data traffic from static to dynamic. Static clustering has the advantage of 
increasing the energy efficiency, but dynamic clustering improves the bandwidth 
utilization.  
From the survey, data aggregation mechanisms are used to provide the effective 
bandwidth utilization when the density of node in the network increases. The factors 
affecting on the data aggregation algorithms are; network topology, formation of the 
cluster, election of CH, node deployment, heterogeneity of nodes, mobility patterns, 
traffic patterns, transmission media, link quality and aggregation methods, etc. 
In [24], an aspect of data aggregation is considered by delay performance with link 
scheduling and node specific interference models. This approach is suitable for small 
network size. [25, 26] consider the MAC protocol using combination of TDMA and 
CSMA techniques for scheduling the data and control messages.  The frame size used 
for data and control message is varied according to changing traffic condition and 
mobility of nodes in the network. It gives the detailed requirement of TDMA protocol 
used for improving the energy efficiency. In Adaptive DRAND (A-DRAND) [27] 
with increased node density it difficult to maintain the energy balance in the network. 
For collision-free data transfer CH is assigned more slots, while other members alter 
the role of CH after specified time interval to balance the energy. This reassignment 
of slots increases the overheads. In [28], presents the use of TDMA MAC protocol 
for short range data communication with little overheads and communication errors 
as compared to CSMA. The factors that affect in the allocation of conflict-free slots 
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are, network topology, traffic introduced by nodes, mobility of nodes and sink, 
collision of packets, the MAC used for allocation of slots, adjusting sleep/wake-up 
times of the nodes.  Ref [29-31], gives the different ideas to develop the bandwidth 
utilization strategies as rate control, load balancing and network coding.  
Time and clock synchronization is critical in WSN and represents the primary 
challenge in aggregating the effective data and scheduling the slots for improvement 
in bandwidth utilization. In [32-34], a survey of different synchronization algorithm 
is presented with a focus on synchronizing and scheduling the functionalities of the 
nodes with the reference clock of the network, since the clocks of nodes used in WSN 
operates independently. If nodes in the network are not synchronized, then 
information integration and interpretion is difficult. Also, topological variations 
caused due to mobility and scarce resource of nodes as bandwidth restricts the multi-
hopping and demands for new solution differing from traditional ones having the 
capability of estimating the time uncertainties accurately.  
From the survey in related work,  the present algorithms used to reduce the energy 
consumption and bandwidth utilization lack in the selection of CH, selection of 
aggregation points, allocating conflict–free slots, congestion avoidance, application 
of scheduling, and synchronization controls, reducing computational and 
communication load in the network with mobile nodes. Hence, to address these 
challenges for improving network performance with special focus on energy and 
bandwidth utilization, an energy efficient bandwidth management framework for 
WSN is proposed in the research work. 
The proposed data aggregation algorithms in [35-42] show improvement in 
throughput and energy consumption. The aggregated data is sent to the sink with 
conflict-free scheduling algorithms proposed in [43-45] and nodes synchronization 
strategy presented in [46-50] helps to reduce the errors and increase in throughput. 
1.3.1. OPEN ISSUES AND PERFORMANCE METRICS IN WSN 
The open issues and performance measurement factors that greatly effects on the 
development of application specific WSNs are,  
 Topology Control: The performance of network depend on the topology used. 
Star and mesh topology consumes more energy and bandwidth as compared to 
the cluster. Also, the mobility of nodes in the network continues to change the 
network dynamics demanding more energy. The algorithm needs to inculcate 
these changes for sustaining the overheads and network stability. 
 Traffic Management: WSN are infrastructure-less network and the traffic 
generated by the nodes is bursty in nature. It requires the appropriate routing path 
to communicate the sensed information in terms of packets to sink. If traffic 
CHAPTER 1. INTRODUCTION 
7 
increases then, the bandwidth requirement also increases, thus the need to 
propose effective bandwidth utilization mechanisms. 
 Clock Synchronization: The synchronization algorithms used introduces the 
time drift causing overheads and errors. It consumes significant energy due to 
miss-match of the clock. Also, packet gets collide and need retransmission 
causing more bandwidth requirements. A synchronization algorithm needs to 
reduce the overheads and clock drifts and utilize the available energy and 
bandwidth efficiently. 
 Scheduling: The important requirement of reducing the energy consumption is 
proper allocation of conflict-free slots. It avoids the collision and retransmission 
of data. Slots are allocated by considering TDMA scheduling which improves 
the throughput. 
 Energy Efficiency: It depends on the amount of data gathering and the 
functionality of the nodes used in aggregation and retransmission of packets. It 
also depends on the failure of the relay nodes in the path from source to sink. 
When the energy of a node is drained due to continuous monitoring, network 
dynamics change and reduces the lifetime of the network. 
 Latency:  Delay is one of the prime concerns in data aggregation mechanism. It 
depends on the one hop or multi-hop communication, number of collisions in 
channel and depth of aggregation tree. 
 Throughput:  It is a measure of the aggregated information at the CH or sink. It 
depends on the aggregation methods, allocation of slot and synchronization of 
nodes. It has a direct impact on the link bandwidth. 
 Bandwidth: Nodes used have very low bandwidth and cannot outfit for real-
time applications. If the nodes in WSN generates busty-traffic, it demands more 
bandwidth for enhanced performance of the network. The bandwidth utilization 
mechanisms need to be developed according to the variable traffic (packet 
generation rate) from the nodes. We can correlate the throughput with bandwidth 
utilization– collision avoidance.  
 Network Lifetime: It depends on the how much energy is drained in the 
transmission of broadcast messages for formation of cluster, election of CH, data 
gathering and scheduling activities of nodes. It also depends on the nodes 
contending for channel accesses. 
 Coding and compression of data: Redundant data from nodes is one of the 
reasons of consuming more energy and bandwidth. Source coding is one of the 
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ways to reduce the redundancies in the sensed data while channel coding 
increases the reliability. The way of compression of data is important. 
 Mode of communication (single or multi-hop): To increase the throughput and 
reduce the energy consumption one-hop communication is preferred but 
consumes more bandwidth within the cluster. During network-wide 
communication, it is better to use the multi-hop, since the direct transfer of data 
from node to sink will require more energy.  
 Security: Adding security to aggregated data is a critical task. It needs to 
increase the usability of the channel with minimum attacks.  
 Mobility and heterogeneity: The mobility of node or sink frequently changes 
the network dynamics causing increased energy and bandwidth requirements for 
finding the optimal path. However, it has the benefit of increasing the throughput 
with reduced delay. By adding the nodes with a different energy, network 
sustains more and increase the lifetime.  
The network and node level challenges are given in Table 1-2  
Table 1- 2  Node and network level operational challenges 
Node level Network  level 
• Energy constraints  
• Limited storage and 
computations 
• Scalability  
• Clock synchronization 
• Low bandwidth   
• High error rates 
• Energy-efficiency at all layers 
• Data aggregation 
• Scheduling 
• Time synchronization 
• Node  placements  (localization) 
• Network scalability 
• Self- organized routing 
• Data dissemination 
 
1.3.2. BANDWIDTH MANAGEMENT MECHANISMS 
WSNs are application-specific, and data collecting nodes from events of interest are 
scarce in the resources like bandwidth, energy and storage capacity. If 
communication of data packets is direct, it may cause the loss of data due to flooding 
at the CH or sink, less availability of required communication bandwidth, the 
collision of packets, change of traffic patterns, the decision on data processing and 
finding optimal route. The reliable communication of data to CH or sink demands 
more bandwidth which is scarce in WSNs. The current bandwidth management 
mechanisms focus on the physical layer parameters to optimizing its utilization. The 
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modulation and coding schemes give solution for increasing the throughput and 
energy saving in the wireless networks. However, theses mechanisms may not fulfill 
the requirements of WSN, since nodes used for formation of the network are resource 
constrained. As WSNs are event-based and generate the multiple data, it necessitates 
the need for an effective strategy which will provide the appropriate solution for 
utilization of bandwidth with reduced energy consumption for the sustaining 
network. Figure 1-3 shows the different approaches used for effective bandwidth 
utilization.  
Data Aggregations: The basic purpose of data aggregation algorithms is to reduce 
redundant data form nodes with in-network processing. It reduces the energy 
requirement and the communication cost. The factors affecting on the data 
aggregation algorithms are; network topology, formation of the cluster, the election 
of CH, node deployment, heterogeneity of nodes, mobility patterns, traffic patterns, 
transmission media, link quality and aggregation methods. The in-network 
processing and data management have a trade-off between computation and 
communication complexity [3-5, 7]. 
 
Figure 1- 2  Bandwidth management mechanisms 
Distributed Frequency Slot Assignment: It uses the cluster-based approach with 
tree topology and faces the problem of synchronization. The time-frequency slot 
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assignment approach gives a good result for the same type of clusters and differs for 
different cluster formation strategies. Nodes in the network have individual time-
frequency slot for packet communication instead of allocating a band of frequency to 
the cluster. Due to individual slot allocation bandwidth requirement increases [11].  
Slotted Time Approach: TDMA or fusion of TDMA and CSMA- in this approach 
guaranteed time slot is considered but faces the problem of bandwidth wastage, if the 
node does not have data to transmit. It is not suited for the multi-hop communication. 
Bandwidth utilization is also affected by the network density. The hybrid approach 
helps to improve the network performance [10, 26]. 
Schedule-Based Approach: It faces the problem of adjusting sleep time and 
synchronizing the slots. The metrics used for improving network performance are, 
buffer management, duty cycle adjustment for sleep and wake-up time of node, 
management of data flows according to the availability of the channel, collision 
avoidance, etc. Scheduling fails when the data available to transmit is high and wastes 
the bandwidth [8, 25]. 
Synchronization Controls: Un-synchronized network increase the overheads and 
errors in matching the clocks of nodes with the reference clock of the network. It 
consumes more energy and performance degrades. Spanning Tree-based 
synchronization helps to reduce the synchronization errors occurred due to clock 
drifts and increases the throughput [8, 46-47]. 
Rate Control Approach: It is considered according to the traffic introduced in the 
network. If real-time traffic is introduced, it must restrict to its packet transmission 
rate according to the allocated share. The rate control can be done at various layers 
of the protocol stack. A network with increased data and fixed bandwidth causes the 
congestion and has a direct impact on energy, packet service time, and throughput. 
The fair sharing of bandwidth is decided according to variation in network traffic and 
congestion control mechanisms. The congestion control technique reduces the energy 
consumption and improves the channel quality [29]. 
Load Balancing Approach: It is based on the distribution of the number of nodes in 
each cluster with same characteristics. Configuration and the equal-sized cluster are 
crucial for extending the network lifetime. Even distribution of nodes leverages the 
data delay [30]. 
Network Coding: This approach is used to encode the data for reliable 
communication of packets. Channel coding theorems reduce the error probability 
with an increase in the throughput. Distributed source coding is one of the major 
concerns [31]. 
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These schemes may be incompatible with some of the techniques that rely on 
promiscuous packet reception to improve the bandwidth usage. A detailed study of 
the trade-off between bandwidth efficiency and energy efficiency in the shared 
medium of WSNs is an important task and taken throughout the research work. 
1.4. BANDWIDTH MANAGEMENT FRAMEWORK 
The objective of this research is to develop an energy efficient bandwidth 
management framework for resource constrained WSNs. The bandwidth and energy 
constraint of the node has a direct impact on QoS and efficiency of WSNs. The 
bandwidth utilization is affected by the performance metrics used by the physical, 
data link and network layers of WSN protocol stack. Therefore, a need arises to 
develop a cross-layer abstraction for improving the network performance with 
metrics as energy consumption,  network lifetime,  delay, bandwidth utilization,  and 
computational overheads in WSNs. The three building blocks (Aggregation, 
Scheduling, and Synchronization mechanism) of an energy efficient bandwidth 
management framework are shown in Figure 1-3,  
 
Figure 1- 3  Bandwidth management framework- building blocks 
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According to the challenges mentioned in section 1.3 and 1.3.1, the research problem 
is divided into subproblems by considering the static node and sink, varying node and 
sink mobility, node heterogeneity with varying traffic intervals in the network.   
 Propose the cluster-based data aggregation model to reduce the redundancies in 
received data (packet count), energy consumption and improving the bandwidth 
utilization and network lifetime. 
 Propose the conflict–free scheduling mechanism for reducing collisions, the 
energy consumption and improving the throughput based on the availability of 
channel bandwidth.  
 Propose the optimized synchronization mechanism for reducing errors and clock 
skews to improve the bandwidth utilization and energy consumption. 
1.5. RESEARCH METHODOLOGY 
The research is motivated by the current literature in bandwidth utilization by use of 
rate-based approach, load balancing at upper layers and so on. Very little work has 
been addressed by use of cross-layer approach (MAC + Network) with a focus on 
aggregation, scheduling and synchronization of nodes and network under mobile and 
heterogeneous scenarios. The thesis compares the performance evaluation of existing 
mechanisms and proposes the solution to mitigate the problems in developing a novel 
bandwidth utilization mechanisms for cluster-based static, mobile and heterogeneous 
nodes in WSNs. 
1.5.1. RESEARCH HYPOTHESIS 
Based on the related works and challenges including requirements, the research 
hypothesis has been identified for developing an energy efficient bandwidth 
management framework for WSN. A comprehensive hypothesis comprises of,  
a. Rate–based data aggregation with perfectly compressible aggregation function 
reduces the energy consumption, bandwidth utilization with improvement in the 
network lifetime. 
b. Addition of mobile and heterogeneous nodes in the network improves the 
communication cost and the channel utilization in the WSNs. 
c. Conflict–free scheduling algorithms improves the performance of WSNs in 
mobile scenarios with reduced energy consumption, delay and bandwidth 
requirements.   
d. Hybrid synchronization mechanism using cluster-based spanning tree reduces 
synchronization errors, energy consumption and delay with increased 
throughput. 
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The hypothesis made for developing an efficient bandwidth utilization framework for 
WSN addresses the consideration and assumption. Therefore, research gives answers 
to the following questions throughout the thesis. 
 
1. Will aggregation methods help to reduce the communication cost and mitigate 
the problem? 
2. How scheduling is helpful in bandwidth utilization of WSN. 
3. The role of synchronization algorithms in bandwidth utilization of WSN.  
4. Will it be a cross-layer abstraction to develop the framework?                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           
5. Can a proposed set of solutions help to mitigate the problem of bandwidth 
utilization in WSN? 
1.5.2. METHODOLOGY OVERVIEW  
The goal of the thesis is to develop an energy-efficient bandwidth management 
framework for WSNs. The principle contribution of the work is focused on data 
aggregation, scheduling, and synchronization mechanisms for effective utilization of 
bandwidth in cluster-based static, mobile and heterogeneous WSNs. The outline of 
research methodology is given in Figure 1-4 showing challenges, building blocks, 
outcomes and addressing layer.  
 
Figure 1- 4  Evolution of problem statement 
The new bandwidth management framework will consider the three phases of 
abstractions to solve the problem. The results of each phase have given the motivation 
to address the next phase in a better manner. The first phase of research have found 
the gaps in the available approaches for aggregation and developed a simpler and 
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understandable cluster-based aggregation model with static, heterogeneous nodes 
and mobile sink for packet and data aggregation. The perfectly compressible 
aggregation function applied at CH and Sink based on semantic and temporal 
correlation of packets generated at variable rate shows reduced communication cost 
and energy consumption, improves lifetime and throughput of the network. 
The aggregation scenario has motivated to extend the work in the direction of 
scheduling and synchronization for an increase in the channel utilization. The 
schedule-based approach uses the conflict–free slot allocation for transfer of 
aggregated packets based on the myopic and non-myopic state of the channel. The 
conflict-free slot allocation using TDMA as basic MAC layer protocol reduces the 
collision of packets avoiding the need of retransmission hence saves the energy, 
reduces the delay and increases the throughput [47]. The research also continued in 
the direction of reducing the collision by combination of TDMA and CSMA/CA 
techniques. The evaluation of proposed algorithms with static and mobile scenario 
shows improved performance as compared to State-of–the-art solutions.  
The final phase of research proposes the hybrid (scheduling and synchronization) 
synchronization algorithm based on the clustered SPT mechanism. Scheduling 
algorithms are used to allocate the conflict-free slots while synchronization 
algorithms synchronize them with timescale provided by reference nodes. Also, the 
clock skews are reduced by synchronizing the node clock with reference node in the 
network. The level-by-level synchronization used in the network with static, mobile 
and heterogeneous nodes reduces the synchronization errors, energy consumption, 
delay with improvement in throughput which is a measure of bandwidth utilization.  
The performance of each phase is evaluated using theory assisted designs and 
comparative simulation by use of Matlab and NS-2 simulator.   
 In summary, the research outcome of the Ph.D. thesis are:  
1. Data aggregation algorithms: Based on clustered network for improving the 
communication cost, energy consumptions and throughput.  
 
2. Scheduled algorithms: For conflict-free slot allocation based on the state of the 
channel, Improving energy consumption, delay and throughput- a measure of 
bandwidth utilization. 
 
3. Synchronization algorithms: The synchronization of node and network clock 
minimize clock skews which reduce errors, energy consumption and increase the 
throughput: under static and mobile environments. 
 
4. Hybrid approach (scheduling + synchronization) to improve the throughput with 
reduced energy consumption.  
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1.6. CONTRIBUTIONS 
The purpose of this thesis is to design an efficient framework for management of 
scarce resource of the node used in WSN as energy and bandwidth. The factors that 
influence the performance of bandwidth management mechanism are: changing 
network topology, packet generation rate, selection of aggregation points, the 
mobility of nodes and sink, allocation of slots and synchronization of nodes in the 
network. The research address the challenges specified and has a contribution in 
finding out the improvements in the performance parameters as energy consumption, 
delay, throughput (a measure of bandwidth utilization), lifetime and computational 
overheads for resource constrained WSNs. The contribution of the thesis is divided 
into three modules as aggregation, scheduling and synchronization mechanisms 
shown in Figure 1-5. 
 
Figure 1- 5  Thesis contribution 
1. Aggregation mechanism: 
 
The efficient way of collecting the information in the network with reduced 
redundancy is called data aggregation. It is one of the important mechanism to 
provide an improvement in network parameter of resource constrained WSNs as 
energy, bandwidth and communication cost. The detailed survey shows that, the 
process of data aggregation is affected by the density of node, network topology, 
formation of cluster, election of CH, node deployment, heterogeneity of nodes, 
mobility and traffic patterns, transmission media, link quality and aggregation 
methods.  
To address the challenges, the research proposed the cluster-based data aggregation 
algorithm work on two levels as intra and inter-cluster aggregation. The election of 
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CH based on the region, adding heterogeneity to nodes, sink mobility and the 
proposed perfectly symmetric aggregation function at CH and sink remove the 
redundant data and shows improved performance. The aggregation functions are 
applied according to the semantic (equal) and temporal (different) conditions of data 
and packets generated by the nodes at a variable rate and show reduced energy 
consumption, communication cost, improved throughput, and lifetime [7]. The 
aggregation algorithms developed considers the network with static and 
heterogeneous node and mobile sink. This module has six contributions depending 
on the methods used and network conditions. Two Tier Cluster-based Data 
aggregation (TTCDA) [7, 35] algorithm consider the network with random 
distribution of static nodes and sink. The elected CHs perform the additive or 
divisible aggregation function on the packets and data generated by nodes at a 
variable rate. TTCDA reduces the computational and communication overheads and 
saves energy showing increased lifetime. Grouping of Clusters for Efficient DA 
(GCEDA) [36] consider the grouping of nodes in the cluster based on packet 
generation capability and grouping of CHs with aggregated packets in the inter-
cluster communication reduces the energy consumption by 14.94%. However, with 
variation in the number of CHs in the group and increased network diameter, energy 
consumption increases by 1% this causes due to the integration of packets from lower 
level to higher and failure of a communication link with an increase in diameter.  
 
The mobility of sink experience frequent changes in the aggregation points but the 
predefined route with heterogeneous nodes in the network shows increased lifetime, 
reduced communication cost, throughput and packet delivery ratio. Bandwidth 
Efficient Cluster-based Packet Aggregation (BECPA) [37-38] algorithm takes 
advantage of the static sink and heterogeneous nodes for aggregating the packets 
generated by nodes and random data within the packet. The perfectly compressible 
aggregation function at CH and sink shows reduced PDR, throughput and energy 
consumption, hence less consumption of bandwidth as compared to EECDA. 
Mobility and Heterogeneity aware Cluster-based DA (MHBCDA and MHCDA) [39, 
40] algorithm uses the mobile sink with the predefined region for aggregation of 
packets. An equal number of heterogeneous nodes with variation in energy improves 
the network lifetime. The packets generated at an equal rate and different rate is 
aggregated at CH. The nodes with equal packet generation rate use the average 
function while different rate uses sum function. Sink for final aggregation uses the 
perfectly compressible aggregation function as discussed above. Bandwidth Efficient 
Heterogeneity-aware Cluster-based Data Aggregation (BHCDA and BECDA) [41, 
42] works on the mobile sink and heterogeneous nodes in the networks. It considers 
the PDR and throughput as metric of bandwidth computation with reduced energy 
consumption. It works on the data within the packets generated using random 
function in the range of 0 and 1. The performance is also compared with EECDA and 
TTCDA with the conclusion that BECDA is bandwidth efficient and TTCDA is 
energy efficient. The contribution concludes with the comment that packet 
aggregation is better than data aggregation for efficient utilization of bandwidth using 
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in-network aggregation. The addition of heterogeneous nodes and providing mobility 
to sink, the performance of the network improves with communication cost, 
bandwidth utilization, network lifetime and reduced energy consumption. 
 
2. Scheduling Mechanism: 
In WSNs, communication delay and energy consumption are prime factors and 
depends on the collisions of multipath data propagation, and reception of more than 
one packet from nodes at CH and sink at the same time. A major problem occurs due 
to buffering of packets and non-availability of the slots confirming retransmission of 
packets, and time required to switch from present to predicted future state consuming 
more energy and bandwidth. Scheduling algorithms are required for finding efficient 
schedules to allocate conflict-free slots for nodes and CHs to communicate. It is an 
important building block for energy efficient bandwidth utilization mechanism. The 
scheduling algorithms proposed in this contribution works on the myopic and non-
myopic state of the channel and are pragmatic for allocating the schedules based on 
TDMA as basic MAC layer protocol. The thesis contributes with four cluster-based 
scheduling algorithms. First, Cluster based Myopic Scheduling (CMNS) [43] based 
on the static node and sink. The packets are scheduled in the consecutive slots 
allowing nodes to sleep until particular time. Second, an Efficient Schedule-based 
DA using Node mobility (SDNM) [44] algorithm minimizes the collision of packets 
in the channel. The slot allocation for transfer of aggregated packets is by the 
availability of the channel. It shows increased overheads causing increased energy 
consumption as compared to CMNS but have increased throughput. Third, Cluster 
based Myopic and Non-myopic Scheduling (CMNMS) based on the sink mobility.  
Simulation results show that the performance of scheduling algorithms is improved 
by reducing a number of conflicts, energy consumption, delay and an increase in 
throughput with CMNMS as compared to CMNS and SDNM and with state-of-the-
art solutions. It is also concluded that myopic scheduling works better for intra-cluster 
while non-myopic for inter-cluster communication. SDNM is bandwidth efficient as 
compared to CMNS and CMNMS. The final contribution is Scheduled Collision 
Avoidance (SCA) [45] algorithm- A hybrid approach of scheduling is used for 
reducing the collisions by fusion of CSMA and TDMA scheduling algorithms. It 
adjusts the sleep/wake-up period of the node and CHs for transfer of packets to sink 
according to free slots. The algorithms working on the myopic state of channel 
presents the limiting condition and requires the increased time to predict the next state 
of the channel. The outcome of this contribution shows that the proposed scheduling 
algorithm reduces the number of conflicts in allocating the slots, this saves the 
energy, improves the network lifetime, and increases the throughput with minimum 
delay.  
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3. Synchronization Mechanism:  
The aggregation and scheduling algorithms used for bandwidth utilizations requires 
the clock synchronization to improve the network performance. The slots of 
scheduling algorithm and clock of nodes are synchronized with a global time scale 
for communicating packets in specified time. It works on the formation of cluster-
based spanning tree which synchronizes the nodes and sink level by level. The local 
clock of the node and the global clock of the network are synchronized to reduce the 
clock skew, synchronization errors and energy consumption. The research also 
proposes the hybrid synchronization mechanism where scheduling algorithm is used 
to allocate the conflict-free scheduling slots and synchronization algorithms are used 
to synchronize these slots to improve throughput. This contribution has five 
outcomes, Synchronized Data Aggregation (SDA) [46] algorithm- works on static 
node and sink. Bandwidth Efficient SDA (BESDA) [47] algorithm-with mobile 
nodes, Mobility–aware hybrid synchronization (MHS) [48] algorithm-Random 
mobility of nodes and Node Heterogeneity for Energy Efficient Hybrid 
Synchronization (NHES) [49] and Heterogeneity–aware Bandwidth Efficient Hybrid 
Synchronization for Wireless Sensor Network [50] algorithm-uses heterogeneous 
and mobile nodes in the network. The hybrid approach used helps to reduce clock 
drifts, synchronization errors, energy consumption, delay and increases the 
throughput as compared to existing algorithms.  
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1.8. THESIS OUTLINE 
This section provides an outline of the thesis with a brief description of the individual 
chapters as shown in Figure 1-6 with individual chapter contributions. 
Chapter 2: Data Aggregation Algorithms for Bandwidth Management in WSN 
Chapter 2 introduces the concept of data aggregation mechanisms in WSNs, its 
requirement, aggregation issues, and challenges in framework design. It also gives an 
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in-depth comparison of the tree and cluster-based data aggregation algorithms. The 
proposed cluster-based data aggregation algorithm works on two levels as intra and 
inter-cluster aggregation. The additive and divisible aggregation functions at CHs 
and sink removes the redundant data and shows improved performance [7]. The 
aggregation functions are applied according to the semantic (equal) and temporal 
(different) conditions of data and packets generated by the nodes at a variable rate. 
The chapter also discusses the energy model used in aggregation. The chapter also 
presents the algorithm based on grouping of nodes and CHs for reduced energy 
consumption and delay. The proposed algorithms show improvement in network 
lifetime, throughput with reduced energy consumption. The contribution of the 
chapter is published in A1: TTCDA [7], B1: TTCDA [35] and B2: GCEDA [36] 
according to publication list in section 1.7.  
 
Figure 1- 6  Thesis organization and contributions 
Chapter 3: Mobility and Heterogeneity-aware Data Aggregation Algorithms 
Chapter 3 address the challenges in aggregating the information in the heterogeneous 
and mobile scenario of the network. To reduce the energy consumption and increase 
bandwidth utilization and lifetime, a network with heterogeneous nodes and the 
mobile sink is formed. The proposed aggregation algorithms consider the fixed 
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region for aggregation of packets and data within the packet. The rate-based 
aggregation used, consider the correlation of packets and random data generated by 
nodes at a variable rate. The perfectly compressible aggregation function at CH and 
sink shows reduced energy consumption, communication cost, throughput and 
improved lifetime of the network. The contribution of this chapter is published in   
A2: BECPA [38], A3: BECDA [42], A4: MHCDA [40] and B3: BECPA [37],         
B4: MHBCDA [39], B5: BHCDA [41] according to publication list in section 1.7. 
 Chapter 4: Scheduling Algorithms for Efficient Bandwidth Utilization in WSN 
Chapter-4, address the issues of scheduling and proposes the conflict-free scheduling 
mechanism for collision avoidance based on the static and mobile nodes and sink in 
the network. The proposed scheduling algorithms (CMNS [43], SDNM [44] and 
CMNMS) consider the hierarchical cluster-based mechanism and discuss the system 
model based on the myopic and non-myopic state of the channel. The proposed 
scheduling mechanism uses TDMA as basic MAC for allocating the conflict-free 
slots to reduce energy consumption, delay and increased throughput. The chapter also 
proposes Scheduled Collision Avoidance (SCA [45]) algorithm, which use hybrid 
approach of scheduling by combination of CSMA and TDMA technique to reduce 
the collisions, and shows improved performance as compared with existing. The 
contribution of this chapter is published in B6: CMNS [43], B7: SDNM [44] and B8: 
SCA [45] according to publication list in section 1.7. 
Chapter 5: Synchronized Algorithms for Bandwidth Utilization in WSN 
Chapter-5 illustrates the classification, comparison of synchronization mechanisms, 
and gives the requirements to develop the hybrid algorithm for an increase in 
throughput by synchronizing the slots. The cluster-based SPT mechanism is used to 
synchronize the nodes at lower level and sink.  The level-by-level synchronization of 
nodes and sink reduces the possibility of errors and improves the throughput. The 
chapter also proposes the hybrid approach (scheduling and synchronization) of 
synchronization. The simulation results show that proposed algorithms lead to 
reduced errors, overheads, energy consumption and delay and enhances throughput 
as compared with existing. The effectiveness of the algorithm is arbitrated with static 
and mobile scenarios of node and sink. The contribution of this chapter is published 
in A5: HBES [50], and B9: SDA [46], B10: BESDA [47] and B11: MHS [48], B12: 
NHES [49] according to publication list in section 1.7. 
Chapter 6: Conclusions and Future Outlook 
The chapter provides the summary of the contribution and recommendations for the 
development of lightweight bandwidth management framework for WSNs. It also 
discusses the future research work.  
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CHAPTER 2. DATA AGGREGATION 
ALGORITHMS FOR BANDWIDTH 
MANAGEMENT IN WSN 
Wireless Sensor Networks (WSNs) are used for Data collection, 
processing and transmission in the events of interest. In recent 
years, many techniques for data gathering are proposed based 
on the applications with a focus on performance metrics such as 
energy consumption, accuracy, delay, throughput, reliability, 
channel utilizations, lifetime, and so on. This chapter presents 
the in-depth survey of data aggregation algorithms and 
proposes the new approach for choosing an appropriate method. 
Firstly, the concept of data aggregation along with challenges 
in designing of data collection and aggregation methods are 
discussed. Subsequently, typical data aggregation mechanisms 
based on flat and cluster-based networks are presented. 
Particularly, the cluster-based approach is used to evaluate the 
performance of WSNs. The chapter has two contributions, Two-
Tier Cluster-based Data Aggregation (TTCDA) [6-7] and 
Grouping of Clusters for Effective Data Aggregation (GCEDA) 
[8] algorithm. It proposes the new metric of CH election for 
aggregation of data. The proposed rate based aggregation uses 
the perfectly compressible aggregation functions at CH and sink 
to reduce the packet count hence reduced communication cost, 
energy consumption and improved throughput. It also proposes 
energy model used in aggregation and the method of grouping 
the clusters for reducing the energy consumption. The chapter 
analytically evaluates the proposed protocols for improvement 
of Quality of service (QoS) parameters. Finally, the chapter 
concludes by pointing out possible future research. 
2.1. INTRODUCTION 
In the growing era of WSN applications, the primary function of the node is to sense 
the event of interest used for measurement and control purpose from environment 
like temperature, humidity or pressure at an instant of time. The information collected 
is random with redundant data and needs to be processed before transmission to sink.  
The nodes used for collection are small and has limitation of resources as storage 
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energy, and bandwidth.  It restricts the processing and communication capabilities of 
the node in the network [1-7]. The data collected from nodes contains the redundant 
information, which consumes energy, communication bandwidth and increases the 
communication cost. It necessitates the need of strategy for data aggregation to 
improve the QoS parameters of the WSN networks. Depending on the volume and 
type of data the different mathematical functions like sum, count, min, max, avg, 
median, etc are used in the aggregation algorithms to reduce the redundancy and 
packet count reaching to sink [7].  The data aggregation algorithms aim to reduce the 
energy consumption, collision of packets, transmission cost and required 
communication bandwidth [6-7]. The factors that effects on the aggregation 
algorithms are; network topology, formation of cluster, election of CH, node 
deployment, mobility and traffic patterns, transmission media, link quality and 
aggregation methods [1-2].  
The existing data/ packet aggregation algorithms are classified according to their 
functionality as in-network processing [2], predefined grid or region of aggregation 
[3], Data-centric or address-centric aggregation [3], Tree-based aggregation [4-5], 
Cluster-based aggregation [6-8]. All these algorithms are used in specific condition 
like in-network processing is suitable for static nodes, grid-based approach for data-
centric rather than address centric to send critical events and not suitable for localized 
events, “tree-based approach performs aggregation in route, it shows improvement 
in network lifetime but has node failure problem and adaptability to dynamic changes 
in network topology [4-6]”. Cluster-based aggregation is suitable for hierarchical and 
scalable networks [6]. The details of different aggregation mechanism are described 
in section 2.2 and 2.3. 
WSNs have problem of scalability, delay, loss of packets, and energy consumption 
due to limited resources of the node.  The chapter proposes the cluster-based network 
for improving the QoS parameters like energy consumption, transmission delay, 
communication cost, and increase in the bandwidth utilization for a number of 
packets received at the sink [6-7]]. In a cluster-based network of WSN, resource 
allocation primarily relates to the amount of bandwidth given to the CH as an 
aggregator or gateway between source nodes and sink. The important feature of the 
cluster-based model is that, network remains operational even if one cluster head 
(CH) fails in the route.  It stabilizes the network with scalable changes in the network 
topology. The proposed cluster-based data aggregation algorithms use the perfectly 
compressible aggregation function aiming to improve the losses caused due to the 
collision, delays and from the waste of bandwidth. The aggregation function 
considers the two levels of operation as intra and inter-cluster aggregation and 
communication of packets to CH and sink saving energy. It improves the network 
lifetime and bandwidth utilization [6-7].  
The chapter addresses the challenges in data aggregation and proposes the methods 
to save energy, transmission cost and improve network lifetime. The concept is 
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analytically supported and validated by simulation. The chapter has three 
contributions. It proposes the basic data aggregations techniques supported by 
cluster-based algorithms as Two Tier Cluster-based Data Aggregation Algorithm for 
WSN (TTCDA) [6-7]. TTCDA considers the rate based aggregation on the packets 
and random data generated by nodes. The rate based aggregation at CH and sink 
reduces the redundant data while packet aggregation saves 3.13% energy than data 
aggregation [6-7].  
The second contribution is Grouping of Clusters for Efficient Data Aggregations 
Algorithm for WSN (GCEDA) [8].GCEDA uses the same principle of aggregation 
as TTCDA but differs in the principle of operation. Also, the concept of grouping the 
nodes at intra- cluster and CHs at inter-cluster aggregation and communication 
(GCEDA) shows the reduced energy consumption by 14.94 %. But, if network 
diameter increases it is increased approximately by 1%. The cluster-based network 
are used in WSN for data aggregation which gives best results for a scalable network 
with minimum variations in topology and energy consumption as compared to the 
tree-based [6-8]. 
2.2. DATA AGGREGATION MECHANISMS 
The main objective of data aggregation algorithm is to collect and process the sensed 
data from nodes for an increase in PDR and network lifetime by optimizing the 
resources of nodes (such as energy and bandwidth). While decreasing energy 
consumption and increase in bandwidth utilization, data aggregation algorithms may 
degrade the important QoS metrics in WSNs, such as data accuracy, latency, fault-
tolerance, and security. Therefore, the design of an efficient data aggregation 
algorithm is an inherently challenging to find a trade-off between energy efficiency, 
data accuracy, and latency. The data aggregation techniques reduce the trade-off of 
energy and delay by properly routing the packets from node to sink. The structural 
variations in the network topology and method of aggregation is important in all the 
data aggregation algorithms. In many WSN protocols, aggregation and routing is 
efficiently done once at a time reducing the overheads [3, 6-7]. The data aggregation 
mechanism reduces the problem of congestion and improves the reliability of data 
collected by nodes surrounding the event. Figure 2-1 shows the different aggregation 
mechanisms used in the WSN along with the possibility of different types of nodes. 
In-network Aggregation: Most of the aggregation algorithms use the fixed 
predefined grid or region for aggregation as in-network processing. The node with 
higher strength will be selected as an aggregator; this approach is suitable for static 
environment of network than dynamic [2, 7].  
Grid-based Aggregation: It is highly suitable for mobile environments. An 
aggregator nodes is selected on the basis of geographical positions in the network in 
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coordination with sink and grid center. The localized events need the critical 
information hence not suitable. [3, 6-7].  
Tree-based Aggregation:  In this data collected from leaf node is aggregated using 
data-centric protocols with distribution phase and a collection phase. In collection 
phases, data or packets are forwarded by the leaf node to sink through the respective 
parents. It increases the transmission delay hence require more energy. Also, node 
failure in the root blocks the data and has reduced packet delivery ratio [5-8].  
 
Figure 2- 1  Aggregation tree [9] 
Table 2- 1  Comparison of data aggregation mechanisms 
Aggregati
on         NWL Throughput Mob  RT Hete SC Advantages Disadvantage 
In- 
Network 
[2] 
incre
ased 
High No Less No No 
Suitable for localized 
events, only critical 
information is passed 
to sink 
 Max time required in 
the decision of selecting 
Agg. node and uses 
fixed space. 
Grid 
based [3] 
Depe
nd on 
time 
High Yes Less No No 
Adapts dynamic 
changes in topology 
suitable for mobile 
environment and 
reduces the traffic 
Not suitable for 
localized events 
Tree-
based      
[5-6] 
mode
rate 
Less No High No No 
Suitable for in-
network aggregation 
Failure of intermediate 
node causes topology 
change and causes much 
transmission delay 
Cluster-
based  
[10-12] 
Exten
ds 
High No Less No No 
It is more efficient 
and scalable 
Formation of the cluster 
is difficult for the hetero 
node. 
NWL- Network Lifetime, RT- Response time, Mob- Mobility, SC-Security, etc. 
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Cluster-Based Data Aggregation: It overcomes the problems of flat network 
specifically in the large-sized network. The data communication to sink from a node 
and CH uses the optimal path according to a number of hops used causing variation 
in the communication cost and reduction in the efficiency [6-8]. Instead of 
communicating information individually to sink data will be aggregated at CH and 
send it to sink. Many protocols using cluster-based approach for data aggregation are 
explored in [10-12, 14-15]. The cluster-based data aggregation improves scalability 
to network changes and reduces the energy consumption, improves bandwidth 
utilization with a lifetime of the network. The comparison between different Data 
aggregation mechanisms is shown in Table 2-1. 
2.3. RELATED WORKS 
It gives an in-depth idea about the methodology and mechanisms of data aggregation 
algorithms used in WSNs. It focuses on the tree and cluster-based approaches, which 
clearly differentiates the advantage of using cluster-based data aggregation over flat. 
2.3.1. FLAT NETWORK-BASED AGGREGATION 
One of the basic approach used in the flat network based aggregation is tree. It 
performs the aggregation in route and more susceptible to the failure of an 
intermediate node. It is also not adaptable to the dynamic changes in the network 
topology. In [4], data gathering tree is constructed for improving the network lifetime 
by use of nodes with heterogeneous and adjustable power level. The tree structure is 
adjusted according to the traffic flows from heavily loaded nodes in the route to 
transfer the data to its parent for finding upper bound of lifetime. It is suitable for 
low-density network having number of nodes less than 25 due to long computational 
time. In [5], another approach of improving the network lifetime and energy 
efficiency is proposed using spanning tree based algorithms. E-span selects the root 
to sink from leaf nodes based on highest available residual energy and distance.  
Lifetime preserving tree (LPT) uses highest residual energy node as aggregating 
parent. It also has self-tree reconstruction feature when nodes are not functional and 
broken link is detected. However, it consumes more time in formation of tree and 
lifetime decreases. Ant Colony Algorithm (ACO) [13] finds the optimal way of 
aggregating and forwarding the data from source nodes to sink with reduced energy 
costs. The optimal low latency paths are selected according to opportunistic 
aggregation if same data is aggregated from the branches it is replaced by a single 
message. “Energy wise opportunistic aggregation near the source is not optimal and 
reduces the packet count reaching to sink [7]”.  
In all flat networks are not scalable for WSNs with increased number of nodes since 
node failure in the route reduces PDR, increases energy consumption in finding the 
optimal path at the cost of bandwidth requirements. 
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2.3.2. CLUSTER-BASED AGGREGATION 
The cluster-based network used in WSN is helpful for reducing the communication 
delay by multi-hop communication. These networks can adapt the dynamic changes 
in the network topology. The CH aggregates the data of packets from the nodes based 
on the type and performs required aggregation function (additive or divisible). 
Different algorithms used for the formation of cluster and data gathering are explored 
in [10-12]. These algorithms present the basis for CH election and formation of 
clusters for improving the QoS parameters in WSN. Some algorithms use pre-
collected information, probabilities assigned to the node, the number of neighboring 
nodes and residual energy while electing the CHs. In Cluster-Wide Correlated 
Grouping (CWCG) [14], the energy consumption is reduced by grouping the nodes 
in the cluster based on the spatial and temporal correlations among each other. One 
node will be elected as an aggregator (leader) and transfer the data to sink. The 
correlation strategy used by hybrid architecture (Static tree for routing and dynamic 
clustering) for suppression of data reduces transmission cost but increases the 
latency. In Adaptive Data Aggregation (ADA) [15], sink is responsible for deciding 
the reliability of featured event based on the reporting frequency of data from the 
network. It adjusts the degree of temporal aggregation at node, based on data 
reporting frequency while spatial aggregation degree is controlled by aggregation 
ratio at CH. The architectural variations are not scalable for dense WSN.  
In [16], hybrid approach of (static and dynamic) clustering helps to improve energy 
efficiency. It adaptively switches the mode of clustering for aggregation of data based 
on the network dynamic. The main drawback is the switching delay and depends on 
the velocity of target used for the aggregation. Select Cast [17], explores combination 
of the single and multi-hop length aggregation schemes to achieve an optimal trade-
off between aggregation throughput and gathering efficiency. The multi-hop length 
scheme is suitable for the perfectly compressible aggregation functions like mean and 
max applied on the semantic data received from nodes. Cluster-based and Tree-based 
Power Efficient Data Collection and Aggregation Protocol (CTPEDCA) [18] is 
designed to obtain the increased energy efficiency at reduced time complexity in the 
fully distributed hierarchical WSN. The performance metrics are achieved by using 
single CH as gateway for transmission of aggregated data using minimum spanning 
tree (MST) routing mechanism. Privacy–Preserving Data Aggregation (PDA) [19], 
presents two schemes (Cluster-based Private Data Aggregation-CPDA and Slice-
Mix-AggRegaTe- SMART) using additive aggregation function solving the problem 
of collaborative data collection and data privacy. The performance of protocol is 
evaluated by aggregation data accuracy and reduced overloads.    
Data merge [20], consider the data aggregation mechanisms without size reduction 
for achieving good accuracy. It considers the impact of different data flow scenarios 
such as traffic load and wait time interval. It is useful when overlapping paths exist 
in routing the packets causing delays in packet transfer. 
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 In summary, the cluster-based protocol used for data aggregation has the trade-off 
of energy efficiency, delay and throughput, but scalable to the changes in the network 
dynamics. WSN with cluster-based aggregation is preferred over flat network based 
aggregation.  
2.3.3. CLUSTER-BASED DATA AGGREGATION MODEL FOR WSN- A 
USE CASE 
The data aggregation algorithms using cluster-based approach is suitable for static 
networks and need to be enhanced for dynamic variation. The important performance 
measurement parameters are the network lifetime and energy consumption and data 
transmission ratios. To mitigate the problems due to scarce network parameters of 
WSN, aggregation at CH and sink is proposed, which reduces the repetitive packets 
reaching to sink [6-7]. The data aggregation protocols based on hierarchical networks 
has more advantages than flat networks, few of them are listed here 
1. Reduced overhead in cluster formation as compared to flat. 
2. The network remains operational even if, one CH fails. 
3. Lower latency due to short-range transmissions to the CH. 
4. Has simple routing structure. 
5. Improved scalability to dynamic changes in the network structure. 
 
 
Figure 2- 2  Data aggregation model for WSN- a use case 
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In the static condition of the network, the control messages required for CH election 
causes overhead. In dynamic clustering mechanism only necessary nodes will 
participate in data aggregation, hence saves energy and sustains network for a long 
time. The model for data aggregation and the election of CH in the cluster-based 
network is shown in Figure 2-2. It gives the idea about the role of each node and local 
aggregator in the network.  
2.4. TWO TIER CLUSTER-BASED DATA AGGREGATION 
ALGORITHM FOR WSN: TTCDA  
Two Tier Cluster-based Data Aggregation Algorithm (TTCDA) [6-7] effectively 
reduce the energy consumption and improve bandwidth utilization in the 
transmission of packets generated at a variable rate. It uses the perfectly compressible 
aggregation function at intra and inter-cluster stage of aggregation reducing 
transmission cost. Also, CH and Sink takes into consideration the semantic and 
temporal correlation of packets for aggregation [6-7]. 
2.4.1. NODE AND NETWORK ASSUMPTIONS 
This section gives the basic assumptions of node and network to obtain the results of 
TTCDA [7] and GCEDA [8].  All the nodes are static and homogeneous in terms of 
energy.  These node generates data and packets at a variable rate independently. Each 
node in the pre-elected cluster had an identification number and synchronized with 
CH.  The network is divided into numbers of clusters; every cluster has a CH and 
cluster members located at one hop. There are mixed links, unidirectional for intra- 
cluster and bidirectional for the inter-cluster aggregation [6-8]. 
2.4.2. NETWORK MODEL 
“The network is modeled as the connecting graph G(V, E) where nodes are 
represented by a set of vertices ‘V’ and wireless connecting edges ‘E’[6].  If ‘V’ 
nodes {S1, S2 ... SV} in the network are randomly distributed and organized into ‘n’ 
clusters using a clustering algorithm[10], and then graph G is represented as G = 
{C1, C2, C3--- Cn } [6-7]. Now consider that each cluster has ‘N’ nodes out of which 
‘u’ nodes ‘  u Є N’ sense the event of interest in the specified time interval. 
Depending on sensing range nodes generates the variable set of data and packets {r1 
(t), r2 (t) ... ru (t)} of fixed size. The CH performs aggregation f (A) = {f (S1), f (S2), f 
(S3) ... f (Su )} [6-7]”. The additive aggregation function at CH is defined by eq.( 2-
1) as, 
 )()(
,
1
trAf
u
i i                          (2-1) 
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eq. (2-1) is applied on the data packets generated at a variable rate by consideration 
of semantic and temporal correlation. The network model used by TTCDA is shown 
in Figure 2-3.  
 
 
Figure 2- 3  Network model –TTCDA [6-7] 
 The network model consists of set of source (S) generating packets at a variable rate. 
“Local Aggregator (LA) performs the intra-cluster aggregation of packets and data. 
Aggregator/Gateway (A/G) nodes forward the aggregated data packets from one 
cluster to other and to sink using uni and bi-directional links as one hop or multi-
hop. It is assumed that S, LA, and A/G may change over the time [6-7] .”  
The proposed TTCDA for aggregation of data packets works on two levels as intra, 
and inter-cluster aggregation to reduce the packet count, transmission cost, and 
energy consumption with the minimum use of channel bandwidth [7].  
2.4.3. AGGREGATION FUNCTIONS 
“If Xi and Yj are two variables representing the temporal and spatial correlation 
between a number of packets generated by the ‘u’ participating nodes in the cluster 
[7].” Let i = 1... K nodes generate different number of packets and j=1.... M, nodes 
generate an equal number of packets, then the aggregation function defined in [6-7] 
are used to obtain the results.  
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1. The sum function: “If each source node has variable PGR then the final 
aggregation value will be sum of packets from all participating nodes [6-7].” 
𝑆𝑢𝑚 = 𝑓(𝐴𝑠) = ∑ (𝑋𝑖
𝐾
𝑖=1 )    𝑓𝑜𝑟 ∀(𝑋𝑖) = 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑃𝐺𝑅                     (2-2) 
2. The Average function: “If data PGR of all source nodes is same, then the spatial 
correlation between them aggregates the packets/data as average [6-7].” 
 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 = 𝑓(𝐴𝑣) = ∑ (𝑌𝑗
𝑀
𝑗=1 )    𝑓𝑜𝑟 ∀(𝑌𝐽) = 𝑒𝑞𝑢𝑎𝑙 𝑃𝐺𝑅                       (2-3) 
The redundant data is reduced to overcome the overheads in the communication of 
packets by selecting appropriate aggregation functions. 
2.4.4. TTCDA ALGORITHM 
“The TTCDA algorithm operates in three phases (cluster formation, intra-cluster 
aggregation, and inter-cluster aggregation) as shown in Figure 2-4. In the initial 
phase randomly distributed nodes are organized into a number of clusters. A node 
clustering algorithm [11] is used for the formation of the cluster. The CH is elected 
according to highest residual energy, the minimum distance to sink and the highest 
number of neighbor nodes close together with one-hop connectivity [6, 12, 18], with 
above consideration the threshold for the node to become CH is revised in [7] and is 
given by eq. (2-4) as: 
v
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
                                          (2-4)  
Where ‘p’ is the percentage probability of selecting CH, ‘r’ is the current round,           
(r mod (1/p)) is the representation of elected CHs. Er is the residual energy after each 
round, and Ei is the initial energy. Di is the degree of connectivity and Davg is 
connectivity of the network. ‘dv’ is the density of node within the selected range of 
cluster before the election of CH. Residual energy, the density of node and 
connectivity decides the election of the CH.” 
After the election of CH, data packets of fix size generated at variable rate are 
aggregated by CH [6]. The CH takes into account the correlation of packets generated 
by nodes to perform aggregation. CH performs divisible aggregation for same 
data/packets and additive aggregation on different data/ packets from nodes as intra-
cluster aggregation and repeated in inter-cluster aggregation [7], where each CH acts 
as one node. Sink aggregates packets in the network. 
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Figure 2- 4 Flow of TTCDA [7] 
Intra-Cluster Aggregation:  
Assume that, number of nodes ‘N’ are randomly distributed and aligned into 
respective clusters, after election of CH , the intra-cluster aggregation stage collects 
the information and process according to the eq. 2-2, and 2-3.  The algorithm1 is used 
in intra-cluster phase to aggregate the packets generated by source nodes. 
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Algorithm1:Intra-cluster aggregation : Reduce the redundant data packets generated 
by source nodes at avariable rate[7] 
Input: Graph G (V, E) with ‘n’ clusters G = {C1, C2, C3, - - Cn}, ’N’ = source nodes  
in the clusterwith ’V’ vertices, N Є V. 
Output: CH with aggregated packets and data 
 
Begin 
  Step1:  for each cluster Ci  Є G  
  Step2:  if    PGR of each node is  same  i.e. 
uPr......PrPr 21   
 // 
uPr - packets generated by each participating node      
              then 
Step3:   
 
us
u
v
n
A
Pr.....PrPr
 packets of Average
21 
      
             else 
Step4:  if   PGR of each node is different i.e.
uPr......PrPr 21      
            then        
Step5:  ]Pr......Pr[PrPackets of Sum 21 usA      
           else  
Step6: if  PGR is same for some nodes ‘nus’ and different for some nodes ‘nud 
             i.e. 
uuu PrPrPr)PrPrPr(Pr 231621     
           then    
Step7:      
 
]PrPr[Pr
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sv
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AAAnaggrgeatiowideNetwork 

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                end if    
           end for 
 Step 8: end begin  
 
Inter-cluster Aggregation: 
“In inter-cluster aggregation, each CH acts as a participating node. Considering 
graph G (VC, Ec) with ‘n’ CHs, G = {CH1, CH2, CH3 --- CHn} of a graph G (Vc, Ec) 
with all VC Є {all CH, Sink} and Ec are the edges connecting to all CHs and sink as 
input. The algorithm1 used for the intra-cluster aggregation operates recursively for 
the inter-cluster aggregation and communication with same assumptions [6-7].” 
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2.4.5. ANALYTICAL DESCRIPTION OF ALGORITHM  
Property 1: The Execution of TTCDA [6-7] algorithm produces a reduced number 
of information packets at CH using additive and divisible aggregation functions                   
(intra-cluster ggregation).  
“Observation: Consider network has ‘V’ nodes distributed in ‘n’ clusters. Each 
cluster has ‘N’ nodes with ‘K’ and ‘M’ participating nodes with different and same 
packets generating capacity respectively. The CH aggregates all the packets under 
three conditions[6-7]. 
Example-1: Assume that V=12, n=3, therefore G= {C1, C2, C3} = {N1-4, N2-4, N3-4} 
and the packets generated by nodes in cluster are C1 (6, 6, 6, 6), C2 (1, 6, 2, 7), C3 (4, 
4, 2, 2), Figure 2-5 shows the  calculations for additive and divisible aggregation 
functions at CH and Table 2-2 gives the summary of theoretical calculations [6-7]. 
Case-1: If PGR of nodes is at ER (C1) 
              Number of packets without aggregation = (r1+r2+ r3 +r4) = 24 
              Number of packets with aggregation = (r1+r2+ r3+r4 ) /4 = 06 
Case-2: If PGR of nodes is at DR (C2) 
              Number of packets without aggregation = (r5+ r6 +r7 +r8) = 16 
              Number of packets with aggregation    = (r5+ r6 +r7 + r8) = 16  
Case-3: If PGR of some nodes is at ER and DR (C3) 
            Number of packets without aggregation   = (r9+ r10 + r11+r12) = 12 
           Number of packets with aggregation         =( r9+r10 )/2+(r11+r12) /2 = 06 
 
 
Figure 2- 5  Validation of TTCDA [7] 
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Table 2- 2  Summary of theoretical analysis [6-7] 
Condition Case-1            
K=0, M= 4 
Case-2                          
K=4, M=0 
Case-3                  
K=2, M= 2 
Total 
packets  at   
sink Same PGR  Different PGR Same and diff. PGR 
Without aggregation 24 16 12 52 
With aggregation 06 16 06 28 
 
Property 2: The execution of TTCDA [7] algorithm produces the reduced number of 
packets at a sink with inter-cluster aggregation.  
Observation: Consider network has ‘n’ clusters. Each CH acts as participating node 
and transfers the aggregated ‘k’ packets for the second level of aggregation. The 
second level performs network-wide aggregation by forming tree structure as shown 
in Figure 2-6. 
The CH performs the role of an aggregator or simply gateway to communicate the 
aggregated packets to sink for further processing. With intra-cluster aggregation 
number of clusters are n=3, therefore G = {ch1, ch2, ch3} with {k1-6, k2-16, k3-6}, the 
number of aggregated packets at each CH are ch1 (6), ch2 (16), ch3 (6) then according 
to aggregation functions used in [6-7], the number of packets are calculated as, 
Number of packets without aggregation (inter-cluster) = Ch1+ Ch2+ Ch3  = 28 
Number of packets with aggregation (inter-cluster)              = 22 
Total number of packets at sink without aggregation (network wide)       = 52” 
 
 
Figure 2- 6  Inter-cluster aggregation of TTCDA [7] 
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2.4.6. SIMULATION DETAILS 
The proposed TTCDA [6-7] uses rate-based aggregation and the performance is 
compared with tree –based aggregation[4]. Table 2-3. gives the parameters used for 
node  according to the trans-receiver model TR1000 [22-23].  
Table 2- 3  Simulation parameters [6-7] 
Parameter Value 
Network size 100 x 100 meters 
Number of nodes 100 
Placement of node Random 
Initial energy 100 J 
Packet size 64 bytes 
Ideal power 14.4mW 
Transmission power 14.88mW 
Receiving power 12.5mW 
Simulation time 500 sec 
Traffic model Variable bit rate 
Packet Generation Rate (PGR) 0.02-0.2 kb 
 
2.4.7. RESULTS AND DISCUSSIONS 
Results for TTCDA [6-7] are obtained by considering the number of packets that are 
generated at a variable rate from the nodes. The performance of TTCDA is compared 
with the tree-based network with and without aggregation. 
Packet received by Sink:  The performance of TTCDA is analysed on the basis of 
number of packets received by the sink. When the packet generation rate of each node 
(ER and DR) is varied from 0.02 to 0.2 kb/s, the number of packets reached to sink 
in TTCDA are increased by 4.25% and 2.94% as compared to tree-based approach 
without aggregation. With the application of aggregation function packets reached to 
sink drastically reduces by 55.25% and 72.47% in ER and DR as shown in Figure 2-
7(a). The reduced packet count requires less bandwidth for the communication of 
packets to sink. 
Throughput:  It totally depends on how many packets are aggregated and reached to 
sink from source nodes. The throughput of TTCDA decrease from 19.18% (without 
aggregation) to 13.09% (with aggregation) at different PGR as compared with equal 
PGR as shown in Figure 2-7(b), which itself indicates that with aggregation TTDCA 
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consumes less bandwidth [7]. The repetitive data packets from the nodes are dropped 
during aggregation causing less packets at sink (refer Table 2-4).  
    
(a) Packets received by sink                               (b) Comparison of throughput 
    
(c) Average energy consumption                         (d) Packet delivery ratio 
 
(e) Residual energy                                  
Figure 2- 7 Results with varying PGR for TTCDA [6-7] 
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Average Energy Consumption:  It depends on the packet rate received by the sink. 
According to the Figure 2-7(c), in different packet rate generation, energy 
consumption increases by 9.58%, however, it is reduced by 5.68% in equal rate as 
compared to State-of–the-art approach without aggregation. With aggregation the 
energy consumption is reduced by 24.83% as compared to tree. Due to random packet 
generation in DR, energy consumption is increased as compared to ER  
Packet Delivery Ratio: From Figure 2-7(d) the PDR of TTCDA is increased by 
4.25% and 2.75% without aggregation as compared to tree in ER and DR. With the 
application of appropriate (additive and divisible) aggregation, it is reduced by 
54.96% and 74.38% respectively.  In TTCDA, with aggregation the effective packet 
count reached to since is less, represents that TTDCA is bandwidth efficient than a 
tree [7]. 
Residual Energy:  It is the remaining energy in the network. It indicates that how 
long the network can sustain for utilization of resources. The residual energy of 
TTCDA is more (1.13%) after each round of aggregation as compared to tree. By the 
consideration of diverse packet generation, the residual energy without aggregation 
is 0.74% less and 0.32% more with aggregation. TTCDA algorithm saves more 
energy in equal PGR as compared to DR. 
Table 2-4 summarizes the results of TTCDA [7] with data and Packet aggregation. It 
is seen that data aggregation is prominent than packet aggregation. 
Table 2- 4  Comparative results of packet and data aggregation – TTCDA [7] 
Parameters 
TTCDA 
Packet aggregation Data aggregation 
ER DR ER DR 
No. of packets received 240 217 476 678 
Throughput (%) 1684 1479 3326 4617 
Avg. energy consumption (J) 0.54 0.57 0.51 0.66 
PDR 29.77 19.98 55.48 65.84 
 
2.5. GROUPING OF CLUSTERS FOR EFFICIENT DATA 
AGGREGATION: GCEDA  
This section gives the new approach of aggregation by grouping the nodes in the 
cluster, generating the same data as intra-cluster aggregation. In the second stage of 
aggregation, CHs are grouped according to the number of packets [8, 14]. The CH 
decides the correlation of data packets, which are at one hop distance [8]. The 
proposed method of grouping the nodes and CH improves the energy consumption 
in the network with reduced delay [8]. 
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2.5.1. PROPOSED NETWORK MODEL 
“The proposed network model of GCEDA [8] is as shown in Figure 2-8. It consists 
of a set of ‘N’ nodes {S1, S2 ... SN} organized into ‘n’ clusters using a clustering 
algorithm [8, 10-11]”. The number of nodes in each cluster are ‘N/n’ and are 
uniformly distributed. The nodes sense the event of interest and generate the packets 
at a variable rate according to eq. (2-1) in the specified time interval.  In the first 
phase of the algorithm, the nodes in the cluster are grouped according to the packet 
generating capacity and represents the group as G = {G1, G2, G3, --- Gn}.  CH performs 
aggregation according to the eq. (2-2) and (2-3). In the second phase, CHs are 
grouped according to one hop communication and number of aggregated packets to 
form connected graph GCH  = {CH1, CH2, CH3, --- CHn} [8]. 
 
 Figure 2- 8 Network model – GCEDA [8] 
The basic design objectives of GCEDA [8] is to reduce the energy consumption by 
grouping the nodes of similar packet transferring capacity and then CH to transfer 
data packets to sink. 
In the intra-cluster aggregation nodes are grouped according to PGR and CH 
performs the perfectly compressible aggregation function. In the second stage,  
grouping of CH is performed according to aggregated packets and CH close to sink 
transfers the aggerated packets.  
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Figure 2- 9 Flow of GCEDA [8] 
2.5.2. GCEDA ALGORITHM 
The flow of GCEDA [8] algorithm for energy efficient communication of packets to 
sink is shown in 2-9. To work with GCEDA algorithm the uniformly distributed node 
organizes into the number of clusters (n) [8]. It elects CH according eq. (2-4) [7]. In 
the second phase, nodes having similar packet generation rate are grouped in the 
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clusters for intra-cluster aggregation while CHs are grouped in an inter-cluster 
aggregation. The groups are rearranged periodically by sending the broadcast 
message.  The use of perfectly compressible aggregation function, Grouping of nodes 
in intra-cluster and grouping of CH at inter-cluster reduces the number of packets 
reaching to the sink. With energy saving and prolong the network lifetime [8]. 
2.5.3. ENERGY DISSIPATION MODEL 
Figure 2-10 shows the first order communication and energy model [24] extended 
and modified according to the requirements of GCEDA [8] It is the combination of 
trans-receiver electronics with the amplifier circuit. 
 
Figure 2-10 Energy dissipation model [8, 24] 
Consider the network with  ‘N’ nodes uniformly distributed in ‘n’ clusters, then the 
energy required to transfer 'K' bit of data packet to the CH and sink depends on the 
distance of the node from CH (d2 ) and sink (d4 ). eq. 2-5 represents the calculation 
of energy required  according to [8, 24], is 
                 𝐸𝑇𝑐 = 𝐾 ∗ 𝐸𝑒 +


 

0
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0
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*
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l
                                                      (2-5) 
where ‘Es’= Energy required for node to transfer packet to CH,  ‘El’ =Energy for CH 
to sink, ‘Ee’=  Energy used by transmitter and receiver circuitry,  ‘K’= Number of 
bits[8, 24]. The threshold distance ‘d0’ is a function of amplifier energy required to 
transfer aggregated packets from node to sink and is given by eq. (2-6), 
                        𝑑0 = √𝐸𝑆 𝐸𝑙⁄                                                                      (2-6) 
The total energy consumed to receive K-bit message includes the cost of 
aggregation‘EDA’ and trans-receiver electronics [8]. Most of the energy is dissipated 
in transmit/receive circuitry and amplifier in sending a signal of one bit. 
                         ERc=K*(Ee+EDA)                        (2-7) 
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The number of nodes in each cluster under the uniform distribution are‘N/n’ and 
consumes energy CH (Ech) given by eq.(2-8), 
                       Ech = K* (Ee+ ESd2) + (((N/n)-1) *K*(Ee+ EDA))                            (2-8) 
The first part of eq. (2-8) indicates energy utilized by CH in broadcasting the message 
to form the group of similar nodes to transfer the packets within the cluster. ”The 
second part indicates the energy consumed in the reception of a message from {(N/n)-
1} nodes in the cluster then eq. (2-8) can be rewritten [8]” as  
                      Ech= K* Ee (N/n) + K*ESd2 + ((N/n)-1)*K* EDA)                           (2-9) 
 Data Transfer to Sink 
The data transfer to sink takes place in two phases. In the initial phase, a similar  
group of nodes sends the data packets to CH where they are aggregated and packed 
into the frame. In the second phase, all CH are grouped and a number of groups is 
represented as 'm'.  The CH from group at a one-hop distance to sink with highest 
residual energy transfers the aggregated packets to sink. Therefore, energy consumed 
by CH in data transmission per frame (EchF) to sink is given by eq.(2-10) according 
to [8] 
             EchF = K* (Ee+ El d4) + [((N/n)-m+1)*K*(Ee+ EDA)] 
             EchF = K*El d4 + K*Ee ((N/n)-m+2) + K*EDA ((N/n)-m+1)                   (2-10) 
The energy consumption in transmision of Nf /n data frames transmitted by each CH 
in one iteration is given by eq.(2-11) [8]. Nf= data frames from each iteration. 
 
             EchD =Nf *F1*Echf          where F1= (1/K)  ((N/n)-m+2)                     (2-11) 
 
Now  according to various rounds, the energy consumption [8, 22] is 
            ERound = (Ech/it)/m = (Ech+ EchD)/m                      (2-12) 
The another factor for consuming energy is the size of the network and active nodes 
in each cluster. With a constant area of the network, the size of the cluster depends 
on the optimum number of nodes in each cluster [8, 24, 25]. The maximum number 
of optimal CHs with network diameter ‘M’ is obtained using eq. (2-13), 
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“Illustration: Now consider that each node generates the data packets of fixed size 
with 512 bits. If energy required for 1-bit transmission is 50 nJ/bit then, the energy 
consumed by the network in communication of packets towards the sink from nodes 
with and without aggregation is illustrated using an example in [8] as: 
Assume that, N=12, n-4, therefore G={C1, C2, C3, C4}={ k3, k4, k3, k2} 
The packet generation rate of nofes in cluster are C1(4,4,4), C2(2,5,6,3), C3(4,4,2), 
C4(5,4) then, 
Number of packets without aggregation=( Ch1 +Ch2 +Ch3 +Ch4) = 47 
No of packets with aggregation                                                       = 35 
 
Energy consumption with aggregation = No. of packets * No. of bits/packet* Energy  
for transmission = 35 * 512 * 50 *10-9 = 0.90 m J 
 
Energy consumption without aggregation = 47 *512*50 *10-9 = 1.2 m J” 
2.5.4. RESULTS AND DISCUSSIONS 
The performance of GCEDA [8] is compared with the Low-energy Adaptive 
Clustering Hierarchy (LEACH) [26-27] protocol which uses one CH. Grouping of 
cluster heads in the inter-cluster aggregation shows the improvement in energy 
consumption. The parameters used for simulation of GCEDA uses the first order 
radio model from [24, 8] and are summarized in Table 2-5. 
Table 2- 5 Simulation parameters- GCEDA [8] 
Parameters used in Energy model 
 Network Diameter 100x100 meters 
Number of nodes 50-100 
Length of message bits  512 bits (64 bytes ) fixed 
Number of Data Frames frames Nf  1000 
Initial energy  of nodes 100J 
Transmitter/receiver electronics (Ee) 50 nJ/bit 
Transmit Amplifier-short distance (ES) 10 -100 pJ/bit/m2 
Transmit Amplifier-long distance ((El) 0.01310 pJ/bit/m4 
Energy for Data aggregation (EDA) 5 nJ/bit/signal 
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Figure 2-11(a) the energy variation in GCEDA[8] depends on the number of nodes 
and are grouped in the intra and inter-cluster aggeration. It shows that with increasing 
number of groups of the cluster at on-hop from the sink, the energy consumption 
reduces by a factor of 2%  as compared to LEACH, which uses single CH. During 
aggregation process, the packets with same data are dropped reducing the energy 
consumption required to transfer packets. 
     
         a) with a number of clusters                            b) with increasing number of nodes 
. 
   
c) with increasing network diameter                       d) Optimum number of clusters 
Figure 2-11 Results of energy consumption- GCEDA [8] 
Figure 2-11(b) represents the energy consumption in the network when a number of   
nodes are varied from 50-100 with a fixed number of CHs n=10. The nodes in the 
initial stage are grouped according to the packet generation capability in the cluster, 
so that repetition of reading is minimized. This indicates the energy consumption 
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reduces from 47.36% to 14.94% with a group of three CHs and 21.36% with a group 
of five CHs as compared to LEACH.    
Figure 2-11(c) indicates the effect of network diameter with the increased possibility 
of multihop communication between node and CH, and CH to sink. This requires 
extra energy to group the nodes and CHs at the intermediate levels of aggregation. If 
the diameter of network changes from 100-200 meters with the fixed number of nodes 
and CHs, then energy consumption increases approximately by 1%,  since individual 
communication of aggregated packets from one or multi-hop requires more energy. 
From Figure 2-11(d), the optimum number of clusters for effective minimization of 
energy are approximately seven and can extend up to 10. If cluster formation is not 
optimal, then the energy consumption increases exponentially either with the number 
of clusters greater or smaller than the optimal value. The optimal number of clusters 
depends on the network diameter and number of nodes[8]. 
2.6. SUMMARY OF CHAPTER  
The perfectly compressible aggregation function at CH as intra-cluster and network- 
wide aggregation as inter-cluster reduces the repetitive packets and shows 
improvement in the energy efficiency, lifetime and throughput. The rate based 
aggregation works on the semantic and temporal correlations of data and packets 
generated by the nodes at a variable rate.  It consumes more energy in a different rate 
of aggregation as compared to equal rate [7]. The perfectly compressible (additive 
and divisible) aggregation function at CH as intra-cluster and at sink as inter-cluster 
aggregation reduces the packet count hence throughput as compared to tree-based 
aggregation, which is the measure of bandwidth utilization. From the analysis, packet 
aggregation is more prominent than data aggregation. GCEDA [8] uses the same 
principle of aggregation as TTCDA but differs in the principle of operation. Also, the 
concept of grouping the nodes at intra- cluster and CHs at inter-cluster aggregation 
and communication (GCEDA) shows the reduced energy consumption by 14.94 %.  
But, if network diameter increases, it is increased approximately by 1%. The cluster-
based network are used in WSN for data aggregation which gives best results for a 
scalable network with minimum variations in topology and energy consumption as 
compared to the tree-based [6-8]. 
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CHAPTER 3. MOBILITY AND 
HETEROGENEITY-AWARE DATA 
AGGREGATION ALGORITHMS 
The Data aggregation and progressive methodologies are 
utilized as a part of WSN applications. It helps to moderate the 
computational burden and information repetition for 
improving the energy consumption and bandwidth utilization. 
The chapter focuses on the application of perfectly compressible 
aggregation function at cluster head and sink as intra and 
inter-cluster aggregation. The nodes in the network generate the 
packets at a variable rate and consider the arbitrary data 
generation in the range of 0 & 1. The chapter outlines the impact 
of packet and data aggregations for bandwidth utilization and 
reduces the communication cost. As compared to present state-
of-the-art solutions the proposed mechanism based on mobility 
and heterogeneity concept proves to be effective for throughput 
improvement.     
3.1. INTRODUCTION 
Internet of things (IoT) offers an assortment of novel applications and opens the new 
spaces for data aggregation utilizing Wireless Sensor Networks (WSNs) [1-2].   
WSNs utilized for applications such as target tracking and border surveillance 
applications require numerous nodes to cover the regions and produce a lot of 
repetitive detecting information and consequently, results in energy and bandwidth 
constraints[3-4]. Additionally, WSNs in IoT with device-to-device communication 
demands the effective data aggregation algorithms for sending out the reliable 
information [3]. 
A heterogeneous network utilized for supporting IoT applications is shown in Figure 
3-1. The principle challenge in the design of WSNs is the best possible usage of assets 
like energy and packet transfer speed (bandwidth), which are scarce. One approach 
to take care of the issue is end of repetitive information by use of aggregation at CHs 
and sink as intra and inter-cluster aggregation. The communication cost forced, 
because of repetitive information devours the lifetime, data transfer capacity 
(bandwidth) of nodes and network.  
In this setting, the energy utilization, system lifetime, data transfer capacity 
(bandwidth) and transmission expense of the WSNs influence altogether. The 
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variation in lifetime and bandwidth requirement relies on the adjustments in network 
topology and the strategy for aggregating the packets [4-5]. The chapter focuses on 
cluster-based aggregation model instead of flat since clustering enhances the 
adaptability by balancing out the network topology [6-7]. The heterogeneity of node 
expands the system lifetime and reduces the energy consumption with the static sink. 
However, it is challenging to aggregate the information with increased mobility of 
sink. 
 
Figure 3- 1  Heterogeneous network of IoT[10] 
In the hierarchical WSNs, with the random deployment of nodes, resource allocation 
primarily relates to the amount of bandwidth given to the CH, which may act as an 
aggregator or gateway in the network [7-8, 12]. The network model presented in 
Figure 3-2 considers the fixed region of aggregation at CHs. The perfectly 
compressible aggregation function (eq. 3-2) at CHs and sink uses the correlation of 
packets and data generated by each node at a variable rate. The two levels of 
aggregation as intra and inter-cluster help to save energy, improve the network 
lifetime and bandwidth utilization. Also, data aggregation with in-network processing 
makes it possible to reduce energy consumption with better bandwidth utilizations 
[7-12].  
The challenge in cluster-based aggregation is mobility support. To address this 
requirement chapter has four proposals of cluster-based data aggregation algorithms: 
Bandwidth Efficient Cluster-based Packet Aggregation BECPA [8], Mobility and 
Heterogeneity-aware CDA (MHBCDA and MHCDA) [9, 10], and Bandwidth 
Efficient Heterogeneity aware CDA (BHCDA and BECDA) [11, 12]. The BECPA 
and BECDA algorithms are proposed to address the optimal aggregation of the packet 
and random data generated at a variable rate to improve the use of channel bandwidth 
and reduce energy consumption. The proposed aggregation algorithms use perfectly 
compressible aggregation function at CHs and sink for intra and inter-cluster 
communication with heterogeneous nodes, static and mobile sink. The proposed 
aggregation algorithms consider the correlation of packets and data within the 
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packets. BECPA [8] consider the heterogeneous nodes with different energy level 
and are equal in numbers with static sink.  MHBCDA [9] and BHCDA [11] algorithm 
uses sink mobility to aggregate the packets and data at CH within the predefined 
region to minimize the computation and communication cost. By reducing the 
number of packets reached to sink, the algorithms show better energy efficiency, 
reduced communication cost, improved bandwidth utilization and network lifetime 
when compared with state-of-the-art solutions. Finally, concludes with the 
comparison of results with and without sink mobility. 
3.2. RELATED WORKS 
The Data aggregations and hierarchical structures are regularly utilized as a part of 
WSNs applications. It reduces the computational burden and excess information for 
enhancing the energy efficiency and bandwidth utilization in the network having 
static heterogeneous nodes with a mobile sink. TTCDA [7] analytically proves that 
aggregation algorithm using differentiating aggregation function reduces the energy 
consumption, improves the lifetime and bandwidth utilization by removing data 
redundancy. The diverse metrics used in efficient cluster formation, CH election, data 
aggregation and communication are explored in [6, 12- 15]. To address the issues of 
mobility of Sink with heterogeneous nodes for improving QoS parameters of WSN 
are proposed in [8-12]. Mobility and Heterogeneity aware Bandwidth efficient 
Cluster-based Data Aggregation (MHBCDA/MHCDA) [9/10] gives the impact of 
mobile sink with improved bandwidth utilization and reduced energy consumption. 
With increased hops for aggregation of data requires more energy, particularly in the 
case of without mobility. Bandwidth Efficient Heterogeneity aware Cluster-based 
Data Aggregation (BHCDA) [11-12] use heterogeneous nodes with energy and 
mobile sink to aggregate data within the packet; it shows that data aggregation at CH 
reduces the transmission cost imposed by redundant data. Select Cast [16], explores 
the combination of the single and multi-hop length aggregation schemes to achieve 
an optimal trade-off between aggregation throughput and gathering efficiency. The 
multi-hop length scheme is suitable for the perfectly compressible aggregation 
functions like mean and max applied on the semantic data received from nodes. The 
algorithm presented in [17] adaptively chooses the suitable data aggregation function 
based on the rate of data from the nodes. It demonstrates the change in energy 
consumption with the speed of the target. In [18], authors consider the grouping of 
the cluster for reducing the energy consumption. It uses the grouping of nodes in the 
cluster based on equal and different packet generating capability of nodes as intra-
cluster aggregation. The principle is applied for grouping of CH as inter-cluster 
aggregation and communication. It shows marginal improvement in energy savings 
up to a group of three CHs.  
Stable Election Protocol (SEP) [19] and Energy-efficient Data Gathering Protocol 
(EDGA) [20] extend the lifetime and stability period of the network by adding 
heterogeneous nodes. The remaining energy and weighed election probability of node 
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decides the CH for obtaining greater throughput. With increased node density CH 
election is complex and consumes more energy. EDGA constructs the routing tree to 
communicate the data to sink. Energy Efficient Cluster-based Data Aggregation 
(EECDA) [21] uses the hybrid approach of energy efficient routing and data 
aggregations. The controlled heterogeneity of nodes enhances the lifetime and 
increases the stability period. In [22], the maximum residual energy path to 
communicate the aggregated data to sink is chosen. Most of the data communication 
is in a single hop. In [23], the proposed algorithm considers homomorphic hashing 
and aggregation signature for lossy data aggregation and security. The aggregation 
node authenticates the data. Management Architecture for Heterogeneous WSN 
(MARWIS) [24] is heterogeneous in regards to architecture rather than energy. The 
presented architecture is subdivided into group of similar nodes with equal capacity 
and used for monitoring. The mesh network used reduces the round trip time and 
packet loss for efficient resource utilization. Single hop data-gathering problem 
(SHDGP) [25] considers the mobile data collector equipped with powerful trans-
receiver and data handling and communication capability.  It collects the data from 
single hop nodes without relay and collision and then communicates to static sink. It 
reduces the energy consumption and shows increased lifetime. With multihop and 
distance coverage number of data collector and routes need to be increased, may 
cause the problem of collision. [26] Explores the possibility of improving the energy 
efficiency by optimizing the mobility route of sink and duty cycling of node.  With 
reduced duty cycle of node possibility of energy dissipation is reduced and increases 
the lifetime. Semantic Correlation Tree (SCT) [27], for data aggregation is formed 
using ring-like structure. It consists of the sink and sector heads responsible data 
aggregation and association. The doorway algorithm reduces the congestion by 
sending approximating sensor reading and controlling the queue size. [28] Proposes 
the signal compressing and data aggregation paradigm for   IoT.  The end node in the 
WSN measures and transmits the sampled data for reduced communication 
overheads. The problems focused in related work with regards to data aggregation 
algorithms are due to increased mobility patterns and heterogeneity of node. 
3.3. NODE HETEROGENEITY AND MOBILITY-AWARE 
ALGORITHMS 
In this section, we introduce the details regarding implementation of bandwidth 
efficient algorithms, which considers the stable and mobile sink along with 
heterogeneous nodes in regards to energy [8, 10]. The nodes are configured as normal 
nodes, advanced nodes, and supernodes and are equal in numbers. The mobility of 
sink is considered according to the predefined path [26]. It reduces the collision of 
packets since the node is active only during movement of the sink. The details of the 
node and network assumptions along with network model and flow of algorithm is 
discussed in sub-sections. 
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3.3.1. NODE AND NETWORK ASSUMPTIONS 
 The node and network level assumptions of the different algorithms used in this 
chapter are considered from section 2.4.1 except- Nodes used are heterogeneous in 
with energy and synchronized with each other. The network uses region-based 
aggregation and network is divided into small regions of 25 X 25 meters.  Each region 
has one CH and randomly distributed heterogeneous nodes with equal density. The 
re-election of CH is not considered. The network has one mobile sink. A lifetime of 
the network is considered up to the first node die [8, 10]. 
3.3.2. NETWORK MODEL  
“The network model for the BECPA [8] and BECDA [11-12] is shown in Figure 3-2 
is the extension of Figure 2-3 from section 2.4.2; it consists of a set of sources with 
different energy levels as a normal node, advanced node, and super node. The 
network model is considered as a connecting graph G (V, E) of different clusters {C1, 
C2, C3, - - - Cn,} of WSNs with heterogeneous nodes and mobile sink [7]. Each region 
has a CH and numbers of nodes that are represented by a set of vertices ‘V’ and 
wireless connecting edges ‘E’. The ‘V’ nodes (S1, S2,---Su, h) in the network are 
randomly distributed and organized into ‘n’ clusters using a multi-hop clustering 
algorithm [6, 13]. Few nodes ‘h’ are deployed with higher energy (30J, 40J) than the 
normal nodes ‘u’ (20J). Now consider that, each cluster has ‘N’ nodes out of which 
‘u’ and ‘h’ nodes ‘∀ u, h Є N’ acts as a cluster member and generates the packets 
{r1(t),r2(t),r3(t) .... ru,h (t)} of fixed size at a variable rate [8,12]. The rate based 
aggregation function by adding heterogeneous nodes is given by eq. (3-1), 
           f (A) = {f (S1), f (S2), f (S3) ...f (Su, h)} i.e. ).()(
,
1
trAf
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i i                  (3-1) 
Which consider the temporal and spatial correlations of the number of packets and 
random data generated by each type of nodes [8,12].” 
3.3.3. AGGREGATION FUNCTIONS AND ENERGY CALCULATIONS  
The perfectly compressible aggregation function used by the mobility and 
heterogeneity-aware packet and data aggregation algorithm at CH and sink is derived 
from eq. (2-2 and 2-3) Ref section 2.4.3 chapter 2. The network-wide aggregation 
function in eq. (3-2) combines the packets generated at a variable rate (equal and 
different) and random data within the packet [8, 12]. 
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Where     Xi = different rate of packet generation,  
Yj =  equal rate of packet generation 
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K= packets generated at different rate 
 M= packets generated at equal rate 
  
 
Figure 3- 2  Network model [10-12]  
The aggregation functions used in BECPA and BECDA aims to increase the 
bandwidth utilization, reduce the communication overhead (cost) and minimize 
average energy consumption in the network with increased network lifetime [8, 11, 
12]. The energy model used in the transfer of packets and data from CM to CHs and 
CHs to sink is same as used in chapter-2, section 2.5.3 and energy spend in the 
aggregation of packets by CH is according to [12, 18]. “The total energy consumed 
by the CH (Ech) in the aggregation of ‘K’ bit packets at intra-cluster aggregation is 
taken from [18] as, 
 Ech= K* Ee (N/n) + K*ESd2 + ((N/n)-1)*K* EDA)                      (3-3) 
Where ‘EDA’ is the energy consumed in the aggregation of data packets at CH, each 
cluster contains the ‘N/n’ nodes, ‘Ee’ is the energy of transmitter, ‘Es’ is energy 
consumed by the node and ‘d2’ is the distance of a node to CH. Also with the 
consideration of heterogeneity of nodes in the network the total initial energy of 
network is [8, 10, 12] 
 Ei=N (αEn+βEa+γEs)                                                  (3-4) 
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Where α = % of normal nodes with energy En = 20 J, β = % of advanced node with 
energy Ea = 30J, γ = % of supernodes with energy Es = 40J, with equal number of 
nodes in the network α= β= γ=1/3 [9-12]”. 
The cost of aggregation at sink according to [10, 15] is 
 
                                 𝐶𝑖 = ∑ 𝑐𝑜𝑠𝑡(𝑛, 𝐶𝐻) + 𝑐𝑜𝑠𝑡(𝐶𝐻, 𝑠𝑖𝑛𝑘)𝑗∈𝑁𝑖                                (3-5) 
This indicates the energy consumed by a cluster member ‘n’ to send a packet to CH 
and CH to sink [10]. 
3.3.4. FLOW OF ALGORITHM  
The algorithms utilized for enhancing bandwidth utilization are considered by PDR 
and throughput as metric of calculations with diminishing energy consumption. It 
works with three phases 1. Cluster formation, 2. Intra-cluster aggregation and 
communication, and 3. Inter-cluster aggregation and communication as shown in 
Figure 3-3 [8-12].  
Phase-I: Cluster formation and election of CH:  
“In this phase, randomly distributed heterogeneous nodes are organized into the 
number of clusters according to the clustering algorithms [6, 13, and 14]. It decides 
the CH for intra-cluster and inter-cluster aggregation from each square region. CH 
is elected according to the highest energy between the cluster member (normal, 
advanced or super node) and the highest number of average neighbor nodes with 
one-hop connectivity. The threshold for the node to become CH is decided according 
to   eq. (2-4) in chapter 2 [7].” 
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Phase-II: Intra-cluster aggregation and communication: 
After the election of CH, all the member nodes from the respective cluster send the 
fixed size packets to CH where these are aggregated by use of perfectly compressible 
aggregation function. The rate of packet generation varies from node to node i.e. 
variable. The aggregated packets at CH are obtained using algorithm 1 as discussed 
below  
“Algorithm 1: For finding the aggregated packets in intra-cluster aggregation [8, 
10] 
Input: Graph G (V, E) with ‘n’ clusters G = {C1, C2, C3, - - Cn}, one sink. 
Output: CH with aggregated packets and sink with network-wide aggregation 
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Step1: Generation of  Packets and data  at a variable rate  
Step2:  Perform Intra-cluster aggergation  according to the PGR 
Step3: Forward the packets to CH 
Step4: Otherwise store it and compare with incoming packets  
Step6: Perform aggregtaion at CH     
Step7: Collection Phase: 
            {  
 If (packet reaches to aggregator) 
 Store into routing table 
If (previous packet/ data= next packet/ data) then 
 Drop the packet/data (no aggregation) 
 else  
  Wait for T sec/count 
  If (T=0 and Count   0) then 
  Apply perfectly compressible aggregation function 
else  
                    Wait for T=0  
 end if ”  
Step8: Repeat the Steps 3 to 7 
Phase-III: Inter-Cluster Aggregation and Communication 
 
According to the network consideration, each CH in the third phase works as an 
individual node for performing inter-cluster aggregation. The result is the aggregation 
of data packets at the sink with reduced packet count, thus reducing communication 
cost [8, 10, 12]. “Let Ci denotes the cost of cluster formation by CH node ‘i’ with its 
neighbor ‘Nj’. The CH performs the primary aggregation and forwards aggregated 
packets to sink with inter-cluster aggregation. The network [Node – CH - Sink] wide 
cost of communication is calculated according to [8, 10, 15] and is given by eq. (3-
6).”                              
𝐶(𝑗, 𝑠𝑖𝑛𝑘) = ∑ 𝑐𝑜𝑠𝑡(𝑗, 𝑖) + 𝑐𝑜𝑠𝑡(𝑖, 𝑠𝑖𝑛𝑘)𝑗∈𝑁𝑖                                            (3-6) 
This indicates the cost of aggregation in terms of energy consumption by the network, 
where cluster members send random packets to CH [cost (j, i)] and CH to sink [cost 
(i, sink)].   
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Figure 3-3  Flow of algorithms- BECPA [8] and BECDA [12] 
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In this phase, graph G includes the sink and all participating CH as G = {Ch1, Ch2, -
-- Chn} with all V {Ch, sink} and Ec are the connecting edges between all the CHs 
and the sink.  
The algorithm 2: used for aggregation of packets in the inter-cluster stage is found in 
[12]. The algorithm, first runs for all the CH to aggregate the packets and then same 
procedure is repeated for the inter-cluster with increased hop-count from the CH to 
sink for transfer of data /packets.  
Algorithm 2: For finding the aggregated packets in inter-cluster aggregation [12] 
Input: Graph G (V, E) with ‘n’ clusters G = {C1, C2, C3, - Cn} 
Output: CH with aggregated data packets and sink with network-wide aggregation. 
“Notations: hc= hop count, S-Sink, Pam- Parent announcement messag,  Pch- 
Parent cluster head, Rt- Routing table, 
1. Sink node generates Parent Announcement message (Pam) 
2. Set parent CH id = sink id   
3. Set first Pam=hc=1 and previous hop= sink id   
4. Initialize the timer for periodically broadcast Pam 
5. If CM receives Pam, then update the routing table Rt=Pam= previous sink id, 
since hc=1 
6. Increment hop count hc=hc+1 and update Pam=current node id 
7. Else, check the sequence number in ‘Rt’ and update ‘hc’ 
8. If new-forward to Pch, else drop the packet  
9. Classify the nodes based on the rate 
10. At the end of time interval calculate rate of data received from CM  
11. Aggregate number of packets received and sent it to CH 
12. Repeat steps 4 to 11 till packet reaches to the sink 
13. End ” 
3.4. RESULTS AND DISCUSSIONS 
The performance of the data aggregation algorithms with heterogeneous nodes with 
and without sink mobility is evaluated with two conditions of packet generation. Each 
node in the network may generate the packet with equal rate (ER) or different rate 
(DR). Also, data required for the aggregation is generated by each node using random 
function and is in the range of 0-1. “The results obtained for different performance” 
measures of BECPA [8, 12] (without sink mobility) and BECDA [11-12] (with sink 
mobility) are compared with TTCDA [7] and EECDA [21]. To validate the 
performance, network simulator NS-2 is used with a random distribution of nodes in 
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a given area. Transmit and receive power of WSN nodes are taken according to trans-
receiver model TR1000, simulation parameters used are listed in Table 3-1.” 
Table 3- 1  Simulation parameters [8-12] 
Parameter Value 
Network size 100 x 100 meters 
Number of nodes 100 
Energy of heterogeneous nodes  20J,30J,40J  
Placement of node  Random  
Initial energy of sink  100 J 
Propagation model  Two ray-Ground 
Traffic model  Constant bit rate 
Packet size 64 bytes 
Ideal power 14.4mW 
Transmission power 36.0mW 
Receiving power 12.5mW 
Simulation time 500 sec 
Packet generation rate (PGR) 0.02-0.2kb 
Sink mobility 10 meters/sec 
 
3.4.1. RESULTS WITH NODE HETEROGENEITY AND STABLE SINK: 
BECPA [8] 
The BECPA algorithm aims to reduce the energy consumption with reduced packet 
count for improving bandwidth utilization using packet aggregation. It uses the stable 
sink with heterogeneous nodes [8, 10]. “It is assumed that nodes are heterogeneous 
and part of the network graph G with 'N/n' number of nodes into each cluster (nu, 
h). Let P denote the set of all packets received by the CH from the nodes within the 
region R. CH performs the aggregation on the packets arrived at t =0 and calculated 
effective count Cp >0. Let fp(t) denote the number of packets aggregated at time t>0. 
The state of CH at time‘t’ is denoted by its vector f(t)={fp(t)}[10]. Note that each 
node u, h ∈ R will transmit a packet to CH with a set of active links (u, h, CH). Let 
‘Ps’ denote the set of all possible packets received, P(u, h) denote the set of packets 
transmitted when node ‘u, h’ are active [8, 10]. Therefore, an intra-cluster 
aggregation function based on the current number of packets from nodes at time t 
calculated according to eq.(3-7) [8, 10].” 
})(,),({),( CHtfRhupCCHPf p
Pp
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
                              (3-7)       
And the energy consumed by the CH to transfer the aggregated packets  according to 
[18]  is given in eq.(3-8) 
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 Ech= K* (Ee+ ESd2)                                                                     (3-8) 
The performance of data aggregation algorithm to compete with bandwidth 
utilization are discussed without sink mobility and heterogeneous nodes 
Throughput: It is the measure of how many packets received by the sink after 
complete round of aggregation. With varying rate of packet and data generation and 
application of impeccably compressible aggregation function on the number of 
packets reached to CH and sink, BECPA achieves around 61.45% and 64.47%, and 
46.20% and 60.53% less throughput in packet aggregation as compared with data 
aggregation and EECDA as shown in Figure 3-4(a). It shows that data aggregation 
and EECDA consumes more bandwidth as compared with BECPA. This is due to 
EECDA using different packet and data rate generation.  
Average Energy Consumption: Figure 3-4(b) demonstrates that, for the packet 
aggregation the average energy consumption is reduced by 3.85% and 4.67% than 
EECDA and saves 6.71 % of energy with an equal rate than different rate of packet 
generation. It also shows small change (0.41% and 0.45%) with data aggregation. It 
is the measure of the ratio between sums of energy consumption of all nodes to the 
total number of nodes.  In rate based aggregation energy required for communication 
is less than the computation. 
Packet Delivery Ratio:  With variation in the packet generation rate from 0.02 to 0.2 
Kb/packets under equal and different rate, the BECPA has reduced PDR of 60.73% 
and 64.51%, and 50.42% and 65.29% as compared with data aggregation and 
EECDA. The perfectly compressible aggregation function at sink removes the 
repeated data packets. The packets received by sink are less with an equivalent rate 
as compared to a different rate as shown in Figure 3-4(c). Less number of packets 
reaching to sink consumes less bandwidth. PDR is characterized as the proportion of 
the total number of packets received by the sink to the total number of the aggregated 
packets generated by all the nodes. 
Residual Energy: Figure 3-4(d) shows remaining amount of energy after each round 
of aggregation in the network. BECPA with packet aggregation has less number of 
packets reached to sink. The corresponding energy saving of BECPA is increased by 
1.08% and 7.73% in equal rate and 1.2% and 8.78% in diverse rate as compared to 
data aggregation and EECDA respectively.  
Network Lifetime: Figure 3-4 (e) indicates the network lifetime; it is the measure of 
how long network sustains and sink receives the last packet after the first node die. 
A lifetime of BECPA is more by 40.42% and 36.77% as compared with EECDA. 
With consideration of rate-based aggregation the lifetime of BECPA is more by 0.4% 
correlation with the equal rate, however, less by 6.11% in different rate. The 
improvement of lifetime is less in data aggregation as compared to EECDA due to 
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randomized packet generation rate of EECDA. Also, addition of heterogeneous nodes 
in the network increases the lifetime. 
                
(a)  Throughput-BECPA                                      (b) Average energy consumption-BECPA 
    
(a)  Packet delivery ratio-BECPA                         (b) Residual energy-BECPA  
    
 (e) Network lifetime-BECPA                                (f) Round energy-BECPA 
Figure 3- 4  Results with node heterogeneity and without sink mobility– BECPA [8] 
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Round Energy: According to Figure 3-4 (f) up to 14th round of data aggregation the 
energy consumption in packet and data aggregation is same due to the addition of a 
heterogeneous node. The round energy goes on changings up to 37th round due to 
increased packet generation rate and energy drain from normal node as compared to 
advanced and super. In case of EECDA, network can sustain up to 28 rounds, due to 
random packet generated. 
3.4.2. RESULTS WITH NODE HETEROGENEITY AND MOBILE SINK: 
BECDA [11, 12] 
Mobility and Heterogeneity-aware Bandwidth Efficient Cluster-based Data 
Aggregation Algorithm (MHCDA/BECDA) [10/12] aims to improve the bandwidth 
utilization by controlling the number of transmissions of repetitive data packets from 
nodes to the mobile sink. Each node in the network generates data by use of a random 
function with the standard deviation in the range of 0 and 1[12]. Due to the addition 
of mobile sink the routing table continuously changes and need to find the travel time 
for the packets hop by hop. The sink is moved at the constant rate by predefined path. 
The results are obtained by consideration of packet and data aggregations in WSN; 
the packets are generated at a variable rate, and data is generated by use of the random 
function. The perfectly compressible aggregation function applied at CH [7], and sink 
improves the network lifetime and throughput with reduced energy consumption.    
Throughput:  It depends on the number of bits received at the sink after intra and 
inter-cluster aggregation in terms of packets of fixed size. With variation in the PGR 
from equal to different rate, the average throughput of BECDA is reduced by 37.01% 
and 17.16% and 45.48% and 34.39% as compared to TTCDA and EECDA 
respectively shown in Figure 3-5(a). This is caused due to the elimination of repetitive 
readings of the data packets with a mobile sink. Mobile sink pulls the packets from 
the nodes at one hop in the specified path. Throughput is the metric of specifying the 
bandwidth utilization. BECDA is bandwidth efficient as concern with TTCDA and 
EECDA.  
Average Energy Consumption: Figure 3-5(b) demonstrates the points of average 
energy consumption.  It depends on the distance of node from the CH for intra-cluster 
aggregation and CH to sink in inter-cluster aggregation, since more energy is 
consumed in communication rather than computation. The average energy 
consumption of BECDA is less by 5.89% and 7.77% as compared with EECDA, 
however more by 36.29% and 6.38% as compared with TTCDA in both the 
conditions of data generation. The reason behind this is, EECDA utilized the static 
sink and more energy is required for defining the path for the accumulation of data, 
while TTCDA had a uniform distribution of nodes with equal data handling 
capability.  
CHAPTER 3. MOBILITY AND HETEROGENEITY-AWARE DATA AGGREGATION ALGORITHMS 
71 
    
 (a) Throughput-BECDA                                    (b) Average energy consumption-BECDA 
        
 (c) Packet delivery ratio-BECDA                       (d) Residual energy-BECDA 
    
(e) Lifetime-BECDA                                             (f) Round energy node -BECDA 
Figure 3- 5  Results with node heterogeneity and sink mobility- BESDA [11-12] 
Packet Delivery Ratio: It is the measure of effective packets collected by the CH and 
Sink in the process of network-wide aggregation. By changing the data generation 
BECDA achieves less PDR of 67.66% and 22.73% and 67.29% and 30.85% (ER and 
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DR) as compared to TTCDA and EECDA shown in Figure 3-5(c). It also reflects on 
the bandwidth utilization and energy consumption of nodes.  
Residual Energy: With the added advantage of sink mobility energy required to 
collect the packets at one hop is reduced. In diverse rate of data generation and 
heterogeneous environment, BECDA has more residual energy (15.77% and 24.26%) 
as compared with EECDA but less by approximately 36.69% and 12.19% as 
compared with TTCDA shown in Figure 3-5(d). It is because TTCDA considers the 
node with equal initial energy and without sink mobility. In the case of EECDA, most 
of the energy is consumed in deciding the path and aggregation strategy. Residual 
energy is calculated as the ratio of the sum of remaining energy of all nodes to the 
total number of nodes. 
Network Lifetime: It is measured according to the residual energy after each round 
and last packet received when network is operational. Proposed BECDA with 
movable sink and heterogeneous nodes the lifetime is increased by 32.72% and 
36.17% as compared with EECDA with the equal and different rate of packet 
generation as shown in Figure 3.5(e). The lifetime of TTCDA is more since it energy 
efficient as compared with BECDA and EECDA. 
Round Energy of Nodes: With diverse capacity of nodes with initial energy, the 
round energy consumption of normal nodes is less as compared with super node. It 
happens due to involvement of super node as CH and aggregates the packets from 
other nodes. Super nodes help to prolong the network lifetime. The round energy of 
each node varies approximately by a factor of 2 from the normal node to super node. 
It is also seen that energy consumption of node in EECDA is less in each round as 
compared with BECDA. 
3.4.3. RESULTS WITH AND WITHOUT SINK MOBILITY 
 This part of the thesis gives the details of the comparative measures with and without 
sink mobility.  
Throughput: From Figure 3-6 (a), application of the perfectly compressible 
aggregation on the packets received from the nodes at a multi-hop distance increases 
the packet count in static sink specifically in inter-cluster aggregation where 
individual CH contributes as node with diverse packets. With sink mobility, semantic 
information received by the sink from nodes at one hop is directly dropped reducing 
the throughput and communication load on channel i.e. better utilization of 
bandwidth.   
Average Energy Consumption: With static sink the average energy consumption of 
the individual node varies and nodes close to the sink drains more energy due to 
heavy load of packets. As seen from Figure 3-6 (b), the average energy consumption 
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with sink mobility is less due to one hop data collection and changing duty cycle of 
nodes.  Also, it varies in different rate of PGR compared to the equal rate. The mobile 
sink improves the energy dissipation as compared to static sink. 
Packet Delivery Ratio: From Figure 3-6 (c), it is seen that with an equal rate of packet 
and data generation PDR is approximately same but shows improvement of 1.2% in 
the different rate of packet generation with sink mobility. 
     
  (a)  Throughput                                                    (b)  Average energy consumption 
 
                                        (c)  Packet delivery ratio 
Figure 3- 6  Results with and without sink mobility [8, 10-12] 
3.5. SUMMARY OF CHAPTER  
The chapter proposed the data aggregation algorithms by considering the static, 
mobile and heterogeneous scenario of nodes and sink. The perfectly compressible 
aggregation function used by BECPA and BECDA shows improvement in the 
throughput and energy consumption. From results, it can be seen that the packet 
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aggregation is more effective than data aggregation for efficient utilization of 
bandwidth. Also, with added heterogeneity to node the network lifetime increases. 
With the mobility of sink the throughput increases and consumes more bandwidth, 
but it is cost effective in regards to energy. The BECPA uses the static node and sink 
and has energy saving of (4.47%), BECDA considers the sink mobility and has 
energy saving of 8.24% as compared to EECDA but lacks with TTCDA. 
MHBCDA/MHCDA uses the network with heterogeneous node and mobile sink for 
packet aggregation. It has better energy saving (4.11%). The mobile sink improves 
the energy dissipation as compared to static sink. The addition of heterogeneous 
nodes and providing mobility to node and sink performance of the network improves 
with communication cost, bandwidth utilization, network lifetime and reduced 
energy consumption. 
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CHAPTER 4. SCHEDULING 
ALGORITHMS FOR EFFICIENT 
BANDWIDTH UTILIZATION IN WSN 
The chapter proposes the hierarchical cluster-based mechanism 
and discusses the system model based on the myopic and non-
myopic state of the channel. For improving the throughput and 
energy consumption, myopic scheduling is used for intra-cluster 
and non-myopic scheduling for the inter-cluster communication. 
The collision of aggregated packets is reduced by allocating the 
conflict-free slots by considering present and predicted future 
state of the channel. The activities of nodes and aggregated 
packets are scheduled using TDMA as basic MAC protocol. The 
chapter also focuses on the trade-off between reliability and 
energy efficiency by combination of CSMA/CA and TDMA 
techniques [9]. The contribution of the chapter is the proposal of 
scheduling algorithms by considering static and mobile 
scenarios of nodes and sink. The multipath data propagation 
techniques used helps to increase the throughput (bandwidth 
utilization), a decrease in delay, collisions, retransmission of 
packets and the energy consumption as compared to the state-
of-the-art solutions. The throughput is considered as the measure 
of bandwidth utilization. 
4.1. INTRODUCTION 
The WSNs used in the applications considering the static scenario as environmental 
monitoring and mobile scenario as healthcare monitoring and vehicle tracking 
requires increased bandwidth and energy. However, the most deciding attribute of 
WSNs node are its limited resources like energy, bandwidth, and memory [1-2]. The 
communication capabilities of node is an important factor for many real-time 
applications that relates to efficient utilization of bandwidth and energy. Also,  
network need to maintain the accuracy of the collected data, so that it remains 
operational with increased lifetime [2]. In WSN, data or packet communication to 
sink from node and CH is in multi-paths at a time, and is the main source of a collision 
causing increased energy consumption and delay. Depending on the requirement, 
packets causing a collision is either retransmitted or discarded within the restricted 
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time demands more bandwidth and requires increased energy. At the initial stage of 
algorithm the packets are aggregated by use of perfectly compressible aggregation 
function, which removes the redundancy and reliable data packets are forward to sink 
[3, 4]. With increased number of packets from the nodes the time required to schedule 
those in channel increases required bandwidth and delay. The potential reasons for 
energy consumption, increased bandwidth and delay are: first, slot idle due to less 
number of packets from nodes and CH; secondly, increased number of packets in 
allocated schedule causing a collision and require retransmission; third, the decision 
of scheduling based on traffic load. This enforces the need of scheduling algorithm 
to overcome the losses by taking into account the present and predicted future state 
of the channel [5-7]. The scheduling algorithms are helpful in WSN for efficient use 
of resources. Based on the working functionality these are classified as contention 
based or schedule-based. The main challenges for contention-based scheduling 
algorithms are reducing energy consumption, collisions and improving throughput 
due to lack of communication. A schedule-based mechanism differs from a 
contention-based by assigning collision-free time slots for transmission, which 
reduces the energy consumption and guaranteed throughput due to coordinated 
access to the channel at any time for all nodes [6]. 
The primary task of a TDMA scheduling algorithm is to decide conflict-free 
schedules depending on the network topology, variable traffic loads and availability 
of link bandwidth [5, 7-9]. A good TDMA scheduling algorithm should assign 
optimal schedules by reducing the contention in the network. The other significant 
challenges in TDMA scheduling are assigning the optimal schedules with maximum 
reuse of the slots, scaling to changes in the network dynamics, providing tight 
synchronization in the network and supporting mobility. Also, for continuous 
operation and increased efficiency of WSN a transmission reliability and energy 
consumption are two critical concerns [9]. 
This chapter addresses the challenges in the allocation of conflict-free TDMA 
schedules by the proposing the cluster-based myopic and non-myopic algorithm 
(CMNS) [7], which uses static nodes. An Efficient Schedule-based Data aggregation 
with Node Mobility (SDNM) [8] uses mobile nodes to alleviate the problems stated 
above. The non-myopic schedule is useful in inter-cluster communication requiring 
more accuracy with node mobility [8]. The work is also extended by considering sink 
mobility as CMNMS algorithm. The simulation under different scenario (static 
nodes, mobile nodes, and mobile sink) showed that, with variable PGR and applied 
conflict-free TDMA schedule improves throughput, delay and energy consumption.  
The final contribution of chapter proposes Schedule-based Collision Avoidance 
(SCA) [9] algorithm, which uses hybrid approach of CSMA/CA and TDMA 
technique to avoid collisions with multi-hop communications. It finds the trade-off 
between reliability and energy efficiency of the network by analyzing different 
scheduling techniques. It reduces collisions and improvs the network lifetime [8-9].   
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4.2. RELATED WORKS 
TDMA scheduling mechanisms are divided according to usage and network 
management as flat or clustered WSNs. The problem with the flat WSNs is that they 
are not sufficiently energy efficient and lack performance in delay and scalability. 
The current research trend is to achieve TDMA scheduling using clustering, which 
has proven to be an efficient approach for achieving improved energy efficiency with 
decreased delays and increased scalability [7-8,15].  
In [8, 10], the use of topological variations as star, mesh and cluster-based bandwidth 
allocation and scheduling techniques are explored. The more emphasis is on the 
allocation of communication bandwidth as Guaranteed Time Slot (GTS). Also 
bandwidth allocation on traffic, which may be busty, periodic or a periodic is 
considered depending on the interference of neighboring nodes channel. In multi-hop 
data communication, comparative study reveals that CSMA scheduling requires more 
bandwidth as compared to TDMA. In [11], the low data rate application with 
homogeneous network is considered where energy is consumed in transition. To 
achieve good energy efficiency dynamic activities of the nodes are scheduled 
according to the states of the radio using TDMA as basic MAC. The scheduling 
approach of allocating consecutive time slots improves energy consumption by twice 
than the optimized approach. It also proposes the data aggregation tree to improve 
throughput. Distributed TDMA Scheduling Protocol (DATP) [12] use the realistic 
neighbor node interference model to avoid the collision of packets in the allocated 
scheduling slot by transmitting dummy packet with in tolerable limits. The network 
is simulated for different sizes with increased node density and node contend for free 
slot. The limitation is unknown node interference causing overheads increasing 
energy consumption. [13] Explores the energy and time efficiency as one of the key 
measures in data collection with multipath routing structures and scheduling the 
activities of the node. It also provides the means of lower bound with shortest data 
length for reducing energy consumption. A Distributed Randomized time slot 
scheduling algorithm (DRAND) [14] decide schedules on the present state of the 
information.as with increased traffic load schedule access is preferred while during 
low loads random access under static condition of network. The slot assignment is 
random and does not require any time synchronization. The packet collisions are 
reduced from the nodes at two-hop neighbors without mobility. Green Conflict Free 
(GCF) [15] considers the conflict graph to achieve better slot sharing and reuses of 
slots. It improves the scalability and energy efficiency by finding the conflict-free 
TDMA scheduling slots for the three hop neighbors to transfer the message and 
reduce collisions. In Adaptive DRAND (A-DRAND) [16] with increased node 
density it difficult to maintain the energy balance in the network. For collision-free 
data transfer CH is assigned more slots, while other members alter the role of CH 
after specified time interval to balance the energy. This reassignment of slots 
increases the overheads. [17] Presents the hybrid MAC (both TDMA and CSMA) to 
improve the energy consumption, PDR and network lifetime of WSN with mobile 
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nodes. The frame size used for transfer of data and control message using TDMA and 
CDMA adaptively incorporate the changes in mobility and traffic conditions. All the 
nodes used in the network are synchronized with allocated slots. In [18], the layered 
approach of clusters with a specific number of nodes is used for maintaining the 
minimum delay and maximum accuracy while aggregating the data. It improves the 
end-to-end delay and energy consumption with the required accuracy. On demand, 
Converge cast scheduling Protocol (OCS) [19] is a centralized multi-hop conflict-
free scheduling protocol utilizes the request mechanism for slot assignments using 
TDMA to active nodes. [20] Gives the basis for testing the energy consumption under 
mobility pattern of single node in real time environment. Dynamic Multilevel Priority 
(DMP) packet scheduling [21] considers the hierarchical level for scheduling the 
packets in TDMA. It maintains the three levels of queues on the basis of data types 
as real time, non-real time remote and non-real time local. The performance of 
network degrades with mobile nodes since packet generation is random and served 
on the shortest job first. [22] Considers hierarchical and cluster-based network with 
the node and sink mobility. Nodes are classified according to the function as gateway, 
ordinary or CH for energy saving and increasing the lifetime. Due to the mobility of 
both sink and nodes, the possibility of link failure increases causing more energy 
requirements. [23] Considers the formation of network structure based on the data 
collection points. It gives reduced delay in communication of data when sources are 
nearby of each other. [24] Presents the use of TDMA MAC protocol for short-range 
data communication with little overheads and communication errors as compared to 
CSMA. [25] Presents the survey of CSMA protocol for WSN showing selection on 
the basis of different environmental conditions.   
In summary, related work proposes the different methods for achieving the energy 
efficiency and good throughput. TDMA-based scheduling proves to be one of the 
efficient methods but has problems of perfect time synchronization with increased 
network dynamics. The communication overheads in passing the handshake signal 
(RTS/CTS) are more, however, CSMA is suitable. The slot allocation for data 
transfer in multi-hop using CSMA prompts the surplus requirement of bandwidth as 
compared to TDMA [5-7]. To maintain a level of conflicts and bridge the network 
requirements with low and high traffic a hybrid CSMA/TDMA scheduling is 
proposed [9].  
4.3. COLLISION AVOIDANCE MULTIPLE ACCESS TECHNIQUES 
A channel access mechanism is used to regulate the radio of node for transfer of 
aggregated packets to sink. The different collision avoidance multiple access 
mechanisms are: 
Time Division Multiple Access (TDMA): In TDMA, the data transfer from nodes 
to coordinating base station is organized into cycles with a number of fixed time slots. 
These slots are organized into frames and repeated for transfer of data. The 
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disadvantage of TDMA is, it introduces the time drifts for low traffic loads reducing 
the throughput and increases the delay. It is best suited for dense networks for 
collision-free data communication with reduced energy consumption and an increase 
in throughput. The difficulty with TDMA mechanism is the synchronization of the 
nodes and adaptation to topology changes [5, 12]. 
Frequency Division Multiple Access (FDMA): FDMA is a channel access method 
used in multiple-access protocols as a channelization protocol. FDMA gives users an 
individual allocation of one or several frequency bands or channels. It coordinates 
access between multiple users with the requirement of additional circuitry and radio 
channels to communicate data. It consumes more energy which is scare in WSN [10]. 
Carrier Sense multiple access (CSMA): is a probabilistic Media Access Control 
(MAC) protocol in which a node verifies the absence of other traffic before 
transmitting on a shared transmission medium.  It does not have the bandwidth and 
latency guarantee due to an asynchronous message passing mechanism. The 
technique is susceptible to variable traffic and is quite robust against interferences 
[25]. 
Code Division Multiple Access (CDMA): CDMA employs spread-spectrum 
technology and a special coding scheme (where each transmitter is assigned a code) 
to allow multiple users to be multiplexed over the same physical channel. CDMA can 
work as an efficient collision avoidance technique, only if its cost requirements are 
reduced [10]. 
4.4. MYOPIC AND NON-MYOPIC SCHEDULING FOR WSN 
In this section, introduces the details regarding the implementation of bandwidth 
efficient scheduling algorithms, which considers the effects of stable, heterogeneous 
and mobile node and sink. The packets are scheduled according to the present and 
future state of the channel for maximizing the throughput that in turn correlates the 
bandwidth utilization [7, 9]. 
4.4.1. ASSUMPTIONS AND NETWORK MODEL 
The assumption is that aggregation is permanent and messages that are aggregated 
will not split later. At each time slot, the process of transmission and aggregation is 
repeated until the sink (BS) collects all the messages. Clearly, aggregation will 
improve scheduling efficiency by reducing the number of packet transmissions and 
effectively conflicts. Consider that, if in-network aggregation is allowed, it can be 
done with a negligible cost of energy or computing power [5, 7-8]. If aggregation is 
not allowed, then one packet contains only one message and consumes more energy. 
The design assumptions include but are not limited to, placement of nodes, 
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scheduling and synchronization strategies, states of the radio, mobility patterns and 
traffic models used. 
Network Model 
In the initial stage of the algorithm, all the nodes are deployed in the random manner 
and clusters are formed based on the clustering algorithm with metrics presented in 
[3]. A network is modeled as a clusters tree T (V, E) with CHs grouped into ‘V’ set 
having ‘E’ wireless links. The cluster tree is formed by many sub-trees T1, T2, T3- Tn 
with ‘n’ number of nodes in each cluster as shown in Figure 4-1 according to [7-8] is  
 
Figure 4- 1  Network model [7- 8] 
The CH in each sub-tree aggregates ‘m’ number of messages from cluster members 
at time instant ‘t’ using myopic scheduling and transfers to the next member in the 
path to sink. The multiple messages generated outside the first slot causes the 
collision and requires retransmission, which in turn increases the delay and energy 
waste. The algorithm recursively follows the steps utilized in intra and inter-cluster 
communication till aggregated message reach to sink [8]. The collision-free 
transmission is obtained by allocating the TDMA based scheduling slots for 
transmitting and receiving CHs in repeated form [7]. Each node in the network 
operates in the sleep and wake-up mode, which saves the energy. Also, the hop-by-
hop transmission saves the energy with transmission cost as unit/per forwarding [5, 
7-8]. 
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4.4.2. PROPOSED MECHANISM 
Problem of conflict-free slot allocation for the aggregated information and the 
scheduling decision in the cluster-based network with the stable and mobile state of 
sink and node is divided into two parts according to the concept in [7-8], 
 In the first part (intra–cluster), myopic scheduling is used with consideration of 
the present state of the channel (i.e. communication between node and CH). 
 
 In the second part (Inter-cluster), scheduling of slots depends on both present 
and future state of the available channel called non-myopic scheduling (i.e. for 
the CH --- CH to Sink). 
 
 Node mobility is considered in the intra-cluster communication while the 
mobility of the sink is considered in the inter-cluster. 
 
 The main aim is to improve the throughput (bandwidth utilization) with reduced 
energy consumption and delay.  
The proposed structure of CMNMS mechanism is shown in Figure 4-2  
 
Figure 4- 2  Proposed mechanism of scheduling algorithms [7- 8] 
Assume that all the individual node generates ‘m’ messages with weight ‘Wm'  at the 
time instance t>0.  All these messages are aggregated by CH as a set ‘M’. Let ‘St’ be 
the schedule for the group of nodes to communicate the message during time slot ‘t’ 
[7-8]. Then the system state of the static node used to perform the myopic, or non-
myopic scheduling is represented as fm(t) with vector representation as f(t)={fm(t)} 
[7-8]. Also, the network has mobile nodes moving at ‘s’ km/h speed, making frequent 
changes in the links and hence structure of the network T (V, E). Therefore, during 
scheduling decisions, the mobility patterns are represented by a vector f (t)s={fm(t)s} 
at time  ‘t’ [8].  With mobility, ‘tmch’ denote the time when message ‘m’ arrives at 
CH, and ‘tm’ is the time required for scheduled message ‘m’ to reach the sink. If ‘S’ 
are the possible schedules for the represented state of the network, then the number 
of nodes n ∈ St  in the cluster will forward the message to CH with active links. The 
process repeats for message transmission from CH to the sink.  
Energy Model 
Nodes used in WSN are scare with energy, and most of their energy is consumed in 
communication, data transmission, reception, sensing, and deciding the schedule in 
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a mobile environment. For the static condition of the node and sink, the energy model 
from chapter 2 section 2.5.3 is considered. The energy spent to transmit and receive 
an m-bits message over a distance d, called transmission distance and is denoted by 
Etx (d) and Erx respectively [4] and is given by  
Etx (d) =m*(ɛdα + Eelec), and   Erx= m* Eelec                                 (4-1) 
Where Eelec is the electronics energy, and ‘ɛ’ is the transmitter amplifier in the free 
space. For multipath model, ‘α’ is the path loss exponent, with 2≤α≤4.  
We assume that a constant rate of energy drain will occur during node mobility. Let 
‘emove’ be the energy cost for the node and sink to move one unit distance and the 
distance traveled by the sink and node is l, then energy spent by the node and sink 
during their mobility [8, 26] is computed according to eq. (4-2), 
                          Emv (l) = emove*l                                                  (4-2) 
 Delay Analysis for clustered network 
The proposed network model uses the cluster tree with some clusters at each level. 
The scheduling algorithm considers the myopic and non-myopic scheduling of 
packets in the consecutive slots either in intra or inter-cluster communication [7]. The 
time required for ‘N’ nodes to schedule the ‘k’ packets in ‘tslot’at CH is calculated 
according to eq.(4-3), and the time required for the number of CH with fewer 
collisions to sink is calculated by and to sink by eq.(4-4) according to concept [5, 7], 
 Tch= ((N/k)-1) tslot                                                                         (4-3) 
The total time required to send the aggregated response to sink is  
  
 Tsink = k. tslot                                                                 (4-4) 
Hence, total time required for the aggregated packet to reach to sink from node is                  
T = Tch+Tsink = [((N/k)-1) +k] tslot                                               (4-5) 
 All the activities of each node are scheduled and synchronized in the time slot                     
1≤ tslot ≤ T.  
With controlled mobility of node and sink the time required to schedule the activity 
is increased  and depends on the speed ‘s’ of movement in [8] as 
T =  s* [((N/k)-1) +k] *tslot                           (4-6) 
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4.5. RESULTS AND DISCUSSIONS 
The parameters considered for simulation of CMNMS [7-8] are given in Table 4-1.  
The performance of CMNMS algorithm is compared with an efficient slot assignment 
algorithm GCF [15] and the cluster-based version of DRAND: A-DRAND [16], Both 
GCF and A-DRAND takes the decision of scheduling based on myopic scheduling.  
Table 4- 1  Simulation parameters for scheduling algorithms [7-8] 
Parameter Value 
Network area 100x100 meters 
Number of nodes 25,50,75 and 100 
Number of sources 24, 49, 74 and 99 
Number of sinks 1 
Initial placement of source and sink    
Sources are placed randomly in the given 
area, and the sink (BS) is placed at the 
corner of the area. 100m*100m 
Initial energy 100J 
Propagation model  Two Ray- Ground 
Traffic model  Constant bit rate 
Idle power 14.4 mW 
Receive power 12.06 mW 
Transmit power 36.0mW 
Runs of each simulation 20 
Sink mobility/Node mobility 10/20 meters /sec 
 
4.5.1. RESULTS WITH STATIC NODE AND SINK 
In the initial part of the work, cluster based Myopic and Non-myopic algorithm 
(CMNS) [7] is developed for reducing conflicts occurred due to two-hop 
communication with increased throughput at the network with the static sink and 
nodes. Under this condition, once the nodes are randomly distributed, they are aligned 
with any one cluster, and CH is selected according to a number of the nearest node 
with one-hop connectivity and remaining energy (eq. 2-4). The scheduled function 
of intra-cluster communication f(f(t),S) [7-8], is time dependant  and represents the 
current state of  the channel  f (t) with possible schedules ‘S’ available in time ‘t’ is 
given by eq. (4-7), 
𝑓(𝑓(𝑡), 𝑆) = ∑ 𝑤𝑚{𝑓𝑚 (𝑡) ∉ 𝑆, 𝑓𝑚(𝑡) ≠ 𝑉𝑐ℎ}𝑚∈𝑀                                                 (4-7) 
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With non-myopic scheduling in inter-cluster communication, the scheduled function 
(f(t), S) is the one step ahead of the current state of the channel availability at time 
t+1  and is given by eq. (4-8 and 4-9) [7-8],  
For CH to CH communication, 
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For CH to BS communication, 
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 In eq. (4-8) and (4-9), part-I and II works in a myopic and non-myopic way to 
reduces the collisions by allocating conflict-free scheduling slots[7-8].  
Number of Conflicts: In Figure 4-3(a), CMNS shows that conflicts in allocating the 
slots are reduced by 22.50% over GCF and 54.41% over A-DRAND. GCF and A-
DRAND show more conflicts because they decide the schedule for transmission of 
packets on the basis of present state, while CMNS considered the present and 
predicted future state of channels availability. Also, GCF uses the three hop 
information and A-DRAND two-hop information for deciding the schedule in intra 
and inter-cluster communication. 
Average Energy Consumption:  It depends on the retransmission of the message 
causing collision in the channel due to improper allocation of the slot.  In the case of 
CMNS, it is reduced by 25.06% and 52.09% over GCF and A-DRAND respectively 
as shown in Figure 4-3(b). This variation occurs due to the balancing of slot allocation 
according to available packets. The node will wake-up and sleep for forwarding the 
packets according to the present and predicted new state. On the other side, GCF and 
A-DRAND transfer messages in the present state of scheduling. Energy consumption 
in GCF increase since it decides the schedule based on three hop information with an 
increase in overheads. The mechanism used in CMNS helps to maintain less conflicts 
which lead in reduced average energy consumption. 
Average Throughput: Figure 4-3(c) CMNS has a better throughput of 6.29% and 
27.19% over GCF and A-DRAND respectively. The reason for showing better 
throughput is the proper scheduling of conflict–free slots when nodes are active. This 
minimizes the retransmissions and saves the energy. Also, the used mechanism in 
CMNS reduce conflicts and leads to an increase in throughput.  
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 (a) Number of conflicts-CMNS                           (b) Average energy consumption-CMNS 
                         
(c) Average throughput-CMNS                   (d) Average delay-CMNS 
Figure 4- 3  Results with static nodes and sink- CMNS [7] 
Average Delay: The average delay depends on allocating the schedule to the packets 
for transmission either in intra or inter-cluster communication. It also depends on the 
decision based on the availability of the channel. Figure 4-3(d) shows CMNS has 
increased average delay as compared to GCF and A-DRAND due to the late decision 
of a predicted future state. The reason for reduced delay in A-DRAND is its adaptive 
nature to network traffic and transfers data immediately in the present state of the 
channel. 
4.5.2. RESULTS WITH NODE MOBILITY [8] 
The mobility of a node in the network affects the state of the channel since it makes 
frequent changes in the links. The results for SDNM [8] are obtained by considering 
the node mobility of 20 meters/sec. With increased node mobility, it is difficult to 
take the correct decision for scheduling the slots for transfer of aggregated packets. 
Consider that the node moves with speed‘s’ km/h with variation in the network 
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structure T(V, E), with the state as f (t) s= {fm (t)s} [8]. The conflict-free schedule for 
message transmission from node to CH (Vch) in a non-myopic way is given according 
to eq.( 4-10 and 4-11) [8],  
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Moreover, for CH to sink (Vbs) communication the channel state is  
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According to the ref [26] controlled mobility ensures the energy balance but with 
mobility may lead to degraded performance.  
 Number of Conflicts: With controlled node mobility in SDNM, the number of 
conflicts are reduced by 20.68% and 38.66% in comparison with GCF and A-
DRAND as shown in Figure 4-4(a). Due to the mobility of nodes, collection and 
transmission of messages by predicting the future state is easy. SDNM balances the 
number of conflicts in intra and inter-cluster communication. The time taken by GCF 
and A-DRAND in making decision of available collision-free slot for transmission 
of messages at multihop increases causing collisions.  
Average Energy Consumption:  With the allocation of balanced collision-free slots 
for reduced conflicts, SDNM requires less energy to transfer the aggregated packets. 
It is reduced by 26.07% and 45.80% as compared to GCF and A-DRAND as seen 
from  Figure 4-4(b). The reason for it is, mobile nodes comes in close proximity of 
cluster head and data collection at one hop requires less energy as compared to two 
and three-hop used by GCF and A-DRAND. The other reason is mobility of node 
inside the network changes the locations and has a number of possibilities in 
predicting the future state.  Also, A-DRAND arbitrarily takes the decision of 
scheduling for transfer of packets in present state only and requires more energy. The 
SDNM prefers non- myopic scheduling in deciding the schedule that helps to 
maintain fewer conflicts. 
Average Throughput: Figure 4-4(c) Throughput is actual count od packets reached 
to sink. SDNM has a better throughput of 6.80% as compared to GCF and 27.55% 
with A-DRAND. Collecting and transferring information from multi-hops in the 
present state of channel requires more time to find a conflict-free schedule, while A-
DRAND takes a decision based on the randomized schedule. Controlled node 
mobility and collection of data from one hop source increases throughput in SDNM. 
Average Delay: Figure 4-4(d) represents the corresponding result of average delay in 
allocating and finding the schedule. Due to mobility, location of the node changes 
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and difficult to take decision without predicting future state and require more time. 
The reason for increased delay in A-DRAND is its adaptive nature to network traffic. 
SDNM shows 20.07% and 35.56 % improvement in the delay as compared with GCF 
and A-DRAND respectively [7-8]. 
    
 (a) Number of conflicts-SDNM                        (b) Average Energy Consumption-SDNM 
    
(c) Average throughput-SDNM                         (d)  Average delay-SDNM    
Figure 4- 4  Results with node mobility- SDNM [8] 
4.5.3. RESULTS WITH SINK MOBILITY 
The performance of the scheduling algorithm is tested by adding mobility to sink for 
collecting the packets and is fixed at 10 mtrs /sec. The sink moves with the pre-
defined path to collect the aggregated packets. The activities of the nodes are 
scheduled according to the availability of channel in either myopic or non-myopic 
way. It minimizes the time required to transfer the packets with one hop consideration 
and improves the utilization of channel with increased throughput.  
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Number of conflicts:  From Figure 4-5(a) the number of conflicts in the CMNMS 
algorithm are less by approximately 15% as compared to GCF and A-DRAND. It is 
due to mobility of a sink in the predefined path. The active node in the path will 
transfer the packets and due to scheduled wake up and sleep time possibility of false 
transmission is minimized.  
    
(a)  Number of conflicts-CMNMS                          (b) Average energy consumption-CMNMS 
    
 (c) Average throughput-CMNMS                    (d) Average delay-CMNMS 
Figure 4- 5  Results with sink mobility- CMNMS 
Average Energy Consumption:  According to Figure 4-5(b), with three scheduling 
algorithms, CMNMS algorithm has reduced average energy consumption by 16.62% 
and 42.43% than GCF and A-DRAND respectively. It is more than static sink (ref. 
Figure 4-3 b); the main reason is that it needs more control message to be exchanged 
between the nodes and position of the sink. The energy consumption in all cases is 
uniform till node density is 50 but increases after that exponentially in the case of 
CMNMS but random in GCF and A-DRAND, this is because of unstructured slot 
allocation with the movement of sink and data communication in multi-hops i.e.[ Ec= 
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E1hop+ E2hop+ ----]. In GCF collecting information from three hops requires precise 
slot allocation for reduced energy consumption.  
Average Throughput: Figure 4-5(c) shows the comparison of average throughput 
measured on the basis collision free packet transmission to sink. CMNMS has a better 
throughput of 7.52% and 35.57% over GCF and A-DRAND. It is due to the collection 
of more packets in the allocated time from the CH to mobile sink. The location 
information is communicated to sink in the initial stage of the traverse and sink travel 
according to a predefined path. Also, it is seen that as node density increases, the 
average throughput decreases. The node has to decide data transmission scheduled 
based on the present and future state of the channel, which changes with the 
movement of the sink. Most of the time in the myopic scheduling (present state) of 
the channel, links are direct and transfer packets without loss. 
Average Delay: Figure 4-5(d) shows the average delay measured by the network 
when CH transmits the aggregated packets to sink. It is seen that average delay is 
more by 33.22% and 17.52% as compared to the GCF and A-DRAND, this causes 
because of predicting the future state in the inter-cluster communication and taking 
the next decision of schedule is complicated. The mobile sink continuously changes 
the position and is difficult to decide the schedule specifically in predicting the future 
state (non-myopic) and increase the amount of delay in the network. 
From sections 4.5.1, 2 and 3, it is concluded that CMNMS performs better as 
compared to GCF and A-DRAND, but with the sink and node mobility, number of 
conflicts are reduced with an increase in throughput at the cost of increased delay. 
This causes due to finding the schedule of nodes with present state and predicting the 
future state of the channel. The increased throughput indicates the proper utilization 
of bandwidth. 
4.6. SCHEDULE-BASED COLLISION AVOIDANCE ALGORITHM: 
SCA  
 In the low data rate applications using WSN, the transmission reliability and energy 
consumption plays an important role in the transmission of data and allocation of the 
conflict–free schedule for continuous operation. With the surge of packets due to the 
cooperative communication of the end nodes in WSN and requirement of sustainable 
operation of the network a Scheduled-based Collision Avoidance (SCA) [9] 
algorithm using ZigBee is proposed. The proposed SCA uses the activity-based sleep/ 
wake-up scheduling with duty cycle as computational metric. The combination of 
CSMA/CA and TDMA mechanisms for message passing and allocating the slot is 
used to find the trade-off between reliability and energy efficiency. The major 
reliability issue is due to collision of packets reaching to central coordinator through 
multiple paths at the same time [9, 27-28]. The performance is compared with 
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synchronized, positional and channel-dependent scheduling algorithm resulting in an 
improved lifetime and reduced collisions. 
4.6.1. SCHEDULING SCHEMES 
The performance of multi-hop WSN, to accomplish high reliable data transfer, better 
throughput and reduced energy requirement depends on different scheduling 
techniques. The algorithms used for coordinated sleep/wake-up scheduling utilizes 
the network topology, traffic and duty cycle as the performance measurement tool 
and expressed in terms of communication period (CP) [9, 11, 29]. The different 
sleep/wake-up scheduling algorithms are characterized according to their 
functionality and defined in [9, 11] as: 
Synchronized Sleep/Wake-up Scheduling: The sleep/wake-up schedule of all the 
nodes in the network is same and synchronized once at a time. It has high PDR and 
low energy consumption with TDMA as base scheduling technique [9]. 
Positional Sleep/Wake-up Scheduling: The sleep/wake-up schedule of node 
depends on the position and depth in the cluster-tree. It uses fixed duty cycle to 
manage the active period of each node and organized as a pipeline [9]. It has low 
PDR and increased energy consumption with CSMA as base scheduling technique. 
Channel-Dependent Sleep/Wake-up Scheduling: The sleep/wake-up schedule of 
node depends on traffic and availability of channel.  The active period is diverse for 
nodes at same depth in the routing tree i.e. adaptive duty cycle. It has low PDR and 
increased energy consumption with combination of CSMA and TDMA as base 
scheduling technique [9]. 
Activity-based Sleep/Wake-up Scheduling: The sleep/wake-up schedule of end 
node and parent depends on the activity. The single TDMA slot is allocated for the 
parent and child node to transfer the data. It has increased PDR and low energy 
consumption with combination of CSMA and TDMA as base scheduling technique 
[9].    
4.6.2. PROPOSED NETWORK MODEL 
The cluster–tree network model used by SCA [9] algorithm for obtaining reliable 
data transmission and energy conservation is shown in Figure 4-6. It consists of the 
ZigBee coordinator (ZC) or master node at address ‘0’ and manages all the activities 
of the network. The data from end nodes (ZCD), is aggregated at one node with 
respect to their relative position and depth in the routing tree and communicated to 
ZC through ZigBee routers (ZR). The required bandwidth for data communication is 
allocated dynamically by Guaranteed Time Slots (GTS) of super frame structure to 
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reduce end-to-end delays and ZR buffer requirements. SCA is designed for the 
Personal Area Network (PAN) and uses IEEE 802.15.4 MAC [29]. 
 
Figure 4- 6  Proposed network model- SCA [9] 
Proposed Mechanism 
SCA proposes a hybrid approach of CSMA and TDMA technique to avoid collisions 
with multi-hop communications [9]. It schedules the activities of parent and 
associated child nodes in the same slot by adjusting the duty cycle of each. All the 
packets are aggregated at single node before transferring to coordinator through 
router using the ZigBee-complaint super frame structure. Figure 4-7 is the proposed 
mechanism of SCA [9, 27], utilizes single parent and its associated children are active 
all together in same slot.  
 
Figure 4- 7  Proposed mechanism- SCA [9,27] 
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Figure 4- 8  Super frame structure- SCA [9] 
The super frame structure used for providing the channel access and collision-free 
data transfer, is bounded by beacons is shown in Figure. 4-8 [9, 30-33]. The dynamic 
time frame for channel access and reliable data transfer is signified by the Super 
frame Duration (SD). The node competes for channel access in Contention Access 
Period (CAP) and transfers data using CSMA/CA scheduling technique. The 
Collision Free Period (CFP) is used for applications requiring low delay and reliable 
data transfer over channel. Both CAP and CFP are the part of SD and are used for 
energy management of the WSNs.  By adjusting the sleep scheduling time of node 
the energy conservation can be achieved [9].  
In a beacon-enabled mode, ZigBee coordinator synchronizes the nodes in PAN by 
sending the beacons periodically. The required power is managed by using the 
concept of duty-cycling and implemented through a super frame structure bounded 
by beacons shown in Figure 4-8 [9, 27, 33]. 
The main objective of SCA is to reduce the energy consumption and delay with 
improved PDR by application of activity based sleep/wake-up scheduling. TDMA 
scheduling provides collision-free slots to individual parent and child node for 
transfer of data packet. The control messages are transferred using CSMA techniques. 
The combination of TDMA and CSMA helps to reduce the energy consumption [9].  
 
4.6.3. SCA ALGORITHM  
The SCA algorithm [9] uses the beacon-enabled mode for slotted CSMA/CA 
scheduling mechanism for checking the channel access. For transfer of aggregated 
packets, the node has to check the availability of channel by performing the Clear 
Channel Assessment (CCA) test at the end of each back-off stage. The flow of SCA 
for reliable transmission of data packets with reduced energy consumption is drawn 
according to [9, 27, 33] and is shown in Figure 4-18.  
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Figure 4- 9  Flow of SCA. [ 9, 27, 33] 
4.6.4. RESULTS AND DISCUSSIONS  
To improve the packet delivery ratio, throughput and delay with reduced energy 
consumption the network is simulated using NS-2 (ns-2.34) simulator. The other 
parameters used are according to ref [9, 34] and given in Table 4-2. ZigBee 
coordinator in the network activates the tree-addressing scheme. The scheduling 
mechanisms are working in the distributed manner where CSMA is used at the router 
level while TDMA at the coordinator to increase the throughput. 
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Table 4- 2 Simulation parameters of SCA [9] 
Parameter Value 
Network area 100x100 meters 
Number of nodes 81 
 Address and depth of  ZC 0 
Depth of network (Lm) 16 
Number of children (Cm) 4 
Number of routers 4 
Transmission range 10 meters 
Traffic model  Constant bit rate 
MAC   IEEE 802.15.4 
Computational metric Duty cycle 
Placement of node   Random  
back off period for channel access 320 µs 
 
 Packet Delivery Ratio: From Figure 4-10 (a) shows a trend of PDR with increased 
number of messages per frame. It is seen that, PDR of each scheduling scheme goes 
on decreasing with an increased number of messages. The synchronized scheduling 
has higher PDR than others in the initial stage due to even duty cycle and extends 
according to traffic. However, with an increase in the count of messages, proposed 
SCA shows increased PDR of approximately 64.34% as compared to synchronized, 
positional and channel-dependent scheduling. It is because of allocating the same 
TDMA slot for single parent and its associated child’s, which avoids collision of 
packets.   
Average Energy Consumption:  In Figure 4-10 (b) proposed SCA shows reduced 
average energy consumption by 34.13% as compared to synchronized scheduling, 
and 32.45% & 32.98% with respect to positional and channel-dependent scheduling 
respectively. The activity-based scheduling performs better despite the fact that PDR 
is high and subtle to the message per frame (CP). SCA uses the decentralized 
approach where only one parent and its associated member nodes are active to 
transfer data packets to coordinator through router.   
Throughput: Figure 4-10 (c) represents the comparison of throughput of scheduling 
mechanisms. The proposed activity based scheduling in SCA shows increased 
throughput of 47.33% as compared to synchronized sleep/wake-up scheduling, 
19.38% with positional sleep/wake-up scheduling, and 51.09% compared with 
channel-dependent sleep wake-up scheduling. This improvement is due to variation 
in the duty cycle and balance of schedule between the ZigBee router and end nodes. 
In synchronized scheme, it is difficult to synchronize the local and global clock of 
nodes during scheduling of packets since all nodes use same sleep/wake-up time. The 
hierarchical structure in positional scheduling causes delay due to pipelining, while 
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packets wait for the channel to free in channel dependent and causes the drop of 
packets. Throughput is the measure of the bandwidth consumed by the network. 
    
(a)   Packet delivery ratio-SCA                              (b)  Average energy consumption-SCA 
    
(c)  Average throughput–SCA                                 (d)  Average latency–SCA 
    
(e)  Number of packets transmitted–SCA              (f) Node energy variations–SCA 
Figure 4-10 Results with scheduled collision avoidance  algorithm- SCA [9] 
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Average Latency: It is the time taken by the child node to transfer packets to 
coordinator through router. Activity-based scheduling has reduced latency of 53% as 
compared to synchronized and positional wake-up scheduling, while 50.23% 
reduction in channel dependent as shown in Figure 4-10 (d). This is due to the 
queuing of the messages and variation in traffic at each parent during the active 
period. 
Number of Packets Transmitted:  From Figure 4-10 (e) the number of packets 
transmitted in SCA are increased by 9.35 % as compared with synchronized and 2% 
as compared with channel and positional sleep wake up scheduling. The packet 
dropout ratio is approximately 30% as compared with synchronized, positional and 
channel-dependent scheduling 
Node Energy Variations: Figure 4-10 (f) demonstrates the node energy variations 
based on the duty cycle variations to transfer the packets. Node will wake-up only 
when event occurs along with parent node other, whereas it will be inactive. It saves 
the energy with increased lifetime of the network. 
4.7. SUMMARY OF CHAPTER   
This chapter gives comparative discussion with the major advantages and 
disadvantages of existing approaches, which gives the insight to develop new 
scheduling algorithms based on the myopic and non-myopic state of the channels. 
Algorithms are expedient for allocating the conflict–free scheduling slots based on 
the availability of channel and number of packets in the intra and inter-cluster 
communications. This chapter explores the four contributions: first, based on the 
static node and sink (CMNS algorithm), second is node mobility-based approach for 
minimizing the collisions of packets in the channel (SDNM, third based on the sink 
mobility (CMNMS). The hybrid approach used in CMNS [7] and SDNM [8] shows 
less number of conflicts, average energy consumption, and more throughputs as 
compared to GCF and A-DRAND. Under the static condition of the sink and node, 
the delay is less but increase with node mobility. With sink, mobility throughput is 
increased as compared with static and node mobility. In dense network myopic 
scheduling is preferred over non-myopic scheduling since allocation of conflict-free 
slots to CH and other backbone nodes for transfer of packets to sink is easy, which 
improves the channel utilization and throughput. Also, link scheduling with in-
network aggregation is useful for reducing and analyzing the energy consumption 
and delay performance with increased throughput in case of a network with mobile 
nodes. The final contribution of chapter proposes a hybrid approach of CSMA and 
TDMA technique to avoid collisions with multi-hop communications [9]. With 
proposed activity-based scheduling PDR improves by 69.13% and 30% reduction in 
average energy consumption. The increased throughput with reduced packet dropout 
ratio indicates the utilization of channel bandwidth with the reliable transmission of 
packets. 
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CHAPTER 5. SYNCHRONIZATION 
ALGORITHMS FOR BANDWIDTH 
UTILIZATION IN WSN 
The chapter illustrates hierarchical structure used to develop 
the synchronization algorithm for efficient utilization of 
bandwidth. The proposed synchronization algorithms consider 
the system model based on clustered spanning tree mechanism 
which works on level-by-level synchronization. The activities of 
the node are scheduled and synchronized with the notion of the 
global clock for reducing the clock skews. The chapter surveys 
the different synchronization mechanisms and proposes hybrid 
synchronization mechanism (scheduling + synchronization) for 
obtaining the improved performance as compared with existing 
state-of-the-art solutions. The reduced synchronization errors 
energy consumption, delay along with improved throughput are 
the performance measures. The effectiveness of the algorithm is 
verified with different scenarios as static, mobile and 
heterogeneous nodes in the network. 
5.1. INTRODUCTION 
WSNs have received considerable attention in collection and transmission of reliable 
data in inevitable potential applications.  The primary challenge in synchronized data 
aggregation and communication of packets to the sink for increased throughput is to 
schedule and synchronize the activities of the nodes with global clock [1-2]. For 
instance, if nodes used for sensing and collection of data are provided with diverse 
scheduling slots and not synchronized with the common time scale, then the result 
will be distinctive and uneven. To have coordinated operation with a minimum 
number of conflicts in slot allocation and transmission, local clock of nodes must be 
synchronized with sink- a global clock. Also, to avoid the collisions and reduce the 
energy consumption with increased throughput, slots must be synchronized with a 
global timescale for communicating the aggregated packets to sink. Since the clocks 
used for time stamping in node operate independently and, may not be synchronized 
with each other.The unsynchronized nodes face difficulty in integrating and 
interpreting the information sensed by the nodes [10-11]. Likewise, topological 
variations caused due to mobility and scarce resource of nodes as bandwidth restricts 
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the multi-hopping and demands for new solution differing from traditional ones 
having the capability of estimating the time uncertainties accurately. 
Timing-Synch Protocol for Sensor Networks (TPSN) [3], considers the hierarchical 
structure and performs pair-wise synchronization for the two-way message exchange 
between sender-receivers with global time scale of the network. The time 
synchronization in WSN is indispensable due to infrastructure-less network and 
consumes more energy with increases retransmission delay in communication.  To 
avoid collisions and re-transmission of discarded packets a balanced approach of 
scheduling and synchronization is required from the lower layer to the upper layer. 
The comparative analysis of different synchronization strategies for WSN are 
presented in [4]. To achieve the efficient utilization of scarce resources of the node 
an efficient schedule based MAC for managing the time slots node and CH along 
with time stamping is required. For instance, the scheduling protocol such as TDMA 
used in the network strictly demands synchronization among nodes. Besides, low-
cost clocks and resource constraints nodes, the time and clock synchronization in the 
WSN is affected by communication errors caused due to drift, frequent topological 
changes, node failures and clock drifts [5, 10, 16].The node and network-wide 
synchronization from root node to parent avoids the disparity of packets used for 
communication. To get better results in the WSN networks with clock 
synchronization, a layered cluster-tree is preferred for one-hop or multi-hop data 
proliferation from node to CH and CH to the Sink as spanning tree (SPT) mechanism 
[6]. “The tree-structured synchronization protocols are suitable for sensor networks 
with few nodes while distributed for the large sensor network. Synchronization 
algorithms co-ordinate the time scale of node and network, and scheduling 
algorithms allocate the collision-free time slots to reduce the energy consumptions, 
delay and increase in throughput [7-12]”.  
The chapter proposes hybrid synchronization algorithms to establish the hierarchical 
structure of network using cluster-based spanning tree to address the issues in the 
synchronization and improve them in the presence of non-ideal clocks. The chapter 
has three-fold contribution based on static, mobile and heterogeneous nodes and 
addresses the challenges of synchronization. The Synchronized Data Aggregation 
Algorithm (SDA) [10] uses the static nodes for the formation of clustered network. 
The proposed working mechanism uses SPT for obtaining the results than the 
structured network. The level-by-level synchronization of nodes with a global time 
scale of network shows improvement in performance parameters. Bandwidth 
Efficient Hybrid Synchronized Data Aggregation Algorithm (BESDA) [11] 
considers the mobile nodes with static sink. The energy consumption of network 
increases with the addition of mobile nodes due to frequent changes in the network 
dynamics. It is also difficult to coordinate the activities of nodes with the global time 
scale. To overcome the glitch,  the data aggregation in BESDA is carried out with 
global-time scale through out the network, while slots are synchronized to minimize 
the conflicts increasing throughput. The work is extended by developing the hybrid 
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(scheduling and synchronization) synchronization algorithms based on random 
mobility and heterogeneity of node as Mobility-aware Hybrid synchronization 
(MHS) [12] and Node Heterogeneity for Energy Efficient Synchronization (NHES) 
[13] and Heterogeneity–aware Bandwidth Efficient Hybrid Synchronization [14] for 
improving the energy efficiency and bandwidth utilization. 
5.2. RELATED WORKS 
 To achieve better energy saving, increased throughput and reduced synchronization 
errors and clock skews occurring due to mismatch of synchronized scheduling slots 
with respect to the global clock of the network, this section explores the different 
possibilities, methods and techniques used in scheduling (TDMA) the slots and 
synchronization techniques to improve the QoS. [5] Considers the CH as a source of 
reference clock than root nodes. During the failure of root node the system clock is 
adjusted according to the time. [6] Uses the spanning tree mechanism to synchronize 
the sub-trees in the network with level-by-level. The sub-tree synchronization process 
helps to match the clock time within the level. It minimizes the clock adjustment 
time.  
In [7], the proposed data aggregation tree collets the data from multiple points on the 
basis of time drift and phase offset of nodes. The time synchronization is obtained 
during formation of aggregation tree.  
In [8], energy saving is achieved by allocating the conflict-free slots to mobile nodes. 
The aggregated packets are transferred in consecutive time slots using TDMA as 
basic MAC.  In [9], different schemes of scheduling are presented for effective data 
gathering and processing. Slots are allocated on the basis of data rates received from 
nodes. The proposed consecutive slot assignment TDMA-MAC reduces the state 
transitions conserving energy. “The TDMA based schemes have problems of perfect 
time synchronization, and not suitable for scalable network due to the high network 
planning overhead [10-11]”. 
In [10], energy consumption and sync errors are reduced using level-by-level 
synchronization of nodes with a parent. The data is aggregated using spanning tree 
mechanism at the notion of global time scale.  [11-14] proposes the hybrid approach 
based on the node mobility and heterogeneity to improve the bandwidth utilization. 
In [15], reduced packet delay and high throughput is obtained by scheduling the 
communication in clustered network using Cycle-based synchronous scheduling. The 
optimized cycle length and transmission order along with clustering is best suited for 
WSN used in delay–sensitive applications. External Gradient Time Synchronization 
Protocol (EGsync) [16] addresses the issue of external node synchronization with 
reference node by optimizing the clock skews from neighboring nodes. EGsync 
incurs computational and communication overloads while providing tight 
synchronization.  
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Reference Broadcast Synchronization Protocol [17] (RBS) uses the synchronization 
between two receivers by the intermediate node within the listening range of sender 
and receiver. The intermediate node sends the message for recording the time, hence 
saves the energy in clock updates. The energy required in synchronizing the reference 
sender in RBS is high. The adaptive value tracking Time synchronization protocol is 
presented in [18] to reduce the computational and communication overheads through 
successive feedbacks. The speed of operation is increased by adjusting the offset of 
the rate-synchronized clock without the need of network-wide synchronization. 
Algorithm presented in [19] for data aggregation considers the communication and 
delay costs using synchronous and asynchronous time model. The algorithm has time 
complexity in switching from modes with small clock drifts and balanced data 
aggregation.  
Clustered Time Synchronization algorithm (CTS) [20] presents the level-by-level 
synchronization of CH and nodes with the global clock. It saves the energy required 
to communicate the messages beside accuracy. [21] Proposes the hybrid scheme to 
ensure the sync accuracy with minimum energy. It considers partial scheme to 
calculate the time offset of few child nodes. Green Conflict Free (GCF) [22] considers 
the conflict graph to achieve better slot sharing and reuses of slots. It improves the 
scalability and energy efficiency by finding the conflict-free TDMA scheduling slots 
for the three hop neighbors to transfer the message and reduce collisions. In Adaptive 
DRAND (A-DRAND) [23] with increased node density it difficult to maintain the 
energy balance in the network. For collision-free data transfer CH is assigned more 
slots, while other members alter the role of CH after specified time interval to balance 
the energy. This reassignment of slots increases the overheads. [24] Introduces the 
concept of single and multiple movable data collectors along with space division 
multiple accesses techniques. It minimizes the routing and data gathering by time 
optimizing, while multiple collectors are distributed according to regions increasing 
data gathering time.  According to [25] the controlled mobility of nodes in the 
network with real life examples, helps to conserve energy in data gathering from one 
hop node.  Also, the group mobility model for nodes with cluster-based data 
aggregation is presented in [26] which considers distance and probability. The 
topology of the network changes with mobility and requires more time to take 
decisions hence not suitable to SPT mechanism for improved data aggregation 
accuracy.  
According to the literature survey, the synchronization algorithms used for energy 
efficient bandwidth utilization have challenges as scalability to network changes with 
an increase in node density, self-configuration, robustness, synchronization of the 
local and global clock, minimize clock drifts, minimize synchronization overheads, 
and the communication range of the mobile nodes. This chapter addresses few of 
them for reducing the synchronization errors, energy consumption, delay and 
increase in throughput. 
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5.3. SYNCHRONIZATION CONTROL ALGORITHMS FOR WSN 
The section gives details regarding the implementation of bandwidth efficient hybrid 
synchronization algorithms, which considers network with static, mobile and 
heterogeneous nodes and sink. To minimize the clock skew and synchronization 
error, the clock of the node is synchronized with global time-scale and clock of the 
network [10-14]. The cluster-based spanning tree with level-by-level synchronization 
reduces the energy consumption with improvement in throughput.  
5.3.1. NODE AND NETWORK ASSUMPTIONS 
The node and network assumptions of the algorithms used in this chapter are 
considered from section 2.4.1 and 3.3.1 except- Parent node (CH) broadcast the 
reference time, all nodes synchronize their time with a global time of the network. 
The sink is equipped with GPS capabilities, communication between the CH and 
member node is one-hop [10]. 
5.3.2. NETWORK MODEL  
“Consider a network tree T (V, E), where ‘V’ denotes the set of ‘n’ wireless nodes 
and ‘E’ denotes the set of wireless links developed by the static, mobile and 
heterogeneous nodes as shown in Figure  5-1 (extension of Figure 2-3). The network 
T (V, E) is divided into many sub-trees T1, T2, T3… Tn called as a cluster” Ref. 
(Section 4.4.1, Figure 4-1) [8, 10].  
 
Figure 5- 1  Network model [11-14] 
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Every sub-tree has one CH, which act as root for each node to transfer aggregated 
data packets to sink. The sink is located at the root and maintains the global time-
scale to synchronize the CH and nodes at different layers of tree. This reduces 
transmission time per forwarding [10]. The aggregated packets are scheduled with 
time slotted MAC [8] and forward in the error-free channel by synchronizing the slots 
(tslot) and local clock of node with the reference clock of the network [10-14]. “In the 
initial stage of the algorithm, the message ‘m’ generated in the time interval ‘tm’ is 
aggregated with time stamp at CH (parent in the tree)[10-11]” In the second level, 
the collision-free packet transmission to sink is done by allocating the TDMA–based 
schedule to all the CHs [11]. 
5.3.3. PROPOSED MECHANISM 
The proposed hybrid (scheduling + synchronization) synchronization utilizes 
spanning tree mechanism to reduce the clock skews and synchronization error. The 
clock synchronization of nodes at a depth of tree and network is done according to 
level-by-level approach. It reduces the overall energy required for broadcasting the 
message and improves throughput [10-14]. The hybrid synchronization algorithm is 
developed according to the steps as.  
1. Form the cluster-based spanning tree and perform level-by-level aggregation. 
2. Schedule the activities of nodes and CHs according to free slots to reduce the collision 
of packets.  
3. Synchronize the slots and clock of the node with the reference node in the network to 
reduce energy consumption. 
4. Reduce the errors occurred due to clock skew, hence the energy consumption and delay. 
5. Improve the throughput (bandwidth utilization) using a hybrid approach (Scheduling + 
Synchronization). 
Formation of Spanning Tree [6, 11, 20] 
In the proposed hybrid approach of synchronization, the Kruskal algorithm is used to 
form the minimum SPT of graph G (V, E). The randomly distributed nodes are first 
aligned into clusters according to the node clustering algorithm specified in [8]. In 
the second half, the CH is assigned address 0 and the nodes at the one-hop weight 
and receiving broadcast message of CH are added into the forest to form spanning 
tree inside the cluster (intra-cluster SPT) [10-14]. The address of the member nodes 
inside the cluster goes on changing according to the depth of tree and synchronized 
level-by-level. With the addition of mobile nodes some loops are formed and edges 
forming loop are discarded.  The network wised spanning tree recursively uses the 
same algorithm used in the individual cluster. In the inter-cluster SPT Sink is 
assigned with address 0 and CH receiving the broadcast message are added in group 
to transfer the packets received from lower layers as shown in Figure 5-2. [10-14, 
20].  
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Figure 5- 2  Spanning tree mechanism [10-14,20] 
Node Synchronization in SPT  
 In the SPT mechanism, node at lower layer are synchronized with parent node level-
by-level.  In the network level synchronization by default sink will be at level 0, all 
CH at level 1 and nodes inside the cluster at level 3 and so on i.e Sink-CH-Nodes.   
The sink node maintains the global notion of time [10-11]. The clock estimation of 
sink for transfer of data is obtained as : 
 In the synchronization mechanism, the total time required for reception (T2) of 
synchronization packet from nodes A to B is given by eq. (5-1). [ 3, 14]. It is the 
composition of transmitter time (T1), propagation delay (d) and the clock drift 
between the two nodes (∆),  
 T2 = T1 + ∆ + d                          (5-1) 
The total propagation delay and clock drift depend on the acknowledge time (T3) of 
receiver node ‘B’, and time T4 ‘A’ receives an acknowledgment packet from ‘B’. 
Then according to transmission, reception and acknowledge time  T1, T2, T3,  and 
T4  the drift and delay is calculated using eq.(5-2 and 5-3):[3, 14]  
∆ = (T 2 − T 1) − (T 4 − T 3)                                                  (5-2) 
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d = (T 2 − T 1) + (T 4 − T 3)                                                    (5-3)                        
 The transmitter node ‘A’ can correct its clock by knowing the drift,  and then it 
synchronizes to node B. Root node initiates time sync packet and receiver node Rx 
wait for random time to avoid contention before two-way message exchange between 
a pair of nodes. If the node is not assigned with level, it sends a level request message 
and its close neighbor reply with its level to update called local discovery. If 
acknowledgment to the sender is not received it, retransmit synchronization packet. 
If acknowledge is not received even after three retransmissions, then root node sends 
level request message once again. In this way, all the nodes in the level and network 
are synchronized. The level-by-level mechanism reduces the overheads [10-14]. 
Slot Scheduling 
The conflict-free scheduling algorithms [8, 9] are used to allocates the slot for transfer 
of aggregated packets from the node. It uses TDMA as basic MAC, for taking the 
decision on the basis of present and predicted future state of the channel. 
Energy and Delay Analysis 
In WSN, most of the node energy is consumed in the process of communication. 
Typically, depending on the state of the nodes radio either in transmitting, in listing 
or sleep mode, energy consumption is decided. It also depends on packet transmission 
rate and distance of node in the respective level with respect to parent. According to 
[12-14] the level of nodes in the SPT, the energy consumption is,  
  e(di)= k(et diα +e0 ) tslots                          (5-4) 
α- path loss and depends on the distance of a node to CH and sink, k- Number of 
packets, et- transmitter energy, e0- initial energy. 
The main objective of the hybrid approach used in synchronization algorithm is to 
increase the throughput of the network with minimum energy consumption. The radio 
states have different energy consumption (energy consumption per unit time) as a 
transmitter (Etx), receiver (Ercv), listen (Elst), and sleep (Eslp), respectively. We assume 
that the total time is logically divided into slots as tslot, and time slots are synchronized 
among nodes. A scheduled period ‘T’ is composed of consecutive time slots as shown 
in Figure 5-3. 
Assume that a node ni will produce ri data packets per scheduling period T. Thus, in 
the one-time slot, a node can transmit multiple data packets under the ideal 
environment. When a node ni is transmitting packets to a neighboring node nj with in 
intra-cluster, some other neighboring nodes that are in the listening state will also 
transmit its available data packet and consume energy. 
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Figure 5- 3  Synchronization frame [12-14] 
Therefore, the total energy consumption of node ni that transmits the data packets in 
L slots listening to neighboring nodes is given by eq.(5-5) according to [12], 
Energy consumption= (Etx +Ercv +n * Elst) L * tslot.                          (5-5)  
Also, the time required to schedule the ‘k’ packets at CH and then to sink is calculated 
according to the number of forwarding’s [12-14] and is given by eq.(5-6) (Ref section 
4.4.2):         
T = [((N/K)-1) +K] tslot                           (5-6) 
 All the activities of each node are scheduled and synchronized in the time slot 1≤ tslot 
≤ T. 
5.4. RESULTS AND DISCUSSIONS 
 The performance of proposed synchronization algorithms are analyzed using NS-2 
(ns-2.34) network simulator and parameters used are summarized into Table 5-1. The 
SPT mechanism is used to obtain results in the clustered-tree network consisting of 
static, mobile and heterogeneous nodes. The performance of hybrid synchronization 
algorithm is compared with time synchronization (TPSN) [3] and also applied on 
GCF [22] and A-DRAND [23] as a scheduling algorithm. The synchronization 
mechanisms are used to reduce the clock skews and errors, which in turn increase the 
throughput. The hybrid algorithms are proposed which takes care of synchronizing 
the clocks of nodes with the global clock of network and synchronized packets are 
scheduled in the channel to minimize the conflict and improve the QoS parameters. 
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Table 5- 1  Simulation parameters- synchronization algorithms [10-14] 
Parameters Value 
Network diameter  100x100 meters 
Number of nodes 25,50,75 and 100 
Number of sources 24, 49, 74 and 99 
Number of sink 1 
Type of nodes Static, Mobile and Heterogeneous. 
Placement of source and sink Random and sink at root 
Initial energy 100J 
Propagation model  Two ray ground 
Traffic model  Constant bit rate 
Idle power 14.4 mW 
Receive power 12.06 mW 
Transmit power 36.0mW 
Node Mobility 20 meters/sec 
Mobility model  Random waypoint [28] 
Runs of each simulation 20 
 
5.4.1. RESULTS WITH STATIC SINK AND NODE: SDA 
 The network used for SDA [10] if formed using static nodes and sink. The nodes are 
randomly placed and are organized into the clusters. Nodes in the cluster and clusters 
in the network form the spanning tree to communicate the aggregate packets from the 
leaf node to root (sink) [10]. The nodes in the intra-cluster are synchronized with the 
clock of CH and CHs in inter-cluster with a clock from the root node. Such level-by- 
level synchronization helps to minimize the clock skew which in turn reduces the 
synchronization errors and required energy.  
Synchronization errors and energy consumption: The basic problem with the 
distributed WSN is that the energy waste is increased due to increased clock skew 
and improper balancing of node and network clock. From Figures 5-4(a) and 5-4(b) 
The proposed, SDA [10] algorithm shows better performance in case of SPT 
mechanism than TPSN, since TPSN uses global time scale for all nodes to 
synchronize. Also, TPSN has added uncertainty at the sender end causing errors and 
requires more energy. 
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(a) Synchronization error-SDA                           (b) Synchronization energy-SDA   
    
 (c)Energy consumption-SDA                                (d)Throughput-SDA 
 
                                        (e) Delay-SDA 
Figure 5- 4  Results with static node and sink- SDA [10] 
In the proposed synchronization algorithms, the scheduling slots are synchronized to 
transfer the packets and every node is synchronized with global time maintained by 
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the sink. It performance level-by-level synchronization reducing the overheads 
required in synchronizing the lower layer node with sink hence shows reduced errors 
of 9.86% and energy consumption of 21.49% as compared to TPSN. The process of 
synchronizing the clocks within the level with reference node minimizes the transfer 
of messages and reduces the error. 
Average Energy Consumption: With the application of spanning tree mechanism 
and TPSN on schedule-based algorithms GCF, A-DRAND and proposed SDA. The 
average energy saving is improved by 41.45%, 40.01% and 42.40% as compared to 
TPSN and shown in Figure 5-4(c). This variation in energy is due to the unbalanced 
clock of node and reference clock of the network. In the case of SDA, level-by-level 
synchronization diminishes the effect of time drift, while TPSN considers the 
synchronization of nodes and network once. 
Average Throughput and Delay:  It depends on the time required to synchronize the 
clock of the node at lower level and reference node clock. With consideration of 
minimum drift due to level-by-level synchronization, throughput and delay improve 
by 27.37% and 3.15% respectively as shown in Figure 5-4(d) and (e). The hybrid 
synchronization in SDA improves the throughput due to the allocation of conflict-
free scheduling slots, and these slots are synchronized to transfer the aggregated 
packets. At the outset, SPT is more prominent than TPSN.  
5.4.2. RESULTS WITH STATIC SINK AND FIXED NODE MOBILITY: 
BESDA [11] 
This section provides the analysis by considering the effect of fixed mobility of nodes 
with static sink. The proposed Bandwidth efficient Hybrid Synchronization for 
Wireless Sensor Network (BESDA) [11]. With the increase in fixed mobility (20 
meters/sec) of the node [28] the control messages required to communicate the 
location increases but improves the throughput and delay and energy consumption 
[11].  The node mobility in a WSN can be classified according to the mobility subject, 
nature of mobility and available data.  
Sync errors and sync energy consumption: The synchronization errors are due to 
mismatch of the global clock of the sink and local clock of the nodes. It is represented 
by the clock skews. With the mobility of nodes, the clock skews are increased with 
increase in sync errors and energy consumption required for the synchronization [11]. 
The synchronization errors are reduced by 17.30% and average energy consumption 
by 22.32% as shown in Figure 5-5 (a) and (b) respectively. As compared to static 
sink it is increased, since the mobility of nodes frequently changes the network 
dynamics.  
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 (a)Sync errors-BESDA                                         (b)Sync energy consumption-BESDA 
              
(c)Energy consumption-BESDA                             (d) Throughput-BESDA 
 
                                         (e) Delay-BESDA 
Figure 5- 5  Results with node mobility- BESDA [11] 
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Average Energy Consumption: Figure 5-5(c), shows the average energy 
consumption of BESDA, GCF, A-DRAND and with TPSN and SPT mechanism.  
With the application of SPT and Hybrid synchronization mechanism the energy 
consumption of BESDA is 27.80%, 28.68% and 35.99%. It shows that hybrid 
synchronization with SPT mechanism consumes less energy as compared to TPSN.   
This causes due to shifting of the level of mobile nodes in the allocated time slots and 
mismatch of node clocks with parent in intra-cluster operation. In TPSN based 
synchronization, clocks of an individual node are synchronized with a reference clock 
at a time. Also, nodes have to give their larger share of energy to reduce 
synchronization errors.  
Average Throughput: Figure 5-5(d) the average throughput of proposed BESDA is 
compared with SPT and TPSN mechanism applied on the scheduling algorithm GCF, 
and A-DRAND used to collect and schedule the packets from three and two hops 
respectively. With the application of SPT mechanism throughput increases by 4.59%, 
5.29% and 2.32% in BESDA, GCF and A-DRAND as compared to TPSN. If we 
compare with SPT mechanisms of GCF, A-DRAND and BEASD throughput of 
BESDA is improved by 7.75% and 24.13% respectively. The mobility of node 
increases the possibility of one-hop and two-hop weights in the respective level. Also, 
the position of node changes and takes more time to take the decision in TPSN-based 
synchronization mechanism, causing reduced throughput.  
Average Delay: Figure 5-5(e), shows trends of average delay of SPT and TPSN 
mechanism with hybrid nature. With proposed SPT mechanism and level-by-level 
synchronization time drift is reduced and shows reduced delay of 17.21% and 6.33% 
in scheduling and synchronizing the packets as compared to GCF and A-DRAND.  
Also, the time required for matching clocks of the mobile node and corresponding 
parent for transfer of packets to the upper layer is reduced.  
In all the cases, A-DRAND shows the lowest performance as compared to SDA, 
BESDA, and GCF due to the randomized schedule and single synchronization time 
to all nodes. Also, proposed SPT mechanism working on level-by-level 
synchronization has reduced synchronization errors, delay, average energy 
consumption, and improved throughput as compared to TPSN in the network with 
static and mobile nodes.   
5.4.3. A HYBRID SYNCHRONIZATION ALGORITHM: MHS AND NEHS  
The energy of the node in the WSNs is scarce and causes variation in the lifetime of 
the network.  Also, the throughput and delay of the network depend on how long the 
network sustains i.e. energy consumption. One way to increase the sustainability of 
network for improving bandwidth utilization and energy is the addition of 
heterogeneous nodes regarding energy [12-14], and the other is to use the slotted 
transmission schemes that allow nodes to regularly schedule the activities according 
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to the required priority [30, 31]. Such scheme requires the synchronization 
mechanisms to setup and maintain the transmission schedule. It is possible by 
synchronizing node’s clock with the reference clock of the parent node in the 
network. This section discusses effects of added node heterogeneity along with slot 
synchronization on the improvement of energy consumption and bandwidth 
utilization. The nodes in the cluster and CHs in the network are synchronized with 
the global time scale of the network. The energy consumption and delay in NHES 
[13] is minimized by synchronizing the time slots allocated using TDMA based MAC 
protocol. The results show that hybrid approach helps to improve the throughput 
(bandwidth utilization), energy consumption with less delay as compared to the 
results obtained in the previous section 5.4.1 and 5.4.2. 
            
(a)Energy consumption-NHES                              (b)Throughput-NHES 
 
                                         (c)Throughput-NHES 
Figure 5- 6 Results with node mobility and heterogeneity- MHS/NHES [12,13] 
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Average Energy Consumption: In Figure 5-6(a) NHES shows less energy 
consumption as compared to TPSN, BESDA, and MHS (30.66%, 18.01%, and 
34.44% respectively) but more than SDA. This is due use of network- wide clock for 
nodes, while NHES uses level-by-level node synchronization mechanism. The 
clustered tree architecture does not require to transmitting the message for long 
distance hence saves energy. Also, BESDA and MHS uses the fixed and random 
mobility of the nodes, which requires more energy for message exchange in the 
formation of the tree, since the mobility of nodes frequently changes the network 
structure and consumes energy. In the NHES the nodes added with controlled 
heterogeneity and re-election of CH is avoided this saves the energy and sustains the 
network for a long time. 
Average Throughput: Figure 5-6(b), shows a comparison of average throughput 
measured at the sink. The average throughput of SDA, BESDA and MHS is greater 
(1.76%, 4.59%, and 2.92%) than the NHES. The reason is that the mobility of nodes 
in the network increases the probabilities of one-hop neighbors to transmit the 
aggregated packet. By adding controlled heterogeneity, the network remains 
operative even though some nodes die early. Also, the synchronizing the clocks of 
parent and child node level-by-level show improvement in throughput of NHES as 
compared to TPSN.  
Average Delay: Figure 5-6(c) shows the delay that causes in the transmission of 
packets from nodes to CH to sink. With the introduction of controlled heterogeneity 
of nodes, an average delay is reduced by 16.40%, 5.35 % and 11.94% with SPT as 
compared to TPSN, SDA, and BESDA, since network sustains for a long time.  Due 
to random nature, the time drifts introduced in TPSN take increased time to make the 
scheduling decision as compared to NHES. Also, the time required for retransmission 
is increased due to mismatch and increased clock skews. The overheads in the 
network are the main reasons of increased delay and reduced throughput in case of 
TPSN. 
Average Energy Consumption–Hybrid: The average energy consumption of the 
NHES after application of the scheduling and synchronization algorithm is reduced 
by 14.62% and 36.77% as compared with BESDA and MHS. However, higher than 
SDA and NHES with SPT. The basic reason is BESDA and MHS operates on the 
mobility of nodes, which takes more time to decide the schedule and then synchronize 
as shown in Figure 5-7(a).  The hybrid approach also helps to reduce the clock skews 
and routing overheads from the node at lower level towards root hence reduced 
energy consumption. 
Throughput–Hybrid: The hybrid approach used in the NHES improves the packet 
delivery ratio hence throughput. Due to the proper balancing of slots and maintaining 
the active period of the nodes time is saved. Also, according to the adjusted time slots 
and synchronizing the clocks of the nodes and network level by the throughput of 
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NHES is increased by 4.5%, 9.58% and 30.08% as compared with SDA, BESDA and 
MHS as shown in Figure 5-7(b). In the case of MHS and BESDA, some control 
overheads are increased which takes more time for the node to schedule and 
synchronize. The increased throughput is the measure of bandwidth utilization. 
                          
(a) Energy consumption-Hybrid                          (b) Throughput-Hybrid 
 
                                             (c) Delay-Hybrid 
Figure 5- 7  Hybrid synchronization algorithm [14] 
Average Delay–Hybrid: Figure 5-7(c), shows the average delay after application of 
hybrid mechanism on the NHES and other algorithms. Due to reduced clock skews 
and retransmission of messages for synchronizing the slots and nodes in the present 
level reduces the delay in the transmission of packets. The delay of NHES with hybrid 
approach is less by 11.94%, and 5.35% as compared with BESDA and MHS, but is 
more as compared with SDA. 
ENERGY EFFICIENT BANDWIDTH MANAGEMENT IN WIRELESS SENSOR NETWORK 
122
 
5.5. SUMMARY OF CHAPTER   
Chapter evaluates the performance of the hybrid synchronization algorithms in static, 
mobile and heterogeneous scenarios of the network. Slot allocation using TDMA 
scheduling and level-by-level synchronization of nodes in the network using SPT 
mechanism reduces the delay, average energy consumption with increased 
throughput and a lifetime of the network. It also reduces the errors occurring due to 
mismatch of nodes clock with the reference clock of the network. In the proposed 
SDA [10], the synchronization errors are reduced by 9.86% with sync energy saving 
of 21.49% as compared to the randomized algorithm (TPSN). The hybrid 
synchronization algorithm (BESDA) [11] improves performance by a factor of 3%.  
Also, the algorithms using node mobility and heterogeneity (MHS and NHES) [12-
13] with SPT mechanism shows improvement in throughput (bandwidth), delay, and 
has reduced energy consumption (29.32%). With the introduction of random node 
mobility and heterogeneity (NHES) [13-14], the performance of the synchronized 
algorithm is improved by 4%. The reduced clock skews and improvement in 
throughput is the indication of better energy saving and bandwidth utilization. 
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CHAPTER 6. CONCLUSIONS AND 
FUTURE OUTLOOK 
This chapter reviews the research objectives of the thesis and 
summarizes potential outcomes, highlighting how the research 
contributions fulfilled the original aims and objectives. This 
thesis addresses the bandwidth management issues in the WSNs 
and proposes the framework, methodology to increase its 
utilization, which is one of the important performance metrics 
for transfer of data in WSN. A framework for data aggregation- 
Cluster-based network with perfectly compressible aggregation 
function to reduce energy consumption and improve bandwidth 
utilization, scheduling algorithms for conflict-free slot 
allocation based on the myopic and non-myopic state of the  
channel for improvement of throughput, and synchronization 
of the local clock of the node and global clock of the network 
using SPT as part of bandwidth management framework is 
proposed, discussed and validated with use cases. The WSN 
network is formed with statics, mobile, and heterogeneous nodes 
for performance evaluation.  Throughout the thesis, the proof of 
concept and simulation results are presented to validate the 
finding. Finally, the chapter concludes with the future outlook. 
6.1. SUMMARY OF CONTRIBUTIONS 
The research work presented in this thesis has identified some of the important 
challenges for bandwidth management in WSNs. These challenges are addressed by 
different techniques to improve the energy and bandwidth utilizations. The results 
are compared with the existing methods showing better performance. The detailed 
summary and findings of each contribution is given. The chapter also discusses the 
future outlook for each of the presented contributions. 
The focus of chapter 1 is to give an introduction, requirement and a vision for 
developing an energy efficient bandwidth management mechanism for WSNs. It 
provides intuition to the motivation, challenges, novelty, contributions, research 
questions, and methodology followed. The research identified the challenges of 
WSNs by studying different WSN applications with focus on precision agriculture 
and health care monitoring. Energy, delay, throughput, communication bandwidth, 
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scalability, lifetime, heterogeneity and mobility support are the major challenges 
identified from the research with existing mechanisms. The chapter surveys different 
techniques to improve the energy efficiency and throughput regarding bandwidth 
utilization and proposed a new bandwidth management mechanism based on 
identified challenges and is shown in Figure 1-3 and 1-4. The bandwidth management 
framework has three major blocks: 1. Aggregation, 2. Scheduling mechanisms and 3. 
Synchronization mechanism. The challenges are charted with these three major 
blocks to develop an efficient bandwidth management framework by considering 
static, mobile and heterogeneous scenarios. It helps to understand the flow and 
development of different stages of the research. 
The data processing in the WSNs is effectively represented by the process of 
aggregation to improve the energy efficiency, throughput and lifetime. The proposed 
algorithms in chapter 2 work on the two aggregation levels as intra and inter-cluster 
aggregation. The rate-based perfectly compressible aggregation function applied on 
packets by considering the semantic and temporal correlation at CH and sink shows 
a considerable saving in bandwidth utilization; it improves the network lifetime and 
communication cost. The proposed TTCDA shows energy saving of 14.21% when 
rate of packet generation is diverse. Also, the concept of grouping the nodes at intra- 
cluster and CHs at inter-cluster aggregation and communication (GCEDA) shows the 
reduced energy consumption by 14.94 %.  But, if network diameter increases it is 
increased approximately by 1%. The cluster-based network are used in WSN for data 
aggregation which gives best results for a scalable network with minimum variations 
in topology and energy consumption as compared to the tree-based network. The 
perfectly compressible aggregation function helps to improve the computation and 
communication cost but has reduced reliability. The outcome of this chapter shows 
that the proposed data aggregation method is useful to improve energy consumption; 
delay, throughput, and network lifetime by confirming the hypothesis made in 1.5.1-
a. The results also give the motivation to develop the lightweight protocol to reduce 
the energy consumption in the mobile muti-level scenario.  
The mobility and heterogeneity of node and sink are the important factors that need 
to be considered in WSNs since mobility frequently changes the network dynamics 
incurring overheads. Chapter 3 survey the different mobility requirements of the 
WSN and develops the network model used for the aggregation. It considers the fixed 
region for aggregation with added heterogeneous nodes and mobile sink for effective 
utilization of communication bandwidth and reduced energy consumption. With the 
addition of the heterogeneous nodes in the network, the lifetime of the network 
increases. The proposed algorithm [BECPA, BECDA, MHBCDA, and BHCDA] 
uses the perfectly compressible aggression function on the packets generated at a 
variable rate and random data in the range of 0 and 1.  According to the results of 
with and without the mobility of sink, the performance measure such as PDR and 
throughput reduces showing the effective utilization of bandwidth as compared to 
EECDA. It happens due to the elimination of repetitive data from the nodes.  With 
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the addition of heterogeneous nodes with static sink (BECPA) shows better energy 
saving (4.47%), reduced throughputs (55.18%) and packet delivery ratio (58.69%) as 
compared with data aggregation and EECDA. MHBCDA uses the network with 
heterogeneous node and mobile sink for packet aggregation. It has better energy 
saving (4.11%), improved network lifetime (34.45%), and reduced throughputs 
(68.05% &72.95%) in ER and DR of packet generation as compared with EECDA. 
BHCDA works on the data within the packets generated by use of a random function 
with heterogeneous nodes and mobile sink. BHCDA shows improvement in 
throughput hence Bandwidth efficient as compared to TTCDA. The addition of 
heterogeneous nodes and providing mobility to sink, the performance of the network 
improves with communication cost, bandwidth utilization, and a lifetime of the 
network with reduced energy consumption by confirming the hypothesis made in 
1.5.1-a &b. The packet aggregation is effective than data aggregation for efficient use 
of energy and bandwidth utilization. The critic is with increased number of nodes, 
traffic interval and mobility to sink, the energy consumption increases and possibility 
of increased collision between packets with more consumption of bandwidth.  
The energy consumption, delay and throughput are prime importance in the 
scheduling algorithms, which are affected by the collision of data/packets transferred 
from nodes to CH and sink at the same time through multipath. Scheduling 
algorithms are required for finding efficient schedules to allocate conflict-free slots 
for nodes and CHs to communicate. It is an important building block for efficient 
bandwidth utilization mechanism. Chapter-4 describes the classification of different 
scheduling algorithms based on the static and mobile nodes and sink in the network. 
It uses the conflict-free scheduling for collision avoidance, energy efficiency, and 
improvement in throughput. The research proposes new scheduling algorithms based 
on the myopic and non-myopic state of the channel.  Algorithms are expedient for 
allocating the schedules based on TDMA as basic MAC layer protocol, availability 
of channel and number of packets in the intra and inter-cluster communications. In 
the sequel, the chapter has four contributions: first, Cluster based Myopic Scheduling 
(CMNS) algorithm- based on the static node and sink. Second, an Efficient Schedule-
based DA using Node mobility (SDNM) algorithm minimizes the collision of packets 
in the channel. The slot allocation for transfer of aggregated packets is on the basis 
of present and predicted future state of the channel. Third, Cluster based Myopic and 
Non-myopic Scheduling (CMNMS) algorithm- based on the sink mobility. From the 
simulation results and discussion in section 4.5, it confirms that performance of 
scheduling algorithms is improved by reducing the number of conflicts, energy 
consumption, delay and an increase in throughput with CMNMS as compared to 
CMNS and SDNM. The last contribution of the chapter is Scheduled Collision 
Avoidance (SCA) algorithm - A hybrid approach of scheduling is used for reducing 
the collisions by combination of CSMA and TDMA scheduling algorithms. It adjusts 
the sleep/wake-up time of the node and CHs for transfer of packets to sink according 
to free slots. The outcome of this chapter shows that the proposed scheduling 
algorithm reduces the number of conflicts in allocating the slots, reduces the energy 
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consumption, and improves the network lifetime with increased throughput by 
confirming the hypothesis made in 1.5.1-C. The proposed myopic and non-myopic 
scheduling approach shows scalable performance in network scenarios with static, 
and mobile nodes and sink as compared with state-of-the-art solutions. 
 Time and clock synchronization algorithms are important for managing the 
schedules in WSN. Chapter-5 addresses the synchronization issue in WSN by 
considering static, mobile and heterogeneous scenarios of nodes. It works on the 
formation of cluster-based spanning tree mechanisms. The proposed level by level 
synchronization of the clocks used by node and network helps to reduce 
synchronization errors, clock skews, and the energy required to synchronize the slots 
and improves the throughput. The chapter also proposes the hybrid synchronization 
algorithm, where scheduling algorithms are used to schedule the slots and 
synchronization algorithm to synchronize them. The chapter has four contributions 
1). Synchronized Data Aggregation (SDA): works on static nodes and sink, proposed 
“SPT mechanism reduces the synchronization energy by 21.49% and errors by 9.86 
% as compared to TPSN and GCF”. 2) Bandwidth efficient SDA (BESDA): It 
considers the mobile nodes in the network. Slots are scheduled and synchronized with 
the notion of global time scale to improve the lifetime, reduced synchronization error 
(17.30%) that occurs due to the improper balancing of the clock, reduced energy 
consumption by 22.32%, and increased throughput (19.28%). With node mobility 
performance of the BESDA is improved by a factor of 3%. 3) The proposed mobility-
aware hybrid synchronization algorithm with heterogeneous nodes (MHS and 
NEHS) reduces the clock drifts and hence errors which result in an increase of the 
throughput (21.54%), and reduces the delay. It also reduces the energy consumption 
by 29.32%. With heterogeneity and random node mobility, the performance of NHES 
is improved by 4%. The Hybrid approach of scheduling and synchronization reduces 
the energy consumption, minimizes the delay and increases the throughput as 
compared with the state-of-the-art solutions confirming hypothesis made in 1.5.1-d, 
hence clock and time synchronization is prime in the WSN for reducing the errors in 
collaborative and coordinated communication of packets in the network.  
At the outset, the thesis proposes the new framework for bandwidth management in 
the WSNs using aggregation, scheduling and synchronization with reduced 
complexity. The proposed solutions are lightweight and enable to enhance the 
applicability to increased application domain of WSNs. 
6.2. FUTURE SCOPE 
There is always a scope to improve it and enhance the work for better applicability. 
The addressed research problem on bandwidth management of WSN will be 
enhanced in following ways, 
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 The research proposed the bandwidth management framework and 
framework; this framework will be enhanced to improve the energy 
efficiency for real-time applications by considering cross-layer approach 
and development of lightweight coding, cryptography, and security for 
increasing the reliable data communication by reducing the redundancy. 
 
 The presented bandwidth management framework can be applied to the IoT 
use cases. It will directly effect on the high level of interconnections between 
things and services in real time. 
 
 The presented framework can be extended by actual implementations in the 
vehicular network which has the prime importance of bandwidth 
utilizations.  
 
 The thesis concentrates on modeling and development of countermeasures 
by considering aggregation of packets and data at upper layers and can be 
extended to all layers of WSN protocol stack.  
 
 The solution developed in thesis considered one or two cross-layer features 
for effective utilization of bandwidth in terms of throughput. The better 
solution will be developed by considering multi-cross layer features of 
physical and MAC layer. 
 
 The proposed framework can be extended for different topological variation 
of network considered as a hybrid approach for stable results. 
 
 The major issue of scheduling and synchronization can be extended by 
considering the graph theory and information theoretic approach. 
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APP 1 
Appendix A. Contributions towards 
chapters 
Sr.
No. 
Publications 
Chapters 
Chap-
1 
Chap-
2 
Chap-
3 
Chap-
4 
Chap-
5 
1 
Two Tier Cluster-Based Data 
Aggregation (TTCDA) in 
Wireless Sensor Network 
     
 
 
2 
BECPA: Bandwidth Efficient 
Cluster-Based Packet 
Aggregation in Wireless 
Sensor Network 
 
 
  
 
 
 
3 
BECDA: Bandwidth Efficient 
Heterogeneity aware Cluster 
based Data Aggregation for 
Wireless Sensor Network 
   
 
 
 
 
4 
Mobility  and Heterogeneity-
Aware Cluster-based Data 
Aggregation for Wireless 
Sensor Network 
    
 
 
5 
Heterogeneity–aware 
Bandwidth Efficient Hybrid 
Synchronization for Wireless 
Sensor Network 
   
 
 
 
 
6 
Two tier cluster based Data 
Aggregation (TTDCA) for 
Wireless Sensor Networks 
     
 
 
7 
Grouping of Clusters for 
Efficient Data Aggregation 
(GCEDA) in Wireless Sensor 
Network 
 
 
 
   
8 
BECPA: Bandwidth Efficient 
Packet Aggregation for 
Wireless Sensor Network 
  
 
 
   
9 
MHBCDA: Mobility and 
Heterogeneity aware 
Bandwidth Efficient Cluster 
based Data Aggregation for 
Wireless Sensor Network 
      
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10 
BHCDA: Bandwidth 
Efficient Heterogeneity aware 
Cluster based Data 
Aggregation for Wireless 
Sensor Network 
     
11 
Cluster-based Myopic and 
Non-myopic Scheduling  for 
Wireless Sensor Network 
      
12 
An Efficient Schedule based 
Data Aggregation using Node 
Mobility for Wireless Sensor 
Network 
      
13 
Scheduled Collision 
Avoidance in Wireless Sensor 
Network using ZigBee 
     
14 
Synchronized Data 
Aggregation for Wireless 
Sensor Network 
     
15 
Bandwidth Efficient Hybrid 
Synchronization for Wireless 
Sensor Network 
     
16 
Mobility-aware Hybrid 
Synchronization for Wireless 
Sensor Network 
     
17 
Node Heterogeneity for 
Energy Efficient 
Synchronization for Wireless 
Sensor Network 
     
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