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Abstract
This thesis deals with the transmission of high quality audio over packet switched
networks, such as the internet. Unlike other transmission media, no guarantees
are given regarding bandwidth, delay, or loss ratios, and all these factors will
typically be time-varying.
For interactive, or two-way, applications it is important to keep a low end-to-
end delay in order to have a high Quality of Experience (QoE). In this scenario,
retransmission of lost packets is not possible simply due to the delay restrictions,
thus one has to expect and prepare for periods with packet loss.
The varying bandwidth is also a challenge. A desired feature for media
streams is scalability, or the ability to easily adjust the sending rate to the current
conditions. Furthermore, the receivers may have a wide range of equipment and
capabilities. Ideally the same media stream, or possibly a subset of it, should be
used for all receivers. With a scalable format the use of transcoding is avoided,
which will increase the complexity and possibly the delay as well.
Multiple aspects of audio transmission are handled in this thesis. Techniques
for Error Protection (EP) and robust transmission, lossless and perceptual
compression, and the quality experienced by the end users are investigated. A
novel EP scheme where a perceptual criterion is used to select which parts of the
audio that needs protection is presented. The quality improvement as a function
of the added redundancy can then be quantified. Simulations show that adding
moderate amounts of redundancy can result in a substantial quality improvement.
The use of a network architecture supporting service differentiation has also
been examined. A layered, lossless, and low delay codec is presented. The base
layer is perceptually compressed, but when both layers are received the original
audio stream is recovered. By transmitting the base layer at a high priority, the
probability that at least this layer is received is increased and the use of regular
Error Concealment (EC) is minimized. Moreover, the overhead from using the
layering is very low when compared with regular lossless coding.
Higher Order Ambisonics (HOA) is a naturally scalable multichannel format
for wave field reproduction. In this work, both lossless and perceptual compression
of this format is examined. Perceptual coding results in an error in the reproduced
wave field which is very low in the sweet spot, but increases as a function of
the distance from the center. For the lossless compression scheme, the focus is
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on maintaining the scalability and keeping a very low delay for both encoding
and decoding. The compression of synthetic signals, and signals recorded with a
spherical microphone array, is evaluated, and the results show that the total rate
is significantly reduced by exploiting the inter-channel correlation.
The perceived quality of packet loss distorted audio is also investigated.
Effects of different packet loss processes resulting from simulations of two network
architectures are compared using subjective testing. The test revealed that the
less bursty loss process lead to higher perceived quality for the lowest packet
loss ratio. Packet sizes were also considered in the simulations and it was found
that using small packets may be beneficial. A new type of subjective test has
also been used, where the users’ acceptability for packet loss is evaluated. As
expected, the acceptability decreases quickly as the packet loss ratio increases,
and it is seen that music exposed to a packet loss ratio of 1.5% can no longer be
said to have acceptable quality.
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Summary of Papers
Seven papers are included in part II of this thesis, and a summary of each is
presented in this chapter. Some of the included papers have undergone minor
typographical changes since they were published.
Paper A: Perceptually Controlled Error Protection for Audio
Streaming over IP Networks
This paper proposes an Error Protection (EP) scheme for audio streaming over
Internet Protocol (IP) networks. The idea is to simulate packet losses at the sender
side and evaluate the performance of the Error Concealment (EC) algorithm
using a perceptual criterion. The sender compares the EC with a low bit rate
encoded version of the same frame, and if the low bit rate frame is found to
be better than the error concealment by a certain margin, it is sent as error
protection. In this work the comparison between the low bit rate version and
the error concealment is performed with the full reference metric Perceptual
Evaluation of Audio Quality (PEAQ).
Paper B: Robust Transmission of Lossless Audio with Low Delay
over IP Networks
A layered low-delay codec is presented. The base layer is perceptually encoded
using a pre- and postfilter and the difference between the base layer and the
original signal is the enhancement layer. The total algorithmic system delay is
only 256 samples. When both layers are received the original signal is recovered.
By using the Differentiated Services (DiffServ) architecture the base layer can be
transported with high priority, thus increasing the probability that at least this
layer is received. Also, the layering increases the total rate only slightly when
compared to regular lossless coding.
Paper C: Encoding Higher Order Ambisonics with AAC
In this paper it is evaluated how encoding Higher Order Ambisonics (HOA) with
Advanced Audio Coding (AAC) distorts the reproduced sound field. It is found
that the error is increasing as a function of the distance from the sweet spot, and
xiii
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this error is also frequency-dependent. Furthermore, it is shown that by using
more bits for the lower order signals the error in the sweet spot becomes very
low, and that the spatial information is improved even if very low bit rates are
used for the higher order signals.
Paper D: Spatial Redundancy in Higher Order Ambisonics and its
Use for Low Delay Lossless Compression
The spatial redundancy for synthetic HOA signals is evaluated using a low delay
lossless codec. By exploiting the inter-channel correlation the total bit rate is
significantly reduced, but this reduction is dependent on both the number of
sources and also the sources location. The presented codec has a total system delay
of 256 samples, and preserves the desired HOA features such as the scalability
and the ability to use arbitrary loudspeaker layouts for reproduction.
Paper E: Lossless Compression of Spherical Microphone Array
Recordings
The same compression system as in paper D is evaluated for real recordings from
a spherical microphone array, the “Eigenmike” R©. It is found that the microphone
signals are highly correlated, and that a significant rate reduction can be achieved
by exploiting the inter-channel correlation. The signals converted to the spherical
harmonics domain are also highly correlated, but it is more difficult to achieve
high compression gains for these signals.
Paper F: Influence of Sender Parameters and Network Architecture
on Perceived Audio Quality
Network simulations are used to evaluate the differences between the Best Effort
(BE) and DiffServ architectures for audio transmission. It is found that DiffServ
makes the packet loss process less bursty, which leads to a higher perceived
quality for the lowest loss ratio. From the network simulations it was also seen
that using small packets may be beneficial since it leads to a lower packet loss
ratio.
Paper G: How Much is Too Much? – On the Acceptability of Packet
Loss Distorted Audio
An acceptability test is used to evaluate the perceived quality of packet loss
distorted audio. It is found that the acceptability quickly decreases as the packet
loss ratio increases. Also, the results show that there is no significant difference
between 64 and 128 kbps AAC (stereo) in situations with packet loss. Clip
lengths ranged from 25 to 28 seconds, and by having all packet losses in either
the first or last half of the clip, it can be seen that packet losses early in the clip
are perceived as more acceptable.
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Part I
Background and Motivation

Chapter 1
Introduction
Transmission of high quality audio over the current internet is a challenging task.
The traditional telephone lines are line switched, which means that the user
reserves this resource when it is used. In a packet switched network, like the
internet, multiple users will share the same transmission medium. While this is
a resource-efficient approach, this will typically make the available bandwidth
and network delay time varying, thus these networks can become highly resource
constrained.
Regular stereo with Compact Disc (CD) quality results in an uncompressed
bit rate of 1.41 Mbps, and for multichannel audio this rate will increase further.
To reduce the data rate the signals can be compressed. With lossless compression
the rate will typically be reduced with 20-60% [1], depending on the signal content.
With perceptual coding, the data reduction can be more than 90%, while still
keeping an almost “transparent” audio quality [2]. The high compression gain
makes perceptual compression interesting in situations where a quality loss is
acceptable, but lossless compression is the natural choice for applications that
require maximum quality and possibly further processing.
Given a compressed audio stream, an important aspect is how the transmission
will influence the end-users perceived quality. For interactive applications, such
as video conferencing or distributed music plays, the end-to-end delay is identified
as an important factor. For speech applications it is advised to keep the total
delay below 150 ms [3]. In a distributed music play, the quality will begin to
reduce already at 60 ms delay, and the effect is noticed already with 25 ms
delay [4, 5]. The encoder itself may contribute significantly to the total delay
since the encoding delay can often be in the range of several hundred milliseconds
for general purpose encoders [6].
Packet loss is also a serious problem for real-time audio streaming [7]. For
applications that are not delay-sensitive, a long playout buffer makes it possible
to retransmit lost packets and receive them before their scheduled playout time.
For real-time applications, the playout buffer has to be so short that it makes
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Figure 1.1. Overview of audio transmission over the internet.
retransmissions impossible. In these situations the content of the lost packet
has to be replaced by the decoder, a process known as Error Concealment (EC).
A typical packet may contain 5 – 60 ms of audio and a packet loss will then
lead to one long or multiple short gaps, depending on the packetization, in the
stream [8]. This concealment can be improved, or simplified, if the sender employs
some sort of Error Protection (EP). In general, error protection can be said to
add redundancy to or modify the audio stream, in order to make it easier to
handle transmission errors. How a packet loss will influence the perceived quality
depends strongly on the content of the packet, the error concealment, and also
the application. This has been thoroughly studied for narrowband speech, but
to a lesser extent for music.
For streaming media it is an advantage to be able to adapt to the varying
bandwidth, both to avoid packet losses but also to be fair against the other users
of the same transmission medium. For multichannel audio, due to the potentially
high bit rate, this can be said to be very important. Also, it is advantageous if
the same media stream can be used for all receivers, even if they have different
kinds of playback equipment. Without this ability the media stream has to
be transcoded into different formats, which will increase the complexity at the
sender side and possibly also the delay.
This thesis deals with many aspects of transmission of high quality audio over
the internet. From the sender side, with a focus on error protection, compression,
and scalability, to the receiver side with focus on the resulting perceived quality.
The first part of this thesis contains necessary background theory and motivation
for this work. Chapter 2 handles the history and theory of multichannel audio
with special focus on Higher Order Ambisonics (HOA), a multichannel wave
field reproduction technique, which is used in three of the included papers. A
brief introduction to lossless and perceptual coding is given in chapter 3 and
networking theory and techniques for coping with network problems are presented
in chapter 4. Subjective and objective quality evaluation for audio is covered in
chapter 5 and concluding remarks are given in chapter 6. The second part of
this thesis consists of the seven included papers.
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Chapter 2
Multichannel Audio
Numerous techniques for multichannel audio reproduction exist. Regular surround
systems such as 5.1 and 7.1 are sweet-spot techniques. This means that the
5.1 or 7.1 channels are mastered such that the correct sound reproduction only
happens at one point in space, but there is a reasonable effect also outside the
sweet-spot. In order to achieve correct sound reproduction over an extended area
more advanced approaches are needed.
There are not many systems available for complete wave field reproduction,
and none has really achieved any commercial success. One of the systems that has
arguably gained most interest is Wave Field Synthesis (WFS) [9,10]. WFS is based
on Huygens’ principle, which says that each point on a wave front can be seen as
the starting point of a new radiating wave. The pressure and particle velocity on
a closed surface can then be sampled and played back using loudspeakers in the
same positions. The upper frequency limit for correct reproduction will then be
determined by the physical distance between the samples.
A different approach for sound field reproduction is Higher Order Ambisonics
(HOA), which is based on a spherical harmonics decomposition of the wave field.
While this is a more complicated approach than WFS, it results in a format
which is easily scalable and thus more appropriate for network transmission.
Due to the requirement for a high number of loudspeakers, the most important
application for wave field reproduction systems has historically been cinemas.
However, the number of homes with 5.1 or 7.1 systems is rapidly increasing,
meaning that it is possible to utilize these systems for wave field reproduction as
well. For instance, third order, two dimensional Ambisonics is used in two games
for the Sony Playstation 3 [11]. Another important use is videoconferencing,
since the use of HOA can allow for better spatial separation of the participants,
which improves the speech intelligibility.
HOA is used in papers C – E and is presented briefly in the following section.
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Figure 2.1. Frequency limit as function of reconstruction volume/area radius
and order.
2.1 Higher Order Ambisonics
Ambisonics is based on work as far back as the 1970s [12]. For three dimensional
reproduction this system is based on spherical harmonics decomposition, while
cylindrical harmonics decomposition is used for two dimensional reproduction [13].
A three dimensional first order representation is equivalent to the signals recorded
with one omni-directional and three figure-of-eight microphones. This theory was
further developed in [14,15] into so-called HOA.
The number of channels is determined by the order of the decomposition.
For a three dimensional reproduction the number of channels, M , is given as
M = (N + 1)2, where N is the order in the spherical harmonics domain. For the
two dimensional case is M = 2N + 1.
The spatial reproduction is only accurate up to a frequency and within an
order dependent radius. The normalized truncation error, , has been calculated
in [16], and the error is given as
N (kr) = 1−
N∑
n=0
(2n+ 1)(jn(kr))2, (2.1)
where k is the wave number defined as k = 2piλ , λ being the wave length, r is the
distance from the center, and jn is the n’th order spherical Bessel function. It is
found that if N < kr the error is less than 4% which should be acceptable for
most practical applications. For a two-dimensional representation the expression
for the error is somewhat different, but the relationship N < kr still holds. In
figure 2.1 this frequency limit is shown as a function of order and radius.
Figure 2.2 shows an example of plane wave reproduction, and it can be clearly
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Figure 2.2. Plane wave reproduced with two dimensional 7-th order HOA. The
frequency is 3000 Hz and the circle illustrates r = Nk = 12.8 cm.
seen that within the reconstruction radius a plane wave is achieved. Outside the
radius the wave is distorted. The waves radiating from the loudspeakers are not
added correctly, leading to noticeable interference effects.
By reducing the order, the radius of the volume, or area, with good recon-
struction is decreased. This can be seen as a scalability in the spatial domain.
Also, a relatively fine granularity is achieved. Reducing the order by one will
remove two channels for a two dimensional reproduction. For three dimensions
the reduction is order dependent as seen in figure 2.3.
Both synthesizing and decoding HOA signals is relatively straight-forward:
The operations are simply matrix multiplications [14]. The encoding matrix is
dependent on the locations of the sources, while the decoding matrix is dependent
on the loudspeaker layout. The number of loudspeakers, L, is restricted by L >M ,
but using more loudspeakers than the minimum will not necessarily increase the
quality [17]. The fact that the decoding matrix depends only on the loudspeaker
layout is especially interesting. This means that the same audio signals can be
used for all receivers and the decoder adapts the channels to the current layout.
Also, the number of channels received can be matched against the number of
loudspeakers available. Special techniques for decoding to 5.1 [18], stereo [19],
and even WFS [20] are available.
In contrast to synthesizing, recording a complete soundfield is more compli-
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three dimensional reproduction.
cated. The Sound Field microphone [21] has four microphone capsules and is
able to record first order Ambisonics. In [22] a spherical microphone array was
presented. This array has 32 microphone capsules, and the recordings can be
converted into fourth order HOA [23]. Recently, this microphone has become
commercially available under the name “Eigenmike” R© [24].
While the use of HOA is interesting from a networking point of view, due to
the scalability and the flexibility, a high order will result in a very high bit rate.
In paper C it is evaluated how encoding the HOA-signals with a perceptual codec
will affect the spatial distortion. Applying a perceptual codec to HOA-signals
has, to our knowledge, not been studied earlier. Papers D and E focus on the
lossless compression of both synthetic signals and natural recordings. In these
papers a lossless low delay codec is presented. The main difference between this
encoder and other multichannel compression techniques [25,26] is that it supports
the hierarchical structure of the HOA-signals while still keeping a very low delay
for both encoding and decoding. By restricting the delay this codec can be
used for applications with real-time requirements such as video conferencing and
distributed music plays. This codec also exploits the inter-channel correlation
in order to achieve higher compression gains than what is possible when each
channel is encoded independently.
8
Chapter 3
Audio Coding
On a regular Compact Disc (CD) audio is represented using a sampling frequency
of 44.1 kHz and 16 bits per sample. For a monaural channel this leads to an
uncompressed bit rate of 706 kbps. Audio compression is used in order to reduce
the bit rate necessary for transporting or storing an audio signal. In general, there
can be said to be two types of compression. When using lossless compression, as
the name indicates, the original source signal should be recovered exactly after
decoding, meaning that only redundancy is removed during the compression
process. Lossless compression is the natural choice when maximum quality is
desired and when one does not have strict storage or bandwidth restrictions.
Furthermore, having the original signals is also advantageous in situations where
processing is planned at a later stage.
On the other hand, with perceptual coding the goal is not that the decoder re-
constructs the original signal, but rather reconstructs a signal that is perceptually
close to the original audio signal. Here, the encoder tries to remove irrelevance in
addition to redundancy. The irrelevance consists of the parts of the audio signal
that humans are not able to perceive. This type of compression is useful in order
to greatly reduce the audio data rate, such as for portable music players, or for
streaming applications where some quality degradation is acceptable.
Perceptual and lossless coding will be covered in the two next sections.
3.1 Perceptual Coding
When a perceptual codec is given a target bit rate the goal is that the encoded
audio should be perceived as close to the original source quality as possible, and
ideally the compressed signal should be perceived as identical to the original
source. To achieve this it is necessary to exploit the limitations of the auditory
system.
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3.1.1 Psychoacoustics
Although the human hearing is very sophisticated it has some limitations that
can be exploited in communication. One of the more important factors for
audio coding is the Absolute Threshold of Hearing (ATH). The ATH defines the
minimum Sound Pressure Level (SPL) for hearing a pure tone, and this threshold
is highly frequency dependent (figure 3.1). Although this definition is for pure
tones it is also used as an indication of how much noise the quantizer can add
within a frequency band without it being noticeable. For instance, above 20
kHz and below 20 Hz our hearing has severely reduced sensitivity [27, 28], which
simply means that a perceptual codec can remove most of the information in
this range.
The ear functions as a series of overlapping band pass filters, known as
auditory filters, and the width of these filters is increasing with frequency [27,30].
Given noise and a pure tone, the pure tone is more easily detected if it is
located in a different auditory filter than the noise. Masking occurs when signal
components cannot be perceived, and in a perceptual codec these components
can be removed. A pure tone may also mask weaker signals, both other pure
tones and noise. In these situations one has to investigate the spreading of the
pure tone. This asymmetrical triangular spreading function is related to the
auditory filters and it has a much steeper slope towards the lower frequencies
than the higher frequencies.
Non-simultaneous masking is known as temporal masking. If a pure tone is
audible for a limited period of time, it can actually mask other tones both before
its onset (pre-masking) and after it has been removed (post-masking). However,
post-masking is more dominant than pre-masking [31]. Temporal masking is
exploited in several codecs, such as MPEG-1 [32].
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In order to create a psychoacoustical model one has to investigate the signal
in time frames, and combine the results from the masking analysis with the
ATH and derive the Global Masking Threshold (GMT). The encoder can then
quantize the signal such that the quantization noise stays below the GMT, and
in theory the noise should then be inaudible.
The importance of these psychoacoustical principles is shown in [33] and
described there as the “13-dB miracle”. The masking threshold is calculated
using the MPEG-1 Psychoacoustic Model 2 and noise shaped according to this
threshold is introduced. While this results in a signal to noise ratio as low as 13
dB, the noise is barely audible. Given white noise with the same signal to noise
ratio the noise is easily audible.
3.1.2 Perceptual Audio Coders
Perceptual coders can be divided into four categories [34]: Sinusoidal, subband,
linear predictive, and transform coders.
A sinusoidal coder will encode the audio signal using a sum of sinusoidals
with different frequency, phase and amplitude. This approach is typically most
successful for very low bit rates (6-24 kbps) [35,36].
Subband coders use a filterbank with bandpass filters. Based on the results
from the psychoacoustic model, the output of each filter is quantized before it is
entropy coded. MPEG-1 Layer 1 and 2 are classical subband coders [32]. These
codecs use a filterbank with 32 uniform bandpass filters for signal decomposition,
but the calculation of the psychoacoustical parameters is performed using a
512-point Fast Fourier Transform (FFT) for Layer 1 and a 1024-point transform
for Layer 2. High quality is achieved at 192 kbps per channel for Layer 1 and
128 kbps per channel for Layer 2. More modern subband approaches based on a
Discrete Wavelet Transform (DWT) decomposition have also been presented [37].
Linear Prediction (LP) coders have traditionally been used mostly for speech
coding, both narrowband [38] and wideband [39]. LP analysis is used to extract
the spectral envelope, and the prediction residual is encoded together with the
prediction parameters. Recently LP-coding has also been used for compression
of wideband music. In [40] a codec based on LP is presented, where good audio
quality is achieved around 100 kbps for regular monaural CD-quality signals. This
work was followed up in [41–44] where this technique was used to implement a low
delay codec. The work finally presented in [45] is a codec with 256 samples delay
which results in good audio quality for 32 kHz signals at 64 kbps (monaural). The
key to keeping the delay low is the use of backwards adaptive prediction, since
this allows the encoder to continue the prediction over frame boundaries without
resetting the predictors. In paper B of this thesis this codec is modified into a
layered codec in order to provide lossless compression with a perceptually encoded
base layer. By using a layered approach, the base layer can be transmitted using
a high priority, thus increasing the probability that at least this layer is received
and the use of regular Error Concealment (EC) is minimized. In situations with
11
3. Audio Coding
no packet loss, the original signal is recovered. Dividing the signal into two
layers increases the total bit rate only slightly when compared to regular lossless
compression.
Transform coding is currently giving the best results for high quality au-
dio. Here, the time-domain signal is transformed into the frequency domain
for psychoacoustical analysis and quantization. A common transform is the
Modified Discrete Cosine Transform (MDCT) [46]. This transform is used in the
second stage of MPEG-1 Layer 3 (MP3) [47] and in MPEG Advanced Audio
Coding (AAC) [48–50]. AAC uses a 2048-point MDCT for signal decomposition,
or 8 shorter frames of 256 samples if transients are detected within the frame.
This rather long frame size will give a good frequency resolution for the psychoa-
coustical analysis, but it also comes with a downside; the frame size contributes
significantly to the total system delay [6]. Furthermore, AAC uses a large bit
reservoir which introduces additional delay. These factors make regular AAC not
suitable for real-time, or two-way, applications.
MPEG-4 Low Delay AAC (AAC-LD) [51] mitigates this shortcoming by
reducing the window size to maximum 1024 samples and minimizing the use
of a bit reservoir. AAC-LD has a delay of less than 20 ms at 48 kHz sampling
rate. In [52] the MPEG-4 Enhanced Low Delay AAC (AAC-ELD) is presented.
Here, the perceptual quality is increased by using Spectral Band Replication
(SBR) [53–56] while still keeping the delay around 20 ms. It is common that the
correlation between the high and low frequencies is significant, and with SBR
the high frequencies are represented using the low frequencies. To achieve low
bit rates without SBR the encoder will typically have to reduce the bandwidth of
the signal, or accept that the quantization noise is above the GMT. With SBR
it is possible to keep the full bandwidth of the signal even for very low bit rates.
Scalability is an important concept for audio coders used for network streaming.
With scalability, a subset of the encoded bit stream can be extracted and used to
decode a representation with lower perceived quality. MPEG-4 Scalable Lossless
Coding (SLS) [57] is one of the latest developments for this class of coders. Using
this codec the full representation is lossless, but if a subset is extracted this will
be an AAC encoded version of the original source. This leads to a perceptual
scalability, increasing the bit rate will also increase the perceived quality.
In [58] a new framework for audio coding is presented, where the goal is to
use the same codec for all types of input and output. By combining a transform,
sinusoidal, and a predictive coder, the perceptual rate-distortion optimization
module automatically determines how the bits should be distributed among the
different coding techniques. The end result is a codec that can adapt to a wide
range of transmission conditions and application requirements.
One of the latest developments for compression of multichannel audio is
MPEG Surround [59, 60]. This encoder downmixes the input signals down to
either a mono or stereo signal, and the spatial information is transmitted as
side information. The downmix can be encoded using any codec, as long as the
receiver supports it. The spatial information consists of information about the
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level differences between the channels, prediction parameters for predicting a
channel from others, and also prediction errors. The receiver will then combine
the downmix with the spatial cues and generate e.g. 5.1 output. Using this
technology it is possible to transmit multichannel audio with a bit rate as low as
48 kbps. However, in [61] several multichannel codecs are evaluated. Among these
is MPEG Surround with the downmix encoded with High Efficiency AAC (HE-
AAC), which is AAC extended with SBR, at bit rates of 64 and 96 kbps. Here it is
found that while this on average gives a good quality, it results in poor quality for
some critical test clips such as applause. The only codecs in this test that achieve
excellent sound quality for all test clips are Digital Theatre Systems (DTS) [62]
at 1.5 Mbps, and Dolby Digital Plus (DD+) [63] and Windows Media Audio
9 (WMA9) at 448 kbps. This indicates that rather high bit rates are needed to
have high quality multichannel audio.
A different system for compressing 3/2 surround is investigated in [64, 65].
Here, the audio channels are transformed into a hierarchical domain where the
channels are ordered after their perceptual importance. The goal here is not to
be able to remove channels but rather to bandlimit the available channels such
that the most important channel keeps the maximum bandwidth while the less
important channels can be bandlimited. This system is mostly intended as a
pre-processing step before a general low bit rate multichannel codec is applied.
Perceptual coding of wave field reproduction formats has not been examined
much previously, due to the complexity of applying a perceptual model for a
complete wave field. However, in paper C it is evaluated how encoding the
HOA-signals with AAC affects the reproduced wave field.
3.2 Lossless Coding
The goal with lossless coding is to compress a signal as much as possible, but
still be able to reconstruct the original signal after decoding. Several tools exist
for compressing general data files such as gzip [66] and bzip/bzip2 [67]. But
these programs are rarely successful for audio signals; they are more suited for
compressing documents and other text files.
Lossless audio coders are typically less complex than perceptual coders,
simply because they do not need to implement neither a perceptual model nor
quantization. Most coders are based on linear prediction [26,68–70] where the
current sample is estimated and the prediction residual e(n) is entropy coded
(eq. 3.1).
e(n) = x(n)−
N∑
i=1
aix(n− i) (3.1)
It is also possibly to use a transform in a lossless codec, as long as the
transform has an exact inverse. In MPEG-4 SLS an integer MDCT [71] is used to
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achieve the scalability between the perceptually encoded base layer and lossless
compression.
Coding is employed to remove redundancy from the residual signal entropy.
Huffman and Run Length Coding (RLC) are two common and well known
alternatives. Rice coding (also known as Golomb-Rice coding) is also a common
choice for lossless audio coders, and this scheme is a variant of Golomb codes [72].
When the prediction residual is Laplacian distributed it has been shown that
Rice coding is actually equal to Huffman coding [73].
To illustrate the difference between a general purpose and an audio compressor
a clip with classical music has been used. The uncompressed file is 73.5 MB, and
gzip is able to reduce the file size to 63.0 MB or 85% of the original size. While
this still is a significant improvement, Free Lossless Audio Codec (FLAC) [69] is
able to reduce the file size to 44.6 MB, which is only 60% of the original size.
For multichannel audio one can of course use a regular lossless codec for each
channel. However, there can be situations where there are significant amounts of
inter-channel redundancy to remove. In MPEG-4 Audio Lossless Coding (ALS)
inter-channel redundancy is removed using a simple three-tap filter [26]. Meridian
Lossless Packing (MLP) is used for DVD Audio (DVD-A), and uses a matrix-
transformation followed by prediction to remove inter-channel redundancy [25].
MLP supports hierarchical data such as HOA, but this codec does not focus on
low delay, but rather to minimize the peak data rate to allow playback from
bandlimited media such as DVD-A.
In papers D and E a lossless compression scheme for multichannel audio
is presented. The most important difference between this codec and previous
work is that it maintains a very low delay for both encoding and decoding,
which makes this codec suitable for applications with real-time requirements.
This codec exploits the inter-channel correlation in order to remove additional
redundancy, while keeping the hierarchical structure of the HOA format. The
argument for doing this is to preserve the scalability and also keeping the ability
to use arbitrary loudspeaker layouts for reproduction. Both synthetic and natural
recordings are used to evaluate the system.
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Audio Transmission over IP
Networks
In order to successfully transmit audio over the internet, the bit stream has to be
split into packets. This process is known as packetization. Each packet can then
be transmitted to the receiver using a wide range of different protocols. Network
protocols, packetization, and how to handle network problems are described in
this chapter.
4.1 Network Protocols
The internet is based on a layered architecture where each layer provides an
interface for the layer above [74]. Although this model originally had seven
layers, it is most common to use the simplified model with a stack of five layers.
From the bottom up they are the physical layer, data link layer, network layer,
transport layer, and application layer. The physical and data link layer only deal
with connections between two neighboring network nodes, while the layers from
the network layer and up handle end-to-end connections. Only the protocols
that handle end-to-end connections are of interest for this work, thus they are
the only ones covered here.
4.1.1 Network Layer
The most common protocol on the network layer is the Internet Protocol (IP)
[75]. This is a connectionless protocol, which means that a packet can just
be transmitted to the receiver. The connection does not need to be set up
beforehand. Furthermore, IP is an unreliable protocol and no guarantees are
provided regarding whether or not a transmitted packet actually arrives at its
destination. This means that a packet can be dropped anywhere in the network,
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for instance due to congested routers or simply due to link failures, and the
sender will not be informed. Packet losses have to be handled at a higher layer.
4.1.2 Transport Layer
The Transmission Control Protocol (TCP) is often used on the transport layer
for regular data transport [76]. This is a connection-oriented protocol, meaning
that the connection has to be set up before transmission begins. TCP is also
a reliable protocol, and it is guaranteed that the sent data is actually received.
The receiver will transmit back an acknowledgment for each packet received. If
the sender does not receive this acknowledgment within a certain time frame the
packet will be retransmitted. The received packets are reordered and delivered
to the layer above in the correct order. Another important feature with TCP
is that this protocol adjusts its sending rate to the current network conditions.
TCP will increase the sending rate as long as acknowledgments are received.
When an acknowledgment is missing, it is assumed that this has happened due
to congestion and the sending rate will be reduced. By doing this all TCP flows
will be competing for the network resources on equal terms.
However, for applications with real-time requirements, like videoconferencing
or regular Voice over IP (VoIP), TCP is not suitable. The retransmission and
reordering system in TCP, which are appropriate for file transfers, can result in
problems for real-time audio traffic. When a packet is lost, the receiver will not be
able to use this or any future packets until the lost packet is received. The receiver
has no choice but to stop playback while waiting for the retransmission. This
problem can be overcome by using a rather large playout buffer, and this is perhaps
the most suitable solution for transmissions without strict real-time requirements.
For internet radio, buffering a few hundred milliseconds before playback starts
will not create any problems for most users, but for real-time applications this
approach is not appropriate since this playout buffer will introduce too much
delay. Instead, the User Datagram Protocol (UDP) [77] is often used on the
transport layer for media traffic.
UDP is a simple connectionless protocol. It basically adds a checksum of the
content such that the receiver can check that the correct data has been received.
This protocol does not include any mechanisms for retransmission and it does not
guarantee that all packets are received. This simple approach is more suitable
for real-time applications, because it allows the application to handle packet loss
in a more efficient manner without the need of a large playout buffer.
However, this protocol does also have some rather large disadvantages. One of
the key features with TCP is the regulation of transmission rate, and UDP does
not provide anything like this. This can result in an UDP flow taking more than
its fair share of the available bandwidth. In [78] a flow is said to be reasonably
fair “if its sending rate is generally within a factor of two of the sending rate of a
TCP flow under the same conditions.” Ideally, when using UDP the sending rate
should be controlled by a different mechanism in order to be TCP-friendly.
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Another, and perhaps more appropriate, protocol for media streaming is the
Datagram Congestion Control Protocol (DCCP) [79]. DCCP is a replacement for
UDP and comes with three different congestion control mechanisms, e.g. TCP
Friendly Rate Control (TFRC) [78]. However, the use of congestion control
requires that the sender is actually able to change its transmission rate. In a
situation with only one receiver the encoder can change the target bit rate. In
situations with multiple participants a scalable encoder is a more elegant solution,
since a subset of the bit stream can be sent to the receivers who require less
bandwidth, instead of reducing the quality for all participants.
4.1.3 Application Layer
A widely used protocol on the application layer for multimedia traffic is the
Real-time Transport Protocol (RTP) [80]. This protocol provides the stream with
sequence numbers and a timestamp which tells the receiver about the scheduled
playback time. The protocol on the layer below may deliver packets out of order
and packet losses will still be detected easily. The RTP Control Protocol (RTCP),
also defined in [80], specifies a protocol for transmitting feedback about the
quality of the data distribution. This feedback can be used to adjust sending
rate in order to avoid bandwidth problems.
4.2 Differentiated Services
Currently, the architecture for the internet is named Best Effort (BE). BE gives
no guarantees and treats all traffic equally. While this is a reasonable solution
for regular data traffic and file transfer, multimedia traffic could benefit from a
service differentiation due to the requirements for low delay and a low packet
loss ratio.
Differentiated Services (DiffServ) [81] provides this by dividing traffic into
classes. Guarantees are only provided for a class and not an individual flow.
Each class has a Per-Hop Behavior (PHB), which says how packets should be
forwarded in the network. The default PHB is typically meant for best effort
traffic while Expedited Forwarding (EF) [82] is meant for traffic that require low
loss and delay, which makes it a suitable class for real-time audio and video. In
addition the Assured Forwarding (AF) [83] class is defined. This class is further
divided into four new groups, with different packet drop probabilities. When this
differentiation is used, traffic will mostly be affected by traffic within the same
class.
Given these two architectures it is important to evaluate the performance
benefits from using the more advanced approach. The delay and jitter for voice
traffic in DiffServ and BE environments are compared in [84], and it is found
that DiffServ leads to better performance, especially for the codecs using a high
bit rate. In paper F network simulations are used to generate packet loss traces
for audio traffic in both BE and DiffServ environments. The differences between
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these traces are evaluated using a subjective test, and it is shown that the packet
loss process resulting from DiffServ is less bursty, and leads to a slightly higher
perceived quality for lower packet loss ratios.
4.3 Packetization
Most audio coders process a stream in blocks and each block will usually result
in one independently decodeable unit, but how these units are packetized are up
to the sender. For MPEG-4 these units are known as an Access Unit (AU).
The Maximum Transmission Unit (MTU) is the maximum size of a packet
that can be transmitted without being fragmented. For regular IP networks this
limit is 1500 bytes, and a natural packetization choice is to buffer AUs until
they reach the MTU and transmit them together. However, this approach has
some disadvantages. Buffering packets will increase the total delay, since the
sender has to wait before a packet is transmitted. Furthermore, when multiple
consecutive AUs are contained within one packet, a single packet loss will result
in a large gap in the audio stream (figure 4.1a). To combat this, it is possible to
use a technique named interleaving [8]. Here, AUs are transmitted out of order,
thus a packet loss will create multiple small gaps in the audio stream instead of a
large one (figure 4.1b). Unfortunately, this will increase the system delay further,
making it less suitable for real-time communication.
A different approach is to transmit each AU as soon as it has been processed.
This introduces minimal delay, but it will increase the network overhead. The
headers added by IP/UDP/RTP have a total size of 40 bytes, and with a small
payload, e.g. 200 bytes, the packet efficiency is as low as 83%.
Paper F investigates different techniques for packetization and also different
packet sizes. Network simulations show that a small packet size is beneficial
when considering the packet loss ratio alone. However, it has to be considered
whether or not this approach justifies the increased rate.
4.4 Error Protection and Concealment
Packets transmitted over the internet may be lost during transmission and strict
delay requirements make it impossible to wait for packet retransmissions. Error
mitigation techniques can be divided into two categories, Error Concealment (EC)
and Error Protection (EP), which are covered in the following sections.
4.4.1 Error Concealment
Error concealment is, as the name indicates, techniques that the receiver uses in
order to conceal that any packets have been lost. If packet N is lost, the receiver
cannot just jump directly from packet N − 1 to N + 1 since this will lead to
time synchronization issues. The gap that is supposed to be filled with content
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(a) Without interleaving: Three consecutive AUs are lost.
(b) Interleaving: Lost AUs are spread out.
Figure 4.1. Illustration of the consequences of packet loss both with and without
interleaving. Figure taken from paper F.
from packet N , needs to be replaced with something. Various, relatively simple,
EC techniques for audio signals are surveyed in [85]. The simplest solution,
replacing lost packets with silence gives, not surprisingly, very poor results. What
is interesting is that playing the previous received packet twice gives a rather
large increase in perceived quality. If fading is used between the frame boundaries
to remove discontinuities the quality is increased further.
However, many more complicated techniques have been proposed. In [86]
time-scale modifications are used to “stretch” the next received packet to cover
the gap from the lost packet. Several algorithms for interpolation in the frequency
domain have also been proposed [87–92]. Yet another class of concealment is
based on sinusoidal modeling of the lost content [93–95], and methods for smarter
repetition of frames is investigated in [96, 97]. Also, a special error concealment
method for the predictive low-delay codec in [45] is presented in [98].
In [99] a special EC-technique for multichannel audio is presented. This
method is based on using other channels for interpolating the missing content,
and packetizing the channels such that a single packet loss will only affect a
subset of the channels.
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4.4.2 Error Protection
Error protection is used as a term for techniques used by the sender to minimize
the effect of packet loss, or to help the receiver with reconstructing missing
data. Interleaving, as described in the previous section, can be considered an EP
technique, since this type of packetization is meant to simplify the EC process
for the receiver.
Another possibility is to exploit that certain parts of the compressed bit
stream are more important than others. Some parts of the bit stream are crucial
for decoding, while other parts can be predicted from previous packets [100–103].
By including the important parts in multiple packets, one is able to increase
the probability that these important parts are received. One clear downside of
this approach is that parts of the stream are transmitted in later packets which
means that both the bit rate and delay are increased.
It is also possible to investigate the signal itself and transmit extra data to
ease the reconstruction of selected parts of the signal [104,105]. An example of
this can be seen in [106]. Here, drumbeats (and other transients) are encoded
and transmitted separately since transients can be very difficult to reconstruct.
A different alternative is the use of Multiple Description (MD) coding [107].
By using this scheme the encoded representation of a frame is divided into two
parts. If only one of the parts is received, the decoder is able to reconstruct a
low quality version of the frame. If both parts are received the highest quality
is achieved. Examples of this can be seen in [108] where the low delay codec
presented in [45] is encoded using multiple descriptions, and in [109] MD is used
in a transform codec.
Paper A proposes a novel error protection scheme where the success of the
error concealment is evaluated at the sender side using a perceptual criterion.
By doing this the sender can determine whether or not a packet needs to be
protected. In our implementation the error protection is simply a low bit rate
representation of the same frame. This system is implemented for MPEG-4 AAC,
but it should be noted that this system can be used for any type of encoder. The
advantage of this method is that the receiver will only have to use EC on frames
where this provides a reasonable audio quality, and since the remaining frames
are protected the result is a system which is very robust against transmission
errors.
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Evaluation of Audio Quality
Evaluating perceived audio quality can either be performed using objective or
subjective tests. In a subjective test, participants are asked to rate the quality of
the presented clip, either with or without listening to a reference. These tests
are very time consuming, and they have to be carefully planned to avoid bias
effects [110].
Objective tests, on the other hand, use a parametric approach where features
of the audio signals, and possibly transmission systems, are used in order to
estimate the quality experienced by the users. They are fast and easy to perform,
but the mapping from an objective model to a subjective score is not trivial. A
full-reference metric compares an original audio signal with the impaired version
and calculates the quality, while a no-reference metric uses only the impaired
signal to estimate the quality. Also completely parametric methods exist which
do not need an audio signal at all. These metrics calculate the impairments from
factors such as the chosen codec and transmission system properties like delay
and loss characteristics.
For speech there has been much work on objective models, both for coding
artifacts but also for general transmission systems, including packet based. For
music, on the other hand, there has been some work on objective, full-reference
metrics, but little work has been done for impairments resulting from packet
based transmission.
5.1 Subjective Quality Evaluation
In a subjective quality evaluation, audio is played back to the listeners and
subjects are asked to rate the quality. Depending on the application, a choice
of test methodology has to be made, and numerous standards for this exist.
There are also a large number of other problems involved, such as the room used,
equipment, and also how the subjects are instructed [111].
For evaluating small impairments, typically resulting from coding artifacts,
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ITU BS.1116 [112] is a common choice. Here the subject is presented with 3
stimuli, labeled as A, B, and reference. Either A or B should be identical to the
reference, what is known as a hidden reference. The subject should assess the
impairments of A and B relative to the reference based on a scale from 1 (very
annoying) to 5 (imperceptible). However, since there is a hidden reference, at
least one of the stimuli must be rated as imperceptible.
ITU BS.1534, Multiple Stimuli with Hidden Reference and Anchor (MUSHRA)
[113], is a test intended for evaluating larger distortions than BS.1116. With
MUSHRA, the subject is presented with multiple test items simultaneously
and one item labeled as reference. One of the test items should be a hidden
reference, and there should at least be one band-limited anchor. All items should
be rated from 0 (bad) to 100 (excellent). In paper F this standard is used to
evaluate the perceived quality of packet loss distorted audio. Here, the focus is
on evaluating different temporal loss distributions resulting from two different
network architectures. This test was performed in order to investigate whether or
not it is beneficial to use a more advanced architecture instead of the relatively
simple model used today. It is found that the new architecture leads to a less
bursty loss process which results in a slightly higher perceived quality.
In [114] a number of arguments against the ITU standards are presented. One
of the key issues raised is the interpretation of the quality labels. It is shown that
the perceived difference between the grades in the ITU-R 5-grade impairment
scale are unequal and even more problems arise if the labels are translated into
a different language. It is not necessarily true that results from tests using two
different languages can be directly compared, since the translation can affect the
interpretation of the quality labels. In [115] a so-called acceptability test is used
to evaluate multimedia content for mobile devices. This test is a binary test, the
subject is given a scenario and is asked to evaluate whether or not the quality
of the test item is acceptable. This type of test is fast and easy to perform for
the subjects. In paper G, an acceptability test is used to evaluate packet loss
distorted music within an internet radio streaming scenario. Previous work has
often used packet loss ratios as high as 10 – 15%. Here, much lower ratios are
used in order to identify when the packet loss ratio leads to unacceptable quality.
It is found that the audio quality is not acceptable when the stream is exposed to
a packet loss ratio of 1.5%, and that the acceptability is severely reduced already
with 0.5% packet loss. Also, it is shown that there is no difference between clips
encoded at 64 and 128 kbps in situations with packet loss, which indicates that
a bit rate reduction is a reasonable option during periods with packet loss.
5.2 Objective Quality Evaluation
The E-model [3, 116] is a completely parametric approach for evaluating narrow-
band speech quality, originally intended for network planning. The E-model is
an additive model, meaning that the distortions due to several factors are simply
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added. Examples of parameters are the codec in use, the delay, signal to noise
ratio, and the talker echo. By adding these impairment factors the transmission
rating (R) results which can be converted into a Mean Opinion Score (MOS).
This model has been created by performing a large number of subjective tests
evaluating the different impairments, and then using these results to calculate
the actual impairment factor. This model has later been extended to handle
impairments from packet loss [117–119]. Here, a codec’s ability to handle packet
loss, the packet loss ratio, and also the burstiness of the packet loss process
are identified as important parameters for the quality. Recently this model
has undergone some changes in order to estimate impairments for wideband
speech, including impairments from packet based transmission [120,121]. The
same method for estimating quality has been applied to video transmission as
well [122,123].
Perceptual Evaluation of Audio Quality (PEAQ) [124,125] and Perceptual
Evaluation of Speech Quality (PESQ) [126, 127] are full-reference metrics. These
systems use a perceptual model to evaluate the differences between an impaired
signal and the original audio signal. PESQ is designed to handle impairments
resulting from packet losses. PEAQ has been designed to only evaluate coding
distortions, which it does with a very high accuracy, especially when the results
are averaged over several test clips [128]. An evaluation of how PEAQ handles
packet loss distorted audio can be found in [7]. Development of objective quality
evaluation for multichannel audio has also started, and preliminary results
are presented in [129]. However, this system is only intended for sweet spot
reproduction, not complete wave fields.
No-reference metrics and parametric approaches can easily be employed in
operational networks since they only require the impaired signal or characteristics
of the transmission medium. Full-reference metrics have traditionally been mostly
used in laboratory settings since they require both the original and the impaired
signal. However, as seen in paper A they can also be used on the sender side in
a transmission system if the sender is able to simulate the possible impairments
resulting from the transmission.
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Chapter 6
Conclusions and Contributions
This thesis covers multiple aspects of audio transmission over IP networks. Papers
A – E focus on sender side techniques to improve network transmission and papers
F and G investigate aspects of the end user’s perceived quality.
In paper A an Error Protection (EP) scheme for audio streaming is presented.
The most important contribution here is the use of a perceptual criterion for
determining whether an audio frame needs to be protected or not. In earlier
work EP is used to assist the receiver with reconstructing parts of the signal, but
here it is actually investigated whether or not the receiver can reconstruct the
signal satisfactorily without any assistance. In this work the perceptual analysis
is performed in a separate module, but this analysis could also be incorporated
into the perceptual model in the encoder. The implementation used in this paper
introduces additional delay. However, it can easily be modified in order to avoid
this, thus making it suitable for real-time communication. Although AAC is used
in this implementation, this approach is independent of the chosen codec. The
amount of redundancy added to the packet stream is determined by the quality
criterion selected. Depending on the type of audio signal, the increase in quality
can be very significant using only small amounts of redundancy.
Paper B presents a layered codec which has a delay of only 256 samples, and
when both layers are received the original lossless signal is recovered. This codec
is intended for a network supporting service differentiation in order to increase the
probability for receiving the base layer. The base layer is a perceptually encoded
representation of the original signal, while the enhancement layer contains the
difference between the original signal and the base layer. The base layer is
compressed using a well known codec, but the extension to a low delay lossless
codec made in this work is novel. In situations where the enhancement layer
is lost, the base layer can be used alone and still result in a relatively high
perceived quality. Even though this codec is restricted to have a very low delay
the resulting bit rate is on average only 56% of the original bit rate, for the base
and enhancement layer combined. Also, it is shown that the layering introduces
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6. Conclusions and Contributions
a very low overhead when compared with regular lossless compression.
Papers C – E deal with the compression and transmission of Higher Order
Ambisonics (HOA). In paper C it is investigated how compressing the cylindrical
harmonics components with AAC affects the reproduced sound field. To our
knowledge, this is the first study within this topic. It is found that encoding
HOA with AAC results in an error that is very low in the sweet spot, but it
increases as a function of the distance from the center. How steep this increase is,
is dependent on the spectrum of the content. It is also found that it is beneficial
to have an unequal distribution of bits between the orders in the cylindrical
harmonics domain. By using most bits on the lowest orders, good sound quality
is achieved and the spatial information is still improved by including the higher
order channels.
In paper D the spatial redundancy for two-dimensional synthesized HOA-
signals is investigated. A low delay, lossless compression scheme that exploits the
inter-channel correlations is presented. Previous work on lossless multichannel
compression does not focus on the coding delay which means that they are not
suitable for real-time communication. In addition to a very low delay for encoding
and decoding, the presented codec preserves the hierarchical HOA-format in order
to keep the stream scalable and to allow reproduction over arbitrary loudspeaker
layouts. It is found that for synthetic signals, without any added reverberation,
the bit rate is significantly reduced when the inter-channel redundancy is removed.
However, this reduction is highly dependent on the number of sources and also
their locations.
The work from paper D is continued in paper E. Here, the same compression
system is applied on signals from a newly developed spherical microphone array,
the “Eigenmike” R©. It is found that the microphone signals are highly correlated
and the rate is typically reduced with more than 10% when the inter-channel
correlation is exploited. When the signals are converted into the HOA domain, the
rate reduction is severely reduced. However, this does not mean that these signals
are not correlated, but rather that the correlation is more difficult to exploit. The
reason for this is that the transformation into the spherical harmonics domain
typically results in many channels with very low energy, thus they are easily
compressed by only removing the intra-channel correlation. Several options
for reducing the complexity of this encoder without increasing the bit rate
significantly are also investigated.
The perceived quality experienced by the end user is evaluated in papers F and
G. These subjective tests are the first steps towards developing objective metrics
for estimating the perceived quality. In the first paper, network simulations
are used to investigate the importance of packet sizes and network architecture
for audio streaming. It is found that the packet loss ratio is significantly lower
with smaller packets, but the downside is that the total rate also increases due
to the number of extra packets transmitted. The network simulations were
also used to create models for the packet loss processes resulting from the BE
and DiffServ architectures. DiffServ is an architecture with substantially higher
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complexity than BE, and it is important to evaluate the advantages from using
this architecture and at the same time investigate how different temporal loss
distributions affect the perceived quality. From the subjective test, it is found
that the less bursty DiffServ loss distribution leads to higher perceived quality at
a low packet loss ratio.
In paper G the acceptability of packet loss distorted audio is evaluated using
a very fast and easy subjective test. This test is important since it actually
reveals at which loss rates the subjects finds the quality too low to be acceptable.
It is seen that the audio quality can no longer be said to be acceptable when the
packet loss ratio is 1.5%. Averaged over all clips the acceptability is less than
40%. The difference between stereo signals encoded with AAC at 64 and 128
kbps is also evaluated, and in situations with packet loss there are no significant
differences between these encoding rates.
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Encoding Higher Order Ambisonics with AAC
Erik Hellerud, Ian Burnett, Audun Solvang, and U. Peter Svensson
Abstract
In this work we explore a simple method for reducing the bit rate needed
for transmitting and storing Higher Order Ambisonics (HOA). The HOA
B-format signals are simply encoded using Advanced Audio Coding (AAC)
as if they were individual mono signals. Wave field simulations show that by
allocating more bits to the lower order signals than the higher the resulting
error is very low in the sweet spot, but increases as function of distance
from the center. Encoding the higher order signals with a low bit rate does
not lead to a reduced audio quality. The spatial information is improved
when higher-order channels are included, even if these are encoded with a
low bit rate.
1. Introduction
Higher Order Ambisonics (HOA) is a technique for reproducing a complete
soundfield, either a complete three-dimensional representation or in just two
dimensions; in this work the latter is considered. The extension of the area over
which an accurate representation is achieved is proportional to the order N [1].
For a two-dimensional representation and an order of N , 2N + 1 channels are
necessary. If regular CD-quality is used, with a bit depth of 16 and 44.1 KHz
sampling rate, the total rate becomes (2N + 1) ∗ 16 ∗ 44.1 kbps. For an order of
7, which is the highest order used in this work, this would mean a rate of more
than 10 Mbps.
10 Mbps is such a high rate that both storage and network transmission can
be problematic, but, as with regular compression, audio signals contain significant
redundancy which can be removed without sacrificing perceptual quality.
The authors have not found prior studies that specifically look at the com-
pression of HOA, but several techniques for compressing other multichannel
audio formats exist. The last decade has seen the development of several new
codecs. For instance, the recently standardized MPEG Surround [2] can give
remarkably good quality for some test items [3] for bit rates as low as 64 kbps
(for a traditional ITU 5.1 layout). However, it is found in [3] that a bit rate
of 448 kbps is needed for the more sensitive test items regardless of the chosen
codec. MPEG Surround works by downmixing the signal in the encoder to stereo
and encoding the spatial information using parametric cues. One advantage of
this scheme is that the encoded format is stereo compatible. The 5.1 format
can be called a sweet-spot technique, that is, the format does not generate an
extended sound field. Therefore, the spatial distribution of the quantization error
is more or less irrelevant. For the HOA format, on the other hand, the spatial
distribution of the quantization error is highly relevant, and that is the scope
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of this paper. A more theoretical approach analyzing the effects of quantizing
Higher Order Ambisonics signals is given in a companion paper [4].
Higher Order Ambisonics is described briefly in section 2, and AAC is pre-
sented in section 3. In section 4 numerical results from encoding both the
Ambisonics B- and D-format are given, and also some comments from informal
listening. Conclusions and suggestions for further work are offered in sections 5
and 6.
2. Higher Order Ambisonics
Here, only a short introduction to HOA will be given since the complete theory
is thoroughly presented in [5,6]. The theory behind Ambisonics was developed in
the 1970s, and although it has not gained any significant commercial interest it
is still one of the few methods for reproducing complete sound fields. The other
significant alternative is Wave Field Synthesis (WFS) [7]. A horizontal sound
field can be expressed in terms of its cylindrical harmonics decomposition [8]:
p(r, θ) = B+100 J0(kr)+
∞∑
m=1
Jm(kr)B+1mm
√
2cos(mθ)
+
∞∑
m=1
Jm(kr)B−1mm
√
2sin(mθ),
(1)
where Jn is the n’th order Bessel function and k is the wave number (k = 2piλ =
ω
c ).
The coefficients B±1mm are the so-called B-format signals in Ambisonics. As seen
from eq. 1, these coefficients describe the sound field for all angles and radii.
For practical use, the infinite sums in eq. 1 must be truncated to a maximum
order N . Then, the B-format coefficients form the HOA representation of order N .
The B-format coefficients can be found either by encoding each virtual source’s
signal individually [5] or by using a multi-element microphone that extracts the
B-format signals by processing the microphone signals [9].
To derive the loudspeaker signals (the D-format) from the B-format, a simple
matrix multiplication is used [5]. The parameters for this decoding matrix is
given by the order and loudspeaker locations. For regular loudspeaker layouts
the decoding matrix is given as
D =
√
2
N

1√
2
. . . 1√
2
cos(φ1) . . . cos(φM )
sin(φ1) . . . sin(φM )
cos(2φ1) . . . cos(2φM )
sin(2φ1) . . . sin(2φM )
. . . . . . . . .
cos(Kφ1) . . . cos(KφM )
sin(Kφ1) . . . sin(KφM )

T
, (2)
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where K = 2N + 1, M is the number of loudspeakers, and φi is the angle of the
i’th loudspeaker.
For an HOA encoding/decoding of order N and reproduced over 2N + 1
loudspeaker in a circular, regular array, the resulting wave field error stays below
-15 dB [10] as long as the relationship
N = kr (3)
is fulfilled, where r is the radius of the reproduction area.
One very interesting feature of HOA is the flexibility of the format. Given a
representation of order N with 2N + 1 channels, a subset using channels 1 to
2M + 1 (M ≤ N) can be used to decode the source to an order M representation.
Decoding only a subset of the channels will only affect the spatial resolution.
This makes the HOA format ideal for network transmission since the number of
channels transmitted can be adapted to the receiver’s setup, and the transmission
rate can also be adapted to the available network bandwidth. It should also be
mentioned that this format is very suitable for future network architectures such
as Differentiated Services (DiffServ) [11]. With DiffServ there are several priority
levels in the network, so the most important data can be transmitted at a high
priority level, with a significant lower probability for data loss than in the current
Best Effort network architecture. Using the DiffServ architecture it would be
natural to transmit the lower order components with a high priority, while the
higher orders could be transmitted using regular priority, thus increasing the
probability that at least a lower order representation is received.
In addition to the scalability and layered structure of the format, it is also
very flexible from the reproduction perspective. A signal in the HOA B-format
can can be decoded to an arbitrary loudspeaker configuration, including the
common 5.1 and 7.1 configurations [12]. In the encoding approach presented
here, the scalability is not removed from the format. Also, due to the low bit
rates of the higher order channels, a relatively fine granularity is achievable.
One solution for compressing HOA is to decode the B-format to loudspeaker
signals (D-format) and encode each individual signal (Figure 1, lower path). This
approach leads to a uniform error across the listening area. If the loudspeaker
signals’ amplitudes differ much, e.g., as caused by one dominant source direction,
fewer bits could be assigned to the weaker-amplitude channels [13]. However,
such bit distributions might lead to unwanted spatial distribution effects, so that
distortions that are masked at the central listening position get unmasked in
non-central listening positions.
Another disadvantage with this approach is that some of the desired features
of the B-format are no longer available. Encoding the D-format signals means
that the receiver has to use a fixed loudspeaker setup, it is not longer possible
to use an arbitrary loudspeaker configuration. Also, the scalability has been
removed; the sender has to transmit all channels, making this encoding scheme
less suited for network transmission.
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Figure 1. Encoding schemes: Upper signal path shows encoding the B-format
signals, lower shows encoding the D-format signals (loudspeaker signals).
Due to the reasons presented above, encoding the B-format signals (Figure 1,
upper path) seems like a more reasonable solution.
3. Advanced Audio Coding
MPEG-4 Advanced Audio Coding (AAC) [14] is currently one of the best stereo
audio encoders. Transparent quality can result from bit rates as low as 64 kbps
for a stereo signal [15].
An Advanced Audio Coding (AAC) encoder splits the signal into frames of
2048 samples (or 256 samples if transients are detected) overlapping with 50%,
and transforms each frame into the frequency domain using the Modified Discrete
Cosine Transform (MDCT). From a psychoacoustic analysis the quantization
threshold for each subband is selected and finally, the resulting coefficients are
entropy coded.
For very low bit rates it has been shown that it can be beneficial to represent
the high frequency content in a parametric way derived from the low frequency
content. This technique is called Spectral Band Replication (SBR) [16], and this
is used in the encoder selected for this work [17]. SBR is a part of MPEG-4
High Efficiency AAC (HE AAC). For very low bit rates in standard AAC, it
is unavoidable that the noise will be above the masked threshold if the whole
frequency range is encoded. However, there will be a significant quality reduction
if the signal is simply low-pass filtered. By using SBR the high frequency range
in the signal is maintained, but it is encoded using only a few bits. By utilizing
the correlation between the low and high frequencies, an estimate of the high
frequency content can be given from the transmitted low frequency content. By
using SBR the quantization noise will ideally be below the masked threshold for
the lower frequency range. This has been shown to increase the perceived quality
significantly when very low bit rates are used.
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4. Encoding HOA Signals
The technique used in this paper is very simple; each B-format channel is
encoded independently using AAC. One advantage of the scheme is that both the
scalability and flexibility of the format is intact, and it is also easy to use varying
bit rates for the different channels/orders. Using a lower bit rate for the higher
order components will be shown to be an essential technique for maintaining the
perceived quality as well as the spatial resolution, even with a very low total bit
rate.
Encoding channels will lead to distortions, so several configurations have been
tested in this work to minimize the distortions. One difference from regular stereo
is that in addition to good sound quality, it is also desirable that the compression
does not introduce spatial distortion, meaning that sources are perceived to
originate from a different direction than in the original clip, or that the direction
are perceived as less distinct.
Given a total bit budget there are numerous options for how the bits could be
distributed between channels. The most obvious solution is to use the same bit
rate for all channels. A different option is to vary the bit rate between channels,
either using a lower bit rate for the higher or for the lower order components.
Also, it is useful to consider whether a low order representation consisting of
channels with a high bit rate is preferable over a higher order encoding at lower
bit rates. Reducing the Ambisonics order will reduce the spatial resolution, but
if the gain in sound quality is significant it may be worth it.
To analyze the error in the reproduction area, the HOA signals were de-
coded to loudspeaker signals (D-format), and the sound pressure calculated for
loudspeakers radiating plane waves:
p(r, k, θ) =
M∑
m=1
ejkr cos (θm−θ)lm(0, k, θm), (4)
where lm is the signal from the m’th loudspeaker, which is placed in the angle
θm.
The sound fields resulting from the original and encoded clips were then
compared. The error, , is defined here as
(r, θ, t) = 10 ∗ log10 (pc(r, θ, t)− pr(r, θ, t))
2
pr(r, θ, t)2
, (5)
where pr is the reference sound field, and pc is the sound field resulting from
the encoded signals. The error is calculated time-sample by time-sample, and
averaged over time. It should be noted that this error measure does not take any
perceptual aspects into account. To find the average at a given radius the error
was averaged across all angles. Furthermore, the error can also be averaged across
the entire reproduction area, i.e., for radii up to the edge of the reproduction
circle.
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(a) Original (HOA order 7). (b) Channels 12-15 compressed.
Figure 2. Wave field snapshot for a signal with only one source and reproduced
with order 7. The compressed channels are encoded to 64 kbps. The radius of
the circles is 14 cm.
Surprisingly, compressing HOA with AAC seems to work remarkably well.
To analyze the effects from compression, both wave field analysis and casual
subjective evaluation were used.
4.1. Wave Field Analysis
A wave field analysis was performed by comparing an original soundfield with a
processed soundfield over a reproduction area (a circle of radius 14 cm). The
original soundfield consists of either a single virtual source, or four virtual sources
(spread to four different source angles), all positioned at infinite distance, and
with no room reflections or reverberation included. This corresponds to the HOA
processing of an extremely dry mono-microphone recording which is arguably the
most critical case for detecting the direction of a source. The processing includes
HOA encoding to a reproduction order N of each source signal at the desired
virtual source angle, AAC encoding/decoding the 2N + 1 HOA B-format signals,
and applying a basic HOA decoding as given by eq. 2 for a regular, circular
array of 2N + 1 loudspeakers at infinite distance. The HOA decoding yields the
D-format signals, i.e., the loudspeaker signals, lm. The loudspeaker signals were
transformed using a DFT and eq. 4 was applied one frequency at a time, and an
inverse DFT gave the time-domain signal. A final wave field snapshot was then
generated by plotting the instantaneous wave field across the reproduction area.
One such example is shown in figure 2 where a single virtual source, emitting
a dry drum beat recording, was HOA encoded to order 7, and reproduced over
15 loudspeakers. The last four B-format channels were compressed with AAC to
64 kbps. From the wave field analysis it can be seen that the difference between
the original and the compressed audio is that the wave becomes more blurry,
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Figure 3. Error averaged across the entire reproduction area. The HOA order
was 7, and all channels were encoded with the same rate.
meaning that the wave loses some of its distinct contours. This can be seen in
figure 2b.
4.2. Error as a Function of Encoding Rate
Figure 3 shows the average error in the listening area as a function of encoding
rate for both encoding of the B-format and D-format signals. The clip used here
has four virtual sources in four different locations. As expected this results in
an approximately linear decrease, but it is interesting to see that the distortion
is more or less equal whether it is the B- or D-format signals that have been
encoded. It should be noted that HOA reproduction of a broadband signal over a
circular reproduction area will introduce wave field distortions at high frequencies,
which makes an averaging of the error across frequencies problematic. However,
here we use the HOA encoded/decoded wave field as reference, and consequently,
our error is only the one that is introduced by the AAC compression.
Also, note the large difference between 16 and 12 kbps in figure 3. SBR
is used for the lowest bit rate, and the use of SBR results in large sound field
distortions since the high frequency content is only estimated, but perceptually
the difference is not as big as it appears from the figure.
4.3. Error as a Function of Distance
One important aspect of HOA is that the channels affect the listening area
differently. The W component (B00) affects the whole listening area, while
the higher orders mostly affect the area further away from the centre of the
listening area. This is illustrated in figure 4. This graph is generated from a wave
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Figure 4. Angle-averaged error as a function of distance from the centre for a
clip containing four sources. The HOA order was 7, and a subset of the B-format
signals were encoded to 12 kbps. “2 channels” means that channels 14-15 were
compressed to 12 kbps, “4 channels” means that 12-15 were compressed and so
on.
field analysis resulting from a complex music clip with 4 sources from different
directions reproduced with order 7.
As seen from the figure the resulting error in the centre is very low when only
a few of the higher orders are compressed. If all channels are compressed to the
same bit rate, the resulting error is uniform across the whole listening area, as
indicated by the curve “15 channels” in figure 4.
The radial extent of the area with the lowest error depends on the frequency.
In figure 5, this frequency dependence is illustrated by evaluating the angle-
averaged error for single-frequency wave field of frequency 100, 1000 or 5000 Hz.
In this case, the signal was transformed using the MDCT and quantized. As can
be seen in figure 5, the higher the frequency is, the smaller is the area with a
lower error.
The perfect reconstruction radius for a frequency of 1000 Hz and order 7 is 38
cm (Equation 3), and from figure 5 it can be seen that for the 1000 Hz sinusoidal
the maximum distortion is achieved at approximately that distance.
4.4. Perceived Quality
To evaluate the perceived quality casual subjective evaluation has been used in
this initial study. Preliminary results indicate that higher order components
do not affect the perceived audio quality, even if they are compressed to quite
low bit rates. Using 12 kbps for the highest orders does not reduce the quality
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Figure 5. Angle-averaged quantization error as a function of distance and
frequency. A single sinusoidal with frequency 100, 1000, or 5000 Hz were
reproduced with order 7.
significantly, even though the individual channels have a very reduced sound
quality. However, the spatial resolution is significantly improved when these low
bit rate channels are included, compared with a lower order representation.
To evaluate this encoding scheme several clips were used, ranging from simple
clips with a single source in a single direction to more complex clips with several
sources in multiple locations. The setup consisted of 15 loudspeakers in a uniform
layout, so the highest order possible for playback was 7. Several configurations
of bit allocations between the channels were tested, and the most promising
solutions seem to be to use a high bit rate for the W component, and reducing
the bit rate for the channels as the order increases. Total bit rates as low as 256
kbps were tested, meaning a compression ratio of more than 41. Even at this bit
rate, the sound quality was still very good, but some sound sources were moved
away from their original location. By increasing the bit rate slightly, to e.g. 384
kbps, no spatial distortion was audible in casual evaluation.
Another effect of using very low bit rates on all B-format channels is that the
AAC encoder may have to remove parts of the signal that are actually audible in
order to reach the target rate.
Encoding the B-format channels with AAC is clearly not an optimal solution.
The perceptual model is not matched against the reproduction, meaning that
parts of the signal that the model determines audible may actually be inaudible
due to spatial masking. Also, working on a single channel at a time makes it
impossible to utilize the correlation between channels. For signals with only one
source the channels are highly correlated, but even for the more complex clips
there can be a very high correlation between some of the channels. This means
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that the bit rate could be reduced further if a more complex encoding approach
was used.
5. Conclusion
From the presented results it can be seen that reasonably good sound quality
can be achieved by encoding the Ambisonics B-format with AAC.
It was found that using more bits for the lower order signals resulted in an
increasing error as a non-uniform function of distance from the centre. Also, it
was found that the actual sound quality of the higher order components is not
that important; even at a significantly reduced perceptual signal quality, these
contribute significantly to the perceived spatial resolution.
6. Further Work
This work should be followed up with a more thorough subjective test to evaluate
the performance of this encoding scheme. Also, it should be investigated how one
could utilize the correlation between the channels to further reduce the bit rate.
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Lossless Compression of Spherical Microphone Array Recordings
Erik Hellerud and U. Peter Svensson
Abstract
The amount of spatial redundancy for recordings from a spherical micro-
phone array is evaluated using a low delay lossless compression scheme.
The original microphone signals, as well as signals transformed to the
spherical harmonics domain, are investigated. It is found that the cor-
relation between channels is, as expected, very high for the microphone
signals, in two different acoustical environments. For the signals in the
spherical harmonics domain, the compression gain from using inter-channel
prediction is reduced, since this conversion results in many channels with
low energy. Several alternatives for reducing the coding complexity are
also investigated.
1. Introduction
The “Eigenmike” [1,2] is a spherical microphone array with a total of 32 elements.
A recording from this microphone can be used to recreate the complete three
dimensional sound field using techniques such as Higher Order Ambisonics (HOA)
[3, 4]. When HOA is used, the 32 microphone signals have to be transformed
into the spherical harmonics domain. Given the number of elements on this
microphone, the maximum possible order in the spherical harmonics domain is
four [5], which results in a total of 25 channels.
The transmission of 25 channels over a network can be problematic since
it will create a very high data rate. No bandwidth guarantees are given with
the current internet and the available bandwidth may also vary over time. One
advantage with HOA under these conditions is that the format is naturally
scalable. This means that the sender can adapt the transmission rate to the
current network conditions. Down scaling a HOA signal will not reduce the basic
audio quality, only the spatial resolution is affected [6].
For delay-sensitive applications such as distributed music plays, where musi-
cians are located at geographically different locations, and also video conferencing,
it is important to minimize the end to end delay in order to maximize the Quality
of Experience (QoE). It is advised that the delay is kept below 150 ms for voice
applications [7], but for music applications this limit is as low as 60 ms [8]. The
network delay is difficult to control, but the delay introduced by the encoder
and decoder can often contribute significantly to the total delay [9]. Regular
audio codecs will typically use rather large blocks of samples to increase the
accuracy of the perceptual model and to increase the compression gain, but this
will also increase the delay. Several perceptual codecs with low delay have been
presented [10,11], however in situations where the maximum quality is desired,
lossless compression is a preferred choice.
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The microphone elements on the “Eigenmike” are located very closely, the
radius of the microphone is only 42 mm. This should result in highly correlated
channels, and this redundancy can be removed in order to achieve more efficient
transmission. However, the correlation will depend on the number of sources and
the room characteristics. Signals converted to the spherical harmonics domain
may also be highly correlated, but for the HOA signals the correlation will also
depend on the number of orders in the spherical harmonics domain.
Section 2 gives an introduction to HOA and how the signals from the “Eigen-
mike” can be converted into the spherical harmonics domain and then to loud-
speaker signals. In section 3 the lossless compression scheme is presented, and
section 4 explains how this format should be transmitted. Sections 5 and 6
provides the results for synthetic signals and microphone signals, respectively,
before the concluding remarks are given in section 7.
2. Higher Order Ambisonics
The complete theory behind HOA is thoroughly described in [3–5] so only a short
introduction will be given here. The theory is based on that a complete sound
field can be described by spherical harmonics Y σmn [12], which here are described
as:
Y σmn(θ, ϕ) =
√
2m+ 1
√
(2− δn) (m− n)!(m+ n)!
· Pmn(sin(ϕ))
{
cos(nθ), σ = +1
sin(nθ), σ = −1 ,
(1)
where δn is the Kronecker delta function and Pmn is the Legendre function of
degree m and order n.
The sound pressure at a point in space can then be written as
p(r, θ, ϕ) =
∞∑
m=0
jmjm(kr)
∑
06n6m
σ=±1
BσmnY
σ
mn, (2)
where j is the imaginary unit, jm(kr) is the spherical Bessel function of order
m, k is the wave number defined as k = 2piλ and B
σ
mn are the so-called B-format
coefficients. If m is truncated to M we have a representation of order M which,
for a complete three dimensional sound field, will lead to a total of (M + 1)2
channels. If the reproduction is restricted to two dimensions, only 2M + 1
channels are needed.
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2.1. HOA Encoding
The B-format signals are extracted from the microphone signals using a matrix
multiplication followed by a filtering of the signals. The parameters of the matrix
are given by the locations of the microphone elements on the sphere. Given a
microphone with Q elements in positions (θq, ϕq), the HOA order M is restricted
by Q > (M+1)2. The encoding matrix E can then be found as E = (Yt ·Y)−1Yt,
where
Y =
 Y
1
00(θ1, ϕ1) · · · Y −1MM (θ1, ϕ1)
...
. . .
...
Y 100(θQ, ϕQ) · · · Y −1MM (θQ, ϕQ)
 . (3)
After the conversion an equalization of the HOA signals is also required,
which is described in detail in [5].
2.2. HOA Decoding
Decoding the HOA signals to loudspeaker signals is also based on a matrix
multiplication. Given a three dimensional reproduction and order M , the number
of loudspeakers N in positions (θn, ϕn) must be such that N > (M + 1)2. The
decoding matrix is given as D = (Ct ·C)−1Ct where
C =

Y 100(θ1, ϕ1) · · · Y 100(θN , ϕN )
Y 111(θ1, ϕ1) · · · Y 111(θN , ϕN )
Y −111 (θ1, ϕ1) · · · Y −111 (θN , ϕN )
...
. . .
...
Y −1MM (θ1, ϕ1) · · · Y −1MM (θN , ϕN )
 . (4)
The radius of the volume with correct reproduction depends on both frequency
and order, and is given by r = Mk [13].
As seen from the formulas, only the decoding matrix is a function of the
loudspeaker positions, which means that the receiver can have an arbitrary
loudspeaker layout. Also, the number of channels transmitted can easily be
adapted to the receivers capability since reducing the order will only reduce the
area or volume of reproduction.
3. Low Delay Lossless Compression
One of the most important factors for the encoding delay is the size of the
processed blocks [9]. Most regular audio coders typically use quite large block
sizes. For perceptual audio coders this is important in order to increase the
frequency resolution, but it will also increase the efficiency of the entropy coder
and reduce the total rate.
The lossless codec used in this work is based on backwards adaptive prediction
and presented earlier in [14]. The advantage with adaptive prediction compared
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Figure 1. Illustration of the coding scheme.
to regular Linear Predictive Coding (LPC) is that it is possible to use a very
short block size, but still have rather long prediction filters. The disadvantage is
that the prediction accuracy may be reduced and thus the total rate may become
higher than for LPC.
The HOA B-format is a hierarchical format, meaning that it is necessary
to have channels 1 → (M − 1) to make use of channel M , and the presented
codec supports this kind of structure. This is achieved by only allowing the
encoder to predict channel content from reference channels with a lower channel
number. A result of this is that the first channel has to be encoded independently,
which corresponds to the middle signal path in figure 1. The removal of intra-
channel redundancy is performed using a Weighted Cascaded Least Mean Squares
(WCLMS) predictor [11]. This is based on cascading three Least Mean Squares
(LMS) predictors with order 80, 30, and 5. The residual from each predictor is
fed into the next predictor, and a weighting determines the final estimate. The
weighting is based on prior performance of the three predictors. To avoid error
propagation the predictors are reset for each block, which here is set to 4096
samples. The advantage of using adaptive prediction is that it is possible to
transmit packets before the whole block has been processed. Here, a packet is
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Figure 2. The possible reference frames for a given coding frame are shown
with a gray background.
transmitted for every 256 samples (1 frame). However, it should be mentioned
that if a packet is lost, the remaining packets until the next prediction reset are
rendered useless.
For channels 2 and higher, channels with a lower number may be used to
provide an even more accurate prediction. Here, the encoder can select between
two alternatives. This inter-channel prediction can be done after the intra-
channel prediction (left signal path) or it is possible to use the original signals for
prediction directly (right signal path). Using the inter-channel prediction on the
original signals is typically only successful for highly correlated signals, but this
can easily occur, especially for synthetic HOA signals. Signals generated with
only one source and no added reverberation will make channels 2→ (M + 1)2
equal to channel 1, but scaled with a factor depending on the location of the
source.
This inter-channel prediction is based on a simple three tap filter where the
coding channel (xc) is estimated by 3 samples from the reference channel (xr),
and the prediction error is given as
ec(n) = xc(n)−
1∑
i=−1
γi · xr(n− i). (5)
The filter coefficients γi are found using the procedure in [15].
For a given coding frame, there are a number of potential reference frames
as illustrated in figure 2. To preserve the hierarchical structure of the B-format,
only frames from the same channel or channels with a lower number than the
current channel can be used as a reference. Also, the reference frame must be
from the same or an earlier time slot, and it has to be from the same block as
the coding frame to avoid error propagation across blocks.
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The actual reference channel is found by checking the correlation between
the current coding frame and its potential reference frames. A simple approach
for reducing the computational load is to limit the potential number of reference
frames. In this work it is evaluated how restricting the reference to be from the
same time slot as the coding frame, which will correspond to the same column
as the coding frame in figure 2, affects the total bit rate.
For entropy coding the encoder can select between Rice [16] and adaptive
Huffman [17] coding. For a typical prediction residual from an audio signal, Rice
coding has been shown to be near optimal. However, there are certain situations
where Rice encoding is far from ideal. For synthetic signals the inter-channel
correlation can be very high, such that the prediction residual becomes very
small. The minimum bit per sample for Rice coding is 2, so in these situations
the encoder can switch to adaptive Huffman in order to decrease the rate further.
4. Transmission over IP Networks
The transmission of multichannel audio is difficult, simply due to the high data
rate and the requirements for both low delay and a low packet loss ratio. Regular
data is usually transmitted with the Transmission Control Protocol (TCP),
which is a reliable protocol and guarantees that all packets are received since lost
packets are retransmitted automatically. This protocol also adjusts the sending
rate in order to only use a fair share of the total bandwidth. Media streams,
however, are often transmitted using the User Datagram Protocol (UDP) since
the requirements for low delay makes retransmissions impossible. This protocol
provides neither retransmissions nor congestion control. When using UDP it
is important to adjust the sending rate, such that the stream does not use too
much bandwidth. In [18] a flow is said to be TCP-friendly “if its sending rate is
generally within a factor of two of the sending rate of a TCP flow under the same
conditions”. Under these conditions HOA has a clear advantage when compared
to other multichannel formats since the format is naturally scalable. If the sender
is required to reduce the data rate, it is possible to simply drop some of the
higher order channels.
One problem with the hierarchical structure of HOA is that it is impossible
to use the higher order channels if the lower order channels have been lost. Thus,
it may be beneficial to transmit the lower order channels at a high priority.
With the current internet this is not possible. However, with Differentiated
Services (DiffServ), a newer network architecture, priority differentiation is
implemented. When using this approach, the probability that the lower order
channels are received can be increased or even guaranteed.
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Figure 3. B-format: Rates for synthetic clip with four sources.
5. Synthetic Signals
In addition to signals recorded with the “Eigenmike”, our approach has also been
tested with synthetic signals, which can be said to correspond to a recording
with flawless microphones in an ideal anechoic chamber, and without any noise.
The B-format signals have been generated with the approach found in [3], but
restricted to only two dimensions. The presented clip consists of four sources
equally spaced around a circle, and encoded to order 7 which for a two dimensional
representation leads to 15 channels. More results for synthetic signals can be
found in [14].
Figure 3 shows that there is almost no increased rate for including channels
9-15 when the clip is compressed using reference channels. The reason for this
can be seen in figure 4. The bubbleplot illustrates which channels that are used
as a reference for any given coding channel. The area of the circle illustrates
how often a channel has been used as reference for a given coding channel, and
reference channel 0 means that the channel is compressed without the use of
a reference. It can be seen that for channels 9-15 all frames are encoded using
inter-channel prediction, and that only one channel has been used as reference
for each coding channel. This indicates that e.g. channels 6 and 10 are highly
correlated, and for this clip the difference between those two channels is in fact
only a scaling factor.
For this clip we end up with a total rate of 3.60 Mbps for all 15 channels
which is only 34% of the original uncompressed bit rate. To achieve this rate
a full search for reference frames is used, i.e., all the gray frames in figure 2
are searched to find a reference frame. If we reduce the search to only include
frames from the same time slot the computational complexity is greatly reduced.
Interestingly, for this clip this does not affect the rate much, the new compressed
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Figure 4. Bubbleplot showing which channels are used as reference for a
synthetic clip with four equally spaced sources.
rate is 3.61 Mbps. This indicates that the best reference is almost always found
within the same time slot as the current coding frame. This is not surprising for
a synthetic clip where there are no echoes arriving later in a different time frame.
6. “Eigenmike” Recordings
The output from the “Eigenmike” is 32 channels with a sampling frequency of
44.1 kHz and 16 bit per sample. The layout of the elements on the sphere is
shown if figure 5. The microphone capsules are closely spaced, meaning that in
principle there should only be small differences between the signals, especially
for anechoic recordings. However, in practice, due to addition of noise and
microphone imperfections the signals differ somewhat more than the theoretical
values making it difficult to achieve the same compression ratios as for synthetic
signals.
6.1. Microphone Signals
The correlation between the microphone signals should theoretically be highest
for a recording in an anechoic chamber due to the lack of reflections. If we
consider classical piano music recorded in this environment, we see that there
is a significant coding gain from exploiting the inter-channel correlation. The
uncompressed bit rate for 32 channels is 22.58 Mbps, while the lowest bit rate
achieved here is 10.7 Mbps which is only 47% of the original uncompressed bit
rate (figure 6). Although this is a significant rate reduction, it is not as high
as for the synthetic signals. If all channels are encoded independently the total
rate becomes 12.4 Mbps, meaning that the gain from using reference frames is
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Figure 5. Location of the microphone elements on the “Eigenmike”. Shaded
elements are located on the back of the microphone. The radius of the microphone
is 42 mm.
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Figure 6. Microphone signals: Rates for music recorded in an anechoic chamber.
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Figure 7. Bubbleplot showing relationship between coding- and reference
channel for the microphone signals from music recorded in an anechoic chamber.
close to 14% which indicates that the microphone signals are highly correlated.
Figure 7 shows that a lot of frames are encoded using inter-channel prediction.
By comparing figure 7 and 5 it can be seen that the reference frame selected
is often from one of the neighboring microphone elements, but there are also
situations where the physical distance between the coding and reference frame is
longer.
As the number of channels increases, the complexity for finding the best
reference frames will also increase. If the search is limited to only frames from
the same time slot the total rate is actually not affected at all, the best reference
frame is always found in the same time slot as the coding frame.
The results for recorded speech is quite similar to the results for music. The
minimum rate for all channels is only 8.79 Mbps as seen in figure 8, which is
39% of the uncompressed bit rate. Also for this clip the compression gain from
using inter-channel prediction is significant, the rate is reduced with 9% when
compared with encoding all channels independently.
If the search for a reference frame is limited to the same time slot as the
current coding frame, the minimum rate is still 8.79 Mbps which indicates that
all the reference frames are also here found within the same time slot as the
coding frame.
For a recording from a regular room the wall reflections will affect the recording
and these reflections can be seen as a distortion when compared with an anechoic
recording. Surprisingly, the results for a regular room are very similar to the
recordings from the anechoic chamber. Here, the experiments were done in a
room with a mid-frequency reverberation time of approximately 0.2 s.
For a clip containing music the total rate (figure 9) is reduced to 9.59 Mbps,
which is 16% less than the rate when each channel is compressed independently.
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Figure 9. Microphone signals: Rates for music recorded in a regular room.
In this environment, with many delayed reflections it could have been expected
that using a full search for reference frames would be beneficial, since the current
coding frame can contain a strong reflection. However, reducing the search for
reference frames has no effect on the total rate even in this situation.
6.2. Higher Order Ambisonics Signals
The microphone signals from the “Eigenmike” can be transformed into HOA B-
format using the procedure from section 2. Given the 32 microphone elements, the
maximum order is four, which leads to 25 B-format channels and the uncompressed
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Figure 10. B-format: Rates for music recorded in an anechoic chamber.
bit rate becomes 17.64 Mbps. One important difference between the microphone
signals and the B-format signals is that the energy is shifted between the channels.
While the microphone signals typically contain about the same amount of energy,
this is not true for the B-format channels. The first B-format channel (W), which
is the average of all microphone signals, will always have a high energy, but some
of the other channels will typically contain much less energy. The content of
channels 2→ (M + 1)2 will be dependent on the location of the present sources.
For the channels with low energy, the intra-channel prediction will typically
remove so much of the signal that the inter-channel prediction will not lead to
an increased compression gain. However, as it will be shown, this does not mean
the channels are uncorrelated.
If we first consider classical piano music recorded in an anechoic chamber we
find that the total rate is reduced to 7.64 Mbps (figure 10) for all 25 channels,
which is 43% of the uncompressed bit rate. However, now the gain from using
inter-channel prediction is only a bit higher than 3% which is significantly less
than for the microphone signals.
To investigate this inter-channel redundancy further, the energy of the current
frame is evaluated prior to encoding. If the energy is below a given threshold,
the frame is encoded using only the crosspredictor, i.e., using only the right path
in figure 1. By using this approach for the same clip it is found that the rate
is only slightly increased (< 1%) even though more than 35% of the frames are
predicted using only the crosspredictor. To decrease the complexity further, the
search for a reference is restricted to the same time slot as the coding frame, and
even in this situation the total rate is not increased.
Figure 11 shows the rates for a clip containing music recorded in a regular
room, and for this clip the total rate is as low as 6.41 Mbps. Also for this
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Figure 11. B-format: Rates for music recorded in a regular room.
clip the saving from using inter-channel prediction is 3%. However, if the same
criterion for using only the crosspredictor as for the clip in the anechoic chamber
is used here, the result is that 23% of the frames are encoded using only the
crosspredictor, and also here the rate increases with less than 1%.
The WCLMS predictor has a high computational complexity for both the
encoder and the decoder. By evaluating whether or not this predictor is needed
prior to encoding the use of this predictor is minimized, and the computational
load is reduced. As seen here the number of frames encoded without the WCLMS
predictor is high for the HOA signals, but the total rate is only slightly increased,
so this is a reasonable tradeoff when it is desired to save processing power.
7. Conclusions
In this work it is demonstrated that the inter-channel correlation is high for
both the raw signals from a spherical microphone array and also for the signals
converted to the spherical harmonics domain. The use of inter-channel predictors
results in a high compression gain for the microphone signals, but the effect is
severely reduced for the HOA signals. However, it is shown that the HOA signals
are highly correlated even though the compression gain is lower. Furthermore, it
is found that restricting the search for a reference frame to frames from the same
time slot as the coding frame reduces the complexity, but it will not increase the
bit rate significantly. Also, by minimizing the use of the WCLMS predictor, the
computational load can be reduced further.
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