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Abstract
This article is devoted to the exact controllability of the linear parabolic system governed by bilinear control
such as a coefficient like uy. For some particular targets, a positive answer is obtained.
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1. Introduction
Let Ω ⊂ Rn , n ∈ N be a bounded domain with smooth boundary ∂Ω . We will consider the exact
controllability of the following bilinear control system:

yt − y = uy, in QT ,
y = g, on ΣT ,
y(x, 0) = y0, in Ω,
(1.1)
where QT = Ω × (0, T ), ΣT = ∂Ω × (0, T ), u ∈ L∞(QT ) is the control, g ∈ C(Σ T ), y0 ∈ L2(Ω).
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The bilinear controls [7] are essential in modeling reaction–diffusion convection processes controlled
by means of so-called catalysts that can accelerate or decelerate the reaction at hand, e.g., various
chemical or biological chain reactions. In the context of heat-transfer, u is proportional to the heat-
transfer coefficient, which depends on the substance at hand, its surface area and the environment. If the
heat (or mass)-transfer involves fluids (air), u also depends on the speed of the fluid. Alternatively, the
surface area can be changed when the substance at hand is a polymer (e.g. a planar array of gel fibers
can be controlled to maximize the surface area exposed to the surrounding fluid). We also refer to the
so-called “extended” surface applications (fins, pins, studs, etc.) when one wishes to increase/decrease
the exchange between source and an ambient fluid.
Let us recall that, in its general form, it is said that the system at hand is exactly controllable in the
given (linear phase-) space H at time T > 0 if, by selecting a suitable control, it can be steered in H from
any initial state within the given time-interval [0, T ] to the given state exactly. In turn, it is approximately
controllable if it can be steered in H from any initial state into any neighborhood of any desirable target
state at time T .
It is known that a rather general class of semilinear parabolic systems are approximately and
null controllable by the traditional additive locally distributive controls (see e.g. [1–6]). As to the
controllability with bilinear control, we refer to the early paper [9] by Ball et al. on controllability
of the abstract infinite dimensional bilinear system, which appears to be the first work on this
subject in the framework of pdes. In [9], the global approximate controllability of the rod equation
utt +uxxx +k(t)uxx = 0 with hinged ends and of the wave equation utt −uxx +k(t)u = 0 with Dirichlet
boundary conditions, where k is control (the axial load), was shown making use of the nonharmonic
Fourier series approach under the additional (nontraditional) assumption that all the modes in the initial
data are active. We refer to one additional paper, [10], on bilinear controllability for pdes, dealing with the
simultaneous control of the rod equation and a simple Schrödinger equation. In [7], Khapalov discussed
the non-negative approximate controllability of the parabolic system with superlinear term governed by
a bilinear control, and in [8], he also discussed the bilinear null-controllability of the parabolic system
with the reaction term satisfying Newton’s Law. As to the exact controllability of (1.1) for nonzero target,
we have obtained the exact controllability result for some particular targets in the n = 1 dimensional
case in [12], but for n ≥ 2, there is no result till now.
Our main result is as follows,
Theorem 1.1. Assume that θ ∈ W 2,∞(Ω), θ > 0 inΩ , and θ ≥ 0 a.e. inΩ , g ∈ C(Σ T ), g = θ onΣT ,
then there exists a T (θ) > 0 such that for any y0 ∈ L2(Ω), there exists a bilinear control u ∈ L∞(QT )
such that the corresponding solution to (1.1) in C([0, T ]; L2(Ω)) ∩ L2(0, T ; H 1(Ω)) satisfies
y(x, T ) = θ(x) in Ω, for all T ≥ T (θ).
Remark 1.1. It appears that θ = 0 is essential in Theorem 1.1. Indeed, if θ = 0, the zero-state becomes
the fixed point of the solution mapping, regardless of the choice of u, then by the backward uniqueness
of the parabolic equation, for any y0 ∈ L2(Ω), meas{x | y0(x) = 0} > 0, the system (1.1) can not be
steered to 0.
Remark 1.2. We should point out that if g = 0 on ΣT , then (1.1) becomes,

yt − y = uy, in QT ,
y = 0, on ΣT ,
y(x, 0) = y0, in Ω .
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If 0 ≥ y0 ∈ L2(Ω), then by the maximum principle, the solution to the above equation satisfies
y(x, t) ≤ 0 in QT
regardless of the choice of u. Notice that there exists a constant c > 0 such that θ ≥ c > 0 in QT , hence
we can not steer (1.1) from 0 ≥ y0 to θ > 0.
The rest of this paper is organized as follows. Section 2 is devoted to giving some technical lemmas we
will use below. In Section 3, we will prove Theorem 1.1.
2. Preliminary lemmas
In order to prove Theorem 1.1, we need the following results.
Lemma 2.1 ([11]). Let Ω be a bounded and open subset of Rn and set S(t) be the semigroup generated
on L1(Ω) by  with zero Dirichlet conditions. Then S(t)(L1(Ω)) ⊂ L∞(Ω) for all t > 0 and
‖S(t)u0‖L∞(Ω) ≤ Ct−n/2‖u0‖L1(Ω) ∀u0 ∈ L1(Ω), t > 0,
where C is independent of u0.
Lemma 2.2 ([1]). For the system

qt − q + a(x, t)q = v(x, t), in QT ,
q = 0, on ΣT ,
q(x, 0) = q0(x), in Ω,
(2.1)
we have, for any q0 ∈ L2(Ω), a ∈ L∞(QT ), there exists a control v ∈ L∞(QT ) such that the
corresponding solution to satisfies
q(·, T ) = 0.
Moreover,
‖v‖L∞(QT ) ≤ C(T, ‖a‖L∞(QT ))‖q0‖L2(Ω).
3. Proof of Theorem 1.1
Proof
Let z = y − θ(x), z0(x) = y0(x) − θ(x), from (1.1), we have, z satisfies

zt − z = u(z + θ(x)) + θ(x), in QT ,
z = 0, on ΣT ,
z(x, 0) = z0(x), in Ω .
(3.1)
It is known (e.g. [13]) that for any z0 ∈ L2(Ω), u ∈ L∞(QT ), θ is given in Theorem 1.1, system (3.1)
admits a unique solution in C([0, T ]; L2(Ω)) ∩ L2(0, T ; H 10 (Ω)).
In order to prove Theorem 1.1, it is sufficient to prove (3.1) is exact null controllable. We now prove
this in three steps:
In step 1, we prove that given T1 > 0, there exists M1 > 0 (M1 depends on θ , but is independent of
z0), such that the corresponding solution to (3.1) satisfies ‖z(·, T1)‖L2(Ω) ≤ M1.
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Assume that u < −1, multiplifying (3.1) by z(x, t) and integrating over Ω , we have, ∀t ∈ [0, T ],
d
dt
∫
Ω
z2(x, t)dx + 2
∫
Ω
|∇z(x, t)|2dx = 2
∫
Ω
uz2(x, t)dx + 2
∫
Ω
uθ(x)z(x, t)dx
+ 2
∫
Ω
θ(x)z(x, t)dx
≤ 2
∫
Ω
uz2(x, t)dx + ‖u‖L∞(QT )
∫
Ω
z2(x, t)dx
+ ‖u‖L∞(QT )
∫
Ω
θ2(x)dx +
∫
Ω
|θ(x)|2dx
+
∫
Ω
z2(x, t)dx
=
∫
Ω
(2u + ‖u‖L∞(QT ) + 1)z2(x, t)dx
+ ‖u‖L∞(QT )
∫
Ω
θ2(x)dx +
∫
Ω
|θ(x)|2dx
≤ esssupQt (2u + ‖u‖L∞(QT ) + 1)
∫
Ω
z2(x, t)dx
+ ‖u‖L∞(QT )
∫
Ω
θ2(x)dx +
∫
Ω
|θ(x)|2dx
where Qt = Ω × (0, t).
Let r(t) = ∫Ω z2(x, t)dx , we have
dr(t)
dt
≤ esssupQt (2u + ‖u‖L∞(QT ) + 1)r(t) + ‖u‖L∞(QT )
∫
Ω
θ2(x)dx +
∫
Ω
|θ(x)|2dx .
Let u be a negative constant and r(0) = ‖z(·, 0)‖2L2(Ω), we have
dr(t)
dt
≤ (u + 1)r(t) + |u|
∫
Ω
θ2(x)dx +
∫
Ω
|θ(x)|2dx .
Hence,
r(t) ≤ e(u+1)t‖z(·, 0)‖2L2(Ω) +
∫ t
0
e(u+1)(t−τ)
(
|u|
∫
Ω
θ2(x)dx +
∫
Ω
|θ(x)|2dx
)
dτ
= e(u+1)t‖z(·, 0)‖2L2(Ω) +
(
|u|
∫
Ω
θ2(x)dx +
∫
Ω
|θ(x)|2dx
)∫ t
0
e(u+1)(t−τ)dτ,
from which we have
‖z(·, t)‖2L2(Ω) ≤ e(u+1)t‖z(·, 0)‖2L2(Ω) +
e(u+1)t − 1
u + 1
(
|u|
∫
Ω
θ2(x)dx +
∫
Ω
|θ(x)|2dx
)
= e(u+1)t‖z(·, 0)‖2L2(Ω) +
|u|(e(u+1)t − 1)
u + 1
∫
Ω
θ2(x)dx
+ e
(u+1)t − 1
u + 1
∫
Ω
|θ(x)|2dx .
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Hence, given T1 > 0, we can select the constant u1 < −1 (u1 depends on z0, |u1| is sufficiently large)
such that there exists M1 > 0 (M1 depends on θ , but is independent of z0), such that the corresponding
solution to (3.1) satisfies ‖z(·, T1)‖L2(Ω) ≤ M1.
In step 2, we further prove that for any ε0 > 0, we can find a control and T2(θ) > 0 sufficiently large
such that the corresponding solution to (3.1) satisfies ‖z(T2 + 1)‖L∞(Ω) ≤ ε0.
Noticing that θ ∈ W 2,∞(Ω), we have θ ∈ C(Ω) by the Sobolev embedding theorem, combining this
with θ > 0 in Ω , we have, there exists a positive constant ν > 0 such that θ ≥ ν > 0 in Ω , hence,
0 ≤ θ
θ
∈ L∞(Ω), therefore, if we select u2 = − θθ in (T1, T2), that is

zt − z = −θ
θ
z, in Ω × (T1, T2),
z = 0, on ∂Ω × (T1, T2),
z(x, T1) = z(x, T1), in Ω .
(3.2)
Multiplying (3.2) by z and integrating in Ω , we deduce that
1
2
d
dt
∫
Ω
|z|2dx +
∫
Ω
|∇z|2dx +
∫
Ω
θ
θ
z2dx = 0.
In view of θ
θ
≥ 0, we have
d
dt
∫
Ω
|z|2dx + λ
∫
Ω
z2dx ≤ 0.
where λ > 0 is the first eigenvalue of − in H 10 (Ω).
Hence we have,
‖z(T2)‖L2(Ω) ≤ e−λ(T2−T1)‖z(T1)‖L2(Ω) ≤ M1e−λ(T2−T1). (3.3)
With the same control u3 = −θθ in (T2, T2 + 1),

zt − z + θ
θ
z = 0, in Ω × (T2, T2 + 1),
z = 0, on ∂Ω × (T2, T2 + 1),
z(x, T2) = z(x, T2), in Ω .
(3.4)
Noticing that θ
θ
≥ 0, by Lemma 2.1 (see also the Proposition 3.3 in Chapter 4 of [11]), we have
‖z(T2 + 1)‖L∞(Ω) ≤ C‖z(T2)‖L1(Ω) ≤ Ce−λ(T2−T1). (3.5)
Hence, for any ε0 > 0, there exists a T2(θ) > 0 sufficiently large such that ‖z(T2 + 1)‖L∞(Ω) ≤ ε0.
In step 3, we achieve the result by means of the controllability result with the traditional additive
distributive control.
Consider the following system,

zt − z = u(z + θ(x)) + θ(x), in Ω × (T2 + 1, T2 + 2),
z = 0, on ∂Ω × (T2 + 1, T2 + 2),
z(x, T2 + 1) = z(x, T2 + 1), in Ω .
(3.6)
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Let u = −θ
θ
+ u4, we have (3.6) is identical to

zt − z + θ
θ
z = u4(z + θ), in Ω × (T2 + 1, T2 + 2),
z = 0, on ∂Ω × (T2 + 1, T2 + 2),
z(x, T2 + 1) = z(x, T2 + 1), in Ω .
(3.7)
For z(·, T2 + 1) ∈ L∞(Ω) and ‖z(T2 + 1)‖L∞(Ω) ≤ ε0 (ε0 will be fixed later), in place of (3.7), consider
the following system

zt − z + θ
θ
z = v(x, t), in Ω × (T2 + 1, T2 + 2),
z = 0, on ∂Ω × (T2 + 1, T2 + 2),
z(x, T2 + 1) = z(x, T2 + 1), in Ω .
(3.8)
By Lemma 2.2, there exists a v ∈ L∞(Ω × (T2 + 1, T2 + 2)) such that the corresponding solution to
(3.8) satisfies
z(·, T2 + 2) = 0. (3.9)
Moreover,
‖v‖L∞(Ω×(T2+1,T2+2)) ≤ C‖z(T2 + 1)‖L2(Ω) ≤ C1‖z(T2 + 1)‖L∞(Ω), (3.10)
where C1 is independent of T2.
On the other hand, by the maximum principle, we have
‖z‖L∞(Ω×(T2+1,T2+2)) ≤ ‖z(T2 + 1)‖L∞(Ω) + C2‖v‖L∞(Ω×(T2+1,T2+2)), (3.11)
where C2 is independent of T2.
Combining (3.10) and (3.11) yields
‖z‖L∞(Ω×(T2+1,T2+2)) ≤ (1 + C1C2)‖z(T2 + 1)‖L∞(Ω). (3.12)
We now select
ε0 <
1
1 + C1C2 <
ν
1 + C1C2 .
Here we may assume ν > 1, and by (3.5), select T2 > 0 sufficiently large such that ‖z(T2 + 1)‖L∞(Ω) ≤
ε0.
Hence, we have
‖z‖L∞(Ω×(T2+1,T2+2)) < ν. (3.13)
Then we can select the bilinear control for (3.7)
u4 = v
z + θ a.e. in Ω × (T2 + 1, T2 + 2), (3.14)
where z is the solution to (3.7). In view of θ ≥ ν > 0, and (3.13), we have u4 ∈ L∞(Ω×(T2+1, T2+2)).
Hence, in time interval (T2 +1, T2 +2), in view of (3.14), the solution to (3.7) with the control u4, i.e.,
the solution to (3.6) with the control u = −θ
θ
+ u4 and the solution to (3.8) with the control v become
identical. Hence, in view of (3.9), we have
z(·, T1 + 2) = 0,
where z is the corresponding solution to (3.6) with u = −θ
θ
+ u4.
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By step 1 and step 2, we have, for any y0(·) ∈ L2(Ω), we can select T2(θ) > 0 sufficiently large such
that the corresponding solution z to (3.1) with control
u =


u1, in (0, T1),−θ
θ
, in (T1, T2 + 1),
−θ
θ
+ u4, in (T2 + 1, T2 + 2),
then the corresponding solution to (3.1) satisfies
z(x, T2 + 2) = 0
where T (θ) = T2 + 2 depends on θ only but is independent of y0.
Given T > T (θ) > 0, if we select u = −θ
θ
in (T (θ), T ), then we have the corresponding solution
to (1.1) with this control satisfies,
z(x, t) = 0, for (x, t) ∈ Ω × (T (θ), T ).
This completes the proof of Theorem 1.1.
Remark 3.1. From the proof of Theorem 1.1, we have
Theorem 3.1. Assume that θ ∈ W 2,∞(Ω), θ < 0 in Ω , and θ ≤ 0 a.e. in Ω , g ∈ C(Σ T ) g = θ on
ΣT , then there exists a T (θ) > 0 such that for any y0 ∈ L2(Ω), there exists a control u ∈ L∞(QT ) such
that the corresponding solution to (1.1) in C([0, T ]; L2(Ω)) ∩ L2(0, T ; H 1(Ω)) satisfies
y(x, T ) = θ(x) in Ω, for all T ≥ T (θ).
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