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Abstract
The brain is a network spanning multiple scales from subcellular to macroscopic. In this
thesis I present four projects studying brain networks at different levels of abstraction. The
first involves determining a functional connectivity network based on neural spike trains and
using a graph theoretical method to cluster groups of neurons into putative cell assemblies.
In the second project I model neural networks at a microscopic level. Using different clus-
tered wiring schemes, I show that almost identical spatiotemporal activity patterns can be
observed, demonstrating that there is a broad neuro-architectural basis to attain structured
spatiotemporal dynamics. Remarkably, irrespective of the precise topological mechanism,
this behavior can be predicted by examining the spectral properties of the synaptic weight
matrix. The third project introduces, via two circuit architectures, a new paradigm for
feedforward processing in which inhibitory neurons have the complex and pivotal role in
governing information flow in cortical network models. Finally, I analyze axonal projections
in sleep deprived mice using data collected as part of the Allen Institute’s Mesoscopic Con-
nectivity Atlas. After normalizing for experimental variability, the results indicate there
is no single explanatory difference in the mesoscale network between control and sleep de-
prived mice. Using machine learning techniques, however, animal classification could be
done at levels significantly above chance. This reveals that intricate changes in connectivity
do occur due to chronic sleep deprivation.
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5Chapter 1
Introduction
Brains can contain billions of neurons that are connected via synapses and elicit action
potentials. Arguably three of the most fundamental terms in neuroscience were just stated
and are thus introduced below.
1.1 Background
1.1.1 What are neurons?
The nervous system of animals, just as all other systems and organs, is composed of organic
biological cells. The most studied cells, neurons, can be described analogously to a com-
munication system that has a receiver, processor, and transmitter. Such a description is,
of course, a simplification, as neurons show vast diversity with various properties [Ramo´n y
Cajal, 1888, 1933]. For the introduction herein, however, we will view them in this most
basic form (see Figure 1.1A).
The dendrites of neurons are analogous to a receiver as they are responsible for receiving
information from other neurons that connect to it. Dendrites are tree-like cytoplasmic
processes that have numerous architectures depending on the neuronal subtype [Snell, 2006].
The processor of a neuron is the soma (also termed cell body) as it is the center that
integrates information from all inputs handled by the dendrites to determine whether or not
the neuron itself will send a signal to the neurons it connects to. The soma also receives
inputs from other neurons directly and contains the nucleus of the cell [Snell, 2006]. Finally,
the transmitter of a neuron is its axon which is a long process that ends in axonal terminals
that connect to other neurons. Signals sent along the axons are electrical impulses called
action potentials – the currency of communication of the nervous system [Snell, 2006].
61.1.2 What is an action potential?
Since first being reported [Adrian and Zotterman, 1926], neuroscientist around the world
now record action potentials daily. The seminal work of Alan Hodgkin and Andrew Huxley
provided a leap in our knowledge of action potentials [Hodgkin and Huxley, 1952]. To
understand these electrical impulses of communication, one must know that neurons at rest
have a net negative charge relative to the external milieu to result in a membrane voltage
of approximately -65mV [Bertil, 2001; Johnston and Wu, 1995; Kandel et al., 2013; Koch,
1999]. This potential difference arises due to the relative concentration of ionic species
between the inside and outside of cells. Overall, there is a net excess of positively charged
sodium ions in the extracellular space that have a net electrochemical concentration gradient
driving them inside cells. On the other hand there is a higher concentration of positively
charged potassium ions within the cells (relative to the extracelluar space) that have a net
electrochemical concentration gradient driving them to leave neurons [Bertil, 2001; Johnston
and Wu, 1995; Kandel et al., 2013; Koch, 1999]. This gradient is energetically maintained
by ATP-sodium-potassium pumps that line neuronal cell membranes and pump sodium ions
out of and potassium ions into cells [Johnston and Wu, 1995; Kandel et al., 2013; Koch,
1999]. As described below, it is the transient passage of sodium and potassium ions through
the neuronal membrane that is responsible for the generation of action potentials. Finally,
there are also large negatively charged proteins inside and chloride ions outside neurons
that contribute to the overall electrochemical gradients and membrane potential though
they play less of a role in the rapid dynamics of action potentials [Johnston and Wu, 1995;
Koch, 1999].
The initiation of an action potential starts at the interface between the soma and axon,
termed the axon hillock [Johnston and Wu, 1995; Kandel et al., 2013; Koch, 1999] . Here the
resting state can be disturbed due to the passage of ions across the cell membrane throughout
the soma and dendrites. If the membrane potential depolarizes (becomes positive) enough, it
can reach a threshold that will trigger an action potential (Figure 1.1B) [Johnston and Wu,
1995; Kandel et al., 2013; Koch, 1999] . During an action potential, there is an inward rush
of positively charged sodium ions from the extracellular space into the cell passing through
rapidly opening voltage gated sodium channels which results in an increase in the membrane
voltage. At a slower rate, potassium permeable voltage gated ion channels open more to
increase the membrane’s permeability to potassium. In addition the sodium channels start
inactivating (closing) reducing sodium ion permeability. This allows more potassium ions
to exit the cells (efflux) and less sodium ions to enter the cell (influx) which repolarizes
the membrane potential back to the resting state. The decrease in membrane potential
overshoots and becomes more negative than the normal resting state before recovering slowly
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Figure 1.1: Neurons, action potentials, and raster plots. (a) Schematic of a neuron showing
the dendrites, soma, and axon. The reader should be aware that this is just a stereotypical
neuron diagram and that neurons are actually found in a variety of sizes and morphologies
[Ramo´n y Cajal, 1888, 1933]. (b) Schematic of an action potential describing the different
phases. Action potentials in vivo are in the order of 1ms in duration. (c) Illustration of
many neurons recorded simultaneously and how action potentials can be identified for each
neuron and recorded (colored dots). (d) Example raster plot which is a compression of
the information in (c) by only representing the neurons and the time of action potentials.
Note the y-axis can also be trial number if, for instance, a single neuron was recorded from
multiple times in response to an identical stimulus.
back to baseline (a period termed hyperpolarization). This contributes to a time interval
were neurons are unable to fire a second action potential called a refractory period [Johnston
and Wu, 1995; Kandel et al., 2013; Koch, 1999]. Figure 1.1B shows an example simulation
of an action potential. An action potential lasts for approximately 1ms in vivo and action
potentials are self-sustaining such that, if activated at the axon hillock (interface between
the soma and axon), they propagate down the whole axon to its terminals without decay
of amplitude or change of shape [Johnston and Wu, 1995; Kandel et al., 2013; Koch, 1999].
It is also worth emphasizing that action potentials of a single neuron are identical in shape,
termed a waveform [Gerstner et al., 2014; Kandel et al., 2013]. Thus no information is carried
by the waveform of an action potential but in the rate and timing of the action potentials
[Gerstner et al., 2014]. Throughout the literature and this thesis, an action potential can
be referred to as a spike and neurons can also be said to fire an action potential.
81.1.3 What are synapses?
The variation in the number of neurons between animal species is vast, from the hundreds
to the billions. The round worm Caenorhabditis elegans, a popular organism for neurosci-
entific study, has 302 neurons [White et al., 1986], the fruit fly, Drosophila melanogaster,
has approximately 135,000 [Alivisatos et al., 2012], while mice and humans brains have
71 million [Herculano-Houzel et al., 2006] and 86 billion [Azevedo et al., 2009] neurons,
respectively. To understand the mechanisms underpinning behavior and higher cognitive
abilities that arise from these neurons, scientists also need to understand how these neurons
are connected. The connection junction between two neurons is called a synapse.
It is critical to note that connectivity is not the last step in explaining the complexity
of the brain. For instance, synapses can be of different types, the main division being
electrical and chemical synapses [Kandel et al., 2013]. Electrical synapses refer to physical
attachment between two neurons at regions termed gap junctions. These connections have
cytoplasmic continuity between both cells. As such electrical signals between neurons can
cross due to the electrical continuity [Kandel et al., 2013]. Chemical synapses, which are
more abundant, have the presynaptic neurons release chemicals called neurotransmitters
from synaptic vesicles. These neurotransmitters diffuse across the synaptic cleft, tiny space
between the pre and postsynaptic neurons, and bind to postsynaptic neuron channels causing
them to open and either hyperpolarize or depolarize the postsynaptic compartment via the
passage of ionic species [Kandel et al., 2013]. Contrary to electrical synapses, chemical
synapses are unidirectional. Frequently, neurons are categorized based on their synaptic
properties [Harris and Shepherd, 2015]. One basic categorization of neurons is grouping
them into excitatory and inhibitory neurons. Excitatory neurons release neurotransmitters
that will depolarize neurons promoting the initiation of action potentials. Antagonistically,
inhibitory neurons release neurotransmitters that hyperpolarize postsynaptic compartments
and inhibit the ability of the post-synaptic neuron to send an action potential [Harris and
Shepherd, 2015; Kandel et al., 2013; Roux and Buzsaki, 2015].
Given the diversity and intricateness of brains, it is not surprising that a whole field in
neuroscience exists to try and uncover the complete neuronal connectivity of animals called
connectomics [Behrens and Sporns, 2012]. The term connectome, in parallel to genome,
refers to the complete neuronal connectivity map of organisms [Sporns et al., 2005]. As of
today, the only species to have its connectome fully determined is that of the roundworm C.
elegans [Seung, 2012; Varshney et al., 2011; White et al., 1986]. As will be discussed below,
diverse technologies allow the connectome to be approximated at a spectrum of scales and
this thesis focuses at three different levels.
It is not surprising that damage or abnormalities to the connectome can have drastic
9consequences on information transmission and integration for an animal [Seung, 2012]. For
instance, the retina connects and transmits information to higher visual brain structures
via a bundle of neuronal fibers called the optic nerve [Selhorst and Chen, 2009]. If an optic
nerve is damaged and no longer able to transmit information, then an animal will be blind in
that eye. Other examples are Parkinson’s disease which is caused by death of dopaminergic
(dopamine producing) neurons in a brain structure called the substantia nigra [Davie, 2008]
and Alzheimer’s disease characterized by a reduction in the amount of long-range neuronal
connections and overall neuronal death [Yao et al., 2010]. Other neurological conditions
such as obsessive compulsive disorder and schizophrenia are also thought to be a result of
abnormal wiring of the brain [Bullmore and Sporns, 2012].
At this point, I hope the reader has developed an appreciation to the complexity of
neuronal networks. The connectivity is vital in determining the emergent properties of the
network as discussed below.
1.1.4 What are raster plots?
There are numerous ways to collect neuronal data. Often, neuroscientist are only interested
when neurons fire action potentials and this data can be represented in a raster plot as
illustrated in Figures 1.1C and 1.1D. Raster plots can be thought of as compressing the data
by removing the membrane voltage axis as researchers may not be interested in the waveform
of spikes (identical and hence lack information) or subthreshold dynamics of neurons. Thus,
time is on the x-axis, whereas the y-axis is discretized and commonly represented as neuron
number (Figure 1.1D). Every neuron would be assigned a number and each time a neuron
spikes, a dot (or vertical line) is used to represent that spike at a given time. The y-axis
can also be trail number if the data was collected from a single neuron while a stimulus was
repeated many times. Raster plots are introduced here as they are seen in more than half
of the figures in this thesis.
1.2 Brain Networks
The nervous system is studied at multiple levels of granularity [Sporns, 2013]. Here, a
quick introduction to the different scales is given although it must be noted that there is no
absolute way of dividing the scales and the below is simply a summary of many commonly
studied network scales. In all scales introduced, an analogy to airports and their connectivity
is given to help the reader build intuition.
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1.2.1 Subcellular networks
The discoveries made about the inner workings of neurons are simply remarkable. The
complexity is appreciated by looking at the genetic expression patterns of neurons and how
different genes interact (via protein production) and influence one another [Cooper-Knock
et al., 2012; Tasic et al., 2016]. The genetic expression patterns govern the cell development
processes in addition to a cell’s overall properties and hence cell-type [Ronan et al., 2013].
Recent work has shown that the genetic level is not the only one of interest and that
transcript and protein network expressions are vital [Tasic et al., 2016], the focus of the
fields of trancriptomics [Cooper-Knock et al., 2012] and proteomics [Prescott et al., 2014].
There are also remarkable intricacies seen at postsynaptic membranes termed postsynaptic
densities [Kennedy, 2000]. Here, the mechanisms and interactions of proteins within the
cell and on the cell membrane are vast and dynamically changing at all times in response
to internal and external stimuli.
Although this scale is not considered in this thesis, it is a field of neuroscience that garners
a lot of attention and research. In analogy to airports, which will be done throughout this
section, these networks can be thought as the internal operations of every airport individually
such as the handling of luggage, gate assignment, terminal transfers, and other processes
that keep the complex airport itself functional.
1.2.2 Microscopic networks
On neuronal scales, there is much interest in knowing the full connectivity at a synaptic
level between all neurons as done for C. elegans [Seung, 2012; Varshney et al., 2011; White
et al., 1986]. Current technologies are able to attain such information very slowly where
animal brains can be sectioned into very thin slices (∼25nm thick) and then imaged using
electron microscopy [Briggman et al., 2011]. Once this is done for consecutive of slices,
neurons are identified using semi-automated methods to trace the shape of every neuron
in every slice, determine where they end and connect to other neurons to identify synapses
[Denk et al., 2012]. This not only gives the full connectivity (microscopic network) but also
the morphology of all cells.
The microscopic scale can be considered to be similar to knowing the flights of every
airport in the world and how they are connected, where a connection is defined as a single
flight between two airports. In this thesis, Chapter 3 models neuronal networks with full
control over the synaptic connectivity of the network. The chapter investigates the crucial
link between connectivity and spatio-temporal dynamics in neuronal networks. The work
concentrates on a topic that has wide current interest: the emergence of dynamical cell
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assemblies in networks, i.e., groups of neurons that show long-lived, coherent co-activity.
Specifically, the chapter characterize the appearance of slow-switching assemblies (SSA) in
leaky-integrate-and-fire (LIF) neuronal networks, i.e., a coherent increased firing in sub-
groups of neurons, sustained over long times and switching from group to group across the
network.
Chapter 3 further shows that the ability of clustered LIF networks to support SSA
activity can be determined by evaluating spectral properties of the connectivity matrix. I
illustrate that the strength of SSA activity can be linked to the existence of a gap separating
the leading eigenvalues, together with a block-localization of the associated Schur vectors
of this matrix on the neuron groups acting coherently.
To understand the relevance of the connectivity eigen-gap, I consider stylized firing rate
models and use the analytical insights they provide to develop LIF networks based on com-
pletely different topological and functional connectivity paradigms, which are nonetheless
able to display SSA activity (e.g., SSA dynamics involving excitatory and inhibitory neurons,
or SSA activity with a hierarchy of timescales).
The findings can be used to indicate if a network can support SSA activity based on
spectral analysis which is relevant, for example, in the emergence of oscillations so crucial
for information processing in the brain [Buzsaki and Moser, 2013]. Furthermore, this knowl-
edge can be used to propose distinct types of topologies of relevance in neuroscience, which
can display SSA dynamics. The Chapter illustrates that advancements in neuronal moni-
toring and connectomics go hand-in-hand to facilitate our understanding of the relationship
between structure, dynamics, and function.
1.2.3 Mesoscale networks
Current technologies also allow the determination of brain coonectivity at coarser scales.
Such methods are faster and have allowed the determination of the complete mouse brain
mesoscopic connectivity [Kuan et al., 2015; Oh et al., 2014]. One technique involves injecting
mice brains with modified adeno-associated virus (AAV) that expresses a fluorescent tracer
(green fluorescent protein (GFP))[Harris et al., 2012]. The virus is taken up by projection
neurons within small injection volumes and transported anterogradely all the way to their
synaptic terminals [Chamberlin et al., 1998; Harris et al., 2012]. Following weeks of protein
expression, this fluorescent signal is imaged (via a set of specialized two-photon microscopes)
throughout the entire brain, informatically reconstructed, and mapped to a high-resolution
coordinate system [Kuan et al., 2015; Oh et al., 2014]. At this scale, investigators can only
identify axonal fiber projections to overall brain structures without discriminating synaptic
terminals (due to limitations of the point spread function of imaging and microscopy)[Kuan
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et al., 2015; Oh et al., 2014]. Using the airport analogy, this is equivalent to identifying how
certain overall regions with some airports are connected to other regions without knowing
which airports in particular. For instance, one may know there are flights between Southern
California and the New York city area, without knowing any specific flights or which of the
airports are actually connected. The strength of these connections can still be estimated
as they will be proportional to the number of flights between the two regions. Similarly in
mesoscale networks, the strength of connections can be estimated by the fluorescent signals
at target areas [Kuan et al., 2015; Oh et al., 2014].
In Chapter 5, the effect of chronic sleep deprivation during adolescence on brain mesoscale
connectivity is investigated. In this study, a control group and a sleep deprived group (dur-
ing adolescence) of mice are compared. After normalizing for inherent experimental and
biological noise, I observe that sleep restriction did not alter the mesoscale connectivity be-
tween secondary motor cortex (site of injection in this data set) and the rest of the brain in a
unitary manner. Using a novel classification algorithm allowed the identification of the two
groups significantly above chance level indicating long lasting global changes in the brain
do occur due to chronic sleep deprivation in adolescence. The changes are intricate and
not a simple overall effect. To further unravel the differences between both groups it may
be necessary for future work to develop new analysis techniques, more sensitive recording
methodologies and injection techniques, or inject in multiple brain locations. In brief, the
age-old advice of not sacrificing sleep was further verified and a step was taken towards
understanding how sleep deprivation affects brain connectivity.
1.2.4 Macroscopic networks
At an even coarser scale, brain connectivity between structures can be estimated by de-
termining the projections of white matter brain tissue between different structures [Bas-
sett et al., 2011]. Common techniques for achieving this are through the use of diffusion-
based magnetic resonance imaging [Jbabdi and Johansen-Berg, 2011; Johansen-Berg, 2013;
Sotiropoulos et al., 2013]. These techniques have been available for decades and work by
mapping the diffusion of water in brain matter and other biological tissue [Merboldt et al.,
1985; Taylor and Bushell, 1985]. The water diffusion speed is influenced by the underlying
structure imposed by fibers, membranes and other biological variables which can be mapped
in three dimensions [Basser et al., 1994]. In the brain, water diffusion in neuroal axons is
anisotropic due to their fibrous structures [Basser et al., 2000; Conturo et al., 1999]. By
measuring this anisotropy, white matter tracts can be estimated from the dominant diffusion
directions [Basser et al., 2000; Conturo et al., 1999]. Such brain imaging methodologies are
useful probes in understanding the causes of different diseases and aging [Alexander et al.,
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2007; Bassett et al., 2011].
In the aeronautical analogy, this is an even coarser resolution than the above mesoscale
connectome where for instance flight connectivity might be identified on a country/continent
scale. For instance, are there direct flight connections from Europe to Australia? The work
presented herein does not include modeling or analysis of macroscopic networks although
this is a vibrant field of neuroscience that is essential in expanding our understanding of the
brain.
1.2.5 Functional networks
Networks can also be considered on more abstract levels beyond physical connectivity. Al-
though topology constrains the activity a network can exhibit, it is nonetheless the activity
of the network that allows for our sensory and cognitive abilities. From one viewpoint, neu-
rons may or may not be connected, but their activity can be correlated such that they appear
to perform related functions. As such, based on the similarity of neuronal activity, metrics
(statistical associations) can be defined between neuron pairs that identify how functionally
connected they are [Bullmore and Sporns, 2009]. When this is done for all neurons, a func-
tional network is said to be determined. Of course this is less absolute compared to actual
physical connectivity as the actual metric used will alter the estimated functional network.
Nonetheless, the notion is very useful and is also implemented at larger scales using tech-
nology such as functional magnetic resonance imaging (fMRI) or electroencephalography
(EEG) [Betzel et al., 2012; Bullmore and Sporns, 2009; Chu et al., 2012].
Continuing with the airport analogy, functional networks are equivalent to finding air-
ports with similar activity but are not necessarily connected to each other. This may be
of interest to certain researchers as these airports may provide similar overall roles for the
network at large and as such want to be identified together. An example is small airports
that train pilots in addition to being strategically located for emergency landings. Other
examples such as large airports might also form a group and may in fact be connected by
direct flights, though in this analysis they are grouped due to similar behavior and not
physical connectivity.
Estimating microscopic functional connectivity is expanding due to rapid advancements
in neuronal monitoring techniques, such as calcium imaging and multi-electrode arrays, that
enable neuroscientists to monitor activity from hundreds or more neurons simultaneously
[Ahrens et al., 2013; Buzsaki, 2004]. This functional network view of neuroscience is con-
sidered in Chapter 2 that presents a versatile and robust method to detect cell assemblies
from a novel metric for estimating functional networks. Identifying cell assemblies, groups
of neurons that cooperate in some form within the brain, is critical for systems neuroscience
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in order to gain insight into the way neural processing and computations are performed at
the population level [Buzsaki, 2010; Hebb, 1949]. The technique works on neuronal spiking
data applicable across a spectrum of relevant scales that are gathered from modern systems
neuroscience experiments. Initially, a novel biophysically inspired measure is used to extract
directed functional relations between both excitatory and inhibitory neurons based on their
spiking time history. Second, the resulting induced network representation is then analyzed
using a graph-theoretic community detection method to reveal groups of related neurons
(cell assemblies) in the recorded time series at all levels of granularity, without prior knowl-
edge of their relations or expected size. The methodology is extensively assessed through
synthetic, simulated, and experimental spike-train data and highlights the advantage of
the functional network perspective in finding neuronal communities based on associated
activities.
1.2.6 Feedforward networks
A commonly studied architecture that can also be observed at multiple scales is feedforward
networks. The topology of such networks is designed such that information is transmit-
ted consecutively along groups (layers) [Kumar et al., 2010; Vogels et al., 2005]. Examples
are seen in visual processing where one path of information propagation traverses from the
retina to the dorsal lateral geniculate nucleus to the visual cortex [Grubb et al., 2003; Hendry
and Reid, 2000]. Another common example is the hippocampus that receives input from
the entorhinal cortex that is connected dentate gyrus to the CA3 region to the CA1 re-
gion [Llorens-Martin et al., 2014; Olsen et al., 2012]. In the airport analogy, the information
can be considered as individual travels. People who are traveling around the world might be
restricted from their travel agent to only go in one direction around the planet. As such, the
travelers (information) have restricted paths and can only move from one region to the next
in a parallel manner to feedforward networks. Scientists have investigated these networks
for decades as prototypical examples of how information could be propagated within an
organism. Numerous computations and theories have been developed and studied, making
this a very advanced and elegant field of research [Kumar et al., 2010; Vogels et al., 2005].
Despite the wide interest in the properties and functioning of feedforward networks,
however, in common models the feedforward activity is exclusively driven by excitatory
units and the wiring patterns between them. Inhibitory interactions, on the contrary, play
only a stabilizing role to ensure that the network dynamics do not saturate. In Chapter
4, motivated by recent discoveries of hippocampal circuitry [Nasrallah et al., 2015] and the
diversity of inhibitory neurons throughout the brain [Harris and Shepherd, 2015; Roux and
Buzsaki, 2015], I introduce network architectures capable of directed information transmis-
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sion whose activity centrally involves inhibitory neurons and their connectivity structure,
while excitatory neurons remain randomly connected between each other. Specifically, the
findings point to the fact that feedforward activity observed in the brain might be caused
by a much broader architectural basis than has been considered.
1.3 Recapitulation
This chapter introduced the basic cells of the brain, neurons, their connection points,
synapses, and their communication currency, action potentials. The representation of neu-
ronal data in raster plots was also presented as multiple will be seen in Chapters 2, 3, and
4. An overview was given into how the brain can be studied at multiple levels of abstrac-
tion many of which will be discussed in the following chapters. These topics were selected
for the convenience of the reader to provide essential background and context for the work
presented herein.
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Chapter 2
Revealing cell assemblies at
multiple levels of granularity
Some or all of the work presented in this chapter has been published [Billeh et al., 2014]. This
publication is an open access article distributed under the terms of the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any
medium, provided the original author and source are credited.
2.1 Abstract
Identifying cell assemblies, or groups of neurons that cooperate within large neural popula-
tions, is of primary importance for systems neuroscience. We introduce a simple biophys-
ically inspired measure to extract a directed functional connectivity matrix between both
excitatory and inhibitory neurons based on their spiking history. The resulting network
representation is analyzed using a graph-theoretical method for community detection to
reveal groups of related neurons in the recorded time-series at different levels of granular-
ity, without a priori assumptions about the groups present. We assess our method using
synthetic spike-trains and simulated data from leaky-integrate-and-fire networks, and exem-
plify its use in experimental data through the analysis of retinal ganglion cells of mouse and
salamander, in which we identify groups of known functional cell types, and hippocampal
recordings from rats exploring a linear track, where we detect place cells with high fidelity.
2.2 Introduction
As capabilities for parallel recordings from large neuronal populations continue to improve
[Ahrens et al., 2013; Buzsaki, 2004] experimentalists are now able to probe neural population
encoding in ever more detail. These experimental advances allow the study of the intricate
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links between topology and dynamics of neural interactions, which underpin the functional
relationships within neural populations. One such example is the activity of cell assemblies.
The problem is to identify groups of neurons (termed cell assemblies) within a large number
of simultaneously recorded neurons where, due to functional cooperativity, each cell in an
assembly is more similar in its temporal firing behavior to members of its own group than
to members of other groups. Such strongly intertwined activity patterns are believed to
underpin a wide range of cognitive functions [Buzsaki, 2010; Harris, 2005; Hebb, 1949].
However, the reliable identification of cell assemblies remains challenging.
Here we introduce a technique to identify such neuron assemblies directly from multi-
variate spiking data, based on two steps: the definition of a simple biophysically-inspired
similarity measure obtained from the observed spiking dynamics, followed by its analysis
using a recent framework for multiscale community detection in weighted, directed graphs.
A variety of techniques have been proposed to cluster spike-train groups to date, and have
shown promising results in particular settings [Abeles and Gat, 2001; Feldt et al., 2009;
Fellous et al., 2004; Gansel and Singer, 2012; Humphries, 2011; Laubach et al., 1999; Lopes-
Dos-Santos et al., 2011, 2013; Peyrache et al., 2010; Quiroga and Panzeri, 2009]. In contrast
to these techniques, our methodology provides a dynamics-based framework, in which both
the similarity measure and the community detection method are geared towards incorpo-
rating key features of neural network dynamics. The framework is purposely designed to be
simple, yet capturing a breadth of features not present concurrently in other methods.
Our similarity measure evaluates the association between neuron pairs based on their
spiking history and integrates three features that are key for a network-based analysis of
neuro-physiological data: (i) an intuitive biophysical picture, allowing a simple interpreta-
tion of the computed associations; (ii) a measure that is directed in time, hence asymmetric
in the sense that spike-time dependent information is retained (e.g., spiking of neuron A
precedes that of neuron B); (iii) excitatory and inhibitory interactions are both included yet
treated differently, inspired by their distinct effects on post-synaptic cells.
The detected dynamic associations are interpreted as an induced functional network,
which is used to identify neuronal assemblies using a directed version of the recently in-
troduced Markov Stability framework for community detection in graphs [Delvenne et al.,
2010]. Unlike other approaches, this framework allows us to analyze directed networks and
search for cell assemblies at all levels of granularity, from fine to coarse levels of resolution,
extracting relevant, possibly hierarchical groupings in spike trains without a priori assump-
tions about the groups present. In the following, we present our framework and evaluate
it on a series of examples, including synthetic spike-trains and leaky-integrate-and-fire net-
work models. We also apply it to experimental datasets from retinal ganglion cells and
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hippocampal pyramidal neurons.
2.3 Materials and Methods
Most existing methods to detect groups in spike-train neuronal population data are based
on the following generic paradigm [Feldt et al., 2009; Fellous et al., 2004; Humphries, 2011;
Lopes-Dos-Santos et al., 2011]. First, a metric is defined to quantify the relationship between
all neuron pairs leading to a N ×N association matrix, where N is the number of observed
neurons. We call this the functional connectivity matrix (FCM) hereafter. Every (i, j)
entry in this matrix is a non-negative number that indicates how similar the spike trains of
neurons i and j are over the observed time. Second, the FCM is clustered, i.e., partitioned
into different groups [Aggarwal and Reddy, 2014; Fortunato, 2010; Newman, 2004].
Here we introduce a simple framework that addresses both of these steps in a consistent
and integrated manner, focusing on the dynamical relations between neurons: a new directed
(‘causal’) biophysically-inspired measure is introduced to calculate the FCM, which is then
analyzed using the recently introduced dynamics-based technique of Markov Stability for
community detection [Delvenne et al., 2013, 2010; Lambiotte et al., 2009; Schaub et al.,
2012] to identify cell assemblies at multiple scales in the neuronal population.
The numerics are performed in MATLAB (2011b or later versions). Code implementing
the algorithm for spike-train analysis is available upon request and can be found at:
github.com/CellAssembly/Detection.
2.3.1 Biophysically-inspired causal measure of spike-train similar-
ity
A plethora of metrics exists to describe the relationship between two signals, ranging from
generic measures, such as cosine similarity and Pearson or Spearman correlation coefficients,
to specialized measures designed for spike-train analysis [Fellous et al., 2004; Kreuz et al.,
2013; Lyttle and Fellous, 2011; Okatan et al., 2005; Schreiber et al., 2003; van Rossum,
2001; Victor and Purpura, 1996; Vincent et al., 2012]. Although these methods can be
well suited in particular contexts, they only partially account for three important features
for network-driven analyses of neural recordings. First, most current metrics are based
on statistical arguments lacking a simple biophysical interpretation that would allow the
use of relevant biophysical characteristics of neuronal dynamics. Second, most commonly
used measures are distance metrics, i.e., symmetric by construction, and thus neglect spike-
timing information contained in the ordering of events. Finally, to the best of our knowledge,
all measures ignore whether the neurons under consideration are excitatory or inhibitory.
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Excitatory Coupling
("EPSP")
Inhibitory Coupling
("inverted EPSP")
a
b
Figure 2.1: Biophysically-inspired measure of spike-train similarity leading to functional
coupling between neurons. Quantification of the coupling induced by: (a) excitatory neuron
A on neuron B and (b) inhibitory neuron A on neuron B. Note that both profiles shown
are normalized so that the signal has zero mean (see text).
While an even finer characterization of neuronal subtypes could be of further interest, the
distinction between excitatory and inhibitory neurons underpins fundamental balances in
neuronal network dynamics and should be reflected in the analysis of data. Here, we propose
a similarity measure that incorporates these three ingredients in a simple, intuitive form (see
Figure 2.1).
Consider first an excitatory neuron A connected to neuron B. The action potentials of A
induce excitatory postsynaptic potentials (EPSPs) in neuron B, increasing the likelihood of
neuron B firing. These EPSPs can be, to a first approximation, modeled by an exponentially
decaying time profile
ξexc(t) = e
−t/τ
with synaptic time constant τ . Since detailed information about synaptic weights and
membrane potentials is unavailable in neuronal population experiments, we adopt a simple
strategy to compute the coupling strength SAB from the observed spiking data. The general
idea is that for each spiking event of neuron B (at time tBi ), we propagate a ‘virtual’ EPSP
from the immediately preceding spike of neuron A (at time tAi ). We then compute all such
contributions that neuron A would have made to the membrane potential of neuron B at
each of its spikes, and sum them appropriately, discounting spurious effects.
More precisely, we obtain the functional connectivity from neuron A to neuron B as
follows:
(i) Define the signal fA(t) that reflects the (virtual) influence of neuron A onto a potential
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firing event at any other neuron taking place at time t:
fA(t) = ξexc(t− tAlast) = e−(t−t
A
last)/τ , (2.1)
where tAlast = maxi(t
A
i |tAi ≤ t), i = 1, . . . , NA, is the time of the last preceding spike of
neuron A (if there is no such spike we set tAlast = −∞).
(ii) It then follows that all contributions from neuron A to B can be written as the sum∑NB
i=1 fA(t
B
i ). To gain some intuition, note that every time B fires a spike, the potential
contribution to this spike by neuron A is computed by summing the values that fA(t)
takes at the times of B firing, tBi . If neuron B always fires shortly after A spikes, the sum∑NB
i fA(t
B
i ) will be large. If neuron B fires after A but with some delay (e.g., because an
integration with other neurons is required), this sum will be smaller. If neuron B never fires
shortly after A, this sum will be zero.
To discount spurious correlation effects, we center and normalize the signal fA(t) first
to obtain the new signal f˜A(t), which has zero mean and peak amplitude one (Figure 2.1a)
f˜A(t) =
fA(t)− 〈fA〉
1− 〈fA〉 , (2.2)
where 〈fA〉 = 1T
∫ T
0
fA(t)dt ≤ 1 is the mean over the recorded time. We then compute the
effective coupling:
FAB =
1
NAB
NB∑
i=1
f˜A(t
B
i ), (2.3)
and we have additionally divided by NAB = max(NA, NB) to guarantee that the maximal
coupling FAB (between two identically firing neurons) is normalized to 1. The coupling
between neuron A and B is then defined as the thresholded value:
SAB = max(FAB , 0). (2.4)
From this definition, it follows that if an action potential from neuron A is always
closely followed by a spike from neuron B, this will correspond to a strong coupling SAB
between these neurons. Note that, in addition to being biophysically inspired, the defined
measure (2.4) is non-symmetric (SAB 6= SBA).
Suppose that neuron A is known to be inhibitory. The coupling strength from neuron A
onto another neuron is obtained following a similar approach (Figure 2.1b), yet recognizing
that inhibitory post-synaptic potentials (IPSPs) decrease the likelihood of firing. To reflect
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this influence, we adopt an ‘inverted’ exponential profile
ξinh(t) = 1− e−t/τ ,
truncated when it reaches 99% of its steady state value. Hence, if neuron B always fires
shortly after the firing of the inhibitory neuron A, it will accumulate a negative dependence
from which we deduce that there is no significant inhibitory functional relation between
these neurons.
The time scale τ is a parameter inspired by synaptic time constants, and can thus be
adapted to reflect prior information about the recorded neurons. Although more sophisti-
cated schemes to estimate or tune this parameter are certainly possible (e.g., choosing a
different τexc for excitatory and τ inh for inhibitory neurons), here we follow the simplest
choice τexc = τ inh = τ throughout. The method is robust to the choice of τ : we have used
τ = 5 ms for the experimental data and τ = 3 ms for the leaky-integrate-and-fire (LIF)
simulation data, and have checked that the results remain broadly unaltered for values of τ
in this range.
The main aim of our measure is simplicity, flexibility and generality, while retaining
the key biophysical features outlined above. Because of its generality, highly specialized
measures of spike-train associations could be tuned to outperform our simple measure for
particular examples. However, it is often unknown beforehand what features of the data are
of importance for the analysis and hence having such a flexible measure allows for a broad
search for structure in recorded data. Once a hypothesis is formed, or particular aspects
need to be investigated in more detail, more specialized association metrics could be used
in conjunction with the community detection algorithm presented below. In the absence of
knowledge about the specific cell types of experimentally recorded neurons we obtain the
FCM using the excitatory metric. Already today, however, there are means to separate cell
types (e.g. fast spiking interneurons) based on their electrophysiological signature [Bartho´
et al., 2004] and with the advancement of optical physiology and genetic tools, additional
information about the cell types of the recorded cells is becoming more routine. Hence it
will be possible in the future to use specialized coupling functions (instead of exponential)
depending on the neuronal sub-type recorded.
2.3.2 Markov Stability for community detection at all scales
The Markov Stability method is a versatile, dynamics-based tool for multiscale community
detection in networks without a priori assumptions about the number or size of the com-
munities [Delvenne et al., 2013, 2010; Lambiotte et al., 2009; Schaub et al., 2012]. Here
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we extend the use of Markov Stability to directed networks to find coherent groupings of
neurons in the FCM created from the observed spiking data. Under our framework, we
interpret the FCM as a directed network, and the graph communities revealed by our anal-
ysis correspond to groups of neurons with strong excitatory and/or inhibitory couplings
extracted from the dynamics. Therefore the graph partitioning problem solved using the
Markov Stability method is linked to the detection of putative cell assemblies, i.e., groups
of neurons with a strong dynamical influence on each other.
The main notion underpinning the Markov Stability method is the intimate relationship
between structure and dynamics on a graph. A dynamics confined to the topology of a
network can uncover structural features of the graph by observing how a dynamical process,
such as a simple diffusion, unfolds over time. In particular, if the graph contains well
defined substructures, such subgraphs will trap the diffusion flow over a significantly longer
time than expected if it were to happen on an unstructured graph. This idea is readily
illustrated by the example of ink diffusing in a container filled with water. If the container
has no structure, the ink diffuses isotropically. If the container is compartmentalized, the
ink would get transiently trapped in certain regions for longer times until it eventually
becomes evenly distributed throughout. In a similar manner, by observing the dynamics of
a diffusion process we can gain valuable information about the structural organization of
the graph (Figure 2.2). We use this concept to define a cost function to detect significant
partitions in the graph, as follows.
To make these notions precise, consider a network with a Laplacian matrix L = D −A,
where A is the weighted adjacency matrix (Aij is the weight of the directed link from node
i to node j) and D = diag(A1) is the diagonal out-degree matrix (1 is the vector of ones).
For ease of explanation, consider first a strongly connected graph, i.e., we can traverse the
graph along its directed edges such that every node can be reached from any other node.
On such a network, let us define a continuous diffusion process:
p˙ = −pD−1L, (2.5)
where p is the 1×N probability vector describing the probability of a random walker to visit
different nodes over time. Note that the probability vector remains properly normalized:
1Tp = 1 at all times. For an undirected connected graph, this dynamics converges to a
unique stationary distribution pi = d/(dT 1). For directed graphs the stationary distribution
has to be computed by solving p˙ = 0, i.e., it corresponds to the dominant left eigenvector
of D−1L. If the graph is not strongly connected (e.g., if it contains a sink), the diffusion
process (2.5) is generalized to include the standard random ‘teleportation’ term inspired
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Figure 2.2: Schematic of Markov Stability method used to partition the functional network.
(a) A diffusion process on a network can be used to reveal the structure of a graph. As
the diffusion explores larger areas of the network, it enables the Markov Stability method
to scan across all scales and reveal relevant partitions at different levels of granularity. (b)
The graph analyzed has a pre-defined multi-scale community structure, given by a hierarchy
of triangles. The number of communities found are plotted as a function of the Markov
time (see (a)) long plateaus indicate well-defined partitions into 18 nodes (each node on
its own), six communities (small triangular structures), and two communities (aggregated,
larger triangles). Note that in this example, the variation of information (VI) is zero for all
Markov times, indicating that all three partitions are relevant at different levels of resolution.
We remark that the sudden steps between plateaus is a result of the specific example chosen.
Since many of the weights were chosen to be identical, there is a lot of symmetry in the
graph which results in many repeated eigenvalues in the stability matrix. This causes the
sharp transition between plateaus during the Louvain optimization step (see text). The
addition of a small amount of variation in the weights would result in a smooth transition
between plateaus (provided Markov time is sampled finely enough).
by Google’s page-rank algorithm [Brin and Page, 1998; Lambiotte et al., 2009; Lambiotte
and Rosvall, 2012]: the random walker is transported from any node to a random node in
the graph with a small, uniform probability α (set here to the commonly adopted value
α = 0.15), while in the case of a sink node, it will be teleported with unit probability. This
term guarantees that the process is ergodic with a unique stationary probability distribution.
Consider a partition of this network encoded in a N×c indicator matrix H, with Hij = 1
if node i belongs to community j. We then define the Markov Stability of the partition
r(tM , H), as the probability that a random walker at stationarity starts in community i
and ends up in the same community after time tM minus the probability of such an event
happening by chance, summed over all communities and nodes. In matrix terms, this may
be expressed as:
S(tM ) = Π exp(−tMD−1L)− pipiT
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r(tM , H) = trace
[
HTS(tM )H
]
,
where Π = diag(pi) and tM denotes the Markov time describing the evolution of the diffusion
process. Finding a good partition (or clustering) requires the maximization of the Markov
Stability in the space of possible graph partitions for a given tM , an optimization that
can be carried out with a variety of optimization heuristics. Here we use a locally greedy
optimization, the so-called Louvain algorithm, which is highly efficient [Blondel et al., 2008].
In order to deal with the fact that S(tM ) is in general asymmetric due to the directed nature
of the graph, we use the directed notion of Markov Stability and use the Louvain algorithm
to optimize HT 12 (S+S
T )H, which is mathematically identical to optimizing r(tM , H), i.e.,
we still consider the directed network.
Our algorithm then scans across all Markov times to find the set of relevant partitions at
different Markov times. With increasing Markov time, the diffusion explores larger regions
of the network, resulting in a sequence of increasingly coarser partitions, each existing over
a particular Markov time scale. The Markov time may thus be interpreted as a resolution
(or granularity) parameter, and, as we sweep across resolutions, we detect communities
at different levels of granularity without imposing a particular resolution a priori. This
dynamic sweeping [Schaub et al., 2012] allows us to detect assemblies of different sizes
and even hierarchical structures that would potentially go undetected if we were to use a
method with a fixed intrinsic scale [Feldt et al., 2009; Fellous et al., 2004; Fortunato and
Barthe´lemy, 2007; Humphries, 2011; Lopes-Dos-Santos et al., 2011; Newman and Girvan,
2004]. It is important to remark that the Markov time tM used for the diffusive exploration
of the network is not to be confused with the physical time of the spike-train dynamics. We
remark that the time constant τ of our similarity measure is not related to the Markov time
in general. The Markov time is used here as a tool to uncover the different scales in the
data and should thus be seen as distinct from the biophysical (real) time.
To select meaningful partitions across levels of granularity, we use two measures of ro-
bustness. Firstly, a relevant partition should be persistent over a long Markov time-horizon,
i.e., it should be robust with respect to the change in Markov time and thus lead to an ex-
tended plateau in Markov time. Secondly, a relevant partition should be consistently found
by the optimization algorithm, i.e., it should be robust to random initializations of the Lou-
vain optimization. In order to establish the optimization robustness, we run the Louvain
algorithm 100–500 times per Markov time and compare the partitions obtained by means
of the variation of information (VI) distance metric [Meila, 2003, 2007]. The variation of
information can be thought of as an information-theoretic distance between two partitions
that is naturally invariant to a relabeling of the groups and which has proved useful as
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a standard tool to compare partitions in the context of community detection [Fortunato,
2010]. The normalized VI between two partitions Pα and Pβ is defined as [Meila, 2007]:
VI(Pα,Pβ) = 2H(P
α,Pβ)−H(Pα)−H(Pβ)
logN
, (2.6)
where H(P) = −∑C p(C) log p(C) is the Shannon entropy of the relative frequency p(C) =
nC/N of a node belonging to community C in a partition P and H(Pα,Pβ) is the Shannon
entropy of the corresponding joint probability. We then calculate the average variation of
information (V I) over all pairs in the ensemble of solutions from the optimization. When
V I ≈ 0, the solutions obtained by the different optimizations are very similar to each other
indicating a robust partitioning. When V I ≈ 1 each run of the optimization obtains a
different partition, indicating a non-robust clustering. Such clear-cut communities are not
always found. However, we have shown [Delmotte et al., 2011; Schaub et al., 2012] that
sudden drops and dips in the V I are indicative of a clustering becoming more robust than
expected for its average community size. In realistic datasets, we thus search for partitions
with a long Markov time plateau and a low value (or a pronounced dip) of V I as the
criterion to find meaningful partitions. An illustration of the Markov Stability framework
is displayed in Figure 2.2b, where we exemplify how the graph community structure can be
detected at different scales without a priori assumptions about the number of communities.
Furthermore, our scanning across all Markov times allows for the detection of the appropriate
scale for community detection, without imposing a priori a particular scale that might not
be relevant to the analyzed data, as is implicitly done in other methods [Schaub et al., 2012].
2.3.3 Synthetic spiking data
To assess the capabilities of the framework, we generated synthetic spiking datasets with
realistic statistical properties resembling those observed in experiments, yet with added
temporal structure.
2.3.3.1 Synthetic data with embedded and hierarchical cell assemblies
Surrogate spike-train data were created from groups of units with variable sizes. Each group
Gi was assigned a firing rate (fi) and a level of jitter (Ji). The firing times of each group were
drawn from a uniform distribution according to the specified firing frequency fi, and the
firing times for each unit were chosen from a uniform distribution with a range ±Ji around
the group firing time. To account for refractory periods, we resampled if the resulting spike
time conflicted with the refractory period of the unit. We used a similar scheme to generate
synthetic spiking data with a hierarchical structure, but in this case each group was divided
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into two subgroups: units within each subgroup always fire together, whereas between two
subgroups the firing window was aligned only every second time. As before, the firing times
of the individual groups were chosen randomly from a uniform distribution and were not
correlated in time. This firing pattern establishes a two-level hierarchical relation between
the individual units.
2.3.3.2 Synthetic data with feedforward-like firing patterns
Synthetic spiking patterns that emulate the activity of feedforward networks were created
from groups that are made to spike together within a jitter window of ±1 ms. The groups
are set to spike sequentially with a delay of δ = 5 ms and a repetition period of ∆ = 20.5
ms.
2.3.4 Simulated data from Leaky-Integrate-and-Fire Networks
We applied our algorithm to more realistic spiking computational datasets obtained by
simulating neuronal networks of excitatory and inhibitory Leaky-Integrate-and-Fire (LIF)
neurons [Koch, 1999].
2.3.4.1 The excitatory and inhibitory LIF units
The non-dimensionalized membrane potential Vi(t) for neuron i evolved according to:
dVi(t)
dt
=
µi − Vi(t)
τm
+ IS, (2.7)
where the constant input term µi was chosen uniformly in the interval [1.1, 1.2] for exci-
tatory neurons and in the interval [1, 1.05] for inhibitory neurons. Both excitatory and
inhibitory neurons had the same firing threshold of 1 and reset potential of 0. Note that
although the input term is supra-threshold, balanced inputs guaranteed that the average
membrane potential remained sub-threshold [Litwin-Kumar and Doiron, 2012; van Vreeswijk
and Sompolinsky, 1998]. Membrane time constants for excitatory and inhibitory neurons
were τm = 15 ms and τm = 10 ms, respectively, and the refractory period was 5 ms for both
excitatory and inhibitory neurons. The synaptic input from the network was given as:
IS =
∑
i←j
wi←jg
E/I
j (t), (2.8)
where the i← j denotes that there is connection from neuron j to neuron i, and wi←j denotes
the weight of this connection (see next section for the weight settings). The synaptic inputs
gE/I were increased step-wise instantaneously after a presynaptic spike (gE/I → gE/I + 1)
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Figure 2.3: Schematic wiring diagrams of the three LIF networks used in this work: (a) an
E-E clustered LIF network; (b) an E-E hierarchical LIF network; (c) an E-I clustered
LIF network. Arrow thickness is proportional to the strength of the connection. For the
parameters used in our simulations, see Table 2.1.
and then decayed exponentially according to:
τE/I
dgE/I
dt
= −gE/I(t), (2.9)
with time constants τE = 3 ms for an excitatory interaction, and τI = 2 ms if the presynaptic
unit was inhibitory.
2.3.4.2 Network Topologies and Weight Matrices
LIF excitatory and inhibitory units in a proportion of 4 : 1 were interconnected with three
different network topologies. The resulting networks were simulated with a 0.1 ms time
step. The connection probabilities and weights between the different types of neurons for
these three LIF networks are shown in Table 2.1 and the schematic of the different wiring
diagrams is shown in Fig. 2.3.
Network with clustered excitatory connections (E-E clustered) We first con-
structed a LIF network with clustered excitatory units: each excitatory neuron belongs
to a group of units more strongly connected to each other than to units outside the group
(Figure 2.3a). The network also included unclustered inhibitory units, which ensured that
the network was balanced. These networks display temporally-structured spike-train ac-
tivity [Litwin-Kumar and Doiron, 2012], and are used here as a test-bed for cell-assembly
detection from spiking dynamics.
Network with hierarchical excitatory connections (E-E hierarchical) In a similar
fashion, we developed a LIF network where excitatory units belonged to a hierarchy of groups
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Probabilities
pII pIE pEI pEE pEEsub p
EE
sub,sub p
EI
sub p
IE
sub
E-E Clustered 0.5 0.5 0.5 0.167 0.5 — — —
E-E Hierarchical 0.5 0.5 0.5 0.15 0.3 0.99 — —
E-I Clustered 0.5 0.454 0.526 0.2 — — 0.263 0.90
Weights
wII wIE wEI wEE wEEsub w
EE
sub,sub w
EI
sub w
IE
sub
E-E Clustered −0.04 0.01 −0.025 0.012 0.0144 — — —
E-E Hierarchical −0.04 0.01 −0.03 0.012 0.012 0.014 — —
E-I Clustered −0.04 0.0086 −0.032 0.0155 — — −0.0123 0.0224
Table 2.1: Parameters for the simulated LIF networks. Connection probabilities (pXY )
and weights (wXY ) between different unit types: excitatory (E) and inhibitory (I), e.g.,
pEI is the connection probability from inhibitory to excitatory units. For the clustered
networks, the average E-E connection probability was kept constant at 0.2. For a schematic
representation of the wiring diagrams, see Fig. 2.3.
(Figure 2.3b). For this, we split the population of excitatory units into nested clusters, such
that each group was sub-divided into smaller groups with increasing internal connectivity.
The inhibitory neurons remained unclustered.
Network with excitation to inhibitory clustered feedback loops (E-I clustered)
Finally, we have developed a LIF network to study the dynamical spiking patterns origi-
nated by networks in which excitatory and inhibitory neurons are co-clustered, as shown in
Figure 2.3c. In this case, whereas the excitatory-to-excitatory and inhibitory-to-inhibitory
couplings were kept uniform, we introduced structural features in the connections between
distinct neuron types. In particular, each subset of excitatory units was more strongly con-
nected to a subset of inhibitory units. This group of inhibitory units, in turn, had a weaker
feedback to its associated excitatory neuron group, as compared to the rest of the graph.
Every unit was part of one such functional group comprising both excitatory and inhibitory
units.
2.3.5 Experimental data
2.3.5.1 Retinal Ganglion Cell recordings from mouse and salamander
These datasets were kindly provided by the lab of Markus Meister. Multielectrode recordings
were performed as described previously [Meister et al., 1994], following protocols approved
by the Institutional Animal Care and Use Committee at Harvard University and at the
California Institute of Technology. Dark-adapted retina isolated from a larval tiger sala-
mander (Ambystoma tigrinum) or adult mouse (Mus musculus; C57BL/6) was placed on a
flat array of 61 extracellular electrodes with the ganglion cell side down. The salamander
retina was superfused with oxygenated Ringer’s medium (in mM: NaCl, 110; NaHCO3, 22;
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KCl, 2.5; MgCl2, 1.6; CaCl2, 1; and D-glucose, 10; equilibrated with 95% O2 and 5% CO2
gas) at room temperature. The mouse retina was perfused with oxygenated Ame’s medium
(Sigma-Aldrich; A1420) at 37◦C.
Recordings were made with a custom-made amplifier and sampled at 10 kHz. Spike
sorting was performed offline by analyzing the shape of action potentials on different elec-
trodes [Gollisch and Meister, 2008; Pouzat et al., 2002]. The spike-triggered averages (STAs)
and receptive fields of the salamander retinal ganglion cells (RGCs) were determined by re-
verse correlation to a checkerboard stimulus flickering with intensities drawn from a normal
distribution. Singular-value decomposition of the spatio-temporal receptive field allowed the
extraction of the temporal filter of every RGC receptive field [Gollisch and Meister, 2008].
2.3.5.2 Hippocampal CA1 and CA3 recordings from rats under a spatiotem-
poral task
We analyzed spike trains obtained by Diba and Buzsaki [2007] from hippocampal neurons
of rats moving along a linear track implanted with silicon probe electrodes along CA1 and
CA3 pyramidal cell layers in left dorsal hippocampus.
2.3.6 Performance of the method and comparisons to other tech-
niques
In those examples where the results could be compared against a ground truth, the perfor-
mance of the method was determined by the percentage of correctly classified neurons (hit
rate) relative to the true membership in the data.
We have compared the performance of our methodology with two other popular commu-
nity detection techniques: modularity optimization (two variants) using the code provided
and explained in [Humphries, 2011], and standard agglomerative hierarchical clustering us-
ing the nearest distance linkage criterion as implemented in MATLAB.
2.4 Results
2.4.1 Assessing the algorithm with synthetic datasets
We first tested our method on synthetic spike-train datasets to evaluate its performance and
to showcase its distinct capabilities compared to other methodologies.
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Figure 2.4: Markov Stability analysis of a synthetic data set. (a) Unsorted raster plot of a
population of 800 spike-trains obtained from 7 groups of different sizes. Each ‘cell assembly’
fires at different times with varying amounts of jitter. (b) FCM from the unsorted spike
train rastergram, followed by the Markov Stability plot and the FCM reordered according to
the partition into 7 groups obtained by the algorithm. Note the long plateau (blue shaded)
around Markov time tM = 1 with V I = 0, indicating the presence of a robust partition
with 7 groups. At later Markov times, the algorithm detects other robust coarser partitions
corresponding to aggregates of the seven groups with similar firing patterns. (c) Color-coded
raster plot reordered according to the partition obtained in (b).
2.4.1.1 Analysis of synthetic data with embedded cell-assemblies
As a first illustration, Figure 2.4 shows the application of our method to a synthetic spike
dataset with inherent group structure (see Materials and Methods). A population of 800
units was divided into 7 differently sized groups comprising 75 to 200 units. The average
spiking frequency for all groups was 12 Hz with ±20 ms jitter around the uniformly chosen
firing times within the total length of 4 s.
Figure 2.4a displays the raster data prior to clustering. Figure 2.4b shows the functional
connectivity matrix (FCM) calculated from the spike trains used in the Markov Stability
analysis, leading to the identification of a robust seven-community partition and a reordered
FCM. The raster plot reordered according to the communities identified by our algorithm
is shown in Figure 2.4c. The detected partition into 7 groups corresponds to an extended
plateau in Markov time (from tM = 0.68 to tM = 3.47) with V I = 0, in which all the
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Figure 2.5: Assessing the performance of the clustering algorithm using synthetic data.
(a) At very low firing frequencies, the classification performance is low due to a small
number of spikes per neuron. Performance quickly improves with increasing firing frequency.
(b) The classification performance improves as the duration of the recording increases.
(c) As the jitter increases, the classification performance degrades. (d) The classification
performance degrades mildly as the number of groups to be detected increases.
neurons were correctly clustered. Note that the algorithm detects other partitions with
relatively long plateaux in Markov time, although their variation of information is non-
zero. In particular, a relatively robust partition into three clusters between tM = 8.21 and
tM = 25.12 is detected corresponding to a coarser grouping of the seven groups embedded
in our data.
To assess the performance and robustness of the procedure, we determined the percent-
age of correctly classified neurons under a variety of noise conditions, different amounts of
data, and other sources of variability. Figures 2.5a,b demonstrate the accuracy of classifi-
cation for 500 units with 10 cell assemblies when the number of observed spiking events is
varied. In Figure 2.5a, spiking datasets of a fixed length of 4 s are analyzed as the firing fre-
quency is increased. As expected, the performance degrades at very low and very high spike
frequencies when the number of firing events is either too low or too large to distinguish
the groupings (see insets). This effect can be reduced with increasing spike-train lengths,
as shown in Figure 2.5b where the performance improves as we increase the duration of
the recording for a fixed firing rate (4 Hz). For short recordings, spurious correlations in
the firing events degrade the performance, which consistently improves as the duration in-
creases, reaching 100% accuracy for recordings of length above 4 s. To assess the effect of
jitter, we checked that the above examples (Figure 2.5a-b) show similar behavior for differ-
ent amounts of jitter (±40 ms, ±60 ms). The performance degrades only when the jitter is
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Figure 2.6: Detecting hierarchically structured spike train communities in synthetically
generated data. Synthetic data of 500 units clustered into 10 groups with 2 subgroups each
(20 subgroups in total). (a) Unsorted raster plot of data. (b) Markov Stability analysis of
the associated FCM. Clear plateaus indicate the presence of robust partitions into 20 and 10
communities, with classification accuracy of 100% in both cases. (c) Sorted raster plots for
the finer (20 groups, top panel) and coarser (10 groups, bottom panel) partitions revealing
the hierarchical organization in the data.
increased strongly (Figure 2.5c). Finally, we assessed the sensitivity of the method and its
ability to detect an increasing number of groups in a population of given size (Figure 2.5d).
As expected, the accuracy of the classification drops, but only mildly, as we increase the
number of groups to be detected. Note that this is due partly to an entropic effect: a cor-
rect assignment among a larger number of groups conveys more information than a correct
decision between fewer groups. Hence, the decrease in performance is even less dramatic if
corrected for this effect.
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Figure 2.7: Analysis of feedforward-like firing patterns. (a) Unsorted raster plot of the
synthetic data and zoom-in. (b) Markov Stability analysis of the FCM identifies a robust
partition into 4 groups, with 100% classification accuracy. Note that the FCM is asymmetric,
thus revealing the directionality of the data. (c) Color-coded raster plot and zoom-in color-
coded according to the partition found reveals the feed-forward functional relationship in
the data. (d) Coarse-grained representation of the functional connectivity network found
from the clustering. For a second example, see supplementary information.
2.4.1.2 Analysis of synthetic hierarchical spiking patterns
Hierarchical neuronal connectivity [Ambrosingerson et al., 1990; McGinley and Westbrook,
2013; Savic et al., 2000] can lead to spiking dynamics with temporal structure at different
scales. One advantage of using Markov Stability is its ability to detect hierarchical structure
in data without a priori knowledge of such relations. To showcase this capability, we created
synthetic data sets with embedded hierarchical relationships (see Materials and Methods).
Figure 2.6 illustrates the analysis of the spiking dynamics from 500 units, which are split into
10 groups of co-firing units with each group further sub-divided into two subgroups that fire
together more frequently. This results in a hierarchical organization of 20→ 10 subgroups.
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Using the same methodology as above, our analysis reveals two extended plateaus with
V I = 0, for 20 and 10 groups (Figure 2.6b). The sorted raster plots for the 20 and 10 groups,
shown in Figures 2.6c, correspond to 100% correct classification. As we will demonstrate
below in the context of LIF networks, this consistent multi-scale detection of cell assemblies
is a distinct feature of our methodology, which is not present in many other methods which
only detect groupings at a particular level of granularity [Fortunato, 2010].
2.4.1.3 Analysis of synthetic feedforward spiking patterns
To highlight the capability of our framework to deal with directed dynamical patterns, we
show how feedforward-like functional patterns in the data lead to a pronouncedly asymmet-
ric FCM, which can then be analyzed with Markov Stability. Synthetic spiking patterns
were generated in which four groups of 50 neurons (with jitter) spiked 20 times, emulating
synchronous activity in feedforward networks (see Materials and Methods). As shown in
Figure 2.7, our method is able to detect feedforward patterns between cell assemblies: the
corresponding Markov Stability plot shows a robust and extended plateau with four com-
munities with 100% classification accuracy revealing an effective coarse-grained description
of a functional feedforward network.
This is an instance in which the directed nature of our FCM, together with the fact
that Markov Stability can detect communities in directed networks, leads to the detection
of cell assemblies with directed, causal relationships. Indeed, there are instances of directed
functional couplings [Rosvall and Bergstrom, 2008] in which using symmetric measures will
lead to different cell assemblies to those obtained if directionality is taken into account.
Hence for some networks, directionality is absolutely essential for proper clustering as we
consider with a second example.
Figure 2.8a shows the wiring diagram of a network which, if analyzed with a symmetric
similarity measure, lead to different cell assemblies that miss the causality/direction of the
connections. This network may produce firing patterns as shown in Fig. 2.8b.
There are two possible outcomes when analyzing the raster plot
• When this spike-trains are analyzed using a symmetric measure, leading to a symmetric
FCM, we get a partition into two groups: {1, 4} and {2, 3}, which reflect the strength
of the connections but not the causality of the dynamics (see Figure 2.8c).
• When the spike-trains are analyzed using the true, directed FCM, we find the assem-
blies based on flow, which illustrates the fact that clearly different clusterings can arise
when taking into account directionality (see Figure 2.8d).
It is important to remark that only by using a directed FCM we are able to reveal both
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Figure 2.8: Comparison of how directionality can affect clustering results. a-b A functional
network as depicted in a can be emulated by synthetic data by varying the group firing
sequences and delay between individual group firings (b). Ignoring directionality (using the
symmetrized FCM) leads to finding assemblies based on the strength between the groups
(see c). Taking into account directionality reveals a grouping based on flow (see d).
cases: once we use a symmetric FCM the directions of the links are lost, and thus we can
only recover the partition based on strength. Within our framework, the importance of
directionality can be tested by including or disregarding directionality in the analysis and
comparing the outcomes.
2.4.2 Detecting cell assemblies in simulated networks
Beyond purely synthetic datasets, we now consider three examples of simulated dynamics of
LIF networks, which exhibit a range of features of relevance in realistic neural networks. LIF
networks provide a simple, controlled testbed to assess our framework on network dynamics
broadly used in computational systems neuroscience.
2.4.2.1 Cell assemblies in LIF networks with clustered excitatory connections
It was demonstrated recently that balanced LIF networks with clustered excitatory connec-
tions can display network dynamics in which the clustered neurons spike in a coordinated
manner over long timescales [Litwin-Kumar and Doiron, 2012]. We implemented such a
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Figure 2.9: Detecting cell assemblies in spiking data from E-E clustered LIF networks. a
Schematic of the excitatory connectivity of the LIF network. The 800 excitatory units were
split into 10 groups such that the intra-group connection probability and synaptic strength
were larger than the inter-group values. The network was balanced with 200 unclustered
inhibitory units. An example of the simulated membrane potential traces for an excitatory
unit is also shown. b Markov Stability analysis of the corresponding FCM. There is a
clear plateau with V I = 0 for a split into 10 groups (blue shaded). Inset: Schematic of
network topology. c Color coded raster plot according to the partition obtained. Units
are ordered consecutively according to their grouping in the underlying LIF topology. The
correct grouping is also indicated by the colored band on the side. These cell assemblies
exhibit clear bands of activity. Only 5 neurons were misclassified relative to the imposed
structure (99.5%).
LIF-network to determine if our framework was able to recover the underlying structural
connectivity directly from the observed spiking dynamics.
Figure 2.9a depicts a schematic of the structural connectivity imposed on the simulated
E-E clustered network: 800 excitatory units were split into 10 groups such that the connec-
tion probability and synaptic strengths within each group were larger than the inter-group
values (see Materials and Methods). The network was balanced by 200 inhibitory units
that were uniformly connected (i.e., unstructured). The spiking dynamics of the excitatory
units were then analyzed using our framework: the spike trains of the 800 excitatory units
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were used to generate the FCM, and Markov Stability revealed a clear plateau with V I = 0
corresponding to a partition into 10 groups with a classification performance of 99.5% with
respect to the embedded structural groups.
The results of our method contrast with other commonly used methods. For instance,
applying hierarchical clustering to the FCM achieves only a classification performance of
at best 22%, and does not provide a clear criterion for determining the number of groups
present. Similarly, we apply Modularity optimization using the two versions implemented by
[Humphries, 2011] in conjunction with our FCM matrix. In this case, Modularity imposes an
intrinsic scale leading to the identification of 8-13 groups, with a classification performance
of 49-68% depending on which of the two versions of the optimization is used. Let us remark
that we also applied hierarchical clustering directly to the time-series. However, it leads to
similarly poor performance.
As explained above, an advantage of Markov Stability is that it does not impose a priori
the scale or the number of clusters to be detected. Instead, the method scans across all scales
and extracts robust, meaningful partitions at different levels of granularity, thus revealing
potentially relevant partitions in the data. In clear-cut cases, such as the simple synthetic
datasets studied above, the method reveals unequivocally the partitions embedded in the
data. In general, however, and especially for noisy data, it is not expected that a unique
partition is found. Rather, a set of candidate partitions will emerge. This is observed in the
analysis of this LIF network. Figure 2.9b shows that the partition into 10 communities is
the clearest choice for this dataset (longest plateau in Markov time with V I = 0). However,
other good candidate partitions include the following: one into 11 communities, which is
similar to the grouping into 10 albeit with an additional split for a small group of neurons,
and a partition into 8 communities obtained by the merging of 4 of the groups into 2 groups.
Our methodology provides candidate partitions at different levels of resolution based on their
robustness (i.e., long plateaux in Markov time, drops in VI) as a guide for the analysis, which
can then be complemented with further biological knowledge.
2.4.2.2 Cell assemblies at multiple levels of granularity in hierarchical LIF net-
works
To further test the multiscale capabilities of our method, we evaluated how the algorithm
would perform on the analysis of a LIF network with a hierarchical structure. The pop-
ulation of 800 excitatory units was divided into 10 groups with 2 subgroups each, i.e., 20
groups in two levels of a hierarchy (Figure 2.10a). As before, the network was balanced
with 200 unclustered inhibitory units. The Markov Stability analysis displayed in Figure
2.10 reveals two robust partitions: one into 21 communities and one into 10 communities
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with classification accuracies of 99.9% and 100%, respectively, and which correspond to the
two levels of resolution. Our method also finds other suitable but less robust candidate
partitions, e.g., one into 9 communities obtained by merging 2 of the top-level communities
into a single group, or one into 4 groups obtained by similar mergers.
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Figure 2.10: Detecting cell assemblies in spiking data from E-E hierarchically clustered LIF
networks. (a) Schematic of the network with excitatory units split into 10 groups which were
further sub-divided in 2 subgroups each. (b) Markov Stability plot of the analysis reveals
two robust partitions with 21 and 10 communities. Inset: Schematic of network topology.
(c) Color coded raster plot of the clustering into 21 communities with classification accuracy
of 99.9% (one neuron was misclassified). Units are ordered consecutively according to their
grouping in the underlying LIF topology. The correct grouping is also indicated by the
colored band on the side. (d) Color coded raster plot of the 10 community clustering with
an accuracy 100%.
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As stated above, other commonly used methods are unable to detect these multiple levels
of granularity. For instance, Modularity (using again the implementation of [Humphries,
2011]) finds a partition at one particular scale (10 communities, 41-80% accuracy for the
two versions) and cannot detect the presence of the finer grouping. The application of
hierarchical clustering leads to an agglomerative tree with no better accuracy than 41% at
any level of granularity and no clear criterion to detect the number of communities present.
2.4.2.3 Mixed cell assemblies with excitatory and inhibitory units in LIF net-
works
Hitherto we have only considered the clustering of excitatory units. However, functional
groups of neurons may contain both excitatory and inhibitory neurons [Buzsaki, 2010].
The definition of our spike-train similarity allows for the detection of such relationships
by incorporating the biophysical effect of both excitatory and inhibitory neurons on their
postsynaptic neurons (i.e., EPSPs vs. IPSPs; see Figure 2.1A). To determine how our
method would perform in a context where mixed functional groups are present, we created
a LIF network with an embedded structure between excitatory and inhibitory units. As
shown in Figure 2.6A, the coupling between alike neuron types is uniform but we create
preferential coupling between subsets of excitatory and inhibitory neurons, i.e., each subset
of excitatory units is preferentially connected to a subset of inhibitory units (relative to
all other inhibitory ones) and, in turn, this subset of inhibitory units feeds back weakly to
their corresponding subset of excitatory units (relative to all other excitatory units). Our
simulated LIF network included 10 such groups with 80 excitatory neurons and 20 inhibitory
neurons per group for a total of 1000 neurons.
The analysis of the dynamics of this LIF network is presented in Figure 2.11. As indi-
cated by our color coding, we find a robust partition into 10 communities that comprise a
combination of both neuron types with a 91.4% of correctly classified cells according to the
embedded structure. Having the ability to account for the role of the inhibitory neurons
within a cell assembly may provide a key difference to find a meaningful interpretation of
the data. In our LIF network simulations, we observed that not accounting for cell type
differences may result in a drop of up to 20% in classification performance (data not shown).
2.4.3 Applying the algorithm to experimental data
2.4.3.1 Detecting distinct Retinal Ganglion Cells in mouse data
As a simple first check of our framework when applied to experimental data, we tested that
our algorithm could detect distinct mouse retinal ganglion cells (RGCs) from spike-train
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Figure 2.11: Detecting cell assemblies in spiking data from E-I clusterd LIF networks. The
network has functional groups comprising excitatory and inhibitory neurons. (a) Stability
plot of the clustering analysis. Note the clear plateau for 10 communities. Inset: Schematic
of network topology. (b) Color-coded raster plot according to the obtained partition. Note
that each group contains excitatory and inhibitory units, as indicated by the color-coded
band on the right side which displays the true structural grouping. For a 20 s simulation,
the classification rate was 91.4%.
data. Extracellular recordings of a flattened mouse retina were performed while a full field
black and white flicker stimulus was repeated 52 times for approximately 28 s (see Materials
and Methods). Data was collected from three different cells that were reliably identified
and spiked consistently for every stimulus repetition. Spike-triggered averages (STAs) and
spike-triggered covariances (STCs) [Schwartz et al., 2006] of the three cells were used to
characterize the neurons as an ON-cell, an OFF-cell, and a noisy OFF-cell (i.e., an OFF-cell
with high trial-to-trial variability).
To test our algorithm, the 52 repetitions from the three neurons were compiled and
shuffled randomly into a composite raster plot. The algorithm was then applied to this
raster plot so as to find relevant groupings in the 156 spike-trains. Our algorithm (Fig. 2.12)
reveals a robust partition into three groups corresponding to spike-trains from each cell
(98.7% correctly identified with their original cell). Interestingly, a further plateau at longer
Markov times can be seen in Fig. 2.12A, corresponding to a 2-way partition, in which the
two OFF cells are grouped together and the ON cell is separate. The performance accuracy
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Figure 2.12: Detecting cells in a set of extracellular recordings from three mouse retinal
ganglion cells (RGCs) to a full field stimulus (52 repetitions for 156 spike trains in total).
(a) The Markov Stability plot obtained from all the spike trains reveals the presence of a
robust partition into three groups. (b) Raster data color coded and reordered according to
the communities found. The classification was 98.7% accurate.
is still 98.7 %.
Although used here as a check of our method on real data, this analysis also illustrates
how our method is able to extract valuable information from the data at multiple levels of
resolution directly from the spike-trains. In contrast, Modularity finds here only a partition
into two groups with 60.3-98.1% correctly identified, a classification performance similar to
hierarchical clustering (67%).
2.4.3.2 Detecting classes of Retinal Ganglion Cells in salamander data
Next we analyzed a dataset of extracellular simultaneous recordings from multiple RGCs
from the salamander retina of three different animals exposed to the same stimulus. The
applied stimulus (i.e., random flickering bars on a screen) entailed both time and spatial
components. Approximately 50 neurons were recorded simultaneously from each animal for
a total of 141 neurons which were combined into a single raster plot.
Upon application of our algorithm to the spike-train data (Figure 2.13), a robust parti-
tion into two groups was observed. To check if this grouping was meaningful, we studied a
posteriori the STAs of the recorded neurons, which characterized them as mixed groups of
ON and OFF cells, yet with different temporal characteristics. Therefore the two commu-
nities found do not correspond to a pure separation into ON and OFF cells but rather to
transient and sustained RGC populations responding to fluctuating light intensities on differ-
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Figure 2.13: Detecting cell assemblies in spike train recordings from salamander retina
RGCs (141 neurons simultaneously recorded with extracellular electrodes). (a) The Markov
Stability plot obtained from the recordings reveals the presence of a robust partition into two
groups. (b) Raster data color coded and reordered according to the communities obtained.
(c) Spike triggered average (STA) responses from all neurons recorded. Each line is an
STA for a different cell. The two panels correspond to the two communities (colored as in
(b)) and correspond to transient and sustained RGCs. The full width half maximum of the
sustained RGCs (upper panel) is 112.2± 9.1 ms while for the transient RGCs (lower panel)
is 83.0± 6.4 ms (mean ± sem). The difference between the temporal characteristics of the
two panels is statistically significant. (p < 0.01; see text for details).
ent time-scales [Awatramani and Slaughter, 2000]. Note the stimulus was random flickering
bars and hence the ON and OFF cells can receive uncorrelated stimuli and therefore the
algorithm could not pick up this most distinct difference as in the previous example. Never-
theless, independent statistical confirmation was obtained by checking that the distribution
of the full-width-half-maxima of both populations was significantly different between groups
(Kolmogorov-Smirnov test to check normality, Wilcoxon rank sum test with p < 0.01).
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Figure 2.14: Detection of cell assemblies in recordings from rat hippocampal neurons
transversing along a linear track. (a) The Markov Stability plot from the spike-trains
shows a small plateau with dip in V I corresponding to a partition into 8 communities.
(b) The raster data clustered according to the 8 communities reveals two groups containing
the inhibitory neurons (purple and black), and 4 communities with structured time firings
(cyan, dark green, red, blue) containing putative place field neuronal groups. These four
communities contained 100.0% of the place cells identified by an independent identification
method. The columnar gaps separate different translocation events. (c) Blow-up of the
raster plot corresponding to the four place cell communities (top panel) and normalized
firing rate of these four groups as a function of distance along the linear track. Each group
favors firing at specific positions along the track.
2.4.4 Detecting Hippocampal Place Cells in rat recordings
Finally, the algorithm was applied to CA1 and CA3 hippocampal recordings from a rat
moving in a linear track for a water reward [Diba and Buzsaki, 2007]. The analyzed data
contains 165 neurons which were recorded simultaneously during a series of translocations
in which the rat was always traveling in one direction. The spike trains of the twenty
translocations were then spliced together into a raster plot.
Figure 2.14 presents the results of our analysis. The FCMs calculated for each translo-
cation were averaged to obtain the FCM. The Markov Stability analysis finds a stable
bi-partition, yet one of the groups comprised only two neurons of no apparent biological
relevance, and this partition was not considered further.
An additional long plateau was marked by a dip of V I at tM = 2.7 corresponding to
a partition into 8 communities. We found that two of those communities contain all 18
inhibitory neurons (as identified via spike-sorting in [Diba and Buzsaki, 2007]): the purple
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group (16 inhibitory neurons) and the black group with the remaining two. In addition, four
of the other communities exhibit structured firing at particular times for every translocation:
the first group (cyan) is active at the start of the translocation followed by the dark green
group and the red group, while the dark blue group, though less salient, corresponds to
cells with firings in between those groups. Such groups with localized firing patterns are
good candidates to include place cells so we checked a posteriori the normalized firing rate
of these communities as a function of position. Figure 2.14C shows that the assemblies
found spike at different positions along the linear track, indicating that place cells are being
identified. To validate our results, we compared to the results obtained with a place cell
detection technique and found that these four cell populations account for 100.0% of the
place cells [Taxidis et al., 2015]. Notably, our method only used the spike-trains to detect
these cells and was able to also extract the inhibitory neurons.
2.5 Discussion
We introduce here a versatile technique to detect cell assemblies directly from spike-train
data. The method uses biophysically inspired notions to create a functional connectivity
matrix reflecting neuron-to-neuron relationships extracted from the observed spike dynam-
ics. Groups of neurons are obtained from the functional connectivity matrix using a graph
theoretical method for community detection, which scans partitions across all resolutions
and detects relevant groupings without prescribing the level of granularity or the number
and size of groups a priori. In contrast to most other methods, our technique is able to
extract hierarchical structure in recorded data; incorporates functional differences between
excitatory and inhibitory neurons; and can detect the directionality emanating from feed-
forward connectivity. All these are vital aspects enabling novel types of analyses in recorded
datasets. As the method relies only on spike timings, it can be applied to both electrophys-
iological and optical recordings. We tested the performance of the method on a variety of
synthetic data, where we showcased its ability to extract clustered and hierarchical assem-
blies, in contrast to standard methodologies, such as hierarchical clustering or Modularity
which have an inherently lower performance in finding such hierarchical ensembles. We
further confirmed that the directed nature of our technique allows the inference of feedfor-
ward connectivity, minimizing information loss when going from spiking data with relevant
temporal ordering to a FCM. This may open the possibility to the inference of underlying
anatomical connectivities, as well as gaining insight about feedforward connections from
recorded neuronal network datasets.
We applied the framework to the analysis of spike-train simulations from several LIF
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network topologies (E-E clustered, E-E hierarchical and E-I clustered organizations), which
result in temporally-structured network activity. Our technique was able to identify the hi-
erarchical structure in such simulated data without the need to rerun the analysis adjusting
the parameter settings of the spike-train similarity measure. This capability could be of
interest to detect hierarchical neuronal connectivity in real systems [Ambrosingerson et al.,
1990; McGinley and Westbrook, 2013; Savic et al., 2000], as our integrated approach can
identify structure at different scales without imposing strong assumptions a priori. In ad-
dition, the method was able to detect clusters that included both excitatory and inhibitory
neurons in LIF networks. Taking into account the functional differences of these neuron
types is a distinctive feature of our methodology. If all neurons are treated equally, irrespec-
tive of their cell type, as is commonly done, a simple split between excitatory and inhibitory
neurons is often observed. This effect is essentially due to the strong difference in firing
statistics between excitatory and inhibitory neurons, although inhibitory neurons may also
exhibit a range of firing-frequencies [Isaacson and Scanziani, 2011; Markram et al., 2004].
Being able to extract such structural information, and to distinguish between excitatory and
inhibitory interactions where applicable, is of interest for the understanding of the functional
role of cell assemblies, as these groups are likely to include both excitatory and inhibitory
neurons.
We additionally showed how our framework is able to recover biological information in
three sets of experimental data from mouse RGCs, salamander RGCs, and rat hippocam-
pal data, highlighting the versatility of the method. In the mouse RGC data, the method
can assign repeated trials of the same stimulus recorded from three different neurons to
the three cells without a priori information. Salamander RGCs recorded simultaneously in
response to a stimulus of randomly flickering bars were clustered into two groups display-
ing distinct temporal characteristics in their responses, i.e., transient and sustained RGCs
could be distinguished. In the hippocampal recordings of a rat translocating along a linear
track, the method was able to identify all the inhibitory neurons as well as four assemblies
containing all the place cells associated with specific spatial information. An advantage of
our technique in this context is that it only requires spike-timing data and can thus pro-
vide complementary information and cross-validation for other techniques currently used
for place cell detection. Furthermore, the algorithm could be optimized for place cell detec-
tion to carry out additional analyses, e.g., examining the spiking data of rats asleep after
translocation sessions; studying the effects of varying the track length; the conjunct analysis
of group firings with the recorded local field potentials; or the analysis of spatially-induced
firing patterns of inhibitory neurons, among others.
While previous clustering methodologies have shown good results for particular applica-
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tions, we aimed here for a method with the versatility to account for the wide differences
in neuronal data while simultaneously providing a simple, interpretable approach to detect
cell assemblies from spiking data. Hence our main focus was on the conceptual and generic
aspects of our dynamics-based framework, rather than on fine-tuning the technical details
towards more specialized applications. Further refinements of the method are possible (or
indeed desirable for specific datasets) and could lead to improved performance. For instance,
future work could be aimed at a more explicit use of neuron firing statistics, including vary-
ing firing frequencies such as during burst periods, or at the construction of functional
coupling measures with more specialized biophysical couplings, including different neuron
types. Other possible extensions of the FCM similarity measure include enforcing sparsity
constraints on the couplings, possibly coupled with more refined statistical assessments of
the importance of individual couplings. A particularly interesting question for future work
will be to consider how cell assemblies (and underlying neuronal networks) can change their
group structure over time via different mechanisms such as synaptic plasticity, and how
this relates to learning. In addition, it will be interesting to study the relationship between
the neuronal time scales and the Markov times that appear as optimal in our community
detection.
In passing we note that in order to distinguish neuron types, all recorded neurons should
ideally receive the same inputs. For example, in visual experiments a full-field spatially
homogeneous stimulus should be strongly preferred over a noisy checker stimulus, as oth-
erwise neurons of the same type may have uncorrelated firing due to uncorrelated inputs.
This point is applicable to all clustering algorithms and not just the one presented here. A
further possible application is clustering resting state activity recordings that assume there
are no (time varying) stimuli that are driving neurons.
As modern neuronal recording techniques enable simultaneous recordings of ever increas-
ing numbers of neurons, approaching nearly entire brains [Ahrens et al., 2013], techniques
for detecting spike-train communities, such as the one proposed here, will become a vital
tool to provide insight into such complex data. Collecting meaningful data from systems
neuroscience experiments is the key requirement, yet being able to provide concise, intelligi-
ble representations of these recordings is just as critical in order to identify and comprehend
the spatio-temporal information encoded in the data.
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Chapter 3
Emergence of slow-switching
assemblies in structured
neuronal networks
Some or all of the work presented in this chapter has been published [Schaub et al., 2015].
This publication is an open access article distributed under the terms of the Creative Com-
mons Attribution License, which permits unrestricted use, distribution, and reproduction
in any medium, provided the original author and source are credited.
3.1 Abstract
Unraveling the interplay between connectivity and spatio-temporal dynamics in neuronal
networks is a key step to advance our understanding of neuronal information processing.
Here we investigate how particular features of network connectivity underpin the propen-
sity of neural networks to generate slow-switching assembly (SSA) dynamics, i.e., sustained
epochs of increased firing within assemblies of neurons which transition slowly between dif-
ferent assemblies throughout the network. We show that the emergence of SSA activity is
linked to spectral properties of the asymmetric synaptic weight matrix. In particular, the
leading eigenvalues that dictate the slow dynamics exhibit a gap with respect to the bulk of
the spectrum, and the associated Schur vectors exhibit a measure of block-localization on
groups of neurons, thus resulting in coherent dynamical activity on those groups. Through
simple rate models, we gain analytical understanding of the origin and importance of the
spectral gap, and use these insights to develop new network topologies with alternative con-
nectivity paradigms which also display SSA activity. Specifically, SSA dynamics involving
excitatory and inhibitory neurons can be achieved by modifying the connectivity patterns
between both types of neurons. We also show that SSA activity can occur at multiple
timescales reflecting a hierarchy in the connectivity and demonstrate the emergence of SSA
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in small-world like networks. Our work provides a step towards understanding how network
structure (uncovered through advancements in neuroanatomy and connectomics) can have
an impact on spatio-temporal neural activity and constrain the resulting dynamics.
3.2 Introduction
Neuronal ensembles exhibit a broad repertoire of activity patterns. Such dynamics are gov-
erned by a time-evolving network of synaptic connections with an intricate, yet structured,
organization. Due to the advancement of connectomics, our knowledge about such networks
is rapidly growing, and increasingly detailed maps of neuronal wiring are becoming available.
In parallel, modern recording techniques, such as calcium imaging and multi-electrode ar-
rays, allow neuroscientists to monitor the activity from thousands of neurons simultaneously,
with recordings from entire brains at single neuron resolution becoming technologically fea-
sible [Ahrens et al., 2013; Buzsaki, 2004; Du et al., 2011]. The observed dynamics of neural
networks exhibit an interplay of structured spatio-temporal scales, which underpin a wide
range of cognitive functions [Buzsaki, 2010].
The idea that neuronal group activity induced by network structure is at the core of
neural computation dates back at least to the work of Hebb [Hebb, 1949], who hypothesized
that the transient activity of groups of neurons (so called cell assemblies) is the currency
of information processing [Buzsaki, 2010; Harris, 2005]. This notion is supported by recent
experiments showing that reciprocal connections between neurons occur above chance level
[Perin et al., 2011; Song et al., 2005], especially if neurons receive common inputs [Otsuka
and Kawaguchi, 2011; Yoshimura et al., 2005]. In the case of the visual system, for instance,
excitatory neurons with similar response features tend to be more connected to each other
[Harris and Mrsic-Flogel, 2013; Ko et al., 2011]. Moreover, studies have demonstrated
that neurons exhibit layer-specific connectivities within rodent sensory cortex [Lefort et al.,
2009] and neocortex [Yassin et al., 2010]. In addition, organized architectures have been
observed to occur at multiple hierarchical scales [Felleman and Van Essen, 1991; McGinley
and Westbrook, 2013; Savic et al., 2000; Shimono and Beggs, 2014] and in non-mammalian
organisms [Ito et al., 2013]. These findings suggest that cortical regions contain well-defined
subnetworks. However, the underlying question is whether given a network topology, we can
predict the potential of the network to sustain structured spatio-temporal activity. Such
questions are not only of interest for network dynamics, but also have implications for
memory formation and learning, since neural networks undergo topological changes over
time due to plasticity [Hyman et al., 2003; J Pavlides et al., 1988].
Recently, it has been shown computationally (see e.g. Ref. [Litwin-Kumar and Doiron,
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2012]) that leaky-integrate-and-fire (LIF) networks with equal excitatory and inhibitory
connection net strengths (i.e. balanced [van Vreeswijk and Sompolinsky, 1998]) yet with
clustered excitatory connections, can exhibit prolonged heightened group activity, with the
activity transitioning between groups in the network (Fig. 3.1A). Here we characterize the
emergence of such slow-switching segregated dynamics in balanced LIF networks as a result
of the network connectivity. Specifically, we find that the spectral properties of the synaptic
weight matrix (i.e., the existence of an eigenvalue gap and a block-localized dominant sub-
space) provide a criterion to predict the appearance of such activity in the network. We then
use simple linear rate models to gain insight into the mechanisms underpinning the origin
of such dynamics in structurally clustered LIF networks. Using these insights, we construct
novel LIF topologies that display slow-switching group activity with distinct properties: in-
volving both inhibitory and excitatory neurons, exhibiting multiple slow time-scales, as well
as demonstrating the possibility of such dynamics in networks with no obvious clustered
connectivity, such as small-worlds. Finally, we discuss briefly possible implications of the
different wiring schemes for neural computation.
3.3 Results
3.3.1 Slow-switching assemblies in LIF networks with clustered ex-
citatory connections: spectral insights
Clustered excitatory topologies in a balanced LIF network can lead to dynamics in which
localized high activity states transition between assemblies of neurons within the network
[Litwin-Kumar and Doiron, 2012]. This is illustrated in Figure 3.1A, where the dynamics
of an unstructured and a balanced clustered network with 20 groups are shown side by
side (see Materials and Methods for a description of the networks). Hereafter, we will
refer to such activity as slow-switching assembly (SSA) dynamics. Visually, SSA dynamics
manifests itself as bands of increased activity in the raster plots, and can be statistically
quantified from the resulting spike-train dynamics a posteriori (see Eq. (3.18) in Materials
and Methods). Ideally, however, we would like to establish a priori, solely from the given
connectivity, the possibility of such dynamical patterns emerging.
The full dynamics of LIF networks are notoriously difficult to analyze due to their inher-
ent non-linearity and hence an exact analytical treatment of the dynamical evolution for an
arbitrary clustered topology is essentially intractable. However, two concepts from spectral
graph theory and linear systems provide valuable insights: (i) for symmetric, non-negative
connectivity matrices, it can be shown that a modular network structure implies a gap in
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Figure 3.1: Network dynamics and eigenvalue spectra of two LIF networks: one with uni-
form synaptic connections (left), and one with 20 groups of clustered excitatory connec-
tions (right). To create the clustered network, excitatory neurons were partitioned into
groups (with in-group connection probability pEEin and out-group connection probability
pEEout < p
EE
in ) while keeping the average connectivity constant (see Materials and Meth-
ods and Ref. [Litwin-Kumar and Doiron, 2012]). The ratio REE = p
EE
in /p
EE
out controls the
strength of the excitatory clustering. A Visualization of the network topologies (top) and ex-
emplars of raster plots (bottom). The dynamics of the clustered network exhibit the banded
structure associated with slow-switching group activity. The magnitude of the activity can
be characterized statistically a posteriori from the data through the spike-rate variability
metric Ŝ, defined in Materials and Methods Eq. (3.18), as discussed in the text. In this
case, the unclustered network has Ŝ = 0.035 while the clustered network has a much larger
value Ŝ = 8.23. B Eigenvalue spectra of the network weight matrices W . The weighted
connectivity matrix of the clustered network exhibits a clear eigengap ∆λ separating the 19
eigenvalues with largest real parts from the cloud of eigenvalues in the bulk. There is no
such eigengap for the unclustered network. As indicated by the two arrows, both matrices
have a pair of complex conjugate eigenvalues associated with the (damped) global activation
modes of the networks characteristic of balanced networks (see text and Ref. [Murphy and
Miller, 2009]).
the spectrum of the graph (i.e., in the set of eigenvalues of the weight matrix) [von Luxburg,
2007; Zhang et al., 2013], as well as the block-localization of the associated eigenvectors on
the modules of the network (noting that isolated eigenvalues may also be the result of other
features [Nadakuditi and Newman, 2013]); (ii) for linear systems, a gap in the spectrum
of the graph results in a separation of time scales in the dynamical process [Gala´n, 2008;
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Murphy and Miller, 2009; Simon and Ando, 1961]. This relation between the modular struc-
ture, the eigenvalues and associated eigenvectors, and linear network dynamics can be used
to discover modular structures in graphs from a dynamical perspective [Billeh et al., 2014;
Delvenne et al., 2013, 2010; Schaub et al., 2012].
In fact, the weighted connectivity matrices of unclustered and clustered LIF networks
display different spectral characteristics [Litwin-Kumar and Doiron, 2012]. Figure 3.1B
shows the spectra of two networks with 1600 excitatory and 400 inhibitory neurons with
unclustered (left) and clustered (right) topologies. In the unclustered case, we find the
expected circular distribution of eigenvalues, which follows from the properties of random
graphs [Rajan and Abbott, 2006; Sommers et al., 1988], although the presence of groups of
neurons with different cardinalities and variances means that the eigenvalue distribution is
not completely uniform on the circle [Rajan and Abbott, 2006]. Note also that the balanced
construction of the LIF network, with a marginally larger inhibitory input for each neuron
in order to keep the network stable, leads to the existence of one pair of complex conjugate
eigenvalues which lies separate from the main bulk of the spectrum (black arrows in Figure
3.1B). This eigenvalue pair is associated with the global activation mode of the network
(as explained below in Section 3.3.2 and in Ref. [Murphy and Miller, 2009]). As shown
in Figure 3.1A, this unclustered network exhibits the expected asynchronous, unstructured
neuronal spiking dynamics.
In contrast, the LIF network with clustered excitatory neurons displays banded SSA
dynamics. Spectrally, its weight matrix exhibits a clear gap ∆λ along the real axis of its
spectrum (Figure 3.1B, right) and, as shown below in Section 3.3.2.3 (Fig. 3.6), the associ-
ated Schur vectors also exhibit a measure of structural block-localization. We remark that,
in general, this should not be expected a priori, since the weight matrices are asymmetric
and include both positive (excitatory) and negative (inhibitory) couplings.
To ascertain the dynamical relevance of the spectral gap, we examined the relation
between the clustering strength in the network, defined as the ratio of probabilities of con-
nections inside and outside the neural assemblies (REE = p
EE
in /p
EE
out ), the spectral gap (∆λ),
and the magnitude of the numerically observed SSA dynamics. To quantify the assembly
spike-rate variability, we have defined two complementary metrics. First, the metric Ŝ mea-
sures the heterogeneity in the firing rates of the putative cell-assemblies averaged over the
simulation (see Eq. (3.18) in Materials and Methods). A large value of Ŝ indicates that the
average firing rates of the assemblies are diverse, whereas a low Ŝ indicates that all groups
have very similar firing rates at all times and no group shows elevated firing. Under SSA
dynamics, the variability of firing rates across groups increases in time as the assemblies
transition between high and low firing rates. As discussed below in Section 3.3.2.4, it is
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Figure 3.2: The relationship of observed SSA dynamics with the structural connectivity
clustering of the LIF network, REE , and the spectral gap, ∆λ. The presence of SSA
dynamics is quantified through the spike-rate variability metric (Ŝ), which measures the
variance of the firing rates of the assemblies normalized by a randomly shuffled bootstrap:
Ŝ increases with increasing SSA activity and Ŝ ≈ 0 for completely asynchronous activity
(as in the unclustered case in Figure 3.1A) (see Materials and Methods). A Spike-rate
variability is plotted as a function of REE (left) and ∆λ (right) for different network sizes
(dots: raw data from simulations, line: mean, shading: standard deviation). Above a
certain clustering threshold, SSA emerges and increases as REE grows; the intensity of the
SSA dynamics is in line with the presence of an eigenvalue gap ∆λ in the weight matrix.
B Spike-rate variability as a function of REE (left) and ∆λ (right) for a network of 2000
neurons with different numbers of clusters, yielding qualitatively similar results (dots: raw
data from simulations, line: mean, shading: standard deviation). C Relationship between
the clustering strength REE and the spectral gap ∆λ. Observe that REE is not sufficient to
determine ∆λ, i.e. ∆λ is influenced by other aspects such as the network size and number
of groups.
possible that the heightened firing activity is localized in a particular assembly and does
not switch between assemblies. This non-switching dynamics where only a group of neurons
exhibits elevated firing over the entire simulation time can be detected using the second vari-
ability measure ŜT , defined in Eq. (3.20). For SSA dynamics, both Ŝ and ŜT give similar
results (see Figure 3.3). In the rest of the chapter, we focus on SSA dynamics and mainly
use Ŝ, except when discussing the transition to non-switching behavior in Section 3.3.2.4.
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Figure 3.3: Spike rate variability across time, as a function of topological changes of the
network. A Clustering Strength REE vs spike rate variability across time SˆT for varying
network sizes with a fixed assembly size. Compare to Fig. 2A of the main text. B Clustering
Strength REE vs spike rate variability across time SˆT for a fixed network size with varying
assembly sizes. Compare to Fig. 2B of the main text. C Weight Clustering WEE vs spike
rate variability across time SˆT for a LIF network with 2000 neurons (20 groups; topological
clustering REE = 1). D Spike rate variability across time SˆT as a function of WEI = WIE
for a network with excitatory to inhibitory feedback loops. In all plots dots denote raw data
from simulations; line: mean, shading: standard deviation.
Definitions of these quantities are given in Materials and Methods.
Figure 3.2 shows that SSA becomes observable above a threshold of the clustering
strength REE , although the dependence of this threshold on the size of the network and
number of clusters does not seem to follow an obvious pattern. On the other hand, our
numerics show that the spectral gap provides a more direct indicator of the presence of
SSA dynamics in the network. The relationship between REE and ∆λ (Figure 3.2C) shows
that knowing REE is not sufficient to determine ∆λ as the spectral gap depends on other
factors such as the network size and the number of groups in the network. Together with
the examination of the structure of the associated orthogonal subspace (see Section 3.3.2.3),
such spectral characterization may be used to establish the potential of networks to sustain
SSA activity, even if there is no obviously clustered network model known a priori.
The observed spectral properties of clustered LIF networks lead us to consider a stylized
linear rate model for neuronal activity in the next section, as a means to gain insights into
the defining factors of the wiring diagram leading to SSA.
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Figure 3.4: Structure of the eigenspectra of stylized and realistic networks that can exhibit
SSA activity. A Schematic of the stylized model of a clustered network (3.1)–(3.2) and
illustration of the corresponding eigenvalues (3.6). B Schematic of a more realistic clustered
LIF network with the same wiring scheme on many groups and multiple neurons per group
with an illustration of the associated spectrum.
3.3.2 Linear rate models and slow localized activity in clustered
LIF networks
3.3.2.1 A stylized linear rate model for networks with clustered excitatory
neurons
Motivated by the above findings, we proceeded to investigate how much of the observed LIF
dynamics can be described by simple rate models. From above, we expect that the spectral
properties of the network lead to SSA dynamics that are coherent over, and transitioning
between, clusters. Hence we consider simple rate models on coarse-grained networks where
each node describes the behavior of a cluster. As will become clear below, this reduced
description allows us to identify the mechanism underpinning the onset of SSA activity
without having to consider a plethora of statistical and technical detail. Furthermore, our
main conclusions can be easily extended to multiple groups of clustered excitatory neurons,
or to scenarios with probabilistic connectivity between the nodes (see, e.g., Ref.[Murphy
and Miller, 2009]).
To explore this idea in the simplest setting, consider a linear firing rate model with three
groups: two groups of clustered excitatory neurons and a group of inhibitory neurons with
uniform coupling. This wiring scenario is abstracted in the form of a three-node network
(Figure 3.4A), where each node represents a group of neurons, and a simple rate model is
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given by the following equations:
τ
dr
dt
= −r +Wr + ξ = −(I −W )r + ξ. (3.1)
Here r = (re1, re2, ri)
T are the firing rates of the neuron groups, W is the synaptic connec-
tivity weight matrix, and ξ is a random input to the network. The firing rates are measured
relative to some baseline activity, and may be positive or negative.
To describe this topology with two excitatory clusters we define a connectivity matrix
W of the form:
W =

s  −kw
 s −kw
w/2 w/2 −kw
 , (3.2)
s >  > 0, k ≥ 1, w = (s+ ). (3.3)
The first inequality in (3.3) guarantees that the coupling strength is positive: s−  > 0, i.e.,
the cross-coupling between the excitatory groups is weaker than the intra-group coupling,
as would be expected from the notion of a cluster. The second inequality in (3.3) ensures a
balanced network (while keeping k ≈ 1), such that each group has at least the same amount
of inhibitory and excitatory input:
∑
jWij = (1− k)w ≤ 0, ∀i.
To understand the dynamical behavior of this system, we evaluate the spectral properties
of the connectivity matrix W [Gala´n, 2008; Goldman, 2009; Murphy and Miller, 2009].
Note that we are dealing with a non-normal system, in which the eigenvectors may not be
orthogonal and thus will provide a possibly misleading description of the dynamics [Trefethen
and Embree, 2005]. We therefore consider the Schur decomposition of W , which yields an
orthonormal basis of the system [Goldman, 2009; Murphy and Miller, 2009], i.e., it finds
an orthogonal matrix U and an upper triangular matrix Q such that W = UQUT . Here
U contains an orthonormal basis while Q contains the eigenvalues of W on the diagonal
and non-zero elements above the diagonal accounting for effective feedforward connections
between the different modes [Goldman, 2009; Murphy and Miller, 2009].
For the matrix (3.2), the associated upper triangular Schur form Q is:
Q =

−w+ wff 0
0 0
s− 
 , (3.4)
w+ = w(k − 1), wff = (k + 1/2)(w + ),
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and the matrix containing the orthonormal (Schur) basis is U =
(
u1 u2 u3
)
given by
u1 =
1√
3

1
1
1
 , u2 =
√
2
3

0.5
0.5
−1
 , u3 = 1√2

−1
1
0
 . (3.5)
Each of the Schur vectors ui represents a pattern of rates, a particular mode of firing on
the network. The first mode u1 is associated with an overall mean firing pattern, while
the second mode u2 corresponds to a relative difference in firing between inhibitory and
excitatory groups. Note that in both cases the firing patterns of the two groups of excitatory
neurons are aligned. In contrast, the third mode u3 describes an antagonistic activity
localized on the excitatory neuron groups (i.e., when the firing rate of one excitatory group
increases the other decreases, and vice versa) with the inhibitory node remaining unaffected
at a baseline firing rate, precisely in line with the SSA behavior observed in the full LIF
network (Fig. 3.1A). Observe also that, while the first two modes are coupled via an off-
diagonal term in Q (i.e., an effective feedforward connection [Goldman, 2009; Murphy and
Miller, 2009]), the switching behavior described by the third mode is uncoupled from the
other system modes.
The structure of the Schur decomposition provides us with insight into the dynamics of
the model (3.1). From (3.4), the eigenvalues of W are:
λ1 = −w+ ≤ λ2 = 0 < λ3 = s− , (3.6)
whence the eigenvalues governing (3.1) are η1 = −1− w+, η2 = −1 and η3 = −1 + (s− ).
For the system to be linearly stable, we require η3 < 0, which implies that the clustering
strength in a stable system is constrained to be
0 < s−  < 1. (3.7)
Without an external input, the three modes decay exponentially with time constants τi =
−1/ηi = 1/(1−λi). Therefore, it is possible to slow down the time scale associated with the
SSA mode u3 by increasing the clustering strength s−→ 1. The perturbations introduced
by the random input induce mode-mixing and, in particular, break the symmetry between
the firing rates of the two groups of excitatory neurons. These perturbations excite the SSA
mode u3, which will decay with time scale 1/(1 − λ3) towards the solution with uniform
rates on all groups (r∗ = 0).
In conclusion, the stronger the clustering (i.e., the larger s −  < 1), the slower the
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decrease of the asymmetric transients, and the more prominent SSA dynamics becomes.
Note that this slow time scale in the activity patterns is directly associated with the eigengap
λ3−λ2 = s− (Fig. 3.4), which is dictated by the clustering strength, in agreement with our
observations relating the presence of SSA with ∆λ in Figure 3.2. The insights gained from
this simple model have testable implications for LIF networks and lead to further ideas for
neuro-physiological network wiring structures, which we explore in the following sections.
3.3.2.2 The linear rate model and the full dynamics of clustered LIF networks
Our rate model can be extended to networks with c groups and the overall structure of the
eigenspectrum of W will essentially retain its features (Figure 3.4; see [Murphy and Miller,
2009] for a related discussion). First, there will be a ‘negative’ eigenvalue (λ1 in (3.6) related
to the pair λBalance in Fig. 3.4B), which reflects the fact that the network is balanced and
stable, i.e. the associated global activity mode decays. Second, there will be a bulk of
‘small’ eigenvalues centered around the origin (λ2 in (3.6) and in general the set {λBulk}
in Fig. 3.4B), which stem from the random connectivity present in the network—a random
matrix has a circular eigenvalue distribution around the origin). Finally, there will be an
eigenvalue gap separating a small set of c − 1 ‘large positive’ eigenvalues (λ3 in (3.6) and
{λCluster} in Fig. 3.4B) from the bulk of the spectrum. These are the ‘slow’ eigenvalues
associated with an orthogonal Schur subspace with a block structure coherent with the
clusters, and are thus responsible for the appearance of a new time scale in the system
originating the observed SSA dynamics. This structure of the eigenvalues can be seen in
the spectrum of the LIF network in Figure 3.1B.
Inspired by the analysis of the linear rate model, we investigate how the results translate
to the full nonlinear LIF dynamics. First, it is clear from above that only the difference
between the effective intra- and inter-group coupling strengths is essential for the observed
slow activity. Such difference can be the result of clustered topological connectivity as in
Ref. [Litwin-Kumar and Doiron, 2012], but can be equally achieved keeping the topology uni-
formly connected and tuning the synaptic weights. To assess this possibility, we conducted
numerical simulations of LIF networks with uniform connection probabilities between ex-
citatory neurons, yet with larger intra-group synaptic weights while keeping the average
weight constant (see Materials and Methods). Figure 3.5 shows that tuning the weights
towards a clustered structure (as given by the weight ratio WEE = w
EE
in /w
EE
out ) also leads
to the emergence of SSA dynamics linked to a spectral gap. Although unsurprising from a
linear systems perspective, this result confirms the applicability of the spectral characteriza-
tion to nonlinear LIF networks, and specifically establishes its relevance for SSA dynamics
in networks where only synaptic weights can be tuned.
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Figure 3.5: SSA dynamics can be achieved by changing solely the synaptic strengths even
when the topological connections are kept uniform. To create clustered networks, the ratio
WEE = w
EE
in /w
EE
out was varied, where w
EE
in and w
EE
out refer to the in-group and out-group
synaptic weights, respectively. The spike-rate variability Ŝ measuring the intensity of SSA
dynamics is shown as a function of WEE (left - dots: raw data from simulations, line: mean,
shading: standard deviation) and the spectral gap ∆λ (right). Note that the connection
probability is uniform for all the simulations, i.e. REE = 1, and only the clustering of the
weights is varied.
3.3.2.3 The block-localization of the dominant linear subspace
We now consider a critical factor in the emergence of SSA, namely, that the leading Schur
vectors of the weight matrix of LIF networks exhibit a measure of consistent block localiza-
tion on the groups of neurons which then exhibit cell assembly dynamics (Figure 3.6). Due
to the non-normality outlined above [Goldman, 2009; Murphy and Miller, 2009], we consider
orthogonal Schur vectors and not eigenvectors. A typical Schur vector corresponding to one
of the eigenvalues in the leading group {λCluster} exhibits a coherent pattern on each of the
groups of the network, such that all neurons within a particular group are driven uniformly.
This block-uniformity results in the grouped dynamics that characterizes SSA. Representa-
tive patterns are shown in Figure 3.6A. In contrast, the Schur vectors from the bulk of the
spectrum {λBulk} show no specific pattern of localization on any group of neurons. Note
that the Schur vectors show no localization pattern on the inhibitory neurons either, in line
with our analysis. The block-localization of the leading Schur vectors constitutes an addi-
tional spectral characterization to assess the emergence of SSA dynamics from the weight
matrix alone.
In Figure 3.6, we quantify how the patterns observed in the SSA dynamics align with
the dominant Schur vectors of the weight matrix. To do this, we first performed a principal
component analysis (PCA) of the simulated firing rates of the full LIF network and extracted
the top activation patterns {p1, . . . ,pc} corresponding to the first principal components (see
Figure 3.6B and Materials and Methods). To measure the alignment of the data patterns
{pi} with the dominant Schur vectors {u1, . . . ,uc} of the weight matrix W corresponding
to the leading eigenvalues above the gap, we computed the first principal angle θ between
these two subspaces: the smaller the angle, the closer the alignment [Golub and Van Loan,
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Figure 3.6: Unraveling the association between the leading Schur vectors of the weight
matrix and the observed SSA activity. A Illustration of a weight matrix of the N = 2000
neuron LIF network with c = 20 groups of excitatory neurons (REE = 3.4) shown together
with the heatmap of the real parts of its first 25 Schur vectors. The first 19 Schur vectors
exhibit block-uniform patterns relatively constant within each of the 20 groups of neurons,
whereas no such pattern is observed for the other Schur vectors. Note that there is no
pattern discernible over the inhibitory neurons. The leading Schur vectors correspond to
the cloud of ‘slow’ eigenvalues above the gap, as indicated in C, and span a patterned
dominant subspace that induces grouped dynamics in the network. B A long simulation
(80s) of the LIF network dynamics (only the first 2s shown) was analyzed using PCA and
the first 25 principal components (PCs) are shown. Reflecting the banded structure of
the simulated dynamics, the leading PCs also show a block-patterned structure consistent
with the neuronal groups. C On the spectrum of W , we indicate the group of leading
eigenvalues above the gap associated with the dominant subspace. D The alignment between
the dominant Schur subspace of the W matrix and the subspace of the strongest principal
components is measured by the first principal angle θ (3.21). Above a threshold of the
clustering strength REE , both subspaces become highly aligned in line with the observations
in Fig. 3.2 (dots: raw data from simulations; line: mean; shading: standard deviation). E
The same effect is observed when the clustering is introduced in the weights by varying
WEE , as in Fig. 3.5.
1996; Stewart, 2001]. Figure 3.6D shows that the dominant subspace of the Schur vectors
of the weight matrix (W ) are indeed aligned with the observed patterns and consistent with
the embedded groups of neurons in the network. Finally, Figure 3.6E shows again that
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tuning the synaptic weights to cluster the network while keeping the topology uniformly
connected renders a similar outcome.
3.3.2.4 Increasing the clustering beyond the linearly stable regime: one domi-
nant assembly
Until now, our linear analysis has concentrated on the relevant regime for SSA, where the
system is linearly stable (3.7): λ3 = s −  < 1. However, it is possible to increase the
clustering strength (s− ), so that the intra-cluster connections are much stronger than the
inter-cluster connections, and the linear system has an unstable eigenvalue. For the LIF
network, if we increase REE or WEE so that λmax ∈ {λCluster} ≥ 1, then the associated
localized firing mode, once excited, will activate itself. This regime can thus lead to a ‘winner
takes all’ solution, where one cell assembly dominates the firing of the whole network and
suppresses all other neurons [Rutishauser et al., 2011].
From the perspective of the observed dynamics of the LIF network, an increase of the
clustering strength (REE or WEE) initially leads to the development of the eigengap for
{λCluster} and, the emergence of SSA dynamics. However, when the clustering strength
becomes too large (and the largest eigenvalue goes beyond 1), a single assembly starts to
dominate the firing pattern and the firing variability is reduced across time, an effect which
is captured by a strong reduction in ŜT , as illustrated in Figure 3.7. This behavior, which
has been observed previously [Litwin-Kumar and Doiron, 2012], is thus also closely linked
to the spectral properties of the system. Note that the linear condition λmax ≥ 1 is only
indicative: the non-linearity and boundedness of LIF dynamics can lead to (non-linearly
stable) SSA dynamics beyond this condition.
3.3.3 Beyond clustered excitatory neurons: SSA dynamics involv-
ing both excitatory and inhibitory neurons.
So far we showed that a linear rate model can provide valuable insights into the mechanisms
underpinning SSA dynamics in networks with clustered excitatory neurons. The crucial
point for the emergence of SSA is the separation of time scales, dictated by the splitting
of the leading eigenvalues of the weight matrix, together with the block-localization of
the associated dominant subspace. These spectral properties can be introduced into LIF
networks by entirely different synaptic couplings, and we now consider a mechanism in which
the inhibitory neurons are involved more centrally in generating SSA dynamics.
Consider the wiring diagrams presented in Figure 3.8A-B, representing the simple rate
model and its corresponding LIF schematic. In this case, the wiring does not involve clus-
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Figure 3.7: Effect of large clustering strength on SSA activity. A Large values of the
clustering REE lead to linear instability of the SSA dynamics and localization of the activity
on one assembly. As measured by the spike rate variability across time (SˆT ), the increase
of REE leads to SSA (signalled by the increased value of SˆT ). If the clustering increases
further, SˆT decreases, as the dynamics becomes dominated by one assembly only. The
dots denote raw data from simulations (line: mean; shading: standard deviation). Inset:
examples of raster plots for three data points in the three regimes. The analysis corresponds
to a clustered LIF network of 1000 neurons. B Plot of the eigenvalue with the largest real
component λmax against the clustering strength REE . The linear condition λmax > 1 is a
good indicator of the dynamics becoming dominated by one cell assembly.
tered coupling between groups of excitatory neurons, but rather relies on preferential con-
nectivity patterns between inhibitory and excitatory neuron groups only. Each group of
excitatory neurons activates preferentially an associated group of inhibitory neurons and,
in turn, this group of inhibitory neurons feeds back more weakly to its associated group
of excitatory neurons (see Materials and Methods for a full description of the network).
Therefore the effective functional circuitry consists of both excitatory and inhibitory neu-
rons embedded in a feedback loop and, as a consequence, the inhibitory neurons play an
integral role in generating the spatio-temporal dynamics and display SSA dynamics too, as
we show below.
This wiring mechanism was suggested by the stylized firing rate model with two coupled
pairs of inhibitory/excitatory feedback loops in Figure 3.8A. This system is described by
Eq. (3.1) with a vector of firing rates for the four groups r = (re1, re2, ri1, ri2)
T and a
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Figure 3.8: SSA dynamics can result from excitatory-to-inhibitory feedback loops.
A Schematic of a stylized network model with two excitatory-to-inhibitory feedback loops
corresponding to the model (3.8). B Illustration of the corresponding LIF network with such
a co-clustered feedback mechanism between neuron types. C Raster plot of the dynamics
of a co-clustered LIF network with N = 2000 neurons and c = 20 pairs with excitatory-to-
inhibitory feedback. Note that the inhibitory neurons also exhibit SSA dynamics here. D
Spectrum of the weight matrix exhibiting a spectral gap both on the left and right hand
side of the bulk of the spectrum (see text for details).
synaptic weight matrix defined as:
W =

w w −k −ks
w w −ks −k
s  −kw −kw
 s −kw −kw
 , (3.8)
s > , k ≥ 1, w = (s+ )/2. (3.9)
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Similarly to (3.2), the system is balanced and s−  captures the clustering strength within
the excitatory-inhibitory pairs. The Schur decomposition of W leads to the following Schur
form
Q =

−w+ wff
0
√
k(s− ) wff,2
−√k(s− )
 , (3.10)
w+ = (k − 1)(s+ ),
wff = (k + 1)(s+ ), wff,2 = −(k − 1)(s− ),
where the eigenvalues of W are on the diagonal. When the leak term is considered, the
largest eigenvalue of (3.1) is (−1 +√k(s− )). Hence, to keep the system stable we need to
constrain
0 <
√
k (s− ) < 1, (3.11)
and the spectral gap is again controlled by s− . In the associated orthonormal Schur basis,
the first two modes of the firing rate dynamics
u1 =
1
2

1
1
1
1
 , u2 =
1
2

1
1
−1
−1
 (3.12)
are again global ‘sum’ and ‘difference’ modes, which interact via a balanced amplification
mechanism [Murphy and Miller, 2009]. However, there are also two localized modes u3 and
u4 that can lead to slow structured activity:
u3 =
1√
2k + 2

√
k
−√k
1
−1
 , u4 =
1√
2k + 2

1
−1
−√k
√
k
 . (3.13)
Of these, u3 is associated with the largest eigenvalue and describes the slow(est) dynamics.
This mode corresponds to a firing pattern of correlated activity within the pairs (re1, ri1)
and (re2, ri2), and anti-correlated activity across the pairs. As before, this analysis ex-
tends to networks with more groups and/or stochastic coupling between groups (for related
arguments see supplementary material of Ref. [Murphy and Miller, 2009]).
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Figure 3.9: The presence of SSA dynamics in LIF networks with excitatory to inhibitory
feedback loops. A The spike-rate variability, which measures the intensity of SSA dynamics,
as a function of WEI = WIE (left; dots: raw data from simulations, line: mean, shading:
standard deviation) and ∆λ (right). See text and Fig. 3.5 for further details. B The first
principal angle between the subspaces of the principal firing patterns and the dominant
Schur vectors of the weight matrix W show high alignment. See text and Fig. 3.6 for
further details.
In Figure 3.8C-D, we show that the implementation of this wiring mechanism into a full
LIF network displays SSA dynamics with a spectral gap, as predicted by our simple rate
model, and the paired excitatory/inhibitory neurons act as a functional circuit displaying
synchronous firing behavior. Importantly, note that, in contrast to the excitatory clustered
scenario, there are no groups with dense reciprocal couplings in this network topology. Our
numerics also show that varying the strength of the functional grouping (WEI = WIE) leads
to the emergence of SSA dynamics, linked to the presence of the spectral gap ∆λ (Fig.3.9A),
and to the alignment of the leading Schur vectors with the ‘correct’ functional circuits, i.e.,
pairs of excitatory and inhibitory groups together (Figure 3.9B).
It is interesting to note that in this topology there is also a group of eigenvalues bounded
away in the negative direction (see Figure 3.8D). These modes are the quickest decaying and
correspond to ‘anti-correlated’ firing states, in which excitatory neurons act in synchrony
with the inhibitory groups to which they are not functionally associated. Such fast decay
reinforces the survival of synchrony within the functional groups in the network. Interest-
ingly, these modes were already present in our linear rate model: u4 in (3.13) shows the
same firing pattern with the fastest eigenvalue λ4 = −
√
k(s− ).
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3.3.4 SSA dynamics in LIF networks with alternative topologies
Although perhaps the most intuitive way of generating SSA dynamics follows from clustering
the connectivity of the LIF network, our analysis above suggests that alternative types
of structural organization support SSA dynamics in LIF networks, as long as they are
characterized by a gap in their eigenvalue spectrum and a measure of block-localization of
the Schur vectors. More generally, one could conjecture that any low rank perturbation of
the weight matrix of a balanced network which leads to an eigenvalue gap might be a valid
candidate for a mechanism to generate SSA in neuronal dynamics. A few such network
architectures are worth highlighting, as they have been considered of particular relevance in
a neuroscience context.
3.3.4.1 SSA dynamics in networks with small-world organization
The first noteworthy example is the broad class of small-world like networks [Watts and
Strogatz, 1998], since small-world organizations have been observed in many structural and
functional neurophysiological networks [Bullmore and Sporns, 2009]. While many modular
networks can have the small-world property [Meunier et al., 2010], here we focus on the
archetypal small-world structure a` la Watts and Strogatz [Watts and Strogatz, 1998], which
does not display a distinct modular organization but instead may be seen as a mixture of
a k-nearest neighbor ring lattice and a random graph. It is well known that such small-
world networks possess distinctive spectral properties which have important implications
for dynamical processes, such as synchronization [Barahona and Pecora, 2002]. As Figure
3.10A shows, small-world like LIF networks (see Materials and Methods for details of the
construction) can indeed display SSA dynamics. In line with our arguments above, the
weight matrix has a leading group of eigenvalues separated from the bulk, which dictate
the slow dynamics, although in this case the gap is not as large and the slow eigenvalues
are not as tightly bunched (Figure 3.10B). These separated eigenvalues correspond to a
subspace spanned by eigenmodes with a slow spatial variation along the ‘backbone’ ring,
and which lead to the localization and subsequent switching of the neural activity between
subgroups of neurons. The principal angle between the firing patterns and the dominant
Schur vectors (Figure 3.10C) indicates that the firing patterns are again dictated by the
spectral properties of the underlying small-world topology. Note, however, that due to the
lack of hard boundaries in the spectral groupings, both for the eigenvalue structure and
the smoothly-varying dominant Schur vectors, the SSA dynamics (Figure 3.10A), although
present, is not as distinctly localized as in the examples above. This behavior is effectively
a result of the heavy overlap induced by the underlying lattice-like pristine world in the
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Figure 3.10: Small-world networks can exhibit SSA activity. A Small-world network and
the resulting raster plot of its LIF network simulation. SSA activity is observed, yet with
less distinct boundaries when compared to the clustered case. B Spectrum of the weight
matrix of the small-world network showing a small eigenvalue gap. C The principal angle
between the dominant subspace spanned by principal components of the firing rates and the
dominant Schur vectors of the weight matrix shows that, as the modularity of the small-
world rewiring becomes larger, there is alignment between the observed dynamics and the
slow directions of the weight matrix (dots: raw data from simulations; line: mean; shading:
standard deviation).
small-world construction [Barahona and Pecora, 2002].
67
Figure 3.11: Network dynamics for a scale-free network. A Raster plot for an example
scale-free network. Excitatory neurons are ordered according to their (expected) degree:
high (bottom) to low (top). Note that the spiking activity is largely concentrated around
the hub (which due to assortativity is connected to other nodes of high degree), and there
are no distinguishable groups or switching behavior. B Spectrum of the simulated scale-free
network. There is only one eigenvalue separated from the main bulk of the spectrum due
to the presence of the large hub in the network.
3.3.4.2 Lack of SSA dynamics in scale-free networks
Another class of networks that has attracted tremendous interest is so-called scale-free
networks [Barabsi and Albert, 1999]. These networks are characterized by a fat-tailed
degree distribution, a fact that has been observed empirically for a variety of networks.
As shown for undirected random graphs, the spectrum of scale-free networks may have a
spectral gap, due to the presence of hubs with very large degrees [Nadakuditi and Newman,
2013]. However, the associated eigenvectors are usually localized around the hubs, and
as such are not able to trigger a consistent pattern of localized activity across a group of
nodes. In our simulations of scale-free LIF networks, we did not observe SSA dynamics:
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the dynamics were essentially concentrated around the hub with no transitions in time (i.e.,
only a core of neurons around the hub had consistently elevated firing rates), and hence
no SSA. Indeed, the networks had only one large eigenvalue separated from the bulk (due
to the high degree of the main hub) and its associated Schur vector was highly localized
around the hub [Nadakuditi and Newman, 2013]. An example of this hub-centric dynamics
can be found in Figure 3.11.
3.3.4.3 SSA dynamics with multiple time scales in LIF networks
It is also possible to enforce hierarchical arrangements of the functional wiring mechanisms
discussed so far, thus allowing for a variety of combinatorial arrangements. Depending
on the number of hierarchical layers, this enables the introduction of multiple time scales
in the spatio-temporal segregated activity. As an illustrative example, Figure 3.12 shows
the dynamics of a LIF network with a two-level hierarchy of clustered excitatory neurons.
This network exhibits SSA with two ‘slow’ time scales: a very slow switching between the
groups of the top level of the hierarchy, and the not-so-slow pulsation of activity between the
subgroups within each of the large groups, thus reflecting the second level of the hierarchy.
We remark that one could have employed a combination of different ‘functional circuits’
in the individual layers of the hierarchy leading to potentially different behaviors. As real
neural networks display multiple layers of hierarchical organization [Ambrosingerson et al.,
1990; Felleman and Van Essen, 1991; McGinley and Westbrook, 2013; Savic et al., 2000;
Shimono and Beggs, 2014], understanding such schemes is of great importance for neural
computation, and will be addressed in future work.
3.4 Material and Methods
Simulations were performed in MATLAB (2012b or later) and code implementing the net-
works and analysis can be found at: github.com/CellAssembly/SSA-Dynamics
3.4.1 Leaky integrate-and-fire networks
We simulated leaky-integrate-and-fire (LIF) networks where the non-dimensionalized mem-
brane potential of each neuron (Vi(t), i = 1, . . . , N) was modeled by:
dVi(t)
dt
=
1
τm
(µi − Vi(t)) +
∑
j
Wijg
E/I
j (t), (3.14)
with a firing threshold of 1 and a reset potential of 0. The constant input terms µi were
chosen uniformly in the interval [1.1, 1.2] for excitatory neurons, and in the interval [1, 1.05]
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Figure 3.12: SSA activity in hierarchical LIF networks. A Schematic of a hierarchically
clustered LIF network. Each excitatory group consists of two subgroups. B A hierarchical
modular LIF network with N = 2000 neurons and the resulting raster plot of its simulation.
SSA activity is observed at two time scales, corresponding to the two hierarchical levels
embedded in the network structure: slow switching between the large groups and faster
switching between the inner subgroups (see inset). C The spectrum of the weight matrix
of this hierarchical network exhibits two eigenvalue gaps corresponding to the two slow
time-scales the network can support.
for inhibitory neurons. The membrane time constants for excitatory and inhibitory neurons
were set to τm = 15 ms and τm = 10 ms, respectively. The refractory period was fixed at
5 ms for both excitatory and inhibitory neurons. Note that although the constant input
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term is supra-threshold, balanced inputs guaranteed that the average membrane potential
is sub-threshold [Litwin-Kumar and Doiron, 2012].
The network dynamics is captured by the sum in (3.14), which describes the input to
neuron i from all other neurons in the network. The topology of the network is encoded
by the weight matrix W , i.e., Wij denotes the weight of the connection from neuron j to
neuron i, where Wij is zero if there is no connection. Synaptic inputs are modeled by
g
E/I
j (t), which is increased step-wise instantaneously after a presynaptic spike of neuron j
(g
E/I
j → gE/Ij + 1) and then decays exponentially according to:
τE/I
dg
E/I
j
dt
= −gE/Ij (t), (3.15)
with time constants τE = 3 ms for an excitatory interaction, and τI = 2 ms if the presynaptic
neuron is inhibitory.
Equation (3.14) can be rewritten in matrix notation as:
dV(t)
dt
= T−1[µ−V] +Wg(t), (3.16)
where T = diag(τi) and V = [V1, . . . , VN ]
T and the vectors V,µ, and g are N × 1 vectors.
The spectral analyses in the main text (eigenvalues and Schur vectors) refer to the weight
matrix W . Different network topologies correspond to different weight matrices W , as
explained below.
In all simulations, the ratio of excitatory to inhibitory neurons was fixed to be 4 :
1. Unless otherwise stated, the networks comprise N = 2000 units (1600 excitatory, 400
inhibitory) and were simulated over 20 seconds to calculate the statistics reported. The
time step for all simulations was 0.1 ms.
3.4.2 Network Topologies and Weight matrices
Different network topologies were simulated using different W matrices but maintaining a
general balanced network. If not indicated differently, all parameters below correspond to
the case N = 2000.
3.4.2.1 Networks with unclustered balanced connections
Unless otherwise stated, unclustered connections between neurons were drawn uniformly at
random according to the probabilities pEE = 0.2 and pEI = pIE = pII = 0.5, where the
first superscript denotes the destination and the second superscript denotes the origin of
the synaptic connection, and E, I stand for an excitatory or inhibitory neuron, respectively.
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Synaptic weights between inhibitory neurons had always the weight wII = −0.0297. The
other weight parameters were set to wEI = −0.0297, wIE = 0.0074 and wEE = 0.0156,
except where indicated differently in the scenarios described below.
3.4.2.2 Networks with clustered excitatory-to-excitatory connections
First, LIF networks with clustered excitatory neurons were constructed according to the
protocol in Ref. [Litwin-Kumar and Doiron, 2012]. The connection probabilities between
excitatory neurons were changed so that neurons had more connections within its group
than to neurons outside the group. The average number of connections was kept the same
as for an unclustered balanced network (pEE = 0.2) while varying the ratio REE = pin/pout,
where pin and pout are the probabilities of connectivity within a group and between groups,
respectively. REE = 1 corresponds to the unclustered balanced network.
Second, we generated LIF networks where the connectivity between all excitatory neu-
rons was uniform (pEE = 0.2, REE = 1) but the weights were varied by changing the ratio
WEE = w
EE
in /w
EE
out , where w
EE
in refers to synaptic weights within the same group and w
EE
out
refers to synaptic weights to neurons in other groups. The average synaptic weight between
excitatory neurons was kept at wEE = 0.0156, as for the unclustered case. Strictly speaking,
this scheme does not correspond to a clustering in a topological sense, but rather to a clus-
tering of synaptic weights between excitatory neurons. However, in terms of the dynamics,
both E-E clustered network variants (adjusting probabilities or weights) lead to effectively
the same results, as discussed in the text. Unless otherwise stated, the excitatory neurons
were divided into 20 groups of 80 neurons each.
As the weights in balanced networks should scale with 1/
√
N [Litwin-Kumar and Doiron,
2012; van Vreeswijk and Sompolinsky, 1998], when varying the network size (see Fig. 3.2A)
the parameter settings were kept the same but all weights were scaled accordingly, e.g.,
for N = 1000 the weights were multiplied by
√
2 compared to those of the network with
N = 2000.
3.4.2.3 Networks with excitatory-to-inhibitory feedback loop
To construct LIF networks with co-clustered excitatory and inhibitory neurons, we kept
uniform excitatory-to-excitatory and inhibitory-to-inhibitory couplings. The structure was
imposed by varying the ratios WIE = w
IE
in /w
IE
out, WEI = (w
EI
in /w
EI
out)
−1, or the analo-
gous ratios of connections probabilities RIE , REI . The subscript ‘in’ indicates connections
within the excitatory/inhibitory pair. Note that WEI , REI are defined by the inverse in/out
ratio, since they describe an inhibitory effect. To modulate the co-clustered excitatory-
to-inhibitory network dynamics, we vary the ratios WIE ,WEI , while keeping the average
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weights constant. For instance, in the example shown in Figure 3.9, we kept REI = RIE = 2
while simultaneously varying the ratios WIE = WEI between 1 and 5. For all networks, we
divided the network into 20 groups with 80 excitatory and 20 inhibitory neurons each.
3.4.2.4 Networks with small-world connectivity
Networks with small-world connectivity between excitatory neurons were constructed as
follows. Excitatory neurons (N = 1600) were connected within a 40-nearest neighbor ring
with probability pEEin , i.e., neurons i was connected to neuron j with probability p
EE
in if
|i − j| ≤ 40 subject to periodic boundary conditions. The connection probability outside
this neighborhood was set to pEEout . As in previous models, the average connectivity was kept
constant at pEE = 0.2 while varying the ratio RSWEE = p
EE
in /p
EE
out . Hence, by increasing R
SW
EE
we increase the amount of ‘backbone’ connectivity through the (stochastic) 40 nearest-
neighbor cycle, while decreasing the number of connections to neurons elsewhere in the
network. This construction may thus also be interpreted as an overlapping clustering and
is effectively a variant of the small-world scheme introduced by Watts and Strogatz [Watts
and Strogatz, 1998].
3.4.2.5 Networks with scale-free connectivity
LIF networks with a scale-free topology for the excitatory connections were created by a
preferential attachment process [Barabsi and Albert, 1999] using algorithm 5 in [Batagelj
and Brandes, 2005] with parameter d = 64. The weight matrix was created iteratively by
adding one neuron at a time, such that the probability that it is connected to an existing
node is proportional to the degree of that node (at the current state), i.e., the earlier a node
is added, the larger its final degree will be. The resulting degree of the network tends to a
power-law distribution [Barabsi and Albert, 1999]. The value d = 64 was chosen to avoid
saturation of the dynamics of the network, and this leads to an excitatory-excitatory matrix
with 35% of the edges of our other examples.
3.4.2.6 Network with hierarchical excitatory connections
We simulated LIF networks where excitatory neurons belonged to a hierarchy of groups
(Figure 3.12) by dividing the excitatory neurons into nested clusters. We implemented two
layers in the hierarchy: the excitatory neurons were divided into 16 groups, and each of these
groups was then subdivided into 2 more groups to give a total of 32 subgroups. This was
achieved by varying the ratios RtopEE = p
EE
group/p
EE
out , R
sub
EE = p
EE
subgroup/p
EE
group while keeping
the average connectivity between excitatory neurons constant. The example in Figure 3.12
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corresponds to RtopEE = 1.45 and R
sub
EE = 3.7. The weight within the subgroups was set at
wEEsub = 0.0163. All other connections remained unchanged.
3.4.3 Quantifying SSA dynamics from spike-train LIF simulations
To evaluate the extent to which a network displays slow-switching assembly dynamics, we
used the following two spike-rate variability measures.
Given a partition of the neurons into c groups, we compute the average spiking frequency
fi(t) of the neurons in each cluster i ∈ {1, . . . , c} over non-overlapping windows of 100ms.
For each time window, we obtain the firing rate vector f(t) = [f1(t), . . . , fc(t)]
T of which we
compute the standard deviation σ(t). The standard deviations are then averaged over the
duration of the simulation:
S =
1
T
T∑
t=1
σ(t), (3.17)
where T is the total number of time windows in the simulation. We then obtain a boot-
strapped expectation 〈Sshuff〉 computed by reshuffling neurons at random into groups of the
same sizes as those in the partition. The spike rate variability score is then defined as:
Ŝ = S − 〈Sshuff〉, (3.18)
where the average 〈Sshuff〉 is obtained over 10 random reshufflings of the neurons. If the
network fires uniformly (with no localized patterns), Ŝ is low; whereas Ŝ increases if the
network displays heterogeneous activity aligned with the partition under investigation.
As explained in the text, we introduced a second spike-train variability measure to
quantify the variations of the group firing-rates across time. This complementary measure
allows us to discern scenarios in which there is a group of neurons dominating the firing
(thus leading to a large variation across groups), but no switching between groups. To
quantify these effects we use an analogous measure to Ŝ above.
Given a partition of the neurons into c groups, we compute the average spiking frequency
fi(t) of the neurons in each cluster i ∈ {1, . . . , c} over non-overlapping windows of 100ms.
For each group i, we compute the standard deviation σT (i) of the vector of coarse-grained
firing rates across time fi = [fi(t1), . . . , fi(tN )], where tk stands for the kth time bin and
i = 1, . . . , c. We then average over groups to obtain:
ST =
1
c
c∑
i=1
σT (i). (3.19)
As above, we obtain a boot-strapped expectation 〈SshuffT 〉 by reshuffling neurons at random
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into groups of the same sizes as those in the partition. The spike rate variability score over
time is then defined as:
ŜT = ST − 〈SshuffT 〉, (3.20)
where the average 〈SshuffT 〉 is obtained over 10 random reshufflings of the neurons. Again,
if the network fires homogeneously (with no localized patterns in time), ŜT is low, whereas
ŜT increases if the network displays heterogeneous firing rates over time.
In Figure 3.3, we show the behavior of ŜT for the examples discussed above. As expected,
for all cases where SSA dynamics is present, both measures Ŝ and ŜT behave consistently.
On the other hand, ŜT detects the end of the SSA region when, through increased clustering,
the dynamics gets localized on one cell assembly, as shown in Figure 3.7.
3.4.4 Measuring alignment of LIF dynamics with the Schur vectors
of the weight matrix: the principal angle
First, we find the dominant firing patterns in the network dynamics. We perform simulations
of the LIF network and obtain the firing rates of every neuron in 250 ms bins to generate
an N × T matrix, where N is the number of neurons and T is the number of bins. On this
matrix, we perform a principal component analysis (PCA) and select the first c−1 principal
components {pi}c−1i=1 . This set of N -dimensional vectors captures most of the variability
observed in the simulated dynamics.
We then assess how aligned the c − 1 principal components are with the dominant
Schur vectors of the weight matrix of the network. More precisely, we compute the Schur
decomposition of the weight matrix W ; keep the c − 1 dominant Schur vectors {ui}c−1i=1
associated with the eigenvalues with largest real part; and then compute the (first) principal
or canonical angle θ between the subspaces spanned by the two sets of vectors P = span{pi}
and U = span{ui} [Golub and Van Loan, 1996; Stewart, 2001]:
cos(θ) = max
{
uTp
‖u‖‖p‖
∣∣∣∣u ∈ U p ∈ P} , (3.21)
The first principal angle measures how ‘close’ the observed firing patterns are to the domi-
nant modes computed solely from the weight matrix. If cos(θ) ≈ 1, there is a large alignment
between the span of both subspaces.
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3.5 Discussion
Answering the question of how the wiring of neural circuits governs neural dynamics is a key
step in understanding neuronal computations. Here, we showed how knowledge of certain
spectral features of the matrix of neuronal connectivity can help understand what dynamics
a network can support.
Herein we focused on LIF networks exhibiting slow-switching assembly (SSA) dynamics,
where groups of neurons show a sustained and coherent increase in their firing rates, with
slow switching between epochs of localized firing in different groups across the network.
We found that the presence of the slow switching time scale is reflected in the spectral
properties of the synaptic weight matrix: a gap separating the leading eigenvalues together
with a block-localization of the associated Schur vectors on groups of neurons is a key
indicator of the presence of SSA dynamics in the network. In line with this observation,
multiple gaps in the eigenvalue spectrum are indicative of further time scales in the network
dynamics (see Figure 3.12). Moreover, when the leading eigenvalue becomes larger than a
critical value, the SSA dynamics becomes localized on one of the assemblies (see Figure 3.7).
First, we revisited the case of balanced LIF networks with clustered excitatory neu-
rons [Litwin-Kumar and Doiron, 2012] and observed that only when there is an eigenvalue
gap and Schur block-localization does the network display SSA dynamics. Further ana-
lytical understanding from a stylized firing-rate model allowed us to determine that the
clustering strength drives the development of the eigenvalue gap responsible for the slow
switching between localized firing modes. We remark that clustered excitatory connectivity
leads to a Hebbian amplification regime [Murphy and Miller, 2009]: the more stable the
pattern formation, the slower the dynamics of any banded activity. Fast switching between
well-defined, stable patterns is thus only achievable for strong input changes.
As suggested from our spectral characterization, and confirmed by simulations, we
showed that SSA dynamics can be achieved through the structured tuning of synaptic
strengths, rather than through the clustered rewiring of the connections. While the equiva-
lence between topological and weight organizations is clear for a linear system, such a direct
correspondence is not guaranteed a priori for a non-linear system. In fact, the clustering
of weights appears to have a slightly larger influence compared to topological organization
in our simulations of non-linear LIF systems. More importantly, this dynamical equiva-
lence between clustered topology and clustered synaptic weights has potential ramifications
for learning and synaptic plasticity; it indicates that the alteration of the weight structure
can lead to the emergence of grouped activity without the need for structural rewiring of
physical synaptic connections, thus suggesting a cost-effective adaptation to stochastically
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encode different firing patterns [Laughlin and Sejnowski, 2003].
Within LIF networks with clustered excitatory connectivity [Litwin-Kumar and Doiron,
2012], inhibitory neurons play only a balancing background role, whereas experimental stud-
ies have revealed a vast diversity of interneuron subtypes that play key roles in computa-
tion [Kepecs and Fishell, 2014; Roux and Buzsaki, 2015]. We thus investigated mechanisms
in which inhibitory neurons have an active, functional role in generating SSA dynamics. We
demonstrated both analytically and via numerical simulations how such functional circuits
can be constructed with the help of a feedback loop between excitatory and inhibitory neu-
rons, so that inhibitory neurons themselves exhibit SSA dynamics and become an integral
functional part of the dynamics. As fewer inhibitory neurons are present, adapting the
weights according to this functional co-clustering scheme may also provide a cost effective
alternative to generate SSA activity in neuronal networks.
The emergence of SSA dynamics can be achieved not only by clustering excitatory neu-
rons but also by shaping the network structure in several ways. For instance, a small-world
network topology of the excitatory neurons is also able to support SSA dynamics due to
the spectral properties of small-worlds, which induce a separation of the slow eigenvalues
and the localization and switching of firing activity associated with slowly spatially-varying
dominant Schur vectors. In contrast, scale-free networks lack the block-localization of the
Schur vectors on multiple groups which is necessary to consistently induce SSA dynamics
in LIF networks. Further topologies will be explored in the future. In particular, inhibitory
neurons that inhibit other inhibitory neurons (so-called disinhibition patterns [Kepecs and
Fishell, 2014; Lee et al., 2013; Pfeffer et al., 2013; Pi et al., 2013; Silberberg and Markram,
2007; Xu et al., 2013]) provide an interesting example. A different avenue might be provided
by balanced amplification mechanisms [Murphy and Miller, 2009], which could be poten-
tially used for creating grouped activity, yet without the introduction of a slow time scale.
Other interesting questions in this respect are: which wiring mechanisms provide the most
economical, or evolutionarily fit, variant [Laughlin and Sejnowski, 2003; Niven and Laugh-
lin, 2008] to induce a given dynamics; and how does the observed diversity of interneurons
(and the multiple roles they can play) relate to this dynamical picture.
Our work emphasizes the importance of the spectral characterization of the weight matrix
for the dynamics taking place on these topologies. Although spectral properties are also key
in characterizing the dynamical response of networks operating at criticality [Larremore
et al., 2011], our observations here correspond to a different phenomenon. The emergence of
a dominant assembly when λmax & 1 leads to a saturation of the network and a decrease of
its dynamical heterogeneity, in contrast to systems of coupled non-modular excitatory units
at criticality, which maximize their dynamic range for λmax = 1 [Beggs and Plenz, 2003;
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Larremore et al., 2011].
Our work links up with experimental findings that cortical states can arise spontaneously
and exhibit switching behavior. Recordings from anesthetized cat visual cortex have revealed
activity states that dynamically switch, and these states match closely to recorded orienta-
tion maps [Kenet et al., 2003]. Such cortical states likely arise due to similarly tuned neurons
having higher intra-cortical connectivity [Harris and Mrsic-Flogel, 2013; Ko et al., 2011], as
is also predicted through models of orientation maps [Ben-Yishai et al., 1995; Ernst et al.,
2001; Somers et al., 1995]. These observations are similar to our theoretical outcomes which
indicate that dynamic transitioning between different network states can be driven and sus-
tained based only on the underlying network topology. Other experiments have identified
states in CA3 network activity of the hippocampus [Sasaki et al., 2007] where active cell as-
semblies exist for tens of seconds before sharply transitioning to a new state. However, these
were metastable states (hence unlikely to be reactivated) and included a core population of
cells consistently active in all states. While such complex dynamics are beyond the simple
models presented here, it may be feasible to model such metastable dynamics through more
elaborate network topologies, which may include synaptic plasticity [Litwin-Kumar and Do-
iron, 2014]. Finally, let us remark that our reduced model descriptions effectively focused on
networks implementing a rate-based coding mechanism and do not include spike-timing of
cell assemblies, which has been identified to be an important component in neuronal compu-
tation, e.g. in rodents [Foster and Wilson, 2006; Harris et al., 2003], monkeys [Riehle et al.,
1997], songbirds [Hahnloser et al., 2002], and grasshoppers [Rokem et al., 2006]. Whether
our results can be translated to a time-coding regime would be an interesting question for
future work.
As connectomics continues to advance the mapping of connections and synaptic strengths
in wide areas of the brain, experimentally obtained weight matrices can be analyzed spec-
trally as described above to determine if SSA dynamics can be supported by the networks
under study. While we focused here on the simplest mechanisms underlying SSA activ-
ity, future work could also consider the construction of biophysically realistic models that
take into account the growing literature on the distribution of synaptic strengths, synaptic
contacts, firing rates, and other relevant cortical parameters that tend to show a lognormal
distribution [Buzsaki and Mizuseki, 2014; Hromadka et al., 2008; Oh et al., 2014; Song et al.,
2005].
Although knowledge of the network structure (connectomics) is not sufficient to predict
the dynamics a network circuit will display (for instance, the network dynamics can be
dominated completely by a strong input), it can still give valuable insights on the firing
patterns the network can support. Conversely, the observation of neuronal dynamics alone
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may not be sufficient to understand neural computation in detail, since different network
topologies can yield similar dynamics. Hence, our work hints at how connectomics and
neuronal dynamics data can provide complementary and intertwined routes for systems
neuroscientists to study the computational principles implemented by the brain.
Finally, it is important to remark that in order to get a fuller picture of the relation
between structure and dynamical network properties many other factors not considered
here will be of interest, including the distribution of inputs, the precise location of synapses
on the post-synaptic neuron, and the plasticity rules that govern the evolution of the network
over time [Clopath et al., 2010]. Linking the insight gained from our work to experimental
observations or to highly detailed computational models [Ahrens et al., 2013; Reimann
et al., 2013] would thus be a fruitful next step in order to bridge the gap between neuronal
structure, dynamics, and ultimately function.
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Chapter 4
Feedforward architectures
driven by inhibitory interactions
4.1 Abstract
Directed information transmission is a paramount requirement for many social, physical,
and biological systems. For neural systems, scientists have studied this problem under the
paradigm of feedforward networks for decades. Here we illustrate that one can construct
such networks even if the connectivity between the excitatory units in the system remains
random. This is achieved by endowing inhibitory nodes with a more active role in the
network. Our findings demonstrate that feedforward activity can be caused by a much
broader network-architectural basis than often assumed.
4.2 Introduction
The ability to reliably propagate signals in a targeted manner is essential for the operation of
many natural systems. A prototypical model for such a targeted information transmission
within a neural substrate are feedforward networks, which have been considered in the
literature for decades. In these models, the basic paradigm is to group nodes (neurons) into
separate layers, each of which receives excitatory input from the preceding layer, and projects
excitatory connections to the subsequent layer [Kumar et al., 2010; Vogels et al., 2005].
The thus established forward-directed excitatory pathways guide the activity sequentially
through the layers. Inhibitory units (neurons) play merely a balancing role: they ensure
that the network remains stable, either separately for every layer or globally. A large
number of variations of this scheme have been considered, such as embedding feedforward
architectures in randomly connected networks to examine their effect on the overall network
dynamics and signal propagation [Kumar et al., 2008; Mehring et al., 2003]. Furthermore,
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feedforward networks have been shown to propagate firing rates [van Rossum et al., 2002;
Vogels and Abbott, 2005], synchrony/pulse packets [Aertsen et al., 1996; Cateau and Fukai,
2001; Diesmann et al., 1999; Gewaltig et al., 2001; Kistler and Gerstner, 2002; Litvak et al.,
2003], combinations of firing rates and synchronous spiking [Kumar et al., 2010], and are
even able to gate activity transmission [Vogels and Abbott, 2009].
Interestingly, recent work in neuroanatomy has revealed an enormous diversity of in-
hibitory neurons [Bortone et al., 2014; Harris and Shepherd, 2015; Huang, 2014; Isaacson
and Scanziani, 2011; Kepecs and Fishell, 2014; Klausberger and Somogyi, 2008; Olsen et al.,
2012; Roux and Buzsaki, 2015; Taniguchi, 2014]. Moreover, specific plasticity rules for dif-
ferent subtypes of inhibitory neurons [Chen et al., 2015] add further to their diverse and
heterogeneous connectivity profiles. In this light it would be strongly surprising if inhibitory
neurons serve the cortex only in a homogeneous, passive role when it comes to information
propagation, as is assumed in most feedforward networks. While some studies exist that
specifically account for intra- and interlayer inhibition [Aviel et al., 2003; Kremkow et al.,
2010; Mehring et al., 2003; Tetzlaff et al., 2003; Vogels and Abbott, 2005], information is still
mediated by a cascade of excitatory neurons. However, as experimental evidence suggests,
the nervous system likely uses a combination of methods to transmit information [Reyes,
2003; Vincent et al., 2012]. An important natural question is thus if one can construct
networks in which there are no preferred excitatory-to-excitatory pathways, but inhibitory
neurons play a pivotal role for the propagation of activity between layers. In the following
we demonstrate, via numerical simulations and brief analytical considerations, that such
feedforward processing is indeed possible.
4.3 Materials and Methods
To illustrate our ideas, we have used leaky-integrate-and-fire (LIF) networks, stylized models
of neural networks, which act like pulse-coupled oscillators. Using a time step of 0.1ms we
numerically integrated the non-dimensionalized membrane potential of each neuron, which
evolved according to:
dVi(t)
dt
=
1
τm
(µi − Vi(t)) +
∑
j
Wijg
E/I
j (t), (4.1)
with a firing threshold of 1 and a reset potential of 0. All networks comprised N = 2000
units, with an excitatory to inhibitory neuron ratio of 4 : 1 (1600 excitatory, 400 inhibitory).
The input terms µi were chosen uniformly in the interval [1.1, 1.2] for excitatory neurons,
and in the interval [1, 1.05] for inhibitory neurons. Membrane time constants for excitatory
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and inhibitory neurons were set to τm = 15 ms and τm = 10 ms, respectively, and the
refractory period was fixed at 5 ms for both excitatory and inhibitory neurons. Note that
although the constant input term is supra-threshold, balanced inputs guaranteed an average
sub-threshold membrane potential [Litwin-Kumar and Doiron, 2012; Schaub et al., 2015].
In the model, the network coupling is captured by the sum in (4.1), which describes the
input to neuron i from all other neurons in the network. Here Wij denotes the weight of the
connection from neuron j to neuron i (Wij = 0 if there is no connection). After a presynaptic
spike of neuron j, the synaptic inputs g
E/I
j (t) are increased step-wise (g
E/I
j → gE/Ij + 1)
instantaneously, and then decay exponentially according to:
τE/I
dg
E/I
j
dt
= −gE/Ij (t), (4.2)
with time constants τE = 3 ms for an excitatory interaction, and τI = 2 ms if the presynaptic
neuron is inhibitory. For all networks described in the following, the total connection-
strength per neuron was kept equivalent to an unstructured, balanced network displaying
asynchronous activity, with pEI = pIE = pII = 0.5, pEE = 0.2, wEI = wII = −0.042,
wIE = 0.0115, and wEE = 0.022. Here, p and w stand for the connection probability and
connection weight, respectively. The first subscript denotes the destination and the second
superscript denotes the origin of the synaptic connection, and E,I stand for an excitatory or
inhibitory neuron, respectively. All simulations were performed in MATLAB (2012b or later)
and the code can be found at: github.com/CellAssembly/inhibitory-feedforward.
4.4 Results
4.4.1 Cross-coupled feedforward networks
In a recent experimental study of the hippocampus [Nasrallah et al., 2015] it was demon-
strated that excitatory neurons in the brain region CA3 are unable to drive excitatory
neurons in area CA2 due to strong feedforward inhibition. However, when this strong in-
hibition of CA2 is alleviated, CA3 can indeed excite CA2 excitatory cells to elicit action
potentials [Nasrallah et al., 2015] (see Figure 4.1a). An interesting feature of this finding
is that the directionality in the interaction between CA2 and CA3 appears to be dictated
by the connections between excitatory and inhibitory neurons, rather than a consequence
of unidirectional excitatory connections targeting CA2. Indeed, excitatory connections be-
tween CA2 and CA3 are reciprocal [Kohara et al., 2014; Llorens-Martin et al., 2014] – yet
there is still a directed propagation towards CA2 [Nasrallah et al., 2015]. Stated differently,
the targeted activation of CA3 is controlled by an excitatory-inhibitory-excitatory pathway.
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Figure 4.1: Cross coupled feedforward networks. (a) Schematic of the finding of
Ref. [Nasrallah et al., 2015]. Inhibitory long term depresssion (LTD) lowers the feedforward
inhibition of CA2, allowing information transfer from CA3 to CA2. (b) Schematic of pro-
posed network architecture. Note that only connections that are not uniformly distributed
in the network are displayed for visual clarity. The feedback between excitatory and in-
hibitory neurons drive the feedforward activity, while connections between alike neurons
remain uniform (see text). (c) Example raster plot with 5 groups that show the propa-
gation of activity between layers. Observe that inhibitory neurons also show feedforward
propagating activity. (d) Group-averaged cross-covariance for parameter ratio values Q = 1
and Q = 2.6. For Q = 1 (no feedforward structure) the firing is clearly not synchonous and
does not display any pattern. In contrast, with imposed cross-coupled feedforward structure
(Q = 2.6), there is a peak indicating strong synchronous firing inside each layer. The second
peak at time ±δ indicated the periodically repeating firing pattern (see also (c)). (e) The
average Pearson correlation coefficient within layers as a function of Q. The larger the feed-
forward ratio, Q, the greater the correlation of firing within layers. Error bars correspond
to standard deviation. (f) Average cross-covariance of the neural firing patterns in layer i
with neurons in all other layers j for Q = 2.6. Observe that the time lag of the peaks are
arranged consecutively, illustrating the orderly feedforward progression between groups.
We sought to leverage this targeted activation mechanism by cascading this connection
motif. The result is a circuit with uniform connectivity among excitatory neurons with no
preferred direction, which is nevertheless able to propagate feedforward activity due to the
specific cross coupling between the excitatory and inhibitory neurons. We term this circuitry
a cross-coupled feedforward network (ccFFN). A schematic can be found in Figure 4.1b.
The behavior of ccFFNs can be explained by the following rationale: (i) the excitatory
neurons in each layer are more strongly coupled to the group of inhibitory neurons in their
own layer relative to other inhibitory neurons; (ii) an activity increase of such an excitatory
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group thus triggers elevated activity in the corresponding inhibitory neurons; (iii) this in-
hibitory group of neurons targets the subsequent layer of excitatory neurons more weakly
relative to other excitatory neurons; (iv) the reduced inhibition (relative) of the subsequent
excitatory group leads to increased excitatory activity in the subsequent layer, while the
activity in the initial layer returns to baseline; (v) by cascading this cross-coupling motif,
elevated activity of excitatory neuron groups propagates through the circuit.
A simulation of a network with such a ccFFN topology is shown in Figure 4.1c. Note
that, to eliminate transient effects from particular driving inputs we connected the last with
the first layer, thus establishing a circular pathway with a self-sustained forward propagation
of activity along the layers. Importantly, in addition to the propagation of the excitatory
activity, we observe that the inhibitory neurons’ activity progresses from one group to the
next. This emphasizes the pivotal role played by inhibitory neurons for the observed dy-
namics, which is clearly beyond simply balancing the network.
To construct ccFFN networks we kept excitatory to excitatory and inhibitory to in-
hibitory connections uniform as outline above. We divide the network into layers consisting
of both inhbitory and excitatory units and connected as outlined in Figure 4.1b: excitatory
neurons in layer i are statistically biased to target the inhibitory neurons in their own layer
with a weight ratio WIE = w
i
IE/w
not[i]
IE , compared to the inhibitory neurons in the rest of
the network. Similarly, the inhibitory neurons within a layer i target the excitatory neurons
in the next layer i + 1, more weakly according to the ratio WEI = (w
i+1
EI /w
not[i+1]
EI )
−1. In
addition to modifying the weights, we control the analogous ratio of connections probabili-
ties RIE and REI . Note that WEI , REI are defined with an inverse ratio, i.e., a higher
ratio means a weaker targeting corresponding to a stronger feedforward structure. To
modulate the embedded feedforward level in the networks, we can thus vary the ratios
WIE ,WEI , RIE , REI , while keeping the average weights and number of connections con-
stant. For simplicity, in the following we kept all four ratios equal to a fixed value Q
modulating the overall feedforward structure. Note, however, that feedforward activity can
be observed by changing only the weights or the connectivity probabilities separately (for a
related observation, see [Schaub et al., 2015]).
The network shown in Figure 4.1c consists of 5 layers of neurons with a feedforward ratio
of Q = 2.6. To illustrate that increasing Q indeed results in an increased feedforward activity
we calculated the cross-covariance (Fig. 4.1d) and the Pearson correlation coefficient (Fig.
4.1e), between the firing patterns of the neurons, averaged over the different layers.
Figure 4.1d shows the average cross-covariance functions within the same layer for the
two conditions of Q = 1 and Q = 2.6, averaged over 10 realization of the network. To get a
smooth estimated, we convolved the spike-train of every neuron with a Gaussian signal of
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standard deviation 5ms. For every neuron pair, the convolved signal (fi(t)) was then used
to calculate the pairwise cross-covariance φij = cov[fi(t+ τ), fj(t)]:
φij(τ) ≈
∫
[fi(t+ τ)− µ(fi)][fj(t)− µ(fj)]dt, (4.3)
which we averaged over all neurons inside the same layer: Here µ(·) denotes the mean of
the signal. While there is no apparent temporal structure in the networks with Q = 1,
there is a clearly visible increased synchrony in the networks with high feedforward ratio
Q = 2.6, as indicated by the large peak at zero lag. Moreover peaks appearing at a lag
of ±δ corresponding to the repetition period of the firing, resulting from the the circular
topology.
To investigate the tendency for each layer to fire in unison further we computed the
Pearson correlation coefficient of the convolved spike-trains of all neuron pairs for varying
levels of Q. We plot the average correlation coefficient within each group and layer in
Figure 4.1e. For each value of Q, 10 network realizations were simulated. As can be seen,
the larger the value of Q, the more synchrony there is within groups. This synchronous
firing of groups is not decoupled but propagates along layers, as can be seen in Figure 4.1f.
There we plot the average cross-covariance of a layer relative to all other layers (c.f 4.1d).
As the regular shifts in the cross-covariance indicate, there is indeed a clear consecutive
progression of activity from one layer to the next. We can thus conclude that the ratio
Q directly influences the feedforward activity propagation in ccFFNs, demonstrating that
directed information transmission is possible without an imposed excitatory-to-excitatory
pathway in the network.
Interestingly, there exist some further experimental indications that a similar mech-
anism to direct activity might be implemented in canonical cortical microcircuits [Pluta
et al., 2015]. The traditional view of these ubiquitous circuits is that inputs from layer 4
(L4) drive layers 2/3 (L2/3) that then excites layer 5 (L5). However, as Pluta and cowork-
ers [Pluta et al., 2015] have shown in their work, the picture is likely to be more intricate: in
particular it appears that L4 first suppresses L5 while driving L2/3, and only afterwards L5
shows elevated activity Pluta et al. [2015] — a finding that shows parallels to our proposed
mechanism.
4.4.2 Disinhibitory feedforward networks
The aforementioned cross-coupling of excitatory and inhibitory neurons is not the only
arrangement possible to create targeted feedforward activity driven by inhibitory units. To
illustrate that our finding is general and should not be reduced to a single type of circuitry, we
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Figure 4.2: Disinhibitory feedforward network. (a) Schematic of dFFN architecture,
in which feedforward activity propagates by the cascading of several disinhibitory structural
motifs. For clarity, not all connections are shown in the schematic; importantly, excitatory
to excitatory connections are randomly connected (see text). (b) Example raster plot of a
network with 5 layers showing forward propagation (Q = 2.6). The inhibitory neurons again
display forward propagating activity. Note that the final group connects back to the first
(circular arrangement) and hence the activity propagates indefinitely. (c) Cross-covariance
functions for the cases of Q = 1 and Q = 2.6 (see Figure 4.1). (d) The average Pearson
correlation coefficient within layers as a function of Q. The larger the feedforward ratio,
Q, the greater the correlation of firing within layers. Error bars are standard deviation.
(e) Average cross-covariance function between different layers (see also Fig. 4.1). Note
that due concurrently propagating multiple cascades, the crosscovaraince between different
groups display multiple peaks (see text).
present here a second network architecture which may be implemented in the cortex, which
takes inspiration from the specificity of inhibitory neurons’ connectivity patterns [Harris
and Shepherd, 2015; Roux and Buzsaki, 2015]. In disinhibition motifs, certain subtypes
of interneurons inhibit other interneurons which normally suppress connected excitatory
neurons. Such a disinhibition cascade can thus lead to an increase in firing rates in excitatory
neurons which are normally suppressed. Inspired by this, we constructed a network model
in which disinhibitory motifs enable the feedforward propagation of spiking activity. We
hereafter call this architecture a disinhibitory feedforward network (dFFN). A diagram of
the wiring scheme for a dFFN is shown in Figure 4.2a.
The functionality of this circuit can be explained schematically as follows: (i) each layer
comprises a functional group of excitatory and inhibitory neurons more strongly connected
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to each other than to the rest of the network; (ii) inhibitory neurons in one layer target
preferentially the inhibitory neurons in the subsequent layer (disinhibition); (iii) thus, when
the activity in the preceding layer increases, the inhibitory neurons’ activity in the next
layer will decrease. This in turn allows the excitatory neurons in the next layer to increase
their firing; (iv) after a short delay, the inhibitory neurons increase in activity again, as they
receive input from the excitatory neurons in their layer, which have elevated activity as a
result of their disinhibition. This eventually reduces the total firing back to baseline in the
group – however, not without the activity moving to the next group via disinhibition again;
(v) in turn, every upstream layer is activated and the information propagates.
We implemented dFFN networks with varying number of layers confirming that the above
circuitry results in a directed information propagation (Figure 4.2). Once again we observe
feedforward signal propagation for both the excitatory and inhibitory neurons (Figure 4.2B).
As before, to avoid boundary effects, we used a circular network layout in which the last
group connects back to the first and hence the activity keeps propagating.
In dFFN networks, excitatory-to-excitatory connections remain again uniform. Every
layer in this network is composed of groups of exctiatory and inhibitory units as shown
in Figure 4.2a. Similar to above, we can control the imposed feedforward level with the
ratio parameters WIE = w
i
IE/w
not[i]
IE , WEI = w
i
EI/w
not[i]
EI , and WII = w
i+1
II /w
not[i+1]
II or the
analogous ratios of connections probabilities RIE , REI , RII . Again, for simplicity we set all
six parameters equal to Q and vary them concurrently.
The displayed network in Figure 4.2b corresponds to a 5-layer network with Q = 2.6.
When comparing the average cross-covariance function of such a network with uniformly
connected networks Q = 1, we can again see an increased synchrony and a propagation of
activity resulting from the dFFN architecture (Figure 4.2c). This is further demonstrated
by the increasing Pearson correlation coefficient of neurons within layers as a function of Q
(Figure 4.2d). Finally, we plot again the average cross-covariance between different layers
in Figure 4.2e. Although the same behavior is qualitatively seen of the signal propagating
along the cascaded layers of the dFFN topology, this appears to be far less pronounced than
in the ccFFN architecture. The reason for this effect can be explained by inspecting the
raster plot further (Figure 4.2b). Note that indeed multiple signals appear to be propagating
simultaneously: in the ordered rastergram, the lowest group can fire again, even though the
cascade that emanated from it previously has not reached the top group yet. For instance,
the firing of a new cascade at layer i and a previous cascade at layer i + 3 can temporally
overlap and this co-alignment results in the multiple peaks in the cross-covariance. Hence,
the network propagates multiple signals concurrently, or, stated differently, the network’s
architecture is able to process multiple signals simultaneously effecting the cross-covariance.
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Figure 4.3: Inhibitory connection profiles drive dynamics. (a) Network architecture
of stylized linear model. See text for dynamical equations. (b) Example simulation for
β = 0.5 and a pulse of activity given to E1 at t = 10 causing a permanent oscillation in all
nodes of the network.
4.4.3 Feedforward activity in linear rate models
To gain further intuition about the behavior observed in the above circuits, it is insightful
to consider stylized linear rate model with 2 layers implementing such mechanisms (Fig-
ure 4.3a). Let us denote the group of excitatory (inhibitory) neurons in layer 1 by E1 (I1),
and the corresponding firing rates by rE1 (rI1). Note that without loss of generality we may
assume that the firing rates are measured relative to some baseline activity, and can thus
be positive or negative. We can then write down the following coupled rate equations for
layer 1 (equivalent equations for layer 2 not shown):
drE1
dt
= −βE1rE1 − rI1 , (4.4)
drI1
dt
= −βI1rI1 + rE1 − rI2 , (4.5)
where β denotes the effective self-coupling of the individual groups, which is a compound of
a constant decay (leak) term and the coupling of the neurons within the same group. For
simplicity we assume here that there is no self-excitation term for the excitatory neurons,
and hence the network has an excess of inhibition (not balanced). The magnitude of the
parameter β will control how much dissipation there is for each neuron. If we set β = 0.5,
which is the minimal requirement for a stable system, the dominant modes are associated
with purely imaginary eigenvalues and correspond to (phase-shifted) wave-functions. If the
network is now excited by an instantaneous input, such as an input to E1 at t = 10 as shown
in Figure 4.3b, indeed a propagation of activity can occur along the network as outlined
above. Note that the general features of this finding are not an artifact of the chosen
parameters or model size, but can be generalized to arbitrarily sized networks. The forward
propagating activity is indeed a consequence of the described architecture: the particular
inhibitory connection profiles drive the dynamics.
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4.5 Discussion
In summary, we have demonstrated via LIF network simulations that one can construct
networks in which feedforward activity is propagated even if connections between excitatory
units are kept completely random. This is achieved by endowing inhibitory units with an
active role in the propagation mechanism. Influenced by recent results in connectomics
we proposed two different circuit layouts, in which both inhibitory and excitatory neurons
display coherent feedforward dynamics. We believe that the recently discovered diversity of
interneurons calls for a reassessment of the role of inhibitory neurons in neuronal circuits,
beyond merely balancing the network, and would encourage scholars to assign them more
active functional roles. Here we have demonstrated how such a functional role could be
shaped in feedforward networks, but possibilities for such roles could go far beyond this.
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Chapter 5
Sleep restriction in adolescent
mice results in long term
connectivity changes
Some or all of the work presented in this chapter has been published [Billeh et al., 2016]. This
publication is an open access article distributed under the terms of the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any
medium, provided the original author and source are credited.
In the overall theme of the thesis, my contribution in this chapter was to develop tech-
niques to compare mesoscale connectomes from two groups of animals. Thus, this chapter
considers brain networks at a coarser level than previous chapters and is concerned with
developing tools for allowing identification of differences between brain networks. In this
work, we demonstrate how experimental variabilities can have a profound effect on the data.
Once, to the best of our knowledge, all variabilities were removed, we identify that indeed
heterogeneous differences do exist between the two mice populations we considered. The
actual comparison was done between control and sleep deprived animals, though the tools
that I developed can be used on any behavioral or environmental manipulation.
5.1 Abstract
Neurodevelopment is a highly intricate process and there is increasing interest in under-
standing how sleep affects normal development. In particular, cortical circuits mature in
stages, from early rapid synaptogenesis and synaptic pruning to late synaptic refinement,
resulting in the adult anatomical connection matrix. Because the mature matrix is largely
fixed, genetic or environmental factors that interfere with its development can have irre-
versible effects. Sleep disruption is rarely considered among those factors, and previous
studies have mainly targeted very young animals and focused on the acute effects of sleep
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deprivation on neuronal morphology and cortical plasticity. Adolescence is a time of intense
brain remodeling and a sensitive period for the pathophysiology of mental disorders. Yet
whether chronic sleep restriction (CSR) during adolescence has long-term effects on brain
connectivity remains unclear. To start addressing this question we used viral-mediated
axonal labeling, serial two-photon tomography of the entire brain, and the Allen Mouse
Common Coordinate Framework. We focused on a high-order area with diffuse projec-
tions, the mouse secondary motor area (MOs), and for each of its targets we calculated the
projection density, a combined measure of passing fibers and axonal terminals. We found
no homogeneous difference in MOs projection density values between mice subjected to 5
days of CSR during early adolescence (P25-P30, ≥ 50% decrease in daily sleep, n=14) and
siblings that slept undisturbed (n=14). Machine learning algorithms, however, classified an-
imals at significantly above chance levels, indicating that differences between the two groups
exist, but are subtle and heterogeneous. Thus, sleep disruption in early adolescence may
affect adult brain connectivity. However, because our method relies on a global measure
of projection density and was not previously used to measure connectivity changes due to
behavioral manipulations, definitive conclusions on the long-term structural effects of early
CSR require additional experiments.
5.2 Introduction
From early development to the end of adolescence cortical circuits mature in stages, from
early massive synaptogenesis and synaptic pruning, which result in large changes in the
absolute number of synapses, to late synaptic refinement, when the initially homogeneous
connectivity is reorganized without major changes in synaptic density [Innocenti and Price,
2005; Sanes and Yamagata, 2009; Tau and Peterson, 2010; Uddin et al., 2010]. The end
result of these processes is the adult anatomical connection matrix. Because this matrix is
largely fixed, genetic or environmental factors that interfere with its establishment during
development can have irreversible effects. Sleep disruption is rarely considered among these
factors, perhaps because one can always sleep longer or deeper at a later time. Thus, few
studies have tested the hypothesis that sleep disruption during development may impair
the maturation and maintenance of brain circuits [Roffwarg et al., 1966]. For example,
early experiments used drugs to disturb neonatal sleep, and found long-term neurochemical
and behavioral effects, for instance on anxious behavior (reviewed in [Frank, 2011]). How-
ever, these changes were likely caused not only by sleep loss, but also by other effects of
the drugs used to enforce wake, many of which affect monoaminergic transmission [Frank,
2011]. More recent experiments in kittens combined monocular deprivation with one week
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of rapid eye movement (REM) sleep deprivation before the end of the critical period and
found a decrease in the size of neurons in the lateral geniculate nucleus of the thalamus
[Shaffery et al., 1998], and similar results were obtained after total sleep deprivation [Pom-
peiano et al., 1995]. Chronic REM sleep deprivation alone also leads to the persistence of
an immature form of synaptic potentiation in primary visual cortex, suggesting that sleep
loss slows down the maturation of cortical circuits [Roffwarg et al., 1966; Shaffery et al.,
2002, 2012]. Other studies in kittens found that a few hours of total sleep deprivation can
immediately impair ocular dominance plasticity when sleep is prevented at the height of the
critical period [Frank, 2011; Frank et al., 2001], and acute sleep deprivation in adolescent
mice impairs the growth and maintenance of a subset of cortical spines formed after learn-
ing [Yang et al., 2014]. Most of these experiments focused on pre-adolescent animals, and
morphological and electrophysiological effects were assessed immediately or soon after the
end of sleep deprivation. Thus, whether sleep loss during development leaves permanent
structural changes in the adult brain was unknown, and even less known were the conse-
quences of sustained sleep disruption during the sensitive period of adolescence [Paus et al.,
2008].
Here we tested in mice whether the occurrence of chronic sleep restriction (CSR) dur-
ing early adolescence has long-term effects on the adult anatomical connection matrix. In
rodents, adolescence can be broadly defined as the period from weaning at postnatal day
21 (P21) to sexual maturity (∼P50-P60) [Spear, 2000]. Massive synaptogenesis and synap-
tic pruning occur mainly during the second postnatal week [Aghajanian and Bloom, 1967;
Ashby and Isaac, 2011; De Felipe et al., 1997; Koester and O’Leary, 1992; Maravall et al.,
2004; Micheva and Beaulieu, 1996; Romand et al., 2011]. Synaptic refinement follows in the
third and forth postnatal week, when the initially homogeneous connectivity is reorganized
without major changes in synaptic density, and the functional optimization of cortical cir-
cuits continues throughout adolescence [Cancedda et al., 2004; Ko et al., 2013; Seelke et al.,
2012; Zhang et al., 2002]. Thus, during early adolescence (∼P21-P34) the anatomical con-
nection matrix is still being refined. During the same time electroencephalographic (EEG)
patterns across the sleep/wake cycle are similar to those seen in adults, and so are total
daily sleep amounts [Frank and Heller, 1997; Gramsbergen, 1976; Nelson et al., 2013].
Herein we show that, compared to the control group, there was no absolute affect that can
be observed due to CSR. In others words there was no overall single difference throughout
the whole brain between the two groups. Using a novel machine learning algorithm, however,
we were able to classify the animals with significant accuracy indicating that the developed
method can capture the fine effects of CSR on long-term structural connectivity. Future
experiments and analysis will allow the teasing out of these differences further.
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5.3 Materials and Methods
5.3.1 Animals
Five litters of C57BL/6J mice of the same age (n=32) were used in one single experiment
that included 5 days of chronic sleep restriction (or sleep ad libitum) between postnatal day
25 and 30 (P25-P30), surgery for cortical injection of viral tracer at P44-P47, and sacrifice for
brain collection at P65-P68 (see Figure 5.2A). All animal procedures followed the National
Institutes of Health Guide for the Care and Use of Laboratory Animals and facilities were
reviewed and approved by the IACUC of the University of Wisconsin-Madison, and were
inspected and accredited by AAALAC.
5.3.2 Experimental procedure
At P21 mice were weaned, weighed, and housed in groups (4 per cage) in environmentally
controlled conditions (12h:12h light-dark cycle; lights on at 8:00 am, room temperature
23± 1 degrees Celsius). At P24 body weight was re-checked and two groups of 16 animals,
weight-balanced and sex-balanced, were created from the total pool of 32 mice. Each group
was moved into a large cage (60 cm x 60 cm x 40 cm) where mice were free to interact. Food
and water were provided ab libitum and replaced daily at 8 am. At P25 the control group
was left undisturbed and video-monitored for 5 days, while the second group was subjected
to 5 days of chronic sleep restriction (CSR) starting at 8 am. At that time adolescent
mice show EEG patterns across the sleep/wake cycle similar to those of adult mice, with
low voltage fast activity during wake and REM sleep and large slow waves during NREM
sleep [Frank and Heller, 1997; Gramsbergen, 1976]. Total daily sleep amounts in young
adolescent mice are also at adult levels [Nelson et al., 2013]. On the other hand, REM sleep
in mice continues to decline during early adolescence, and sleep deprivation is followed by
an increase in sleep duration but not in sleep intensity, suggesting that the mechanisms of
homeostatic sleep regulation are not fully mature [Nelson et al., 2013].
CSR was enforced using multiple strategies to disrupt sleep, as described previously
[de Vivo et al., 2016], with the only difference that caffeinated water was not used in the
current study. Stimuli were selected to be as much as possible ecologically relevant, and
included continuous exposure to novel objects, changes of cage and bedding, free access
to multiple running wheels during the day, as well as mild forced locomotion on a slowly
rotating platform during some parts of the night. The platform was located above a tray
filled with 2-3 cm of water, and the rotation speed was low enough that mice could easily
avoid falling into the water as long as they moved continuously. Video cameras and/or direct
visual observation were used to monitor the mice at all times. A previous CSR study that
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lasted 4 days (P25-P29) and used mice implanted with EEG electrodes found that total sleep
time throughout the experiment was decreased by ∼ 60% [de Vivo et al., 2016]. After CSR
(or sleep ad libitum) mice were returned in their home cages (4 per cage), and continued to
have access to novel objects (new sets of objects every morning) and running wheels until
the end of the experiment at P65-68. All mice gained weight between P21 (weaning day)
and P30 (end of CSR), but controls did so more than CSR mice (C: +44.2 ± 12.2%; CSR:
+20.7 ± 9.3%, t-test, p < 0.001), and in each group males grew more than females (C/F
+34.8 ± 12.7%, C/M +51.1 ± 12.2% , t-test, p = 0.007; CSR/F +15.8 ± 9.8%, CSR/M
+27.9± 8.3%, t-test, p = 0.008).
5.3.3 Stereotaxic injection of AAV for anterograde axonal tracing
Surgery occurred over the course of 4 days (8 mice/day) between P44 and P47. An-
terograde axonal tracing from secondary motor cortex (MOs) was performed by injecting
AAV1.hSyn.eGFP.WPRE.bGH (1.79 × 1013 GC/mL) at two different depths using ion-
tophoresis, which allows for small, focal injections [Harris et al., 2012]. The day before
surgery, glass capillary tubing was heat-pulled to create pipet tips that were then cut and
verified under a microscope to obtain tip widths of 10-30 µm. Just prior to surgery, these
pipets were filled with virus using capillary action to prevent formation of bubbles. Mice
were anesthetized under 2% isoflurane and maintained at 1-2% isoflurane for the duration
of surgery. Using sterile technique, mice were fitted into a stereotaxic frame and an incision
was made to expose the skull. The skull was cleaned with saline and hydrogen peroxide, and
a small burr hole was made in the skull using a dental drill. Any exposed brain was kept
moist by saline at all times. The filled pipet was then prepared by lowering a silver wire
into the pipet until it contacted virus. An electrical lead was attached to the silver wire,
and an electrical ground was connected to a metal clip placed on the skin near the skull.
The pipet was then lowered to the surface of the brain 1.7 mm anterior and 0.75 mm lateral
(right) from bregma. From the cortical surface, the pipet tip was lowered through the dura
and into the brain 0.4 mm. A pause of 2 minutes was given to allow for a weak seal to form
between the brain and the glass of the pipet. Current was then delivered through the pipet
tip at 3 µA, alternating 7 seconds on and 7 seconds off, and repeating for 5 minutes to inject
viral particles. The pipet tip was then lowered another 0.4 mm (to a total depth of 0.8 mm
from the surface of the cortex) and the 5 minute current delivery was repeated. After the
current was stopped, the pipet tip was kept in place 5 additional minutes to allow for any
pressure to dissipate before removal of the tip. After removal of the tip, the incision was
sealed using Vetbond, antibiotic gel was applied to the surgical site, and mice were removed
from isoflurane. Mice were monitored daily for 7 days following surgery to ensure normal
94
recovery. Two control mice experienced health issues in this period and were sacrificed.
5.3.4 Perfusion
Three weeks after surgery (P65-P68), mice (16 CSR and 14 controls) were deeply anaes-
thetized with isoflurane (3% volume) and perfused transcardially with a flush (∼30 sec) of
saline followed by 4% paraformaldehyde (PFA) in phosphate buffer (PB). Mice were then
decapitated, and heads were kept in 4% PFA until shipping to the Allen Institute for serial
two-photon tomography.
5.3.5 Serial two-photon (STP) tomography
Briefly, carefully dissected brains were prepared for STP tomography, which integrates op-
tical imaging and vibratome sectioning, by first rinsing with PBS before embedding in an
agarose block as previously described in detail [Oh et al., 2014]. Images were acquired
on TissueCyte 1000 2-photon systems (TissueVision, Cambridge, MA) coupled with Mai
Tai HP DeepSee lasers (Spectra Physics, Santa Clara, CA) using 925 nm wavelength light
through a Zeiss 20x water immersion objective (NA = 1.0). One optical plane was imaged
75 m below the cutting surface. After an entire section was imaged at an XY resolution
of ∼0.35 µm/pixel, a 100µm section was cut by the vibratome and then the specimen was
returned to the objective for imaging of the next plane. Images from 140 coronal sections
were collected to cover the full mouse brain. Data from one CSR mouse could not be used
due to a problem in image alignment. Another CSR mouse was excluded due to problems
during imaging, and thus the final analysis included 14 controls and 14 CSR mice.
5.3.6 Image data processing
The Allen Institute informatics data pipeline (IDP) managed processing and organization
of the images and quantified data for analyses. Algorithms developed for the Allen Mouse
Connectivity Atlas for signal detection and image registration were used on this dataset [Oh
et al., 2014]. Detailed descriptions of the neuroinformatics developed for segmentation and
registration for this Atlas were published recently [Kuan et al., 2015]. Briefly, the signal
detection algorithm was applied to each image to segment positive fluorescent signals from
background. Steps include low pass filtering to remove noise, followed by adaptive edge/line
detection and classification, then integration of the detected results and rejection of arti-
facts or outliers. For registration, as STP tomography results in inherently aligned section
images, we can simply stack the section images together to form a coherent reconstructed
3D volume. Each image stack is first registered to an intermediate “template” brain, cre-
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ated by iteratively averaging across ∼1700 brains from the Allen Mouse Connectivity Atlas.
Registration to this template occurs in two broad steps: global alignment followed by local
alignment effected through a coarse-to-fine deformation registration. The final step is then
to align to the 3D Allen Mouse Common Coordinate Framework model.
5.3.7 Projection density estimation
After segmentation and registration, signal was quantified for each voxel (10 µm × 10 µm
× 10 µm) in the reference space and for each structure in the ontology by combining voxels
from the same structure in the 3D reference model.
5.3.8 Thresholding
The regions that had mean projection fractions less than 0.1% were removed from the
comparison analysis because the signal was too weak to be reliable across mice. For the
ipsilateral side of the injection, 56 regions were removed (237 remained) and 92 regions (201
remained) for the contralateral side.
5.3.9 Injection volume normalization
Due to the experimental difficulties in controlling for the injection volume in every animal,
we sought to account for the differences by normalizing by a factor proportional to the
injection volume. Figure 5.1A illustrates the need for the normalization since there is a cor-
relation between injection volume and the total summed projection fraction. Although such
a dependence was expected, it is vital to account for as the larger the injection volume, the
more neurons that become infected, resulting in more axonal signals and hence inaccurately
larger projection fractions values. We observed that a direct division of the projection frac-
tions by injection volumes was not suitable and resulted in a negative correlation (Figure
5.1B). Thus, we proceeded to normalize the data by fitting a power law:
∑
PF = A(InjV ol)n +B, (5.1)
where
∑
PF is the sum of all projection fractions for an animal (after thresholding), InjV ol
is the injection volume, and (A, B, n) are constants. It can be seen that B = 0 as there
will be no fluorescence signal in the absence of any injection.
Taking the logarithm:
log
∑
PF = n log(InjV ol) + log(A), (5.2)
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Figure 5.1: Effect of injection volume on total summed projection fraction. A Correlation
of injection volume with the total summed projection fraction for every animal. Both the
control and CSR groups are plotted together. The y-axis is summed projection volume for
all regions considered and is thus technically bounded between 0 and 237. B Normalizing
the total summed projection fraction by simple linear division with the injection volume
results in over correction and a negative correlation with injection volume. C Normalizing
the total summed projection fraction with a power law (see text) eliminates the dependence
on injection volume. All values are given for Pearson’s rho.
a linear regression fit allowed us to determine that n = 0.2160 was optimal and hence all
the projection fractions were divided by (InjV ol)n which is suitable as seen in Figure 5.1C.
Note that once this normalization is done, however, the projection fraction values are no
longer guaranteed to be less than 1.
5.3.10 General Linear Model
A general linear model (GLM) was used to control for differences in the centroids of the
injections. This was done on the data after having normalized by the injection volume as
described above. For every region, a GLM was fit to see the effect of the group type (CSR
or control) on the normalized projection fraction. To allow comparisons between regions,
every region was normalized to have unit mean. This was followed by fitting the following
GLM:
PFi,j = βj + kxjxi + kyjyi + kzjzi + kcjci (5.3)
Where PFi,j is the normalized projection fraction (by injection volume as described
previously) for animal i at region j. xi is the medial-lateral distance of the injection site
from the midline for animal i after adjusting for all animals such that x¯i = 0. Similarly,
yi corresponds to the anterior-posterior distance (from the anterior commissure) and zi to
depth measurements (from the pia). ci corresponds to the condition of the animal where
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control = 1 and CSR = -1. The terms kxj , kyj , kzj , and kcj are factors that capture
the influence of their corresponding variable and are determined by maximum likelihood
estimation with the MATLAB 2015b Statistics and Machine Learning Toolbox. βj is the
intercept term for the GLM for every region j. It should be noted that if kcj is positive,
then that indicates that control animals (ci=1) will have an increased projection fraction
due to their condition. The opposite is true if kcj is negative. If kcj=0 then there is no
effect due to the condition. Although our analysis shows that individually kcj values are not
significant, we observe that all of the kcj values are positively biased with a positive mean
(Figure 5.3C). The mean of all kcj values is called µkc . However, the µkc > 0 result does
not pass a bootstrap significance test as described below.
5.3.11 Bootstrap
To test the confidence of the positive µkc result, we performed a bootstrap test on the data.
Each group was separately resampled (with replacement) to create a total of 50 new data
sets while maintaining the same size for each group. Thus any single resampling case may
have some animals selected multiple times and others not selected at all. This allowed for
2500 (50 CSR × 50 control) comparisons where we determined the fraction of times that µkc
was negative as the p-value. Note that every comparison involved determining a new GLM
for every region. With these comparisons, the best p-value that may be claimed is 1/502
though the attained p-values were significantly larger. For the test where the female mice
were investigated separately, µkc changed sign (µkc < 0) and hence the opposite one-tailed
bootstrap was performed (ratio of positive µkc to total number of comparisons).
5.3.12 Classification techniques
Machine learning techniques were implemented to classify the animals between CSR and
control groups. This was done after fitting a modified GLM as described above that did not
include a condition parameter. The dependence of the injection centroid for every animal
was then subtracted such that, to the best of our knowledge, only condition was a factor in
influencing projection fractions. The algorithms were trained on n− 1 animals and classifi-
cation was tested on the excluded animals. This process was iterated and the classification
performance was quantified as the ability to classify all animals in this manner. Using a
standard logit-boost decision tree to minimize binomial deviance gave the best classification
accuracy at 71% (8 errors). This was due to the large overlap between animal projection
values, such that no specific regions were adequate to instantly determine if there were dif-
ferences between the two groups. Hence, to improve the performance, a pre-processing step
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as inspired by Role-Base Similarity (RBS) was applied [Beguerisse-Dı´az et al., 2014]. Here,
correlations between all regions were calculated to generate a 237×237 correlation matrix
(ipsilateral hemisphere only considered). The matrix was thresholded at zero to create a
positive-only correlation matrix in addition to zeroing the diagonal. Multiscale clustering
was achieved using the dynamics-based clustering framework of Markov Stability [Billeh
et al., 2014; Delvenne et al., 2010; Schaub et al., 2012]. The clustering algorithm used a
Markov process to find clusters at different scales [Schaub et al., 2012]. Each cluster was
then merged by summing each region within it. For instance, if a group of regions were
grouped into a cluster, then for each animal the projection fractions were summed up to at-
tain merged projection values for all regions in that cluster. At the different scales found by
the Markov stability algorithm, a binary decision tree that minimizes the binomial deviance
between a root node and targets was again used to classify the compacted data (MATLAB
2015b Statistics and Machine Learning Toolbox). The classification improved to an accuracy
of 82% (5 errors). To further verify the significance of the result, 1000 random labels were
made and the classification technique was repeated on these iterations. The classification
was equal or better than 82% less than 1% of the time (p < 0.01).
5.4 Results
5.4.1 Animal handling and data collection
Mice of the same age from five litters were split into two groups (Figure 5.2A). One group
(n=14) was subjected to 5 days of CSR in the middle of early adolescence, from P25 to P30,
using ecologically relevant stimuli (see Methods), while during the same period control sib-
lings (n=14) were allowed to sleep ad libitum. Mice were not equipped with EEG electrodes
to avoid potential damage to the cortex. However, based on continuous visual monitoring
and a previous study with EEG recordings [de Vivo et al., 2016], we estimate that overall
sleep loss was between 50 and 60% (see Methods). Roughly two weeks later (P44-P47) CSR
mice and controls were injected with recombinant adeno-associated virus (AAV) expressing
enhanced green fluorescent protein (EGFP) in the right secondary motor area (MOs), to
map its projections. We focused on MOs because it has diffuse projections [Zingg et al.,
2014] and is highly plastic [Cao et al., 2015]. Exactly three weeks after each animal’s injec-
tion the brains were perfused. Fluorescent signals were then imaged using serial two-photon
tomography and informatically reconstructed within the Allen Mouse Common Coordinate
Framework, a high-resolution coordinate system that allows the systematic analysis of the
entire brain (see Methods, [Oh et al., 2014]).
As expected, robust anterograde tracing from right MOs was observed throughout the
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Figure 5.2: Experimental Timeline and MOs Projections. A Experimental timeline. Be-
tween P25 and P30, mice were allowed to sleep normally (C, n=14) or subjected to chronic
sleep restriction (CSR, n=14). All mice were injected with AAV-GFP between P44 and
P47, and each mouse was perfused exactly three weeks later. Middle and right panels show
the location of the viral injections on the skull and in a coronal brain section. A=anterior,
P=posterior, D=dorsal, V=ventral, B=bregma. B Example of projections from MOs in two
representative mice (C and CSR) three weeks after injection of AAV-GFP. Measurements
are given in mm from bregma.
brain (Fig. 5.2B). The overall pattern of projections was consistent across mice and similar
to the one previously described for rat supplementary motor cortex, also known as medial
agranular cortex [Reep et al., 2008; Stuesse and Newman, 1990]. Projections were always
stronger, or only present, on the side of the injection, again consistent with previous studies
showing that most MOs projections are ipsilateral [Oh et al., 2014; Reep et al., 2008; Stuesse
and Newman, 1990]. Thus, subsequent analyses primarily focused on the right side.
5.4.2 Informatics connectivity analysis
To identify potential differences in connectivity between CSR mice and controls we examined
the projection fraction (also referred to as projection density) values for each brain structure
that receives axonal projections from MOs. The projection fraction is defined as the total
number of voxels that fluoresce in a target brain structure divided by the total number of
voxels in that structure (see Materials and Methods). Hence, projection fraction is positive-
only, has a maximal value of 1, and its use allows to control for differences in volume across
anatomically defined regions. Note that the projection fraction includes both passing fibers
and axon terminals, because they could not be differentiated informatically from the images.
Before direct comparisons between the two groups were made, projection fractions were
normalized to control for small differences in injection volume across mice (see Materials
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Figure 5.3: Projection Fractions in Controls and CSR Mice. A A plot of projection frac-
tions (normalized by injection volume) across all mice (y axis) and all regions (x axis). B
Correlations of projection fraction patterns in mice with injection site. The mouse with the
most extreme distance in injection location is taken as the basis for correlation (and is by
definition equal to one). All regions were first normalized to have unit means to account for
differences between injections. Without this normalization, the mean pairwise correlation of
all animals is 0.903±0.07. Distance in microns is measured to the center of the injection site
from the midline (826± 140µm, left panel), the midline merging of the anterior commissure
(1771 ± 262µm, middle panel) or the pial surface (636 ± 60µm, right panel). Values are
given for Pearson’s rho and reported as mean ± standard deviation. C Left panel: box
plot of the condition influence, kcj , of the GLM for all regions. A positive kcj indicates
that the control group has a higher connectivity than the CSR group (see text for details).
Right panel: an expanded version that is aligned and color-coded to match the subdivision
in major anatomical regions. Regions that did not pass threshold have no corresponding
kcj point plotted.
101
and Methods, also Figure 5.1). Moreover, regions with very weak signal were removed
(projection fractions < 0.1%; see Materials and Methods). For the ipsilateral hemisphere,
this thresholding resulted in dropping 56 regions out of a total of 293, leaving 237 regions for
analysis. To ensure that signal within the weakest of the 237 regions was not simply due to
false signal detection, detected signal overlays were compared to raw fluorescent images in
two mice. Manual inspection in these mice confirmed that there were very few false positives
and negatives, meaning that weak detected signal corresponded closely to real fluorescence.
Figure 5.3A visualizes the normalized and thresholded data for the two groups; every row
corresponds to a different mouse injection into MOs and every column is the projection
fraction from MOs to that brain structure.
A challenge in the outlined experiments is the difficulty in precisely replicating the injec-
tion site position. To determine the effect of such variations, a plot of the mouse projection
correlations relative to the most laterally injected mouse is shown in Figure 5.3B. Note the
most laterally injected mouse has a perfect correlation of 1 as it is compared with itself. As
can be seen there is a strong dependence relative to the injected medial-lateral position (r
= 0.954). Similar patterns could be observed for the other dimensions (Figure 5.3B). We
emphasize that in determining the correlation for Figure 5.3B, we normalize by the mean
projection fraction of every region (to have unit mean) to account for differences between
injections which is why we observe negative correlation values. Without this normalization
and using solely the heat map in Figure 5.3A gives a high mean pairwise correlation between
all injections (0.903± 0.07; mean ± standard deviation).
The effect also showed site specificity where, for instance, the anterior-posterior axis had
a strong relationship in the isocortex (r = 0.602) and a significant influence by the depth
axis was seen in the olfactory areas (r = 0.340). To account for this experimental variance,
a general linear model (GLM) was fit to the normalized unit-mean projection fraction for
every region (see Materials and Methods for more details). In the GLM, the effect of the
condition (control or CSR) on a specific region is captured by a parameter kcj where by
construction, if kcj is positive then the control group has a higher projection fraction to
region j relative to the CSR group and vice versa. We found that kcjwas not significant on
a region level, though the distribution of kcj values did appear more positively biased with
a positive mean (Figure 5.3C, left panel). However, running a bootstrap to test this effect
yielded insignificant results (µkc = 0.026, p = 0.252, see Materials and Methods). Observing
the distribution of kcj across the different macro-regions (Figure 5.3C, right panel) indicates
that certain brain regions may be more affected than others by sleep restriction. Once again,
however, none of the divisions considered passed the bootstrap significance test. Performing
the same analysis on the contralateral side yielded similar results.
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To determine if there were sex-specific differences, we performed the same analysis on
the male and female animals separately. This was possible as we had a similar number of
males and females (14 males, 8 controls; 15 females, 6 controls). Our results show that
the sleep deprivation paradigm did not influence the males’ (µkc = 0.013, p = 0.491) nor
the females’ (µkc = −0.034, p = 0.258) mesoscale connectivity. Due to the small number
of animals however, we cannot rule out that subtle effects do exist that we are unable to
detect.
5.4.3 Animal classification
We also investigated if we could use the MOs normalized projection fractions (adjusted for
injection positions, see Materials and Methods) to classify animals using machine-learning
techniques. As is standard practice with very small data sets, we trained classification
algorithms on all but one animal, used the algorithm to predict the group of the excluded
mouse, and repeated the procedure for all mice. We then evaluated the performance of our
algorithm by its ability to classify all 28 mice. The best performance we could attain on the
normalized data was 71% (8 errors, see Materials and Methods). To see if we could improve
classification accuracy, we applied a pre-processing step as inspired by a newly developed
graph-theory technique termed Role-Base Similarity [Beguerisse-Dı´az et al., 2014]. Briefly,
we found the positive correlations between all regions to create a positive-only correlation
matrix that was then clustered at different levels of granularity using a Markov stability
algorithm [Billeh et al., 2014; Delvenne et al., 2010; Schaub et al., 2012]. By considering
different levels of granularity and using classification tree algorithms on the compacted data,
we reached a classification accuracy of 82% (5 errors, see Materials and Methods). These
results again illustrate the difficulties of finding specific or even diffuse differences across
the brain that are strong enough to differentiate the two groups. Since the classification
problem is binomial in nature, the classification accuracy corresponds to a p-value of 0.0005
(determined from a binomial cumulative distribution function with 5 errors, 28 attempts, at
a probability of 0.5). This indicates that although CSR does not affect the brain in a single
homogenous direction, it does have an intricate heterogeneous effect that can be captured by
machine learning classification. This was further verified by 1000 random labeling iterations
and repeating the same classification (see Materials and Methods). The results indicate
that to achieve 5 errors or better was again statistically significant (p < 0.01). Overall,
the variability observed in the decision trees from dropping animals did not show a clear
hypothesis for post hoc testing. Nonetheless, we conclude that long-term changes in brain
connectivity at the mesoscopic level do occur and further investigations are required to fully
uncover the differences.
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5.5 Discussion
To our knowledge, this is the first study that tested whether there are structural changes in
the adult mammalian brain after sleep was restricted during early adolescence. Brains were
collected soon after mice reached adulthood, but younger mice were not tested. Thus, there
may have been acute effects of CSR that we missed. Our goal, however, was to search for
late, possibly irreversible effects of sleep loss on the adult connectivity.
Sleep in our mice was reduced by 50-60% for 5 days. In humans, this decrease would
translate in sleeping ∼4.5 hours of sleep per day, assuming that teenagers (14-17 years)
sleep the recommended 8-10 hours per day [Hirshkowitz et al., 2015]. Moreover, 5 days
represent 12.5% of the adolescent period in mice (P21- P60), which would translate to 183
days in humans if we assume human adolescence lasts 4 years, although onset and offset
vary widely depending on the parameter that is being measured [Roenneberg et al., 2004].
In short, the sleep loss that we enforced in mice was long and severe, and may rarely occur
in humans. On the other end, epidemiological studies consistently find that adolescents
build a chronic sleep debt during the school days, which they are assumed to compensate
during the weekends by sleeping 1-2 hours longer [Leger et al., 2012; Roenneberg et al., 2007;
Wolfson and Carskadon, 1998]. Whether this milder but repeated pattern of sleep restriction
impairs the maturation of brain circuits is unknown. The inter-individual variability of the
structural effects of chronic sleep loss in adolescents is also unknown, but adults vary in their
susceptibility to the cognitive impairment caused by sleep deprivation [Rupp et al., 2012;
Van Dongen et al., 2004], and differences in the microstructure of white and grey matter
can predict inter-individual differences in the resistance to sleep loss [Bernardi et al., 2016;
Cui et al., 2015; Rocklage et al., 2009].
We investigated the effect of gender in our study because sex differences in sleep exist
in both humans and rodents [Mong et al., 2011]: relative to males, adult female C57BL/6J
mice (the strain used in the current study) are awake ∼1.5h more per day, recover relatively
more sleep after acute sleep deprivation [Paul et al., 2006], and respond to restraint stress
with a smaller rebound in REM sleep [Paul et al., 2009]. Moreover, CSR mice were kept
awake using mild forced locomotion, exposure to novel objects and social enrichment. None
of these methods is routinely used in chronic variable stress paradigms. Yet sleep is tightly
homeostatically regulated and sleep pressure becomes irresistible even after just a few hours
of extended wake [Borbely et al., 2016]. Thus, extending wake beyond its physiological
duration is inherently stressful, and chronic sleep loss in male adult rats leads to increased
levels of catecholamines and, to a lesser extent, ACTH and glucocorticoids [Rechtschaffen
and Bergmann, 2002]. The behavioral effects of stress are sexually dimorphic. For instance,
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C57BL/6J mice that were kept awake by gentle handling for 3 hours daily from P5 to P42
show changes in sociability and repetitive behavior (but not in anxiety measures) when
tested as adults, and these effects differ between males and females [Sare et al., 2016]. The
structural effects of chronic stress are also sexually dimorphic in rodent prefrontal cortex
and hippocampus, with loss of dendritic spines only seen in males but not in females [Leuner
and Shors, 2013], although the underlying mechanisms are unclear and may include different
sensitivity to glucocorticoids [Gillies and McArthur, 2010; Leuner and Shors, 2013], and/or
differences in the response to other hormones and neurotransmitters involved in stress and
arousal, including glutamate or noradrenaline [Valentino et al., 2012]. Since our two groups
of mice included a similar number of males and females (14 males, 8 controls; 15 females, 6
controls) we specifically tested for any sex-related difference in our findings, but could not
find any. However, we cannot rule out that the number of animals may have been too small
to detect subtle differences.
Loss of sleep is associated with cellular stress, impaired protein synthesis, and increased
energy demand [Borbely et al., 2016; de Vivo et al., 2016; Mackiewicz et al., 2008; Vecsey
et al., 2012]. Furthermore, growth and maintenance of neural circuits is energetically ex-
pensive and requires continuous protein synthesis [Kleim et al., 2003; Li et al., 2004]. Of
note, a recent study subjected flies to total sleep deprivation for 36 hours starting soon after
eclosion and tested them as “young adults” (5-day old) [Kayser et al., 2014]. In these male
flies courtship behavior was impaired, and the volume of one specific olfactory glomerulus
was reduced [Kayser et al., 2014]. Intriguingly, this glomerulus was the one showing the
largest growth after eclosion, suggesting that the most rapidly maturing brain regions are
uniquely sensitive to sleep deprivation [Kayser et al., 2014]. It is possible, therefore, that
had we tested younger mice, we would have found stronger and more prominent permanent
structural effects caused by early chronic sleep loss. Moreover, another limitation of this
study is that is relies on sterotaxically guided injections of the tracer to track the projec-
tions of a specific area. Not surprisingly, and as shown in this study, the specific pattern of
these projections is exquisitely sensitive to the exact location of the injection site, resulting
in significant inter-animal variability. Moreover, the projection fraction metric used com-
bines both fibers of passage and axonal terminals, and thus specific effects on the terminals
may have been missed and may be better assessed using array tomography combined with
excitatory and inhibitory pre- and post-synaptic markers [Wang et al., 2014]. Finally, we
targeted a high order area that is presumably still undergoing synaptic refinement during
early adolescence, but only a systematic analysis of many brain regions can assess the full
extent of the effects of chronic sleep loss.
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Chapter 6
Conclusions
The field of neuroscience is increasing its multidisciplinary collaborations every day. Ex-
periments and theories complement each other and will rely on one another as we uncover
the mysteries of the brain. A common question posed is ‘how does the brain work?’ Un-
fortunately, for now, the question itself is ambiguous and too generic. There are numerous
divisions to this question that are more concrete yet still elude scientists. For instance,
researchers are trying to understand how memories are formed and retrieved, why human
brains can learn complex languages, what are emotions, how the brain gives rise to conscious-
ness, why do we sleep, to name but a few. The implications from finding these answers will
be vast, from treating neurological diseases to applications only believed possible in science
fiction.
The work in this thesis shines a small light into the complexity of the brain from a
network perspective. With the 86 billion neurons in the human brain [Azevedo et al., 2009],
each having incredible properties and diversity, the need for interdisciplinary collaboration
is quickly evident. The chapters presented also show how brain networks can be studied at
multiple levels of abstraction. Chapter 2 showed how the spiking patterns of neuron pairs can
be associated to determine a functional connectivity network which can then be clustered to
find communities of neurons with similar firing patterns. The methodology introduced can
find groups of neurons at multiple scales to identify hierarchical partitions, in addition to
potentially identifying embedded feedforward firing patterns, as well as the option of treating
inhibitory neurons differently since they have opposite post-synaptic effects to allow for the
identification of alternative partitions that are missed when the neuronal subtypes are not
considered.
Networks at the microscopic scale where all the connections are known were studied in
Chapter 3. Multiple clustered topologies were considered and shown to have almost identi-
cal spatiotemporal activity patterns. This illustrated that an extensive neuro-architectural
basis is capable of exhibiting structured spatiotemporal dynamics. The work also demon-
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strated that the spectral properties of the synaptic weight matrix can predict this behavior.
One interesting topology studied had an inhibitory feedback loop between excitatory and
inhibitory neurons showing that inhibitory neurons can play a role in the generation of spa-
tiotemporal activity patterns and are not only responsible for balancing neuronal networks.
This observation was extended in Chapter 4, which illustrated how inhibitory neurons can
be the primary agent in allowing the propagation of feedforward activity. This was done
via two different connectivity architectures and further illustrates the vast potential role of
inhibitory neurons and the need to link network topology with observed activity.
Chapter 5 presented the examination of axonal projection data collected by the Allen
Institute’s Mesoscopic Connectivity Atlas [Oh et al., 2014] in sleep-deprived and control
mice. The sleep deprivation was done during adolescence and the analysis showed that there
is no unidirectional holistic difference between the groups. Based on the ability of machine
learning classifiers to differentiate animals at above chance level, the chapter illustrates that
subtle long term effects do arise due to the chronic sleep deprivation in mice. Additional
analysis and experiments will be required to tease apart the long-term structural changes.
On a global scale, this thesis contributes to answering the larger-scale question of how
network architecture and network computations are connected. As connectomic and neu-
ronal activity data increase, we can start solving some vital problems. This can include why
the cerebellum, which has more neurons than cortex [Herculano-Houzel, 2012], does not
contribute to human consciousness (reported by patients with damaged cerebellums [Lemon
and Edgley, 2010])? In parallel, what are the particular features of cortical architecture that
allow for conscious experiences but not found elsewhere such as the enteric nervous systems
of the digestive tract that has 500 million neurons [Furness, 2012].
In trying to understand brain circuits and architectures, neuronal stimulation techniques
have allowed neuroscientists to uncover primitive behaviors controlled by subcortical struc-
tures such as feeding [Cai et al., 2014; Sweeney and Yang, 2015], drinking [Oka et al., 2015],
mating [Lee et al., 2014], aggression [Lin et al., 2011], fear [Haubensak et al., 2010] and
even loneliness [Matthews et al., 2016]. So this again poses the query of the role of cortex.
Did it start evolving for planning purposes, allowing animals to prepare, for example, for
upcoming winters where the better the planning the higher the chances of survival? That
could explain why more cortical matter kept evolving and why animals can understand that
postponing a reward could result in bigger future rewards (humans do this on the timescale
of years and decades). Another essential question is why the brain evolved its current archi-
tecture? How and why is cortex divided into distinct roles such as the different sensory and
motor cortices? What is the role of the prefrontal cortex? And what is special about cortex
to allow for long term planning? On a smaller scale, what are the neuronal gene regulatory
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mechanisms to allow for this? And what are the roles of plasticity?
The presented chapters show how some of these questions can be answered by studying
the brain as a network. As discussed, networks can be viewed at multiple scales and all levels
will be necessary and complementary to understand the computational principles performed
by the brain. Of course this work goes hand in hand with other non-network centric research
which is just as essential in our neuroscientific quest to answer the multitude of puzzling
questions facing us.
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