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Abstract
We address the resolution of inverse problems where visual data must be recovered
from incomplete information optically acquired in the spatial domain. The optical
acquisition models that are involved share a common mathematical structure con-
sisting of a linear operator followed by optional pointwise nonlinearities. The linear
operator generally includes lowpass filtering effects and, in some cases, downsam-
pling. Both tend to make the problems ill-posed. Our general resolution strategy
is to rely on variational principles, which allows for a tight control on the objective
or perceptual quality of the reconstructed data. The three related problems that
we investigate and propose to solve are
1. The reconstruction of images from sparse samples. Following a non-ideal
acquisition framework, the measurements take the form of spatial-domain
samples whose locations are specified a priori. The reconstruction algorithm
that we propose is linked to PDE flows with tensor-valued diffusivities. We
demonstrate through several experiments that our approach preserves finer
visual features than standard interpolation techniques do, especially at very
low sampling rates.
2. The reconstruction of images from binary measurements. The acquisition
model that we consider relies on optical principles and fits in a compressed-
sensing framework. We develop a reconstruction algorithm that allows us
to recover grayscale images from the available binary data. It substantially
improves upon the state of the art in terms of quality and computational
performance. Our overall approach is physically relevant; moreover, it can
handle large amounts of data efficiently.
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3. The reconstruction of phase and amplitude profiles from single digital holo-
graphic acquisitions. Unlike conventional approaches that are based on de-
modulation, our iterative reconstruction method is able to accurately recover
the original object from a single downsampled intensity hologram, as shown
in simulated and real measurement settings. It also consistently outperforms
the state of the art in terms of signal-to-noise ratio and with respect to the
size of the field of view.
The common goal of the proposed reconstruction methods is to yield an accu-
rate estimate of the original data from all available measurements. In accordance
with the forward model, they are typically capable of handling samples that are
sparse in the spatial domain and/or distorted due to pointwise nonlinear effects, as
demonstrated in our experiments.
Keywords—Compressed sensing, digital holography, generalized sampling theory,
image interpolation, image reconstruction, inverse problems, iterative algorithms,
multigrid optimization, partial differential equations, phase retrieval, quantization,
regularization, variational methods.
Re´sume´
Nous nous inte´ressons a` la re´solution de proble`mes inverses ou` de l’information
visuelle doit eˆtre reconstruite a` partir de mesures incomple`tes effectue´es dans le
domaine spatial a` l’aide d’un syste`me optique. Les mode`les mathe´matiques cor-
respondant a` l’acquisition des mesures ont une structure commune qui consiste en
un ope´rateur line´aire parfois suivi de nonline´arite´s agissant se´pare´ment en chaque
point. L’ope´rateur line´aire inclut ge´ne´ralement un effet de filtrage passe-bas ainsi
que de sous-e´chantillonage dans certains cas ; ces deux phe´nome`nes tendent a` rendre
les proble`mes mal pose´s. Notre strate´gie globale de re´solution est fonde´e sur des
principes variationnels, ce qui permet un controˆle relativement fin de la qualite´
objective ou perceptuelle des donne´es a` reconstruire. Les trois proble`mes corres-
pondants que nous proposons d’e´tudier et de re´soudre sont
1. La reconstruction d’images a` partir d’un faible nombre d’e´chantillons. Dans le
cadre d’un paradigme d’acquisition non-ide´al, les mesures correspondent a` des
e´chantillons dont les positions sont pre´-de´termine´es dans le domaine spatial.
L’algorithme de reconstruction que nous proposons est lie´ a` des e´quations
aux de´rive´es partielles, celles-ci e´tant elles-meˆmes associe´es a` des flux dont les
parame`tres de diffusivite´ sont tensoriels. Nous montrons a` travers plusieurs
expe´riences que notre approche permet de pre´sever des de´tails visuels plus
fins compare´ aux me´thodes d’interpolation usuelles, en particulier dans des
re´gimes ou` le taux d’e´chantillonage est tre`s faible.
2. La reconstruction d’images a` partir de mesures binaires. Tout en se basant
sur des principes optiques, le mode`le d’acquisition qui nous conside´rons s’ins-
crit dans la ligne de ce que l’on appelle le compressed sensing. Nous
iii
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de´veloppons un algorithme permettant de reconstruire des images en niveaux
de gris a` partir des mesures binaires disponibles. Cet algorithme constitue une
ame´lioration significative par rapport a` l’e´tat de l’art, aussi bien en terme de
qualite´ que de performance de calcul. Notre approche globale d’acquisition
et de reconstruction est ainsi pertinente sur le plan physique, tout en e´tant
e´galement capable de ge´rer d’importants volumes de donne´es.
3. La reconstruction de profils de phase et d’amplitude a` partir d’une seule acqui-
sition en holographie digitale. Contrairement aux approches conventionnelles
base´es sur la de´modulation, notre me´thode de reconstruction ite´rative permet
une estimation pre´cise de l’objet initial a` partir d’un seul hologramme sous-
e´chantillonne´, comme cela est de´montre´ par des simulations et des expe´riences
portant sur des donne´es re´elles. Notre me´thode permet e´galement d’augmen-
ter sensiblement le rapport signal sur bruit ainsi que la taille du champ de
vision effectif par rapport a` l’e´tat de l’art.
L’objectif commun des me´thodes de reconstruction que nous proposons est de
fournir une estime´e fiable des donne´es initiales a` partir de toutes les mesures dispo-
nibles. Comme cela est de´montre´ expe´rimentalement, ces me´thodes sont capables
de prendre en compte des configurations ou` les e´chantillons disponibles sont parci-
monieux dans le domaine spatial et/ou alte´re´s par des effets non-linaires agissant
point par point, en accord avec le mode`le d’acquisition.
Mots cle´s—Acquisition comprime´e, algorithmes ite´ratifs, e´quations diffe´rentielles
partielles, holographie digitale, interpolation d’images, me´thodes variationnelles,
optimisation multie´chelle, proble`mes inverses, quantification, reconstruction d’ima-
ges, reconstruction de phase, re´gularisation, the´orie de l’e´chantillonage ge´ne´ralise´e.
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Chapter 1
Introduction
1.1 Preamble
Over the last decades, the exponential growth of computing power predicted by
Moore’s law [1] has allowed to innovate in the way image data are acquired. As early
as in 1975, for instance, a computer implementation of the fast Fourier-transform
(FFT) algorithm [2] enabled researchers to devise the first practical imaging modal-
ity based on nuclear magnetic resonance (NMR) signals [3, 4]. From a general per-
spective, the availability of digital processing gave rise to a novel imaging paradigm
where data can be first captured in non-trivial form to be subsequently visualized
through numerical reconstruction.
The complexity of the numerical-reconstruction process essentially depends on
the type of acquisition setting, on the amount of data, and on the desired recon-
struction accuracy. Based on a mathematical description of the acquisition proce-
dure under consideration, the simplest algorithms typically aim at recovering the
original data through one single application of the adjoint (or of an approximate
inverse) of the forward model on the available measurements. For instance, NMR
reconstruction is efficiently performed through an inverse FFT, while tomographic
reconstruction involves filtered back-projection [5].
In contrast to direct approaches, most of the recent algorithms used in imaging
are iterative and use prior knowledge on the solution to improve the quality of the
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reconstruction. These more sophisticated techniques are especially useful when the
data are noisy or incomplete, which is usually the case in practical applications [6].
Although iterative algorithms are computationally more costly than direct methods,
the currently available computational power allows to treat large amounts of data
efficiently or even in real time following this approach [7]. As explained below,
the work of this thesis involves the development of iterative approaches for the
resolution of several imaging problems.
1.2 Organization of the thesis
This thesis addresses three distinct problems where visual data have to be recovered
from incomplete information acquired in the spatial domain. As discussed in Section
1.3, the acquisition models that are involved share the same overall mathematical
structure. These problems thus involve similar concepts and are also associated with
common characteristics and behaviors. Variational approaches will be proposed for
their resolution.
1. In Chapter 2, we introduce a novel high-quality method to interpolate im-
ages from sparse samples [8]. Following a generalized sampling framework
[9], the measurements consist in spatial-domain samples whose locations are
specified a priori. The proposed reconstruction algorithm is based on vari-
ational principles and is linked to partial-differential-equation (PDE) flows
with tensor-valued diffusivities. Several experiments demonstrate that this
interpolation approach preserves finer visual features compared to the state
of the art, especially at very low sampling rates.
2. In Chapter 3, we deal with the development of a method to acquire and recon-
struct images through the sole use of binary measurements [10, 11]. The pro-
posed acquisition model relies on optical principles and follows a compressed-
sensing framework [12, 13]. The reconstruction algorithm that is developed
accordingly allows to recover grayscale images from the obtained binary data,
and substantially improves upon the state of the art [14] in terms of quality
and computational performance.
3. In Chapter 4, we describe how the quality of digital holographic reconstruction
can be improved compared to standard techniques using an implicit inverse-
problem formulation [15]. The proposed reconstruction algorithm consistently
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increases the signal-to-noise ratio (SNR) as well as the effective size of the
field of view (FOV) of the reconstructions. It is also able to accurately recover
both phase and amplitude profiles from downsampled acquisitions, as shown
in several simulated and real measurement settings.
We conclude our thesis in Chapter 5. In this last part, we discuss the im-
plications of our work and of our experimental observations from a more general
perspective. We also mention possible theoretical and experimental investigations
that can be conducted in the future.
1.3 Background
Let us consider a continuous two-dimensional (2D) spatial signal f defined over
some bounded domain Ω. This signal is assumed to be of finite energy and thus
belongs to the compact normed space L2(Ω). In full generality, the scalar value of f
at every continuous 2D coordinate x = (x1, x2) inside Ω is denoted by f(x) ∈ C. In
Chapters 2 and 3, the profile of f is real-valued and corresponds to a 2D grayscale
image. In Chapter 4, this profile is complex-valued and contains visual information
associated with the phase and/or the amplitude components.
1.3.1 Signal acquisition
Based on these mathematical definitions, the linear effects of the forward models
corresponding to the above imaging problems first yield an intermediate measure-
ment vector of the form
g = Af, (1.1)
where A : L2(Ω) → CM is a linear operator mapping the original continuous-
domain two-dimensional signal f to the measurement vector g composed of M
distinct elements. The effects of the operator A in our problems correspond to one
or several continuous-domain convolution operations followed by sampling.
The operator Q that is subsequently involved models nonlinear effects that
are deterministic and intrinsic to the physics of the acquisition process. It acts
on each component of g separately—as described in the following chapters—and
corresponds either to the identity or to a particular quantization operation defined
4 Introduction
Linear mixing Quantization
f g γA Q
Figure 1.1: General forward model.
over the field of real or complex numbers. Accordingly, the output of our forward
models correspond to a measurement vector γ that is defined componentwise as
γi = Q((Af)i, τi), (1.2)
where Q : C × C → R is a pointwise-separable nonlinear operator acting on each
input vector component independently. The quantities τi act as fixed parameters.
The measurements in (1.2) thus consist in M samples whose real values are con-
catenated into the vector γ ∈ RM . The generic relation (1.2) between the original
signal and the measurements is represented as a block diagram in Figure 1.1. Note
that, in certain experimental settings, the real values of the measurements γi are
subjected to noise with finite variance and are thus not deterministic. The presence
of noise is taken into account in our problems whenever it is relevant.
In each problem mentioned in Section 1.2, the information acquired in γ is
incomplete, in the sense that it is insufficient to guarantee the perfect reconstruction
of the original data f . The loss of information is mainly due to downsampling
and/or to the pointwise nonlinear effects of Q. The linear mixing operator A always
has a nontrivial nullspace because it is defined as a mapping from a continuous
function to a finite number of elements [16]. In the sparse-interpolation problem
of Chapter 2, the available measurements are heavily downsampled in the spatial
domain but are not subjected to any nonlinear distortion (i.e., Q reduces to the
identity operator). In the binary compressed-sensing framework of Chapter 3 and
in the holographic problem of Chapter 4, the loss of information occurs by default
through the effect of Q, although downsampling can also be involved. In these two
latter problems, nonlinear effects are thus to be properly taken into account for the
reconstruction. These effects correspond either to binarization or to absolute-value
operations that act on each component of g up to an additive constant.
For all types of reconstruction problems under consideration, we shall demon-
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strate that the spatial-domain mixing effect that A exerts over the original signal
f plays a significant role in making the measurements robust to the influence of Q
or of downsampling. In other words, in the context of (1.2), the presence of linear
dependencies between the unknowns can prove more suitable for the estimation
of f than in the degenerate configuration where A is purely injective (i.e., in the
ideal sampling case). As a matter of fact, the benefits of linear coupling are well
known and well studied in the context of Shannon’s sampling theory, where the use
of an appropriate antialiasing filter potentially allows to perfectly reconstruct the
original signal from its samples over some frequency bandwidth.
In physical acquisition devices such as cameras, linear coupling naturally occurs
due to sensor-integration effects taking place before sampling [9]. In that setting,
the lowpass nature of the underlying filtering process typically reduces the amount
of aliasing artifacts in the reconstruction, as shown in our interpolation results of
Chapter 2. In order to improve the quality of reconstruction in downsampled or
quantized measurement regimes, linear mixing can also be increased and suitably
specified in an acquisition device through the use of specific optical components,
such as phase masks [12, 17, 18, 19, 11]. Accordingly, in the binary imaging frame-
work that we propose in Chapter 3, the structure of A is specifically designed to
make the acquired data spatially delocalized and robust to binarization through Q
and to downsampling1. Although such an approach is unconventional and counter-
intuitive a priori, it relies on solid theoretical background [20, 12, 13], and allows to
substantially improve the recovery of visual information compared to the case with-
out any prior linear mixing. This paves to way to optical compression approaches
based on binary sensors [11]. Finally, in the context of digital holography, linear
mixing phenomena are intrinsic to the acquisition process due to the physical nature
of light propagation2. In particular, the properties of the Fresnel transform poten-
tially allow to reconstruct objects from downsampled acquisitions [21]. In Chapter
4, holographic reconstruction in downsampled settings is also demonstrated with
our algorithm [15] in the case where a single intensity hologram is available.
While the linear coupling effects that take place in our problems are poten-
tially advantageous in terms of reconstruction quality, they substantially increase
1The linear part of the system must be carefully specified so as not to destroy any information
in f prior to quantization. This issue is addressed in detail in Chapter 3.
2In the context of holography, the Fresnel operator is especially convenient because it is unitary
and fully determines the linear dependencies based on its single propagation-distance parameter.
From a practical standpoint, this suppresses the requirement of calibration.
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the complexity of the reconstruction procedure from both algorithmic and com-
putational points of view. Indeed, the general model (1.2) implies in such cases
that each measurement γi depends linearly or nonlinearly on several values of f .
Fortunately, and despite the high dimensionality of image data, the resolution of
such problems is possible with the currently available computational power. How-
ever, specific algorithms must be developed for each setting in order to guarantee a
satisfactory reconstruction performance. Thus, in the following chapters, we shall
deal not only with the specification of the reconstruction problem for each type of
imaging setting, but also with the development of adapted reconstruction methods.
In this thesis, the proposed algorithms map to one or several successive min-
imization operations. In every case, the overall reconstruction procedure exploits
the known measurements, the mathematical description of the forward model, and
some a priori information on the properties of the acquired data.
1.3.2 Signal reconstruction
In the context of our reconstruction problems, the acquired signal f is unknown,
and the available data consists in the measurements γ. The aim in each case is thus
to provide an estimate f˜ that is as close as possible to the original signal f , the
closeness between two signals being typically measured in terms of mean squared
error (MSE). In order to deal with finite amounts of computation and storage,
the continuous-domain estimate f˜ must have an equivalent representation in the
discrete domain. In this thesis, we thus assume the representation space of f˜ to be
spanned by translates of an analog generating kernel ϕ [8]. Accordingly, we have
the generic expression
f˜(x) =
∑
k∈Z2
c˜[k]ϕ
(
x
∆c
− k
)
, (1.3)
where k = (k1, k2) is a discrete 2D coordinate, where c˜ is a sequence of N coeffi-
cients3 defined on a rectangular unit cartesian grid Ω0 ⊂ Z2, and where ∆c is the
coefficient-grid spacing. In our framework, the solution f˜ is deemed suitable only if
it is consistent with γ [9, 19, 8, 11, 15]. This means that, when substituting the un-
known signal f with the estimate f˜ into (1.2), the resulting vector γ˜ must be equal,
3In this thesis, the sums and integrals involving the unknown data are associated with computa-
tions over bounded domains, e.g., Ω0 and Ω, but are written in more generic form for convenience.
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or at least close in some sense, to the known measurements γ. This consistency
constraint is typically relaxed in experimental settings due to the presence of noise.
Actually, the expansion (1.3) of f˜ defines a fixed discrete linear mapping between
its coefficients c˜ and the components of the vector g˜ that is defined in accordance
with (1.1) as
g˜ = Af˜ . (1.4)
This mapping is fully described by a matrix A ∈ CM×N and can be written as
g˜ = Ac˜. (1.5)
In this thesis, the vectors and matrices are denoted by bold lowercase and capital
symbols, respectively. The sequences represented in vectorized form use the same
letters but in bold format, and vice versa. Accordingly, the N -vector c˜ in the above
relation (1.5) corresponds to the coefficient sequence c˜ in (1.3), each vector element
being mapped to a sequence element4 at a particular coordinate k ∈ Ω0. The
mapping used for vectorization (e.g., lexicographic concatenation) is of the form
V : N∗ → Z2. It needs not be specified explicitly because the derivations in the
following chapters do not require the component values of the vectors or matrices
to be determined elementwise. Nevertheless, the concept of vectorization provides
an exact equivalence between the spatial-domain and the vector or matrix repre-
sentations. For instance, matrices acting as a vector pre-multipliers are associated
with image-processing operations such as convolution or pointwise multiplication.
The matrix notation is especially well suited to the derivation of reconstruction
algorithms because it is compatible with the formalism of linear algebra.
Given (1.2) and (1.5), the general form of the forward models used in our re-
construction problems for the estimation of f corresponds to the relation
γ˜i = Q((Ac˜)i, τi). (1.6)
Note that, interestingly, the form of (1.6) is linked to the so-called generalized linear
models that are studied in the field of statistics [22]. This equation indeed involves
a linear operation that introduces dependencies between the unknown variables
followed by pointwise nonlinearities.
4Predefined sets of samples are sometimes removed from sequences through masking. In such
cases, the corresponding vector representations only include the non-masked values.
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Since the action of all linear effects on our solution estimate f˜ is entirely defined
through A given the assumption (1.3), we shall not refer to the operator A explicitly
in the following chapters. Instead, we shall derive the structure of the matrix
A—and define the nonlinear operator Q—according to the corresponding forward
models. Finally, according to the expansion (1.3), the continuous-domain solution
f˜ can be computed with arbitrary precision once c˜ is estimated.
Chapter 2
Image reconstruction from
sparse non-uniform samples
2.1 Introduction
In this chapter, our goal is to reconstruct images from a given subset of samples
based on interpolation. Our forward model consists in a continuous-domain prefilter
ϕ0 acting on the original image f by convolution followed by an ideal sampler.
The prefilter corresponds to the nonideal impulse response of the optical device.
Accordingly, the measurements that are obtained in this setting correspond to so-
called generalized samples, the operator Q in (1.2) being reduced to the identity.
Assuming an expansion of the form (1.3), we express our solution f˜ in the con-
tinuous domain, considering consistent resampling as a data-fidelity constraint. To
make the problem well-posed and ensure edge-preserving solutions, we develop an
efficient anisotropic regularization approach that is based on an improved version
of the anisotropic edge-enhancing diffusion (EED) equation. Following variational
principles, our reconstruction algorithm minimizes successive quadratic cost func-
tionals. To ensure fast convergence, we solve the corresponding sequence of linear
problems by using multigrid iterations that are specifically tailored to their sparse
structure.
We conduct illustrative experiments and discuss the potential of our approach
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both in terms of algorithmic design and reconstruction quality. In particular, we
present results that use as little as two percent of the image samples1.
2.2 Overview
Shannon’s sampling theorem [23] states that a bandlimited signal can be perfectly
reconstructed from its samples, provided that Nyquist’s criterion is satisfied. In
that case, the solution can be found by sinc interpolation. However, in an imaging
context, bandlimited functions do not correctly match the physical reality [24].
This classical assumption can thus lead to inaccurate results for such classes of
problems. Specifically, optical acquisition systems do deviate from an ideal sampler
in practice as they involve filtering associated with their impulse response prior to
sampling. When taken into account, those effects impose consistency constraints
on generalized samples [9], which makes the reconstruction more intricate. Several
works have successfully dealt with this non-ideality [25, 26, 27, 19, 28, 29], yielding
results that are visually sharper as compared to the standard sampling paradigm.
Nevertheless, these approaches are typically focused on pure magnification cases,
and have not been applied to sparse-interpolation problems.
In this chapter, we introduce a novel interpolation approach that simultaneously
handles generalized and sparse image sampling. The objective of our method is to
reconstruct a continuous image from a subset of its generalized samples. As a first
step towards specifying our problem, we define a data-fidelity measure that is based
on consistent resampling. The unknowns being under-constrained, regularization
is needed to find a suitable solution.
Variational formulations are commonly employed for regularization in the lit-
erature. In particular, quadratic regularization has been previously considered
to develop fast sparse-interpolation approaches [30, 31]. Despite their efficiency,
these linear methods tend to blur image contours [25]. In order to produce edge-
preserving reconstructions, nonquadratic functionals are required [25]. A classical
solution is the total-variation (TV) semi-norm [32], which is also associated with
fast algorithms such as primal-dual approaches [33, 34]. However, the behavior of
standard edge-preserving regularization techniques is not adapted to sparse inter-
polation for it produces singular points [35]. Thus, recent works on image inter-
polation involve more advanced formulations, especially when the sampling rate
1This chapter is based on our paper [8].
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is low, or when the available data consist in a reduced set of samples as in our
problem. Promising results have been obtained in the variational framework using
a nonlocal approach [36]. Unfortunately, the associated computation time tends to
be prohibitive.
Some of the most efficient regularization strategies in the area of inpainting and
sparse interpolation involve partial differential equations (PDEs) that are based
on anisotropic diffusion2 [35, 37, 38]. The behavior of these methods can be fine-
tuned via the specification of diffusion tensors. A high-quality technique based
on EED has been devised by Galic´ et al. to interpolate sparse image samples [35].
This approach enjoys remarkable edge-reconstruction performance even at very high
sparsity levels.
Nonlinear PDEs can be solved using explicit or semi-implicit schemes that are
based on finite-difference approximations of the original formulation [39]. An al-
ternate approach involving lagged-diffusivity fixed-point iterations has been also
investigated for the TV flow, and subsequently for other types of isotropic diffusion
equations [40, 41]. In order to obtain rapid convergence, each iteration involves a
linearized version of the flow where the diffusivity terms are fixed according to some
current solution estimate. Despite their increased complexity [42], tensor diffusivi-
ties can also be handled efficiently in large-scale problems. In that regard, a novel
class of algorithms based on fast explicit diffusion (FED) has been devised in [43].
This approach follows a coarse-to-fine strategy, and allows to implement advanced
PDE-based methods such as [35].
The above PDE-based regularization approaches are most efficient for inter-
polation and inpainting problems. Variational approaches, on the other hand, do
result in efficient implementations for a larger class of inverse problems, including
image restoration [44]. In particular, variational formulations are most adapted
to our extended interpolation model. They allow to efficiently handle our specific
data-fidelity constraint that involves an analysis kernel before sampling.
The distinction between both types of methods, however, is not clear-cut. In-
deed, regularization-based methods are related to PDE formulations through the
Euler-Lagrange equation [32]. Consequently, the basic steepest-descent method ap-
plied to the given cost functional is equivalent to the corresponding gradient flow.
Similarly, the iteratively reweighted least-squares (IRLS) technique [45] that is used
2In this chapter, anisotropy of a given diffusion process is understood in the sense of [35],
implying tensor diffusivities. Though nonquadratic, the TV functional only acts as an isotropic
regularizer following that definition.
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for nonquadratic regularization is associated with linearized versions of the gradient
of the original functional [41, 46]. This provides an interpretation that relates IRLS
to lagged-diffusivity fixed-point iterations.
In this chapter, we develop a hybrid regularization framework that combines
advantageous aspects of both PDE and variational formulations using similar prin-
ciples based on lagged diffusivities. The specificity of our design is that it stems
directly from the definition of an anisotropic-diffusion equation. As a consequence,
our regularizer consists in a series of quadratic functionals that are based on suc-
cessive tensor-valued diffusivity estimates. While being adapted to our particular
problem, this cost-functional approach exhibits similarities with the FED method of
[43] where first-order approximations of the underlying diffusion process are taken.
Regarding the actual specification of the flow, our central contribution is to pro-
pose our own PDE as an extension of the EED solution considered in [35]. In
particular, we redefine the associated tensor diffusivities so as to further improve
edge-reconstruction capability on natural images.
Although not strictly originating from a variational formulation, our regulariza-
tion approach yields an anisotropic version of the IRLS technique [45]. Starting from
a quadratic data-fidelity constraint, our reconstruction algorithm called anisotropic
IRLS (AIRLS) entails the partial resolution of successive weighted linear problems.
Since the diffusivity estimation of our method is constrained to weight updates,
they do not affect the overall algorithmic performance significantly. We also devise
a fast multigrid solver that is adapted to the sparse structure of our linear problems
and that is inspired from previous works [30, 31]. Note that the obtained AIRLS
framework can then be used to implement distinct regularization PDEs as well,
including the one of [35].
The chapter is organized as follows: In Section 2.3, we present our continu-
ous interpolation framework where the unknowns are expressed as coefficients in a
shift-invariant basis. In Section 2.4, we consider classical variational approaches to
express our reconstruction problem. Our actual strategy resulting in an IRLS-type
procedure is introduced in Section 2.5. The associated linear problems are then
specified in Section 2.6, and their iterative resolution using our own multilevel ap-
proach is addressed in Section 2.7. In the experiments of Section 2.8, we consider
distinct interpolation cases where our method is compared with the state of the
art, both quantitatively and qualitatively. Implications of our results are finally
discussed in Section 2.9.
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2.3 Sampling and reconstruction
2.3.1 Forward model
As represented in Figure 2.1, the input signal of our model consists in the continuous-
domain image f . Assuming generalized sampling, the latter is first convolved with
a prefilter ϕ0 that corresponds to the impulse response of the optical acquisition
device [9]. The intermediate image is then sampled at integer intervals M along
each dimension, which results in the sequence
f1[k] = (f ∗ ϕ0) (x)|x=Mk , (2.1)
where ∗ denotes continuous-domain convolution. Only a subset of the sequence f1
is retained through the binary mask χ, which yields the M masked samples
g[k] = χ[k]f1[k]. (2.2)
The operator Q corresponds to the identity operator in this chapter. This implies
that our measurement sequence γ is simply defined by the equality
γ[k] = g[k]. (2.3)
Assuming that the sampling process and the binary mask are known, we define our
interpolation problem as the task of accurately reconstructing the original image
f from the available samples in γ. We elaborate on our reconstruction approach
below.
2.3.2 Reconstruction space
Following the generalized sampling theory of [9], our reconstruction space is in the
continuous domain and spanned by normalized translates of an analog generat-
ing kernel ϕ. Specifically, assuming the expansion (1.3) with a unit step ∆c, the
reconstructed image f˜ takes the form
f˜(x) =
∑
k∈Z2
c˜[k]ϕ(x− k), (2.4)
where c˜ is a discrete sequence of N coefficients that describes the solution exactly.
The reconstruction is defined on a grid that is M times finer than the acquisition
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Figure 2.1: The continuously defined image f is convolved with ϕ0 (the impulse
response of the acquisition device) before being sampled at integer intervals M
along each dimension. The resulting sequence f1 is then masked, which yields γ.
Starting from these masked samples, our algorithm outputs the coefficients c˜ of the
reconstructed image. The continuously defined solution f˜ can be then be obtained
from these coefficients according to (2.4).
in each dimension. In our implementation, the image data are defined over some
rectangular domain Ω and are extended periodically outside.
The formulation (2.4) enables the solution to be computed and stored in terms
of its coefficients, despite its continuous character. In this framework, we specify
ϕ as a B-spline function [47] of order η, which makes straightforward sub-pixel
post-processing (e.g., registration) of the reconstructed data possible, and allows to
properly define our reconstruction approach. The interpolating B-spline is differ-
entiable and has suitable approximation properties, such as reproduction of poly-
nomials [47].
2.3.3 Constraints
In order to be accurate, the solution (2.4) has to be consistent with the available
samples γ. While adopting the consistent-measurement principle of [9], we nev-
ertheless want to accommodate for noise and model imperfections. Therefore, we
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propose a soft form of this constraint, demanding that f˜ reintroduced in place of f
into the generalized-sampling system of Figure 2.1 results in measurements γ˜ that
are close to γ. The image f˜ and the measurements γ˜ are related in the same way
as f and γ through (2.1), (2.2), and (2.3). Accordingly, we propose to define the
data discrepancy measure as
D(c˜) =
∑
k∈Z2
|γ˜[k]− γ[k]|2 , (2.5)
which is an implicit function of the expansion coefficients in (2.4). Note that, in the
sequel, we shall use implicit functions of the solution coefficients when appropriate.
As a soft constraint, we impose
D(c˜) ≤ KD, (2.6)
where KD is a positive constant. The sequence g˜ is derived from the above relations
as
g˜[k] = χ[k]
(
ϕ0 ∗
∑
m∈Z2
c˜[m]ϕ(· −m)
)
(x)
∣∣∣∣∣
x=Mk
, (2.7)
which3 can be simplified as
g˜[k] = χ[k]{b ? c˜}↓M[k], (2.8)
where ? denotes discrete convolution, and where the subscript ↓M denotes down-
sampling by a factor of M in each dimension. The sequence b is defined as
b[k] = (ϕ0 ∗ ϕ) (x)|x=k . (2.9)
In matrix notation, the relation (2.8) between the coefficients c˜ and the measure-
ments g˜ is of the form (1.5), the measurement matrix A being defined as
A = χDMB. (2.10)
3The symbol · denotes a dummy variable. It can be used to create new function definitions
based on existing ones. In this case, for instance, ϕ(· −m) corresponds to the original function ϕ
shifted spatially by m.
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The convolution matrix B is associated with the filter b in (2.9), and the matrix DM
implements 2DM-fold downsampling. Note that the transpose of DM corresponds
to the upsampling matrix UM. The matrix χ is linked to the masking sequence
χ. It corresponds to an identity matrix whose rows associated with the discarded
measurements are suppressed [11].
Given (2.3), (2.8), and the binary nature of the mask χ, the data discrepancy
measure (2.5) can be rewritten in the explicit form
D(c˜) =
∑
k∈Z2
χ[k] |{b ? c˜}↓M[k]− γ[k]|2 . (2.11)
Therefore, we want any valid solution f˜ to have a low discrepancy measure D.
In this chapter, we assume that the prefilter ϕ0 used in our generalized-sampling
model (2.1) is nonnegative, which itself implies the non-negativity of b given the
definition of ϕ as a B-spline.
Under (2.6), our reconstruction problem is still ill-posed. We thus have to define
additional regularity constraints that make the problem well-posed. In the sequel,
we discuss reconstruction approaches that satisfy this requirement while ensuring
low data discrepancy.
2.4 Existing variational approaches
The variational framework lends itself well to the specification of our reconstruc-
tion problem. It allows the solution to satisfy a constraint of the form (2.6) under
suitable regularity criteria. In this section, we review some classical regulariza-
tion functionals that are used for image reconstruction. Their properties as well
as their links with IRLS and PDE formulations also serve as background for our
own reconstruction method introduced in Section 2.5. Their expressions are readily
introduced within our reconstruction framework, which allows to predefine relevant
quantities and relations for the sequel. In this variational setting, the generic re-
construction problem is to minimize the functional
J (c˜) = D(c˜) + ΛR(c˜), (2.12)
where D is the quadratic data-fidelity term defined in (2.11), and where R is a
generic term that penalizes non-desired solutions. The constant Λ > 0 determines
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an implicit KD value. Specifically, under suitable conditions, each KD is associated
with a particular Lagrange multiplier Λ such that minimizing (2.12) is equivalent
to minimizing R(c˜) alone under the data-fidelity constraint (2.6). While D is fixed
according to our forward model, the choice of R strongly determines the quality of
the solution. Its proper specification is therefore extensively discussed below.
2.4.1 Quadratic regularization
When applied to our framework, an extended class of quadratic functionals can be
written as the Sobolev-type norm
RS(c˜) =
∥∥∥Lf˜∥∥∥2
L2
, (2.13)
where L is a linear differential operator. These regularizers penalize high responses
of L at each spatial location, which promotes regular solutions. Given (2.4) and the
quadratic nature of both functionals (2.11) and (2.13), the associated minimization
problems consist in discrete sets of linear equations.
When the data-fidelity term reduces to the denoising case (i.e.,M = 1, ϕ0 is the
Dirac distribution δ(·), and χ = 1), these regularization functionals are linked with
the standard form of the so-called smoothing splines. Indeed, for appropriate L, the
minimizer of (2.12) defined in the spline space (2.4) coincides with the optimum
among all possible functions [48]. Note also that the noiseless magnification case
(i.e., ϕ0 = δ(·), χ = 1, and Λ→ 0+) has been specifically addressed in [19]. In a
similar framework, some authors have proposed fast linear solutions to interpolate
very sparse samples [30, 31]. These approaches exploit the B-spline expansion of
the solution in a multigrid fashion, yielding fast iterative algorithms.
2.4.2 Nonquadratic regularization
Edge-preserving reconstruction is achievable with nonquadratic regularizers. In this
section, we review a class of such functionals described in [46, 49] and defined in
our framework as
RN(c˜) =
∫
R2
ΨR(‖∇f˜(x)‖)dx, (2.14)
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where ΨR : R+ → R denotes a potential function. In addition, we discuss the
associated IRLS technique that is widely used for reconstruction. As shown in the
sequel, the structure of the latter is closely related to our approach developed in
Section 2.5. The edge-preserving potential ΨR grows less fast than a quadratic
function [46] unless RN degenerates to RS with L = ∇. For instance, TV reg-
ularization corresponds to the L1-norm of the image gradient, i.e., to the choice
ΨR(t) = |t|, in the sense of distributions. This case has already been considered in
the context of generalized sampling for image magnification [25, 26, 33, 34].
In order to yield a tractable reconstruction problem, (2.14) is typically dis-
cretized before minimization. This approach is standard when dealing with sam-
pled data. For instance, a discrete form of TV based on a graph model is formu-
lated in [50]. Following a similar idea, the gradient values entering in the original
continuous-domain definition are approximated using first-order difference filters in
[51]. In our context, all discrete quantities are a natural outcome of the B-spline
expansion (2.4) after replacing the integral (2.14) by a sum. Here, we select a con-
figuration where the partial derivatives of the gradient are evaluated in-between the
grid nodes. This avoids the creation of spurious oscillations or divergence of the
solution4. Accordingly, we define
R0N(c˜) =
∑
k∈Z2
ΨR(‖∇˚f˜(x)‖)x=k. (2.15)
The upper-ring notation modifies the gradient—and similar vector operators—as
∇˚ = S∇, where S shifts a continuous-domain vector function v as
Sv(x) = (v1(x1 + 1/2, x2), v2(x1, x2 + 1/2)). (2.16)
The explicit form of (2.15) in terms of the solution coefficients is then
R0N(c˜) =
∑
k∈Z2
ΨR(‖(c˜ ? r)[k]‖), (2.17)
where r is the discrete multivariate filter
r[k] = ∇˚ϕ(x)|x=k. (2.18)
4Similar schemes are used in computational fluid dynamics to ensure numerical stability [52].
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1) Initialize at I = 0 with the solution c˜(0)
while I < Ni do
a) Minimize J (·|c˜(n)) with initialization c˜(n)
s.t. J (c˜(n+1)|c˜(n)) < J (c˜(n)|c˜(n))
b) Store the solution c˜(n+1)
c) Establish the new bound J (·|c˜(n+1))
d) Count I ← I + 1
end
Algorithm 2.1: Generic IRLS procedure.
In order to minimize (2.12) with the nonquadratic term (2.15), we can resort to an
IRLS approach, following a majorize-minimize (MM) strategy [53]. Starting from
an initial solution estimate c˜(0), this strategy consists in the partial minimization
of surrogate quadratic functionals J (·|c˜(n)) that are based on the original J (·) and
successively updated according to the current solution estimate c˜(n). Following the
multiplicative form of half-quadratic minimization [46, 54], we obtain the iterative
procedure given in Algorithm 2.1. The surrogate functionals are defined as
J 0N(c˜|c˜(n)) = D(c˜) + ΛR0N(c˜|c˜(n)). (2.19)
This form of minimization is called multiplicative because the structure ofR0N(·|c˜(n))
involves multiplications with weights. Specifically, each surrogate regularizer is de-
fined as the quadratic functional
R0N(c˜|c˜(n)) =
1
2
∑
k∈Z2
θN(c˜
(n), ψ)[k]‖(c˜ ? r)[k]‖2, (2.20)
where the weight sequence θN at each index k depends on the current solution c˜
(n)
as
θN(c˜
(n), ψ)[k] = ψ(‖(c˜(n) ? r)[k]‖). (2.21)
The scalar function ψ : R+ → R is derived from the potential function ΨR of the
regularizer (2.17) through the constraint that the successive J (·|c˜(n)) constitute
valid upper bounds of J (·). This constraint corresponds to
J 0N(c˜|c˜(n)) + const. ≥ J 0N(c˜),∀c˜, (2.22)
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with equality at c˜ = c˜(n); the scalar constant in (2.22) is independent from c˜. In
the TV case where ΨR(t) = |t|, we obtain ψ(t) = (t2 + )−1/2, where the small
positive parameter  is added to overcome the non-differentiability of the original
functional [41]. Note that the use of this constant is avoidable with nonsmooth
solution initializations [51]. Minimizing an instance of (2.20) amounts to solving
a linear problem. As specified in Algorithm 2.1, each quadratic cost need only be
decreased slightly in IRLS. This implies that each of these linear problems must
only be solved partially, which is doable using iterative methods.
As a prerequisite to our approach discussed in the next section, let us now
draw the link between IRLS and the fixed-point interpretation discussed in [40, 41,
46]. Expanding the regularization part of (2.19), its minimum with respect to the
coefficients c˜ satisfies the first-order condition
Λ−1
∂
∂c˜
D(c˜) + (r[·])T ?
(
θN(c˜
(n), ψ)(c˜ ? r)
)
= 0. (2.23)
The solutions of (2.23) depend on the current estimate c˜(n) through the weights
θN defined from ψ in (2.21). Following the terminology of [40, 46], the latter
quantities are identified as lagged diffusivities. By extension, the IRLS procedure
of Algorithm 2.1 can be recast as a discretized lagged-diffusivity fixed-point iteration,
which consists in alternating between the partial resolution of (2.23) and the update
of c˜(n). Any sequence c˜ which satisfies
Λ−1
∂
∂c˜
D(c˜) + (r[·])T ? (θN(c˜, ψ)(c˜ ? r)) = 0 (2.24)
is thus a fixed point of the IRLS process. Given (2.18), the regularization part of
(2.23) that involves the filter r corresponds to the spatially discretized form of
div
(
ψ(‖∇u(n)‖)∇u
)
, (2.25)
where u is a continuous-domain solution with its current estimate u(n). Remarkably,
the above expression is directly related to isotropic-diffusion flows of the form
∂tu = div (ψ(‖∇u‖)∇u) , (2.26)
where isotropy is defined in the sense of [39]. Specifically, the divergence term (2.25)
is similar to the right-hand-side term of (2.26), except that the diffusivities ψ are
lagged in the former.
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For general functions ΨR, it holds from [46] that the left-hand-side terms of
(2.23) correspond to the linearized gradient of the original nonquadratic functional,
up to discretization. As a consequence, (2.26) corresponds to the gradient flow
of the original regularizer as specified by the Euler-Lagrange equation. The IRLS
method used for variational image reconstruction can thus be interpreted as fixed-
point iterations where the successive surrogate regularization functionals are related
to lagged versions of the corresponding PDE.
2.5 Proposed approach
The above discussion emphasizes the theoretical pathway that relates the regu-
larization part of the IRLS structure to the corresponding PDE formulation. In
our approach developed below, we first specify our own continuous-domain PDE,
and then transpose it into an IRLS-type framework using similar concepts. Note
that this section mainly deals with our regularization strategy; after derivation, our
method shall involve a series of regularization functionals combined with the same
data-fidelity term as in (2.19).
2.5.1 Edge-enhancing anisotropic diffusion
The EED equation has first been applied to interpolation problems by Galic´ et
al. [55, 35]. This PDE is divergence-based as in (2.26), and involves tensor-valued
diffusivities that are determined from a smoothed gradient map Gu of the cur-
rent solution u. As compared to the regularizers presented above, the anisotropic
character of EED is associated with better reconstruction properties. Equations
of a similar structure have been proposed for multichannel images by Roussos
and Maragos [28, 44], considering denoising and magnification applications with a
generalized-sampling model. The use of tensor-driven diffusion equations based on
the divergence or on the trace operator5 has also been investigated by Tschumperle´
and Deriche for general imaging problems [56, 37]. In this chapter, we consider the
original EED definition, which we write as
∂tu = div (T(Gu, ψ)∇u) , (2.27)
5The forms of divergence-based and trace-based PDEs are closely related, as described in [56].
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where T ∈ R2×2 denotes a symmetric and positive-definite tensor-diffusivity func-
tion. The first argument of T is a smoothed gradient Gu(x), while its last one is
the scalar function ψ. The operator G denotes a modified gradient that includes
additional smoothing. As discussed in Section 2.5.3, our contribution is to extend
the definition of G so as to better preserve certain image features. The definition of
T distinguishes EED from the other divergence-based anisotropic PDEs considered
in [56, 28, 44]. According to [35],
T(v, ψ) = ψ(‖v‖)Pv + P⊥v, (2.28)
where P and P⊥ are projectors onto the subscripted vector and the perpendicular
directions, respectively. While anisotropic flows linked to an energy function (e.g.,
Beltrami flow) have been studied for imaging applications6 [44, 56, 57], there is not
any known energy interpretation of (2.27). For example, EED does not comply with
the structure of [44] where the diffusion tensor involves two distinct convolutions
with the same kernel. This absence of global interpretation is common in the
literature [49].
In order to ensure the positive-semidefiniteness of the diffusivities and the sta-
bility of EED, we impose the function ψ(t) to be nonnegative and nonincreasing
in t with ψ(0) = 1. Given these constraints, the tensor T(0, ψ) is well-defined
and corresponds to the identity matrix. Similar to its role in (2.26), the purpose
of ψ in (2.27) is to reduce smoothing across edges. In this tensor case, however,
the associated flow modification is anisotropic. The action of T at each position
is to decompose the corresponding gradient ∇u(x) into the sum of two orthogonal
vectors that are respectively parallel and perpendicular to Gu(x). The magnitude
of the parallel part of this gradient is reduced by multiplication with ψ(‖Gu(x)‖),
while the perpendicular one is left untouched; this permits stronger diffusion along
edges, hence the EED effect. From Definition (2.28), the elements Tij of the tensor
T are expressed as
T11(v, ψ) = ‖v‖−2
(
ψ(‖v‖)v21 + v22
)
,
T22(v, ψ) = ‖v‖−2
(
v21 + ψ(‖v‖)v22
)
,
T12(v, ψ) = ‖v‖−2 (ψ(‖v‖)− 1) v1v2, (2.29)
6These flows can remain anisotropic (e.g., tensor TV in [44]) or degenerate [56, 57] when applied
to single-channel data.
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where v1 and v2 are the coordinates of the vector v.
2.5.2 Specification of the penalty function
In our approach, we consider three diffusivity functions ψ among those proposed in
the literature. The first is the Charbonnier diffusivity used in [35] that is defined
as
ψ0(t) = (1 + t
2/β1
2)−1/2, (2.30)
where β1 ∈ R∗+ is a constant. The second one is linked to the Huber potential
through the multiplicative form of half-quadratic minimization [54], and is defined
as
ψ1(t) =
{
1, |t| ≤ β1,
β1|t|−1, otherwise.
(2.31)
Since ψ1(t) ∝ |t|−1 for large t, it tampers cross-edge smoothing the same way as
TV. Meanwhile, this function can restore smoothly varying regions, because the
associated potential is quadratic for |t| < β1. The functions ψ0 and ψ1 are closely
related because their values coincide when t tends to zero or to infinity. The third
alternative that we propose is the Perona-Malik diffusivity
ψ2(t) = exp(−t2/β22), (2.32)
where β2 ∈ R∗+ is a constant. This function is well-known for its contrast-enhancing
properties in the case of isotropic [58] as well as of anisotropic diffusion [39].
2.5.3 Specification of the modified gradient operator
As discussed above, the map Gu is used to specify anisotropic diffusivities. The
operator G serves in the EED equation (2.27) as an edge-information estimate that
is more robust than the standard gradient. In [35], this operator corresponds to
the Gaussian-smoothed gradient
G0 = ∇ ∗ ϕg, (2.33)
24 Image reconstruction from sparse non-uniform samples
where ϕg is an isotropic Gaussian filter of standard deviation lσ. The associated
results reported in [35] are very promising, even when dealing with very sparse data.
Note that, although Gu only enters in the definition of T, it nonetheless determines
the character of the edge-enhancing effect in terms of flow regulation. As shown
in Section 2.8, the potential differences in terms of reconstruction behavior are
important, which suggests introducing some better estimates.
Anisotropic flows are obtainable without the requirement of gradient smoothing
in general [44]. This operation is nevertheless necessary in our PDE to guarantee
the anisotropy of the diffusivities7. The smoothing process generally tends to wipe
out fine-scale edge information. Our contribution is to specify an operator G1
that yields a directionally smoothed version of the image gradient, which better
preserves fine-scale information compared to the Gaussian solution G0. The goal
of G1 is thus to be able to retain more accurate edge-orientation information than
with Gaussian smoothing while remaining robust to potential local disturbances. In
order to determine the corresponding smoothing directions, we compute orientation
estimates υ ∈ [0, pi[ that are matched with the local edge features of the image
argument u at each position. These estimates are obtained as the solution of the
optimization problem described below.
Let us consider the class of segment cross-sections of constant length ls, centered
at positions x, and with orientations υ0 ∈ [0, pi[. Given u, we associate this class to
the local oriented-mean measure
Σ∗(u,x, υ0) = ls−1
∫ ls/2
−ls/2
u(ϑ(t))dt, (2.34)
where
ϑ(t) = x + t(cos(υ0), sin(υ0)). (2.35)
The corresponding variance measure is given as
Var∗(u,x, υ0) = ls−1
∫ ls/2
−ls/2
(u(ϑ(t))− Σ∗(u,ϑ(t), υ0))2dt. (2.36)
Given (2.36), we choose our estimates υ to match the minimum-variance orienta-
tions of the image. In that context, ls can be interpreted as a scale parameter that
7Replacing G by ∇ in (2.27) would cause EED to degenerate to the isotopic flow (2.26).
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is approximately determined from the characteristic oriented-feature size. At each
position, the solution thus corresponds to a local edge-orientation estimate that is
expressed as
υ(u,x) = arg min
υ0
Var∗(u,x, υ0), (2.37)
which satisfies translation and rotation invariance with respect to u.
At given scale ls, our variance measure quantifies the image fluctuations along
each orientation υ0. In that respect, the minimum argument of (2.37) is concep-
tually similar to the coherence direction defined in [39] that is based on structure
tensors. The advantage of variance-based criteria is their ability to estimate the
orientation even in the vicinity of a contrast change [59]. As shown in Figure 2.2,
the map υ provides accurate data on the local feature orientations of the image.
Adaptive filtering of the gradient map along those directions can thus reduce the
loss of information associated with cross-edge smoothing. Because no closed-form
solution of (2.37) exists to compute the weights, we propose to optimize υ among
a discrete set of No orientations. Note that similar discretization approaches have
been considered using candidate stencils for the evaluation of image variations along
oriented paths [29].
Prior to filtering, we make the gradient map of u consistent with the estimated
orientation map υ pointwise. Accordingly, we only keep the component of each
gradient vector ∇u(x) which is perpendicular to the orientation υ(u,x). This pro-
jection operation yields the corrected gradients
∇cu(x) = ((∇u)(x)Te⊥(u,x)) e⊥(u,x), (2.38)
where
e⊥(u,x) = (− sin(υ(u,x)), cos(υ(u,x))). (2.39)
We finally smooth these corrected gradients along the corresponding υ, using di-
rectional averaging filters with the same ls as in the mean and variance measures
of (2.34) and (2.36). The operator G1 thus acts as
G1u(x) = Σ∗(∇cu,x, υ(u,x)). (2.40)
The invariances of (2.34) and (2.37) and the pointwise character of (2.38) imply
that G1 is intrinsically translation and rotation invariant as in G0. These important
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(a) Original Fingerprint image (b) Directions of minimum variance
Figure 2.2: Illustration of our orientation-estimation method. The directions υ of
minimum variance are obtained from the corresponding image according to (2.37)
with ls = 25. The directions [0, pi[ are mapped to the grayscale range [black,white[.
This map contains two large zones that are associated with the two main feature
directions of the original image. Note that abrupt black-white transitions appear
because orientations are only defined modulo pi.
characteristics guarantee that G is not biased towards particular orientations or
positions in the image.
2.5.4 AIRLS algorithm
As previously discussed, the quadratic functionals of IRLS are linked to the lagged-
diffusivity forms of the gradient flow. Similarly, we propose an IRLS procedure that
is based on lagged versions of the EED flow, following the concepts introduced in
Section 2.4. Despite the fact that there is no underlying maximization principle in
our case, the successive functionals that we define constitute linear approximations
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of (2.27). Given one current estimate u(n), the lagged EED equation is
∂tu = div
(
T(Gu(n), ψ)∇u
)
. (2.41)
According to the Euler-Lagrange equation, (2.41) is the gradient flow which origi-
nates from the functional
RA(u|u(n)) =
∫
R2
〈
T(Gu(n)(x), ψ)∇u(x),∇u(x)
〉
dx, (2.42)
up to a factor of 2 that we drop for convenience. Note that the regularizer proposed
in [60] is of similar form; it includes structure tensors that are based on fixed
estimates, but it is nonquadratic unlike (2.42).
Expression (2.42) can be rewritten in a more intelligible form. Indeed, defining
∇· and ∇⊥· as directional derivatives8 along the subscript vector argument and the
direction perpendicular to it, respectively,
〈Pv∇u(x),∇u(x)〉 = ((∇vu)(x))2,〈P⊥v∇u(x),∇u(x)〉 = ((∇⊥vu)(x))2, (2.43)
which implies from (2.28) that RA(·|u(n)) expands as
RA(u|u(n)) =
∫
R2
ψ(‖Gu(n)(x)‖)(∇Gu(n)(x)u)2(x)dx
+
∫
R2
(∇⊥Gu(n)(x)u)2(x)dx. (2.44)
Equation (2.44) gives further insight on how each quadratic regularizer—which is
linked to the linearized form of the EED flow—penalizes u. In the first integral
term, the directional derivatives of u that are parallel to Gu(n), i.e., perpendicu-
lar to the edge features, are weakly penalized given their multiplication with ψ.
Edges are therefore well-preserved as in nonquadratic regularization. Simultane-
ously, regularity along those same edge estimates is strongly enforced in the second
8Accordingly, the expressions ∇vu and ∇⊥vu appearing in (2.43) correspond to scalar fields.
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integral term, which is akin to an L2-norm. These two simultaneous constraints
favor curvature regularity of the solution.
In order to obtain an IRLS procedure compatible with the framework of Algo-
rithm 2.1, we discretize the cost (2.42) and combine it with our data term. Indeed,
as for standard regularization techniques, computationally tractable approaches re-
quire a discretized version of the continuous quadratic costs of the form RA(·|u(n)).
Using the same discretization as in (2.15), the expression
R0A(c˜|c˜(n)) =
∑
k∈Z2
〈
T(G˚f˜ (n)(x), ψ)∇˚f˜(x), ∇˚f˜(x)
〉
x=k
(2.45)
is obtained for our solution coefficients. Along with (2.18), this definition allows to
rewrite (2.45) as
R0A(c˜|c˜(n)) =
∑
k∈Z2
(c˜ ? r)[k]Tθ(c˜(n), ψ)[k](c˜ ? r)[k], (2.46)
where the tensor weights θ are determined as
θ(c˜(n), ψ)[k] = T(G˚f˜ (n)(x), ψ)|x=k. (2.47)
Equation (2.47) evaluates G˚f˜ (n) over a sequence of points x = k. The correspond-
ing means and variances used for G1 in (2.37) and (2.40) can be determined with
arbitrary precision, using the continuous-line integrals (2.34) and (2.36) for f˜ (n) in
the same way as for u in Section 2.5.3. This holds because f˜ (n) is continuously
defined from c˜(n) given our spline model (2.4). For computational reasons, we ap-
proximate all integrals by finite sums depending on uniformly spaced samples. This
discretization also allows to compute (2.37) recursively: each of the No oriented-
variance maps linked to G˚f˜ (n) can be estimated using parallel sliding windows of
size ls and orientation υ0. The samples of f˜
(n) and the local variance assigned to
each window are then updated recursively9. Equations (2.11), (2.46), and (2.47)
define our total quadratic functionals as
J 0A(c˜|c˜(n)) = D(c˜) + ΛR0A(c˜|c˜(n)). (2.48)
9The computational performance is optimal when these updates are performed along rows or
columns of values. We maintain this condition for υ0 /∈ {0, pi/2} by applying approximate pre-
and post-shearing transformations on the sample lattices.
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According to the generic optimization framework of Algorithm 2.1, our algorithm
is first initialized with the solution c˜(0). We define this sequence as the masked
image samples γ upsampled by M using zero padding and smoothed by the filter
1
4 [1 2 1] along each dimension. Subsequently, we partially minimize Ni successive
costs (2.48) to obtain a solution. Each of these minimization steps corresponds to
a fixed-point iteration where the next estimate c˜(n+1) is found from c˜(n) using fixed
tensor diffusivities θ. In that regard, our approach is similar to the anisotropic
technique proposed in [60] where a series of convex problems is solved to denoise
images. In our case, however, the successive functionals to minimize are quadratic
and thus easier to tackle. Moreover, since (2.46) is an `2-norm whose weights θ
depend on c˜(n), our reconstruction method is of IRLS type. We call it AIRLS
according to the anisotropic nature of the tensor weights in (2.47). Each cost
J 0A(·|c˜(n)) has a unique minimum that satisfies the first-order condition
Λ−1
∂
∂c˜
D(c˜) + (r[·])T ?
(
θ(c˜(n), ψ)(c˜ ? r)
)
= 0. (2.49)
Ultimately, any fixed point of our global iterative process satisfies
Λ−1
∂
∂c˜
D(c˜) + (r[·])T ? (θ(c˜, ψ)(c˜ ? r)) = 0. (2.50)
In analogy with the case of Section 2.4, Condition (2.50) is the steady state of a
discretized PDE whose regularization part corresponds to the EED flow (2.27). This
shows that, in terms of asymptotic solutions, our approach is similar to conventional
PDE-based methods. It is, however, more attractive computationally because the
computation of the smoothed-gradient map as well as the nonlinear operations
involved in the diffusivity estimations (2.47) are restrained to the reweightings. As
confirmed in our experiments, satisfactory results are obtained with a small amount
of reweightings Ni, precisely as in standard IRLS.
The AIRLS algorithm is specified by the parameters {G, ψ}. The first argument
G corresponds either to the Gaussian-smoothed gradient G0 defined in (2.33), or
to our modified operator G1 defined in (2.40). Similarly, the function ψ can be
chosen as the Charbonnier diffusivity ψ0 defined in (2.30), the Huber diffusivity
ψ1 defined in (2.31), or the Perona-Malik diffusivity ψ2 defined in (2.32). Our
specific EED settings denoted by EED1 and EED2 correspond to {G1, ψ1} and
{G1, ψ2}, respectively. When using {G0, ψ0}, our algorithmic framework reproduces
the PDE-based method of [35]; the related technique is then called EED0.
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2.6 Linear problems
Minimizing each weighted quadratic cost (2.48) amounts to solving a linear system.
In this section, we derive the explicit form of those systems using matrix notation.
Accordingly, the generic form of each matrix system is
S(n)c˜(min) = y, (2.51)
where c˜(min) contains the lexicographically ordered coefficients of the minimizer,
where S(n) is the system matrix that depends on our estimate c˜(n), and where y is
a vector whose components are constant.
The first step towards specifying S(n) and y is to reformulate (2.48) using matrix
notation. Accordingly, and given the form of A in (2.10),
D(c˜) = ‖Ac˜− γ‖2`2
= (γ − χDMBc˜)T(γ − χDMBc˜)
= c˜TBTUMχTχDMBc˜− 2 c˜TBTUMχTγ + γTγ
= c˜TBTUMWDMBc˜− 2 c˜TBTUMχTγ + const., (2.52)
where each vector is specified as discussed above, and where the diagonal matrix
W = χTχ is associated with point-wise multiplication with the weights χ used
for masking in (2.2). Similarly, we can write the regularization term (2.46) in the
compact form
R0A(c˜|c˜(n)) = (Rc˜)TΘ(c˜(n), ψ)Rc˜, (2.53)
where R and Θ concatenate convolution and diagonal matrices, respectively. The
rectangular matrix R = (R1,R2) implements the gradient. Specifically, each con-
volution matrix Ri relates to the derivative component ri of the multivariate filter
r defined in (2.18). The square matrix Θ is updated according to the current esti-
mate c˜(n); it decomposes as (Θ11 Θ12,Θ12 Θ22), where each diagonal matrix Θij
is associated with point-wise multiplication with the corresponding scalar sequence
θAij related to the tensor weights θ of (2.47). Note that Θ structurally extends its
counterpart in IRLS, as it concatenates distinct and off-diagonal sub-matrices Θij .
Based on (2.52) and (2.53), we write the total cost as
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J 0A(c˜|c˜(n)) = D(c˜) + ΛR0A(c˜|c˜(n)). (2.54)
Since (2.54) is quadratic, its gradient with respect to c˜ vanishes at c˜(min). Enforcing
this condition, and using matrix differentiation, we obtain
S(n) = BTWB + RTΘR, (2.55)
where W = UMWDM, and where Θ = ΛΘ(c˜(n), ψ). Finally, the vector y in
(2.51) corresponds to
y = BTUMχTγ. (2.56)
The matrix system (2.55) is extremely large due to the considerable number of
unknowns, which implies that Problem (2.51) cannot be solved exactly. However,
as stated in Section 2.4.2, the corresponding quadratic functional (2.48) needs only
be partially minimized with respect to the current solution estimate to yield c˜(n+1).
In Section 2.7, we propose to partially solve (2.51) iteratively, initializing the next
solution c˜(n+1) to the current estimate c˜(n).
2.7 Iterative solution
As mentioned above, our approach allows to restrain the diffusivity estimations
associated with the regularization problem in the reweightings. This allows to
focus on the resolution of the subproblems derived in Section 2.6. In the sequel, we
devise a fast iterative method to partially solve these linear systems, considering
their sparse structure. In particular, the diagonal matrices entering the definition
of (2.55) are well suited for multigrid solvers.
2.7.1 Multigrid approach
The multigrid strategy consists in solving problems by iterating not only at their
nominal scale, but also at coarser ones, adapting their discretization accordingly.
Multigrid iterative methods are beneficial for certain types of problems where the
additional lower-resolution iterates are of negligible computational cost compared to
their overall contribution in terms of convergence rates [61]. In particular, iterating
at successively downscaled Cartesian grids is efficient for linear image reconstruction
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from spatially sparse samples [30, 31]. In this context, according to the original
formulation (2.51), we define our linear problems at Ng distinct grids, using the
notation
Sκc˜κ = yκ, (2.57)
where the superscripts κ ∈ {0, . . . , Ng − 1} relate quantities to a specific grid Ωκ.
Each grid is constructed with a regular step 2κ in each dimension, which means
that the number of elements of c˜κ scales as 4−κ.
From (2.57), we use Full-Multigrid V-cycles [61] as an iterative scheme to find
a solution c˜(n+1). This method is standard in the literature and involves transfer
operations as well as iterations at each grid, as described in Appendix 2.10.1 with
the relevant definitions. In order to maximize the performance of our approach, we
use the obtained c˜κ to initialize the next linear problem at all grids. The problem
at grid Ω0 is (2.51), which implies that S0 = S(n), y0 = y, and c˜0 = c˜(n+1). At
coarser grids, Sκ are scaled versions of S0, while yh are the residuals produced from
the iterative process itself.
Since the solution is expressed as coefficients in a B-spline basis, the corre-
sponding prolongation and restriction operators I4 and I5 exploit the two-scale
relations [47]. Specifically, they correspond to the B-spline scaling filter h2 of de-
gree η following upsampling by 2, and to the B-spline scaling filter h2
T followed by
downsampling by 2, respectively. In matrix form, we write
I4 = H2U2,
I5 = D2H2T. (2.58)
We now have to specify S at each grid. In order not to complexify the problem
formulation, we impose similar matrix structures at all grids, decomposing Sκ as
Sκ = BκTW
κ
Bκ + RκTΘ
κ
Rκ, (2.59)
where the separate terms at Ω0 correspond to the ones of (2.55).
In order to specify the data part of Sκ, we build a weight pyramid, starting
from the available fine-scale matrix W
0
. Simplifying the coarser-scale convolution
matrices Bκ as identity, we express the diagonal elements of W
1
as
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w1[k] =
{
w0 ? h2
∨ ? b∨
}
↓2 [k], (2.60)
where ∨ flips a given sequence as ·∨[k] = ·[−k]. The convolutive effect of B is thus
taken into account at this first weight level. For κ > 1, the expression of wκ takes
the simpler form
wκ+1[k] = {wκ ? h2∨}↓2 [k]. (2.61)
Regarding the regularization term, the components of the coarse-scale diagonal
sub-matrices Θ
κ
ij involved in (2.59) are obtained as in (2.61) through the relations
θ
κ+1
ij [k] =
{
θ
κ
ij ? h2
∨
}
↓2
[k], (2.62)
while Rκ is defined as
Rκ = 2−κR, (2.63)
according to the scaling properties of the gradient operator.
2.7.2 Successive over-relaxation
The Full-Multigrid V-cycles involve iterations at distinct grids κ as part of two dis-
tinct cycle phases. According to the definitions of the prolongation and restriction
operators, the current phase ℘ can be ascending or descending, with ℘ ∈ {4,5}.
Based on the knowledge of κ and ℘, the iterative technique that we use to solve the
linear problems (2.57) is parameterized with distinct numbers of iterations N∗i (κ, ℘)
and relaxation constants ω(κ, ℘). For convenience, we denote the relaxation con-
stants by ω when referring to them in a generic sense.
Given the symmetry and positive-definitness of the Sκ in (2.57), a certain class
of iterative methods can be used, including the well-known Conjugate Gradient
(CG). The successive over-relaxation (SOR) technique [62] is especially efficient for
our multigrid problem. It corresponds to a damped version of the Gauss-Seidel
iterative method, and its convergence is guaranteed for ω ∈ [0, 2]. Given Sκ and
yκ, the SOR iterate at grid Ωκ is defined as
c˜κ ← c˜κ + ω(SκD + ωSκL)−1R(Ωκ), (2.64)
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Figure 2.3: Masking process. The pseudo-random binary mask shown above is
applied before interpolation and only keeps 2% of the original data; the average
gap between the retained samples corresponds to 4.3 pixels.
where SκD and S
κ
L stand for the diagonal and strictly lower triangular parts of the
matrix Sκ, respectively.
Unlike exact resolution, this iterative approach only involves partial matrix in-
versions. Structurally, each iteration is performed by updating the coefficient vector
c˜κ componentwise. The sparse structure of Sκ makes these updates correspond to
space-domain operations of complexity O(N logN) at most.
2.8 Experiments
In this section, we compare our AIRLS approach with respect to the state of the art,
considering interpolation experiments on grayscale images10. Our implementation
has been coded in Java, and run on Mac OS X with a Quad-Core Xeon 2 × 2.8
GHz and 4 GB of DDR2 memory. The computation of the optimal orientations in
(2.37) for G1 and the SOR updates in (2.64) are parallelized using multithreading.
The state-of-the-art methods that are considered for comparison are also based on
10The CT image is part of the Dicom stack CT HEAD-NK 5.0 B30s (Keith E. Blackwell, M.D.).
The standard Bird image is found at http://www2.isye.gatech.edu/~brani/images/bird.gif,
while the rest of the original data belongs to the GCF-BM3D set found at http://www.cs.tut.
fi/∼foi/GCF-BM3D. The image histograms are rescaled to [0, 255] for all experiments.
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Setting Ideal Interpolation Generalized Interpolation
Method GREY EED EED0 EED1 EED2 EED0 EED1 EED2
Runtime [s] 6.09∗ 134.90 3.62 5.73 5.00 4.22 6.52 6.60
Bird 19.86 20.45 20.77 21.02 20.42 23.28 22.98 22.49
Cameraman 17.37 17.68 17.58 17.90 17.40 19.58 19.73 19.50
CT 20.66 21.21 21.14 21.88 21.28 22.76 23.68 23.59
House 18.47 18.76 18.71 19.73 19.60 21.07 21.62 21.31
Lena (crop) 18.38 19.39 19.34 20.22 19.61 21.12 21.87 21.70
Montage 17.66 18.57 18.52 18.67 18.15 20.11 20.38 20.17
Peppers 19.00 18.97 19.12 19.15 18.49 20.77 21.21 20.80
* These average runtimes correspond to distinct implementations.
Table 2.1: Numerical results (PSNR) for the interpolation experiments.
parallel implementations11.
We consider B-splines of order η = 2, and compute No = 16 orientations when
using the operator G1 in (2.27). Following the generic IRLS procedure of Algorithm
2.1, our algorithm reconstructs images by solvingNi = 10 successive linear problems
that are defined on Ng = 4 grids in (2.57). For each linear problem, the iteration
and relaxation constants common to all experiments are ω(κ,4) = 1.5, N∗i (κ,5) =
2, N∗i (κ,4) = 1, ∀κ, and ω(κ,5) = 1.5, ∀κ > 0. The constants β1 and β2 involved
in the diffusivites (2.31) and (2.32) are scaled according to the dynamic range DR of
the image under consideration. For convenience, we display unit-resampled versions
of the continuous reconstructions [27]. The PSNR measures are evaluated on the
central portion of the images (80%) so as to discard the influence of the boundary
conditions.
2.8.1 Sparse interpolation of ideal samples
In these experiments, we interpolate grayscale images from 2% of their samples,
according to one realization of a binary random mask. The sampling is ideal,
meaning that the prefilter ϕ0 used in our generalized model (2.1) reduces to the
Dirac distribution δ(·). The other parameters are Λ = 0.01,M = 1, ls = 25, lσ =
4, Nv = 1, ω(0,5) = 1.95, β1 = 2 · 10−3DR, and β2 = 8 · 10−2DR. We consider sets
11The implementations that are distinct from our method sometimes run on different platforms,
and can differ in their level of optimization and parallelization. Caution should therefore be exerted
to not overinterpret the runtime results reported in Tables 2.1 and 2.2.
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(a) Original image (b) GREY interpolation (c) EED interpolation
(d) EED0 interpolation (e) EED1 interpolation (f) EED2 interpolation
Figure 2.4: Ideal interpolation of CT (256× 256 crop) from 2% of samples.
of 256× 256 images, the corresponding binary mask being shown in Figure 2.3.
We compare our three EEDi methods with the fast PDE-based approach of
Tschumperle´ [37] implemented in version 2.9 of GREYCstoration12 (GREY). We
have also implemented a PDE-based version of the EED flow using explicit time
steps; this approach is referred to as EED in the sequel.
Quantitative and visual results for these algorithms are provided for the inter-
polation of several images in Table 2.1 and in Figures 2.4 and 2.5, respectively.
12This code is run with 15 iterations under default settings. The resulting PSNR tends to
degrade when iterating further.
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(a) Original image (b) GREY interpolation (c) EED interpolation
(d) EED0 interpolation (e) EED1 interpolation (f) EED2 interpolation
Figure 2.5: Ideal interpolation of Lena (256× 256 crop) from 2% of samples.
Observe that our specific tensor-estimation approach in EED1 restores directional
features better than GREY, EED, and EED0, and yields higher SNR values. Our
EED2 method is quantitatively inferior to EED1 but restores very sharp edges as
can be seen in Figures 2.4 and 2.5. Its regularization behavior is consistent with
the properties of the Perona-Malik diffusivity mentioned in Section 2.5.2. Our
PDE-based implementation of EED requires 5000 time steps for convergence. It is
much slower than EED0, as shown in Table 2.1, but yields similar results in terms
of PSNR and visual appearance. This corroborates the fixed-point interpretations
discussed in Sections 2.4 and 2.5.
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(a) EED0 interpolation (b) EED1 interpolation (c) EED2 interpolation
Figure 2.6: Generalized interpolation of CT and Lena (256× 256 crop) from 2% of
samples acquired with a prefilter ϕ0.
These results demonstrate the suitability of our EEDi methods to restore ge-
ometrical information from few image samples. In general, our approach is less
successful at restoring textures because, in several cases, the latter are composed of
repetitive patches rather than well-defined oriented features. To some extent, this
discrepancy between geometrical-information and texture restoration is due to the
fact that image structures and textures correspond to dual functional spaces [63].
Note that, although our EEDi methods are able to restore a substantial amount of
geometrical features in an image, they may not recover certain types of 2D junctions
because the associated diffusion tensors can only represent gradient information in
2.8 Experiments 39
Method Quad. TV R&M EED0 EED1 EED2
Runtime [s] 1.31 5.32∗ 1.88∗ 5.46 7.45 7.59
Bird 27.22 28.16 28.31 27.99 28.43 28.68
Cameraman 21.73 22.37 22.16 21.99 22.18 22.42
CT 27.11 27.67 28.75 27.53 28.80 28.67
House 25.74 26.46 26.60 25.98 26.55 26.54
Lena (crop) 24.81 25.19 25.70 25.54 25.85 25.70
Montage 21.85 22.20 22.04 22.03 22.28 22.30
Peppers 25.36 25.80 26.21 25.85 26.38 26.54
* These average runtimes correspond to distinct implementations.
Table 2.2: Numerical results (PSNR) for the magnification experiments.
a symmetric form [64]. This issue remains open to future research.
2.8.2 Sparse interpolation of generalized samples
In this second part, we wish to reconstruct the same images from 2% of their
samples, considering here generalized sampling ϕ0 =
1
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of [35] is not applicable here; it can be substituted with our EED0 method as
implemented in our more general AIRLS framework.
Using the same mask and parameters as above, the numerical results are pro-
vided in Table 2.1 and the visual results are shown in Figure 2.6 for our three EEDi
methods. The improvement of EED1 relative to the other methods is comparable
with the ideal case in terms of PSNR and visual quality. Remarkably, all results
are better in terms of PSNR than their counterparts in the ideal-sampling setting.
As a matter of fact, the analysis function ϕ0 acts as an anti-aliasing filter before
sampling, which causes the overall reconstructed features to be more consistent
with the original image. This emphasizes the interest of using generalized sampling
for sparse interpolation.
2.8.3 Image magnification
In our framework, image magnification corresponds to a particular instance of
sparse interpolation where the sparsity is regular and typically low. Our approach
is well suited to that problem because the presence of a prefilter before sampling is
inherent in practical acquisition devices [9]. For that case, we compare our EEDi
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methods with quadratic regularization as well as with distinct magnification algo-
rithms that also handle generalized sampling. The quadratic approach regularizes
the L2-norm of the image gradient. It is implemented in AIRLS as the limit case
ψ = 1 where one single unweighted linear problem has to be solved. We further
consider iterative TV reconstruction with an implementation13 of the primal-dual
method [34] as well as the PDE-based method of Roussos and Maragos (R&M)
provided by Getreuer as an online demo [65]. Choosing a magnification factor of
M = 4, we model the sensor integration ϕ0 as a 2D Gaussian of standard deviation
0.35M in each dimension as can be specified in the R&M demo. The parameters
specific to AIRLS are Λ = 0.01, ls = 9, Nv = 2, ω(0,5) = 1.5, β1 = 2 · 10−3DR,
and β2 = 2 · 10−2DR. The other algorithms are used with their default settings.
The available data consists in images that are primarily downsampled according
to the above generalized-sampling settings. The corresponding reconstructions are
obtained by magnification and compared with the known oracles; the results are
shown in Table 2.2 and Figure 2.7. In Figure 2.8, we perform a similar magnification
experiment on an image that is provided as such without any prior downscaling.
We observe that the combination of consistent-resampling constraints with edge-
preserving regularization yields high-quality reconstructions in terms of feature
preservation, as discussed in [26]. This emphasizes the interest of taking the sensor
integration into account for image magnification. The results of Figures 2.7 and
2.8 demonstrate that all nonlinear methods restore sharper edges than quadratic
regularization.
As compared to the isotropic TV solution, the anisotropic EED0, EED1, and
R&M methods better preserve certain fine structures as well as the curvature of
the objects, thanks to the associated flows. They also avoid staircasing artifacts
but introduce some edge smearing. The EED2 method yields the highest-quality
results because it benefits from the desirable properties of anisotropic diffusion
while preserving image sharpness nearly at the same level as TV. It also yields
the highest PSNR values for several images as shown in Table 2.2. Note that,
interestingly, recent works have proposed extended forms of TV that are based on
13This Matlab implementation is based on a publicly available source code of Y. Chen and T.
Pock, Graz University of Technology, Austria. We have modified the original version so as to
handle the ϕ0 under consideration. While the code structure is not optimized for multithreading,
most low-level Matlab functions that are involved are intrinsically parallelized (e.g., elementary
operators). The algorithm is run until 400 iterations are reached, or until the PSNR increase per
iteration is lower than 10−3.
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(a) Quadratic solution (b) TV solution (c) R&M solution
(d) EED0 solution (e) EED1 solution (f) EED2 solution
Figure 2.7: Magnification of Bird after it was downsampled by a factor 4 along
each dimension.
higher-order differential operators, which avoids staircasing artefacts. For instance,
the authors of [66] have introduced the concept of total generalized variation (TGV).
The extent to which TGV-type methods may compete with EED-based ones in the
image-magnification setting remains an open topic of research.
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(a) Quadratic solution (b) TV solution (c) R&M solution
(d) EED0 solution (e) EED1 solution (f) EED2 solution
Figure 2.8: Magnification of Peppers (64 × 64 crop) by a factor 4 along each di-
mension.
2.9 Conclusions
We have designed a method that reconstructs continuous images from a sparse
set of generalized samples. Combined with consistent data-fidelity constraints, our
anisotropic regularization approach was designed to preserve the edge information
accurately, and to be functional at high sparsity levels. In the experiments, promis-
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ing results have been obtained with nonuniform interpolation of images as well as
with consistent image magnification.
From an algorithmic perspective, the low computational cost of our method
demonstrates that approaches based on IRLS can successfully handle anisotropic
regularization in sparse inverse problems. This low cost legitimates the use of linear-
multigrid approaches. As in IRLS, we have successfully maximized the algorithmic
performance by restricting the diffusivity estimations to the reweightings. This has
led to a simple and efficient design that drastically reduces redundancy in terms
of operations. Our algorithm has been optimized for sparse interpolation. It is
comparable to state-of-the-art implementations in terms of computational efficiency.
Because it is based on IRLS, our approach is modular. Its data term can po-
tentially be redefined so as to solve several types of inverse problems, such as
multi-image super-resolution or deconvolution. The structure of the proposed reg-
ularization framework is also able to handle multivariate data or alternate defini-
tions of the anisotropic flow. Extensions to higher dimensions are straightforward
because the edge-enhancing anisotropic diffusion that we formulated in Section 2.5
is generic. This emphasizes the flexibility of our method in terms of applicability
and leaves room for further improvements.
2.10 Appendix
2.10.1 Full-Multigrid V-Cycles
Each Full-Multigrid V-cycle FMG(κ) parameterized by Nv ∈ N∗ corresponds to the
recursive function shown in Algorithm 2.2, the residual at a given grid Ωκ being
defined as
R(Ωκ) = yκ − Sκc˜κ. (2.65)
The expression I5 denotes a restriction operator, which transfers a sequence from
a grid Ωκ towards a coarser grid Ωκ+1, while I4 denotes a prolongation operator,
which transfers a sequence from a grid Ωκ+1 towards a finer grid Ωκ. The operator
V(κ) described in Algorithm 2.3 performs one V-Cycle at grid Ωκ, which is itself a
recursive function. The two arguments parameterizing our SOR iterative method
correspond to the current phase ℘ of the V-Cycle followed by the current grid level
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if κ < Ng − 1 then
a) Update yκ+1 ← I5R(Ωκ)
b) Run FMG(κ+ 1)
c) Correct c˜κ ← c˜κ + I4c˜κ+1
d) Count I ← I + 1
end
2) Run V(κ) Nv times
Algorithm 2.2: Full-Multigrid V-Cycle FMG(κ).
κ. They determine the number of iterations N∗i (κ, ℘) and the relaxation constant
ω(κ, ℘) that have to be used in each case.
2.10.2 Properties of the system matrix
The positive-definiteness of T and Λ imply that, ∀k:
(θ
0
11[k] θ
0
12[k], θ
0
21[k] θ
0
22[k]) ≥ 0. (2.66)
From (2.62) and (2.66), given the positivity of the scaling filters h2, and given that
the set of positive-definite matrices is closed under summation, we infer the more
general set of inequalities
∀κ : (θκ11[k] θ
κ
12[k], θ
κ
21[k] θ
κ
22[k]) ≥ 0. (2.67)
Similarly, from the non-negativity of the finest-scale data weights, given (2.60) and
(2.61), and given the non-negativity of the B-spline scaling filter h2 and of the
sequence b defined in (2.9),
∀κ : wκ[k] ≥ 0. (2.68)
From (2.67) and (2.68), and given the eigenvalue-decoupling (sub)diagonal structure
of the corresponding weight matrices, we obtain
∀κ : Wκ ≥ 0,Θκ ≥ 0. (2.69)
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1) Iterate at Ωκ given the parameters κ and ℘ = 5
if κ < Ng − 1 then
a) Update yκ+1 ← I5R(Ωκ)
b) Run V(κ+ 1)
c) Correct c˜κ ← c˜κ + I4c˜κ+1
end
2) Iterate at Ωκ given the parameters κ and ℘ = 4
Algorithm 2.3: V-Cycle V(κ).
Now, in the context of our reconstruction problem, we assume that the intersection
between the nullspaces of BκTW
κ
Bκ and RκTΘ
κ
Rκ in (2.59) is empty. Accord-
ingly, from (2.69), given the symmetry of the weight matrices, and given that all
quantities are real, (2.59) corresponds to a sum of Cholesky decompositions. The
whole system matrix Sκ is therefore symmetric and positive definite at all scales.
2.10.3 AIRLS connections
Our reconstruction algorithm is linked with classical variational techniques. In cer-
tain settings, indeed, the successive quadratic regularizers of AIRLS can degenerate
to simpler expressions that are associated with the minimization of one global en-
ergy functional. For convenience, we consider the continuous form (2.44) in our
discussion; the same reasonings hold in the discrete case.
Connection with isotropic regularization
Parameterizing AIRLS with {∇, ψ}, and choosing a function ψ ≤ 1 that is linked
to a convex potential ΨR through the multiplicative form of half-quadratic mini-
mization (e.g., ψ1), each regularizer RA(·|u(n)) reduces to
RA′(u|u(n)) =
∫
R2
ψ(‖∇u(n)(x)‖)‖∇u(x)‖2dx +R+A(u|u(n)), (2.70)
where
R+A(u|u(n)) =
∫
R2
(1− ψ(‖∇u(n)(x)‖))(∇⊥∇u(n)(x)u)2(x)dx, (2.71)
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using the properties of the gradient ∇. According to the definition of ψ, the first
integral term of (2.70) upper bounds the isotropic regularizer
RA′(u) =
∫
R2
ΨR(‖∇u(x)‖)dx. (2.72)
As for the second term of (2.70), the inequality ψ ≤ 1 and the relations between
the directional derivative ∇⊥· and the gradient ∇ yield, ∀u(n):
R+A(·|u(n)) ≥ 0,
R+A(u(n)|u(n)) = 0. (2.73)
Relations (2.73) imply that (2.70) defines successive upper bounds of (2.72). These
bounds are as valid but looser than the conventional ones because of the additive
integral term. In this setting, AIRLS thus minimizes one single functional whose
regularizer is a discretized form of the isotropic cost RA′.
Connection with quadratic regularization
In the limit case ψ = 1, the properties of the directional derivatives imply that the
successive quadratic functionals RA(·|u(n)) of AIRLS degenerate to
RA′′(u) = ‖∇u(x)‖2L2 . (2.74)
In that case, AIRLS minimizes one single quadratic functional whose regularizer
is a discretized form of RA′′. Since the latter is independent from c˜(n), only one
iteration is required for convergence. Note that (2.74) is one particular instance of
the quadratic regularizers of Section 2.4.1 where L = ∇.
Chapter 3
Image reconstruction from
binary measurements
3.1 Introduction
Our goal here is to reconstruct images from binary measurements. In order to obtain
results of satisfactory quality within reasonable computational time, we propose to
design a framework that is adapted to visual data and that follows compressed-
sensing principles. From a general perspective, compressed-sensing strategies are
based on forward models that allow to substantially reduce the number of samples
required for signal acquisition compared to more conventional approaches, at the
expense of an additional reconstruction procedure. These strategies can also provide
robust results with quantized measurements, including in our one-bit setting.
Our forward model describes data acquisition and follows physical principles. It
entails a series of random convolutions performed optically on the original signal f
followed by sampling and binary thresholding. According to (1.2), the latter effect
is modeled by the operator Q; our overall acquisition model is thus nonlinear unlike
in Chapter 2. Meanwhile, as in the previous chapter, the binary samples that are
obtained can be either measured or ignored according to predefined functions.
Based on these measurements, we express our reconstruction problem as the
minimization of a compound convex cost that enforces the consistency of the so-
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lution f˜ with the available binary data under TV regularization. Then, relying
on convex-optimization principles, we derive an efficient reconstruction algorithm
that complies with the high dimensionality of image data. Finally, we conduct sev-
eral experiments on standard images and demonstrate the practical interest of our
approach1.
3.2 Overview
In the context of compressed sensing, the amount of data to be acquired can be
substantially reduced as compared to conventional sampling strategies [12, 18, 67,
68, 69, 70]. The key principle of this approach is to compress the information
before it is captured, which is especially beneficial when the acquisition process
is expensive in terms of time or hardware. For instance, in their previous work
[13], Boufounos et al. investigated the performance of compressed sensing in the
binary case where the extreme coarseness of the quantization must typically be
compensated by taking more numerous measurements than in the classical case.
The original signal can then be recovered from the available measurements through
numerical reconstruction, whose computational complexity exhibits a strong depen-
dance on the structure of the forward model. Consequently, specialized acquisition
approaches are required for compressed sensing when dealing with large-scale data
such as images. For instance, we were able to extend in [10] the central principles
of [13] to image acquisition and reconstruction. Our associated forward model gen-
erates binary measurements that are based on random-convolution principles [12].
Though demonstrating satisfactory reconstruction capability for image data, this
method tends to create spatial redundancy in the associated measurements, which
is suboptimal from the perspective of information content.
In this chapter, our first contribution is to propose a general framework for
the binary compressed sensing of images. Based on [10], we devise an extended
forward model that can take several binary captures of a given grayscale image.
Each of these acquisitions corresponds to one distinct convolution performed by an
optical system. The flexibility of our approach allows us to improve the statistical
properties of the associated binary data, which ultimately increases the quality of
reconstructions.
1This chapter is based on our papers [10, 11].
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Using a variational formulation to express our reconstruction problem, our sec-
ond contribution is a fast reconstruction algorithm that uses bound-optimization
principles. This proposed algorithm yields an IRLS procedure that is easily param-
eterized. Note that, in the context of reconstruction from binary measurements,
several distinct resolution strategies have been proposed in the literature, some of
which bear some similarities with our approach, and some of which are based on
non-convex constrained formulations [14, 71].
We introduce some preliminary theoretical background in Section 3.3. We then
describe our forward model for image acquisition in Section 3.4. In Section 3.5,
we express our reconstruction problem as the minimization of a compound cost
functional. Based on convex optimization, we derive the reconstruction algorithm
in Section 3.6. In Section 3.7, we perform several experiments on standard grayscale
images. We extensively discuss them and conclude our chapter in Section 3.8.
3.3 Compressed-sensing strategy
As discussed in the sequel, our unknown signal f maps to a coefficient vector c.
Accordingly, any linear measurement system can then be modeled by a matrix
A ∈ RM×N , where the measurements correspond to g = Ac, and where M,N are
the numbers of measurements and the number of unknowns, respectively.
The theory of compressed sensing guarantees that c ∈ RN can be recovered from
a small amount of measurements if it is sufficiently sparse in some appropriate linear
basis Φ. By sparsity, it is meant here that c must consist of enough negligible entries
once it has been represented in the basis Φ. As it turns out, natural images are
often sparse in some transformed domains (e.g., wavelets). The importance of Φ,
in the general theory, is its mere existence; its specific layout reflects the considered
class of signals. The measurement matrix A bears no direct relation with Φ, except
that, in order to be suitable, it must be incoherent—in the statistical sense—with
that basis. This means that the bases of the measurement and sparse-representation
domains of the signal must be uncorrelated with overwhelming probability [72].
If the measurements are not quantized, the standard reconstruction problem
(P0) in compressed sensing is to find the sparsest solution c leading to these same
measurements (up to some imprecision KD), given the system matrix A. When Φ
is orthonormal, this can be expressed as
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(P0) : min
c
∥∥ΦTc∥∥
`0
s.t. ‖g −Ac‖`2 ≤ KD. (3.1)
The left term minimizes the solution sparsity, while the right one ensures fidelity
to the available measurements. This problem is non-convex and NP-hard. Let us
now consider the alternate convex-optimization problem
(P1) : min
c
‖g −Ac‖2`2 + Λ
∥∥ΦTc∥∥
`1
, (3.2)
where Λ ∈ R∗+ is a constant. Interestingly, it has been shown that, when c is
sufficiently sparse, (P0) and (P1) yield solutions that are equivalent in some sense.
Moreover, unlike (P0), the problem (P1) is tractable and can be solved using convex-
optimization techniques.
Besides the aforementioned properties, it has been shown that compressed-
sensing measurements are robust to quantization as well [73]. The corresponding
problem can thus be treated as a variation of the classical one in which the linear
measurements g are further quantized through a pointwise nonlinear operator Q,
and are typically more numerous than the amount of unknows. In this chapter, we
are going to deviate from the traditional compressed-sensing framework by first con-
sidering such quantized measurements as mentioned in Section 3.2, which requires
the use of a modified data term in (3.2), and second by using a non-unitary regu-
larization matrix R that corresponds to TV, and which promotes piecewise-smooth
solutions [32].
3.4 Forward model
3.4.1 General structure
In this section, we establish a convolutive physical model that generates L binary
measurement sequences γi from a given 2D continuously defined image f of unit
square size. Following a design similar to the one of [10], each of these sequences is
obtained through optical convolution of f with a distinct pseudo-random filter hi
followed by acquisition through binary sensors.
Specifically, each convolved image f ∗ hi is sampled and binarized by a uniform
2D CCD-like array of M0 ×M0 sensors, the specific form of hi being defined in
Section 3.4.2. The actual sampling process is regular but nonideal, meaning that
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each sensing area of side M0
−1 has some pre-integration effect modeled by some
spatial filter ϕ0. Therefore, the global convolutive effect of our model before sam-
pling corresponds to the spatial kernels hi∗ϕ0, yielding the pre-filtered intermediate
images
f0i(x) = (f ∗ hi ∗ ϕ0)(x), (3.3)
where the vector x ∈ R2 denotes the 2D spatial coordinates. Then, the sensor array
samples each image f0i with a step M0
−1, which produces the sequences f1i defined
for each index k ∈ Z2 as
f1i[k] = f0i(x)|x=kM0−1 . (3.4)
Unlike [10], we allow for a finite-differentiation process to take place before the
final quantization step. Denoting the corresponding discrete filters as ζi, the non-
quantized measurements gi are obtained as
gi[k] = (f1i ? ζi)[k], (3.5)
where ? denotes a discrete convolution. These operations can be efficiently per-
formed by the sensor array itself, for instance using voltage comparators. As dis-
cussed in the experimental section, finite differentiation brings improvements in
terms of reconstruction quality and simplifies the calibration of the system. No
finite differentiation occurs when taking ζi to be the discrete unit sample δ[·].
Defining τ as a common threshold value, the measurements gi[k] are finally
binarized at the sensor level to the signs γi[k] = Q(gi[k], τ). The nonlinear operator
Q is defined accordingly as
Q(t, τ) =
{
+1, t ≥ τ
−1, otherwise. (3.6)
The measurements γi can be selectively stored according to discrete spatial indicator
functions χi. Each γi[k] is actually kept and counted as a measurement if and only
if the value χi[k] ∈ {0, 1} is unity for the same k. Note that, before binarization,
every measurement gi is a mere linear functional of f .
The successive operations that are involved in our forward model simplify to one
single convolution in the continuous domain without subsequent discrete filtering,
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as summarized in Figure 3.1. The equivalent spatial impulse response h′i of the
filter corresponds to
h′i(x) =
∑
k∈Z2
ζi[k] (hi ∗ ϕ0)(x− k/M0). (3.7)
To sum up, our forward model yields M = KLM0
2 binary measurements of the
continuously defined image f in the form of L distinct binary sequences, where K
is the storage ratio associated to the functions χi. These captured sequences are
complementary, as they are associated with distinct random convolutions before
sampling, binarization, and masking through the χi. Since the latter process allows
to decrease M , the resolution M0 can be kept constant. This avoids high-frequency
losses due to coarse-sensor integration.
Besides reducing data storage, the process of binary quantization potentially
consumes far less power than standard analog-to-digital converters, and is less sus-
ceptible to the nonlinear distortion of analog electronics [14]. Binary sensors are
also associated with very high sampling rates in general [13]. In that regard, the
selective subsampling that we specify by χi may also lead to further reductions
of the acquisition time if fewer measurements are required; the acquisition of the
selected samples can indeed be performed efficiently through randomly addressable
image sensors2.
3.4.2 Pseudo-random optical filters
As mentioned in Section 3.4.1, the L filters hi are associated to optical convolu-
tion operations. Accordingly, we make each hi correspond to a distinct spatially
invariant point-spread function (PSF) that is generated by the same optical model.
In our setup shown in Figure 3.2, the image f is associated with light intensities
defined on a plane. For each of the L acquisitions, the intensities measured by the
sensor array after optical propagation correspond to the convolution f ∗ hi up to
geometrical inversion.
The specific form of hi depends on the profile of the central plane of the system
called the Fourier plane [75]. In our model, this plane transmits light through a
2Image sensors that are based on the complementary-metal-oxide-semiconductor (CMOS) tech-
nology allow for parallel and random access, as opposed to other architectures that can only per-
form sequential readout [74]. While the potential benefits of binary sensors further motivate our
imaging model, the proper development of such elements for optics remains to be addressed.
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Figure 3.1: General framework. The unknown continuously defined image f is first
convolved with L distinct kernels h′i, producing the intermediate images f0i
′ = f∗h′i.
Each f0i
′ is then sampled with step M0−1 to obtain the sequences gi. The last ac-
quisition step consists in pointwise binarization with threshold τ , resulting in the
binary measurements γi. When retained, the latter constitute the available infor-
mation on the original data. Based on these selected measurements, and assuming
that the forward model is known, our reconstruction algorithm produces an esti-
mate f˜ of the original image that is defined in terms of N0 ×N0 coefficients.
circular area and is further equipped for each acquisition with one distinct instance
of a phase-shifting plate whose effect is to multiply the transmitted-light amplitudes
with pseudorandom phase values. The resulting profile qi is modeled as a complex-
valued function expressed in normalized spatial coordinates [75].
Considering phase functions µi composed of square zones, each zone associated
with either a 0 or pi phase shift, we obtain
µi(ξ) =
∑
k∈Z2
νi[k] rect(ξ − k), (3.8)
where the phases νi are independent and random variables that take values from
the pair {0, pi} with equal probability, where rect is the 2D rectangle function, and
where ξ denotes normalized spatial coordinates. The phase-shifting plates associ-
ated with the µi are of finite extent since they only operate inside the transmissive
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f(x) qi(ξ) (f ∗ hi)(x)
Figure 3.2: Optical setup. In our optical model, the image f maps to light-
intensity values. Our optical device transforms this initial image wavefront using
elements that are spaced by the same distance F. Following the direction z of light
propagation, this system called 4F consists in the left plane where the image f lies,
one first lens of focal length F, the central plane, one second lens identical to the
first one, and the last plane containing the propagated wavefront to be captured
by the sensor array.
circular area of Figure 3.2. The latter is designed such that the diameter of the cir-
cle covers Nd phase zones in the horizontal or vertical direction. It is thus specified
by the function
circ(ξ) =
{
1, ‖ξ‖ ≤ Nd/2
0, otherwise.
(3.9)
The profile qi combines the phase shifts of (3.8) with the transmissivities of (3.9).
It is defined as
qi(ξ) = circ(ξ) exp(− jµi(ξ)). (3.10)
Due to the 4F placement of the lenses, the propagation of light implements a
continuous Fourier transform [75]. The light amplitudes are also modulated by qi
in the Fourier plane. Accordingly, the impulse response of the system is defined up
to scale as
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hi(x) = |F{qi} (x) |2, (3.11)
where F denotes the Fourier transform
F{qi}(x) =
∫
R2
qi(ξ) exp(− j xTξ)dξ. (3.12)
The use of spatially incoherent illumination3 and the fact that the measured quan-
tities are light intensities results in a squared modulus in (3.11). Each filter hi is
thus nonnegative, and depends upon the corresponding µi defined in (3.8). The
latter can be generated electronically by a spatial light modulator [12].
3.5 Reconstruction problem
For the general problem of binary compressed sensing, the authors of [14] have
recently proposed a reconstruction technique that is based on binary iterative hard
thresholding (BIHT), using the non-convex constraint that the solution signal lies
on the unit sphere. This approach extends previous works [13, 76], and achieves
better performance. The work of [71] uses a distinct strategy by formulating a
convex reconstruction problem solvable by linear programming. An extension of
this principle to the case of noisy measurements is also considered by the same
authors in [77]. In the case of the proposed forward model, the use of phase masks
produces random-like patterns in each of the binary-measurement sequences that
are obtained. This closely relates our overall strategy to the aforementioned works,
and, more specifically, to the compressed-sensing paradigm of [13].
3.5.1 Connection with compressed sensing
In order to comply with the compressed-sensing framework, we have to represent
our signals in discrete form. Therefore, assuming (1.3) with normalized coefficient-
grid spacing, we model the continuously defined estimate f˜ of f as the expansion
3Spatial incoherence means that the phases of the initial wavefront on the left plane of Figure
3.2 vary with time in uncorrelated fashions. This implies that the effective response of our optical
system is linear in intensity rather than in amplitude [75].
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f˜(x) =
∑
k∈Z2
c˜[k]ϕ(x− k), (3.13)
where the sequence c˜ corresponds to (N0×N0) real coefficients placed on a regular
grid, and where ϕ(x) = ϕ(x1)ϕ(x2) for x ∈ R2 is the separable 2D B-spline of degree
η. Given their small support and polynomial-reproduction properties, B-splines are
especially adapted from both approximation and computational viewpoints. They
thus constitute a suitable approach to represent continuous images [47].
Since our continuous image f˜ is modeled as a linear combination of B-spline
basis functions, it is equivalently described through the corresponding coefficients.
Then, given the expansion (3.13), the introduction of f˜ into our physical forward
model naturally leads to a linear and discrete dependency between the image co-
efficients c˜ and the corresponding measurements g˜ that are obtained before quan-
tization. Accordingly, the relation between c˜ and each corresponding sequence g˜i
can be summarized into the measurement matrix A ∈ RM×N , whose structure is
induced from our continuous-domain formulation. Using matrix notation, we ob-
tain the matrix-vector relation of the form (1.5) between c˜ and g˜, where c˜ contains
N = N0
2 coefficients and where g˜ contains M measurements. Our corresponding
measurement matrix A generalizes [10] and vertically concatenates several terms
Ai of similar structure as
A = (A1, . . . ,Ai, . . . ,AL). (3.14)
These terms are associated with the sequences g˜i. They depend from the corre-
sponding kernels h′i and from the rational sampling step M0
−1. They are defined
as
Ai = χiDNBiUM, (3.15)
where Di and Uj denote downsampling-by-i and upsampling-by-j matrices. The
integersM and N are such that the right-hand side of the equality M0/N0 =M/N
is in reduced form. Given periodic boundary conditions, the circulant matrix Bi is
associated with the discrete impulse response
bi[k] =
N
NM02
(
h′i
(
N ·
NM02
)
∗ ϕ
( ·
M
))
(x)|x=k. (3.16)
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Finally, each matrix χi is linked to χi. Specifically, it corresponds to an identity
matrix whose rows associated with the discarded measurements are suppressed, if
any. The overall structure of A will prove to be beneficial for the reconstruction in
terms of computational complexity. The measurements are indeed related to the
coefficients by mere discrete-Fourier-transform (DFT) and resampling operations.
In accordance with the principles discussed in Section 3.3, the compressed-
sensing paradigm followed in this chapter requires the expansion of type (3.13) to
be valid not only for the estimate f˜ , but also for the unknown signal f itself. Ac-
cordingly, the relation between the coefficients c of f and the known measurements
g is expressed in matrix notation as
g = Ac. (3.17)
When the unknown vector c in (3.17) is sufficiently sparse in some adequate basis,
the theory of compressed sensing offers guarantees on the quality of reconstruc-
tion in terms of robustness to measurement loss or quantization [73], provided that
the measurement matrix is appropriate. As mentioned in Section 3.3, a common
and suitable criterion for A is to be statistically incoherent with any fixed signal
representation. This property has been shown theoretically to strictly hold for
matrices consisting of independent and identically distributed (iid) Gaussian ran-
dom entries [67, 70], and also to nearly hold for other random-matrix ensembles
[78, 12, 68, 79, 69]. In the context of this chapter, we resort to an experimental
validation of our measurement matrix for binary compressed sensing. In particular,
we shall demonstrate in Section 3.7 that our model is suitable for the reconstruction
of images from few data, and that the quality of the solution is linked to relatively
simple criteria relying on the measurements themselves.
The appropriateness of A in our generalized model is tied to the set of discrete
filters bi defined in (3.16) and associated with the matrix terms Ai. Indeed, they
share similarities with the Romberg’s random-convolution pulses proposed in [12]
for compressed sensing. Firstly, their discrete Fourier coefficients also have phase
values that are randomly distributed in [0, 2pi), given their relation with the profiles
(3.8). Secondly, despite not being strictly all-pass as in [12], our filters are also
spread-out in the spatial domain. Due to these properties, the form of bi has been
shown to yield satisfactory reconstructions in the binary case [10]. Besides being
adequate individually, these filters also produce L distinct sequences gi from the
same image f because they are associated with L distinct pseudorandom phase-
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mask profiles in (3.10). In some sense, our multi-acquisition framework is the
reverse of multichannel compressed-sensing architectures where one single output
sequence combines several source signals through distinct modulation or filtering
operations [80, 81]. As will be discussed in Section 3.7, the subsequent thresholding
operation (3.6) that is applied in our method yields binary measurements that follow
an equiprobable distribution, as in [10]. The proper specification of the additional
acquisition parameters of our system (including χi and L) will allow us to maximize
the reconstruction performance while maintaining a high computational efficiency.
3.5.2 Variational approach
We propose to formulate our image-reconstruction problem in a variational frame-
work. Specifically, our solution is expressed as the minimum of a convex functional
that includes data-fidelity and regularity constraints. Using bound-optimization
principles, the convexity of this functional is exploited in Section 3.6 to derive an
efficient iterative-reconstruction algorithm. The latter can handle large-scale prob-
lems because, from a computational perspective, it involves the application of the
forward model (whose form is essentially convolutive in our case) and of its adjoint
inside each iteration as in other methods. Furthermore, besides quality considera-
tions, the specific structure of our reconstruction problem will allow us to maximize
iterative performance through preconditioning and Nesterov’s acceleration [82].
The available data consist of the measurements γi obtained according to Section
3.4. In addition, we suppose that A is known. Its components can be deduced
physically from the L impulse responses hi produced by the optical system, or,
more indirectly, from the phase-mask profiles µi. Based on that information, our
goal is to reconstruct an accurate continuously defined estimate f˜ of the original
image f according to a regularization functional R associated with some sparsity
prior. Specifically, we demand our reconstructed coefficients c˜ to minimize
J (c˜) = D(c˜) + ΛR(c˜). (3.18)
The first scalar term D imposes the fidelity of the solution to the known binary
measurements γi. Due to quantization, fidelity alone is in general under-constrained
and accurate only up to contrast and offset. Then, the regularization term R,
weighted by Λ, encourages the sparsity of the reconstruction.
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3.5.3 Data term
The role of our data-fidelity constraint is to ensure that the reintroduction of the
reconstructed continuously defined image f˜ into the forward model results in a set
of discrete values g˜i that are consistent with the known measurements γi, once
binarized. The presence of noise is not considered in the framework of this chap-
ter. In the context of 1-bit compressed sensing, the enforcement of sign consistency
has been originally proposed in [13], where a one-sided quadratic penalty function
was considered. Since the signs of the measurements do not provide amplitude
information, any positive scalar multiple of the reconstructed signal, including the
zero signal, is consistent with the measurements; trivial solutions were avoided by
requiring that the signal lies on the unit (N − 1)-sphere [13]. Here, as in [10], we
introduce a variational consistency principle that preserves the convexity of the
problem without requiring additional non-convex constraints. Note that, although
convexity is not required to ensure nontrivial solutions, it is exploited for the devel-
opment of our algorithm and to ensure its convergence, as described in Section 3.6.
Regarding the data-fidelity term, our contribution is to propose a penalty function
ΨD that is also suitable for bound optimization. We express our functional as
D(c˜) =
L∑
i=1
∑
k∈Z2
χi[k]ΨD(g˜i[k]γi[k]), (3.19)
The positive function ΨD is defined as
ΨD(t) =
{
M−1 − t, t < 0
M−1(M2t2 +Mt+ 1)−1, otherwise,
(3.20)
where M is the total number of measurements. Besides penalizing sign inconsis-
tencies, the rationale behind this definition is to yield nontrival solutions4 while
ensuring the convexity of the data term. The latter property holds because, ac-
cording to (3.20), the Hessian of D is well-defined and positive semidefinite [83].
The function ΨD is itself C2-continuous and convex, its second derivative being
always nonnegative. Moreover, this specific piecewise-rational polynomial function
is suitable to the development of analytic upper bounds, as addressed in Section
3.6.
4Specifically, the part of the penalty function ΨD(t) defined for arguments t ≥ 0 counteracts the
effect of the regularization functional defined in (3.21) for which a trivial solution is a minimizer.
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Given (3.6), negative arguments of ΨD correspond to sign inconsistencies. As
shown in Figure 3.3, our penalty function is linear in that regime. In that regard,
the authors of [14] have shown that, in the binary compressed sensing framework,
such an `1-type penalty for consistency yields reconstructions that are of higher
quality than with the `2 objective used in [13, 76]. To some extent, these results
confirm similar observations mentioned in [10]. This type of penalty also relates to
the so-called hinge loss which is considered a better measure than the square loss
for binary classification [14, 84]. In our method, the values of the solution c˜ are
defined up to a common scale factor, and also up to an additive constant because
τ is not given. Non-constant solutions are favored by the contribution of the small
nonlinear penalty that remains when the sign is correct. The transition between the
linear and nonlinear regimes of ΨD is C2-continuous and takes place at the origin.
The applied penalty vanishes for increasingly positive arguments.
3.5.4 Regularization term
Reconstruction algorithms frequently use TV [32] as a sparsifying transform when
dealing with image data in inverse problems [20, 12, 85]. Yet, although suitable
for regularization, the original form of TV is non-differentiable when the image
gradient vanishes. While such a non-differentiability can be handled directly in
primal-dual approaches [86], for instance, we opt in our problem setting for a smooth
approximation of TV5, as in the NESTA algorithm proposed in [88] for the recovery
of sparse images. This implies that, asymptotically, our algorithm does not yield
the exact same solutions as the ones obtained with the non-smoothed TV term [87].
In order to guarantee the well-posedness of the problem, we also include an
additional energy term in our expression, since the nullspace of A can indeed be
nonempty depending on ζi. This additional term is quadratic and ensures the
unicity of the solution and of the corresponding linear subproblems. Replacing the
Huber integral by a sum, our regularizer R is defined in approximate form as
R0(c˜) =
∑
k∈Z2
ΨR(‖(c˜ ? r)[k]‖) + ΛEc˜[k]2, (3.21)
where ΛE is a small positive constant. The corresponding functional J 0 is of the
5This approximation is based on a Huber potential function [54]. The latter can be described
as the Moreau envelope of the `1-norm [87].
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Figure 3.3: Shape of our penalty function. As discussed in Section 3.6 and further
developed in Appendix 3.9.1, the values ΨD(γt) (full line) can be bound from above
by the quadratic function ΨD(t|g˜(n), γ) around t = g˜(n) (dot mark). Function values
and derivatives must coincide at that point to satisfy (3.29). Among all possible
parabolas (dashed lines), the solution ΨD(t|g˜(n), γ) under consideration is the upper
bound with infimum second derivative.
form
J 0(c˜) = D(c˜) + ΛR0(c˜), (3.22)
in accordance with the definition in (3.18). Based on a smoothing parameter , the
scaled Huber potential ΨR is defined as
ΨR(t) =
{
−1t2, |t| ≤ 
2|t| − , otherwise. (3.23)
Each argument of ΨR in (3.21) corresponds to the norm of the gradient of f˜ evalu-
ated at position x = k. More specifically, the components of c˜ ? r are equivalent to
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the spatial derivatives ∂f˜/∂x1 and ∂f˜/∂x2 of the solution sampled in-between the
grid nodes. This type of discretization yields numerically stable solutions without
oscillatory modes. It bears similarities with the so-called marker-and-cell methods
used in fluid dynamics [89]. The signal expansion (3.13) determines the gradient
filter r as
r1[k] =
∂
∂x1
(ϕ(x1 + 1/2)ϕ(x2))
∣∣∣∣
x=k
, (3.24)
r2[k] =
∂
∂x2
(ϕ(x2 + 1/2)ϕ(x1))
∣∣∣∣
x=k
. (3.25)
The first derivative of a B-spline ϕ has the symbolic expression given in [47].
3.6 Reconstruction algorithm
3.6.1 General approach
In this section, we derive an algorithm to efficiently minimize J 0(·) and find the
corresponding solution. Our main strategy is to recast the original formulation
of the reconstruction problem as the partial minimization of successive quadratic
costs J 0(·|c˜(n)) that upper-bound J 0(·) locally around the current solution estimate
c˜(n). Each upper bound J 0(·|c˜(n)) is then minimized using a specifically devised
preconditioned conjugate-gradient method.
While sharing a common structure, every new quadratic cost is specified by the
current solution. Its proper definition involves the pointwise nonlinear estimation
of scalar quantities, which is a reweighting process akin to the one of IRLS. In
our bound-optimization framework, each successive solution partially minimizes
J 0(·|c˜(n)) with respect to its current value at c˜(n). Finding this solution amounts
to partially solving a linear problem with a given initialization. We propose to
precondition each of these linear problems according to its particular structure and
find an approximate solution using the linear conjugate-gradient (CG) method.
This approach ensures the global convergence of our method without having to
specify any step parameter.
According to Figure 3.4, the successive reweighting and linear-resolution steps
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(zero image)
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data-fidelity term
Known binary 
measurements
Local cost  
Dequantized data
f˜(x) γi[k]
c˜(0)[k] c˜(n)[k]
d˜
(n)
i [k]
Figure 3.4: Overall principle of our reconstruction algorithm. The solution co-
efficients are first initialized to zero and then updated by minimizing successive
quadratic-cost functionals. Using the current solution c˜(n), Steps (1A) and (1B)
determine the next local cost. Each of these two steps is related to a deconvolution
problem where the data d˜
(n)
i to deconvolve correspond to dequantized versions of
the available γi. An updated solution is found after minimization in Step (2). It
determines the coefficients of the next solution. The overall convergence of the
process is guaranteed because our global functional is convex.
can be interpreted as alternate dequantization and deconvolution operations, re-
spectively.
3.6.2 Upper bound of the data term
In this part, we derive functionals of simpler form which upper-bound and approx-
imate D(·) around some initial or current estimate of the solution. Following a
majorization-minimization (MM) approach [53], we build the local quadratic cost
D∗(·|c˜(n)) for the corresponding estimate c˜(n) such that
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D∗(c˜(n)|c˜(n)) = D(c˜(n)),
D∗(c˜|c˜(n)) ≥ D(c˜). (3.26)
For convenience, we bound the cost by the penalty ΨD(·). This fixes the structure
of D∗(·|c˜(n)) as
D∗(c˜|c˜(n)) =
L∑
i=1
∑
k∈Z2
χi[k]ΨD(g˜i[k]|g˜(n)i [k], γi[k]), (3.27)
where g˜
(n)
i is the current estimate of g˜i associated with the solution estimate c˜
(n),
and where ΨD(·|g˜(n)i , γi) is a quadratic and scalar penalty function which takes the
form
ΨD(g˜i|g˜(n)i , γi) = a2(g˜(n)i , γi)g˜2i + a1(g˜(n)i , γi)g˜i + a0(g˜(n)i , γi), (3.28)
where the aj(g˜
(n)
i , γi) are polynomial coefficients. The values of g˜i and γi depend
on the solution estimate and the available binary measurements. Constraints (3.26)
are then satisfied by fulfilling the simpler scalar conditions ∀γ ∈ {−1, 1} and ∀t ∈ R,
ΨD(g˜(n)|g˜(n), γ) = ΨD(γg˜(n)),
ΨD(t|g˜(n), γ) ≥ ΨD(γt), (3.29)
where the subscripts have been dropped for convenience. These relations constrain
the value of ΨD(·|g˜(n)i , γi) and its derivative at g˜(n). As illustrated in Figure 3.3,
further optimizing this upper penalty bound to best approximate ΨD(γt) exhausts
every remaining degree of freedom. This solution corresponds to the smallest posi-
tive a2 in (3.28) that allows (3.29) to be satisfied. The particular definition that we
have proposed for the penalty function ΨD(·) allows for fast noniterative evaluation
of the coefficients aj . The actual expressions are derived in Appendix 3.9.1. The
resulting coefficients then specify the quadratic cost D∗(·|c˜(n)) as
D∗(c˜|c˜(n)) =
L∑
i=1
∑
k∈Z2
χi[k]a2(g˜
(n)
i [k], γi[k])
(
g˜i[k]− d˜(n)i [k]
)2
+K+, (3.30)
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where the scalar K+ is constant with respect to c˜, and where d˜(n)i is a sequence
defined as
d˜
(n)
i [k] = −
1
2
(a−12 a1)(g˜
(n)
i [k], γi[k]). (3.31)
Since the value of the constant K+ is irrelevant for minimization, we define the
cost D(·|c˜(n)) as D∗(·|c˜(n)) minus that constant. Dropping the subscript I for
convenience, its explicit form in matrix notation as a function of the coefficients
reduces to
D(c˜|c˜(n)) =
L∑
i=1
∥∥∥W 12i (Aic˜− d˜(n)i )∥∥∥2
`2
, (3.32)
where Wi is a diagonal matrix with diagonal components χi[k]a2(g˜
(n)
i [k], γi[k]) and
where d˜
(n)
i is the vector associated with d˜
(n)
i .
3.6.3 Upper bound of the regularizer
The Huber-based convex functional R0(·) can be bound from above according to
the same MM principles. The form of R0(·|c˜(n)) can be deduced from the results
of [90]. Its matrix expression is
R0(c˜|c˜(n)) = ΛE ‖c˜‖2`2 +
∥∥∥Θ 12Rc˜∥∥∥2
`2
, (3.33)
where Θ is a diagonal matrix with diagonal components
θN[k] = max(‖(c˜(n) ? r)[k]‖, )−1, (3.34)
and where R = (R1,R2) is the discretized-gradient matrix. Each term Ri is a
circulant matrix associated with the filter ri defined in (3.24).
3.6.4 Quadratic-cost minimization
Combining the data and regularization terms (3.32) and (3.33), we obtain the local
quadratic cost
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J 0(c˜|c˜(n)) = D(c˜|c˜(n)) + ΛR0(c˜|c˜(n)). (3.35)
In order to decrease J 0(·), the new estimate c˜(n+1) must decrease the upper bound
J 0(·|c˜(n)) itself. In other words, we have to satisfy
J 0(c˜|c˜(n+1)) ≤ J 0(c˜(n)|c˜(n)). (3.36)
Defining I as the identity matrix, the minimum of J 0(·|c˜(n)) is the solution of
Sc˜ = y, (3.37)
with the system matrix
S =
L∑
i=1
Ai
TWiAi + Λ
2∑
i=1
Ri
TΘRi + ΛΛEI (3.38)
and the right-hand-side vector
y =
L∑
i=1
Ai
TWid˜
(n)
i . (3.39)
The huge matrix sizes entering into play require (3.37) to be solved iteratively.
The positivity of the upper-penalty-bound coefficients a2 and of the weights θN in
(3.34) implies symmetry and positive-definiteness of S, which allows for the CG
method to be used. Initializing the latter at the current estimates, we guarantee
the corresponding approximate solutions to comply with (3.36).
3.6.5 Preconditioning
We also take advantage of preconditioning to obtain an approximate solution c˜(n+1)
that is close to the exact minimum with fewer iterations. We impose our pre-
conditioner P to be a positive-definite circulant matrix, and define the two-sided
preconditioned system
S′ = P−
1
2SP−
1
2 . (3.40)
It is associated with the modified linear problem
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S′c˜′ = y′, (3.41)
where y′ is predetermined as y′ = P−
1
2y and where the actual solution c˜ of the
original problem is recovered as c˜ = P−
1
2 c˜′. As a solution satisfying the above
requirements, we consider
P = F∗ diag (FSF∗) F, (3.42)
where F is the normalized DFT operator, where ∗ denotes the adjoint, and where
diag(·) is a projector onto the diagonal-matrix space. Definition (3.42) corresponds
to the optimal circulant approximation of S with respect to the Frobenius norm
[91]. This solution is well-adapted to its convolutive nature as compared to diagonal
preconditioning.
3.6.6 Minimization scheme
The successive quadratic bounds and the corresponding preconditioned linear prob-
lems being defined, we now describe the overall iterative minimization scheme that
yields the solution c˜, starting from an initialization c˜(0). Our overall scheme is com-
posed of two embedded iterative loops. The weight specification of the successive
quadratic costs corresponds to external iterations with solutions c˜(n).
Since our algorithm involves upper bounds that are partially minimized and that
satisfy MM conditions of the form (3.26), it is part of the generalized MM (GMM)
family [51]. In that regard, the continuity of our functional J 0(·|c˜(n)) implies that
the MM sequence {J 0(c˜(0)),J 0(c˜(1)),J 0(c˜(2)), . . .} converges monotonically to a
stationary point of J 0(·). The corresponding solution sequence {c˜(0), c˜(1), c˜(2), . . .}
also converges because each c˜(n) is bounded [92]. The convexity of J 0(·) and the
Lipschitz continuity of the gradient also imply that the whole minimization process
is compatible with Nesterov’s acceleration technique [82], which we apply to update
our estimates. This requires the use of auxiliary solutions that we mark with star
subscripts, as well as the definition of scalar iterative-step values ω(I). The steps
of our global scheme yielding the solution c˜ are described in Algorithm 3.1.
We use Ni external iterations, each of which corresponds to a refined quadratic
approximation J 0(·|c˜(n)) of the global convex cost J 0(·). For the partial resolution
of each internal problem, we apply CG on the modified system (3.41). Accordingly,
the corresponding intermediate value c˜′ is first initialized to the current solution
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1) Initialize the solution c˜(0) as the zero vector
2) Initialize c˜
(0)
∗ = c˜(0), I = 0, and ω(0) = 1
while I < Ni do
a) Compute the matrix S and the vector y given c˜(n)
b) Compute the preconditioner P linked to S′
c) Update the external-iteration counter as I ← I + 1
d) Compute the vector y′ = P−
1
2y
e) Initialize the vector c˜′ as c˜′ = P
1
2 c˜(n−1)
f) Update c˜′ using N∗i CG iterations on the linear problem S
′c˜′ = y′
g) Do the Nesterov’s solution update c˜
(n)
∗ = P−
1
2 c˜′
h) Do the Nesterov’s step update ω(I) =
√(
ω(I−1)
)2
+ 1/4 + 1/2
i) Compute c˜(n) = c˜
(n)
∗ + ω(I)
−1
(ω(I−1) − 1)(c˜(n)∗ − c˜(n−1)∗ )
end
3) Compute the solution coefficients c˜ = c˜(n)
Algorithm 3.1: Minimization approach described in matrix notation.
estimate in the preconditioned domain, and then updated using N∗i CG iterations
each time. In accordance with (3.13), the final continuous-domain image is obtained
from the coefficients c˜ as
f˜(x) =
∑
k∈Z2
c˜[k]ϕ(x− k). (3.43)
As demonstrated in Section 3.7.1, the use of Nesterov’s technique and of precondi-
tioning to solve the linear problems ensure the fast convergence of our method.
3.7 Experiments
We conduct experiments on grayscale images that are part of a standard test set.
First, we evaluate the computational performance of our algorithm in Section 3.7.1
and show baseline results in Section 3.7.2. In Section 3.7.3, we propose an estimate
of the acquisition quality based on the spatial redundancy of the available mea-
surements. In Sections 3.7.4 and 3.7.5, we address cases where downsampling and
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finite differentiation are used for data acquisition. In particular, we determine to
what extent these strategies impact on the acquisition and reconstruction quality.
We finally assess the optimal rate-distortion performance of our method for distinct
amounts of measurements in Section 3.7.6.
The discretization of type (3.13) does not induce any loss because we match
the square grid of N0 ×N0 spline coefficients to the resolution of each digital test
image, choosing η = 1. Specifically, we determine c beforehand such that f in-
terpolates the corresponding pixel values6. In order to maximize the acquisition
bandwidth, the size Nd ×Nd of the phase mask and the number M0 ×M0 of sen-
sors are themselves set to N0 × N0. The sampling prefilter ϕ0 is defined as a 2D
separable rectangular window. The threshold τ is set to the mean image intensity7
when no finite differentiation is used, and to zero otherwise. The latter choice is a
heuristic that directly yields equidistributed binary measurements γi from our data
as in [10], without requiring any optimization or further refinement. For non-unit
K, we consider identical spatial masks χi that correspond to horizontal and vertical
subsampling, which allows for the proper display and evaluation of our measure-
ments. Our reconstruction parameters are Λ = 10−4, ΛE = 10−5,  = 5 · 10−4,
Ni = 20, and N
∗
i = 4. The smoothing parameter  chosen for our regularizer aims
at approximating TV as in [88], while the small values of the constants Λ and ΛE
ensure that the reconstructions are consistent with the binary measurements with
enough accuracy (i.e., about 99% or above).
We have found that the most-consistent solutions are also the ones of highest
quality, which corroborates the results of [14]. Knowing that each instance of (3.41)
can be solved partially, the choice of N∗i is meant to maximize computational
performance, while the value of Ni is used as a stop criterion. Note that the values
of  and Λ cannot be reduced further without impacting negatively on the speed
of convergence; choosing an arbitrarily small  would actually make our algorithm
tend to a subgradient-descent-type scheme associated with worse convergence rates.
In order to provide a quality assessment in terms of SNR, the mean and variance
of the solution coefficients are matched to the reference signal. We also define
a quantity called blockwise-corrected SNR (BSNR) where this same matching is
performed blockwise using 8 × 8 blocks. As discussed in Section 3.7.4, the BSNR
6Given our forward model and the high values of N0 involved in our experiments, the choice
of η has no significant impact.
7This quantity corresponds to the mean component value of the vector g. It is assumed to be
known for reconstruction.
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is consistent with visual perception.
3.7.1 Computational performance
To evaluate the computational performance of our algorithm, we perform a recon-
struction experiment on a 256 × 256 test image using M02 = 2562, L = 1, K = 1,
and no finite differentiation. The results are reported in Figure 3.5, including a com-
parison with the BIHT algorithm8 introduced for reconstruction from binary mea-
surements in [14]. These results demonstrate that Nesterov’s acceleration method,
as well as the preconditioning used in our algorithm, play a central role to obtain
fast convergence. By contrast, we have observed that 3,000 iterations are required
to ensure convergence with BIHT—which is used for the experiments of Section
3.7.4—as opposed to a total of NiN
∗
i = 80 internal iterations with our algorithm.
This corresponds to an order-of-magnitude improvement in time efficiency.
3.7.2 Baseline results
Our framework can handle several measurement sequences unlike in [10]. Accord-
ingly, the goal in this part is to reconstruct the 512×512 images Lena and Barbara
from distinct numbers L of acquisitions with K = 1 and no finite differentiation.
Each acquisition includes M0
2 = 5122 samples, the total number of measurements
being multiplied by the corresponding L.
The binary acquisitions and the corresponding reconstructions with our algo-
rithm are shown in the spatial domain in Figures 3.6 and 3.7. In both examples,
the reconstruction quality substantially improves with L, one single acquisition be-
ing already sufficient to preserve substantial grayscale and edge information. The
binary measurements of Figures 3.6 and 3.7 are not interpretable visually because
the image information has been spread out through the filters hi. These measure-
ments follow a random distribution that originates from the pseudo-random phases
8We have adapted BIHT to our forward model, assuming sparsity in the Haar-wavelet domain.
Besides its simplicity, the latter choice was observed to yield higher-quality results in our case
than when using higher-order Daubechies wavelets, despite the generated block artifacts. Each
iteration involves a gradient step scaled as M−1/2‖A‖−12 and renormalization [14]. A zero-mean
A is used in the algorithm to handle the case where τ is nonzero. The sparsity-level parameter
specifying the assumed amount of nonzero wavelet coefficients has been determined experimentally
for best reconstruction performance and set as 2,000. Both BIHT and the proposed algorithms
have been implemented in MATLAB.
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Figure 3.5: Reconstruction SNR as a function of time for Montage (256×256). For
our reconstruction method, the sole use of preconditioning (dashed line) or Nes-
terov’s acceleration (dotted line) already improves the convergence rates as com-
pared to standard CG (mixed line). When both techniques are enabled (solid line),
the performance of our algorithm improves substantially. For comparison, the re-
construction performance of BIHT is also shown for the same problem (bottom
dots). In the latter case, each corresponding iteration lasts about half a second.
The times that are given correspond to an execution of the algorithms on Mac OS
X version 10.7.1 (MATLAB R2011b) with a Quad-Core Xeon 2 × 2.8 GHz and 4
GB of DDR2 memory.
νi of the masks, and that is heavily correlated spatially as in [10]. As a matter of
fact, random-convolution measurements do not display strict statistical incoherence
[12]. We investigate below how spatial correlation can be quantified and reduced
to improve reconstruction.
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(a) (b)
(c) (d)
Figure 3.6: Results on Lena (512×512) for distinct numbers L of acquisitions using
M0
2 = 5122 and K = 1 without finite differentiation (M = L · 5122 measurements
in total). (a) First acquisition γ1 obtained from our model (b)–(d) Reconstruction
from one (M = 262,144, SNR: 17.49 dB, BSNR: 22.35 dB), two (M = 524,288,
SNR: 22.42 dB, BSNR: 24.61 dB), and four (M = 1,048,576, SNR: 26.46 dB,
BSNR: 27.13 dB) acquisitions.
3.7.3 Incoherence estimation
The potential quality of reconstruction depends on the appropriateness of A for bi-
nary compressed sensing. We assume our matrix to be suitable for the specific data
in hand when the corresponding binarized measurements behave as independent
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(a) (b)
(c) (d)
Figure 3.7: Results on Barbara (512 × 512) for distinct numbers L of acquisi-
tions using M0
2 = 5122 and K = 1 without finite differentiation (M = L · 5122
measurements in total). (a) First acquisition γ1 obtained from our model (b)–(d)
Reconstruction from one (M = 262,144, SNR: 13.96 dB, BSNR: 16.09 dB), two
(M = 524,288, SNR: 17.69 dB, BSNR: 17.74 dB), and four (M = 1,048,576, SNR:
20.3 dB, BSNR: 20.28 dB) acquisitions.
and identically distributed random variables. As a practical solution, we propose
to estimate the “randomness” of the acquired γi through their autocorrelation [93].
We specifically infer a correlation distance lc based on the L unnormalized autocor-
relations Ri of our (possibly subsampled) binary sequences. This distance is used
as a quality indicator, inasmuch as it measures the degree of spatial redundancy
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arising in our measurements. To determine this value, we first compute the char-
acteristic length (lc)i of each autocorrelation peak, using the standard deviation of
|Ri|4 for the sake of robustness. The autocorrelation being symmetric and centered
at the origin, we write that
(lc)i =
(∑
k |Ri[k]|4‖k‖2∑
k |Ri[k]|4
)1/2
. (3.44)
Averaging (lc)i over i then yields the final lc. As shown in the sequel, this value
strongly depends on the parameters of the forward model. In particular, it can be
decreased compared to the case of Section 3.7.2 by enabling downsampling (i.e.,
non-unit K) or finite differentiation in our framework. Note that, as in [10], our
choice for the threshold τ ensures the uniformity of the binary distribution of the
measurements.
3.7.4 Influence of acquisition modality
In this section, we investigate the performance of finite differentiation when used
in our framework. To this end, we choose a fixed set of two perpendicular first-
derivative filters whose convolution masks are [1 0 −1] and [1 0 −1]T for the
horizontal and vertical orientations, respectively. Assuming an even L, the former
filter is applied on acquisition sequences of even index, and the latter one is applied
on the remaining indices. The operation of each filter ζi followed by zero thresh-
olding is physically realizable by means of binary comparators that are connected
to the two corresponding pixels. From a practical standpoint, such an approach
eliminates the need of threshold calibration.
In order to compare the acquisition modalities with and without finite differen-
tiation, we perform experiments on several 256 × 256 images. These experiments
involve M = 131,072 measurements taken in L = 2 acquisitions, using M0
2 = 2562
and K = 1. Besides our own algorithm, BIHT is also considered for reconstruction
in each case. The results are reported in Table 3.1, and shown in Figure 3.8 for
House. The best numerical values are emphasized in the tables using bold notation.
Our qualitative and quantitative results demonstrate that finite differentiation
globally yields the best reconstructions. These solutions consistently correspond to
lower lc values as well, which reflects itself visually in less-redundant binary mea-
surements. Finite differentiation decreases redundancy because it spatially decorre-
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Proposed (TV) BIHT (Haar)
Image Modality SNR BSNR SNR BSNR lc
Bird Standard 25.64 27.80 19.80 22.56 54.00
Finite differences 25.81 31.66 15.17 23.88 33.08
Cameraman Standard 20.65 20.96 15.95 16.32 64.99
Finite differences 22.63 24.04 5.87 17.16 16.04
House Standard 25.67 26.44 20.40 21.58 47.82
Finite differences 24.38 28.85 13.83 22.30 20.16
Peppers Standard 20.16 21.79 14.71 15.43 40.30
Finite differences 18.21 24.95 7.15 15.61 19.87
Shepp-Logan Standard 19.25 20.00 9.53 9.95 34.15
Finite differences 22.96 25.24 5.72 12.26 11.58
Table 3.1: Acquisition modalities compared on 256×256 images using M02 = 2562,
L = 2, and K = 1 (M = 131,072).
lates the image measurements gi before quantization. Because finite differentiation
senses the high-frequency content of the measurements, most visual features such as
edges are indeed better restored as compared to the other acquisition modalities. In
return, reconstructions tend to display slightly higher low-frequency error. Because
of its cumulative nature, the latter may then cause substantial SNR deterioration
in unfavorable scenarios. In such cases, however, the amount of visual details is
still higher, as illustrated in Figure 3.8. For instance, fine details such as the house
gutter are better preserved. We observe that the BSNR measure is consistent with
visual impression, as it adapts to slow intensity drifts in the solution. For both
acquisition modalities, our algorithm based on TV yields the best reconstructions.
This confirms the suitability of TV for our problem, in accordance with the discus-
sion of Section 3.5.4. Note, however, that proper adjustment of the sparsity level
in BIHT is delicate. For instance, images that are sparser than the assumed level
might lead to suboptimal reconstructions in Table 3.1.
3.7.5 Respective influence of K and L
The following experiments address how reconstruction quality can be maximized
given a fixed measurement budget, using the same 256×256 images as above. Con-
sidering the finite-differentiation modality specified in Section 3.7.4, our strategy is
to further decrease spatial redundancy by sharing the measurements between more
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(a) (b) (c)
(d) (e) (f)
Figure 3.8: Acquisition modalities compared on House (256 × 256) using M02 =
2562, L = 2, and K = 1 (M = 131,072). (a) First acquisition γ1 without finite dif-
ferentiation (b)–(c) Reconstruction without finite differentiation using BIHT (SNR:
20.40 dB, BSNR: 21.58 dB) and our algorithm (SNR: 25.67 dB, BSNR: 26.44 dB)
(d) First acquisition γ1 with finite differentiation (e)–(f) Reconstruction with finite
differentiation using BIHT (SNR: 13.83 dB, BSNR: 22.3 dB) and our algorithm
(SNR: 24.38 dB, BSNR: 28.85 dB).
acquisitions. Choosing M0
2 = 2562 and M = 32,768 as constraints, we thus adapt
the ratio K to the number of acquisitions as K−1 = 2L. On the one hand, minimiz-
ing L reduces to previous system configurations. On the other hand, maximizing it
is highly inefficient, as it amounts to taking one single measurement per convolutive
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L = 2 L = 4 L = 8 L = 16 L = 32
Image Measure K = 1/4 K = 1/8 K = 1/16 K = 1/32 K = 1/64
Bird lc 13.76 10.57 5.66 4.94 2.31
SNR 22.62 22.77 24.30 25.35 25.37
BSNR 28.89 29.25 29.41 29.57 29.49
Cameraman lc 5.91 3.77 1.92 1.59 1.04
SNR 18.73 18.63 19.91 19.81 19.53
BSNR 20.79 21.08 21.30 21.26 21.38
House lc 8.05 6.35 3.74 2.83 1.78
SNR 20.71 21.10 24.01 24.05 24.56
BSNR 26.34 26.51 26.81 26.88 26.96
Peppers lc 8.01 6.14 2.99 2.63 1.49
SNR 15.09 15.68 18.95 19.01 19.19
BSNR 21.29 21.98 22.28 22.42 22.47
Shepp-Logan lc 4.26 2.59 1.51 1.27 0.93
SNR 16.88 16.84 17.20 17.48 17.49
BSNR 19.42 19.50 19.60 19.64 19.58
Table 3.2: Influence of K and L evaluated on 256× 256 images using M02 = 2562
and finite differentiation. The same number of measurements M = 32,768 is shared
between distinct numbers of acquisitions (M/N = 1/2).
acquisition. A tradeoff has to be found between these two limits to improve the
quality of the reconstructions while preserving the parallelism of our model.
Our numerical results are reported in Table 3.2, the measurements and recon-
struction of Peppers being shown for two distinct settings in Figure 3.9. The values
of Table 3.2 confirm that the correlation length lc consistently decreases with K.
Moreover, the SNR and BSNR improve by several decibels when increasing L. This
is further corroborated by the visual results of Figure 3.9. In particular, grayscale
information is more-finely preserved in the solution displayed on the right. In-
terestingly, the increase in quality starts saturating when lc reaches near-optimal
values, as shown in Table 3.2. The compression performance of our method is thus
optimal or nearly optimal with L ≥ 8 for a given amount of measurements. These
results confirm the strong inverse correlation between measurement redundancy
and reconstruction quality.
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3.7.6 Rate-distortion performance
In this section, we confront our global acquisition and reconstruction framework
(GF) described in this chapter with the simpler single-convolution framework (SF)
that we had proposed in [10]. The following experiments allow us to evaluate
their respective image-reconstruction performance in terms of the rate of distortion,
defining the number of bits per pixel (bpp) as the ratio between M and the raw
bitsize of the corresponding uncompressed 8-bit-grayscale image.
In order to decrease lc within a reasonable amount of acquisitions, our forward
model is parameterized with L = 8 and K = L−1B, depending on the chosen bitrate
B in bpp. The number of measurements taken on an N0 × N0 test image is thus
M = BN0
2 since M0 = N0. Our method is evaluated with (D) and without (S)
finite differentiation. In the SF case, the sensor resolution has to match M strictly,
because one single convolution is performed without subsequent drop of samples.
The forward model is configured accordingly, adapting the remaining parameters to
the image size as in our method. That particular framework requires equal rational
factors for resampling, which implies that certain bitrates cannot be evaluated. The
reconstruction parameters are set as in corresponding experiments of [10].
Results on several test images are reported in Tables 3.3 and 3.4. They indicate
that at least one version of our method always exceeds SF in terms of reconstruction
quality. This confirms the relevance of sharing the acquired data between more
acquisitions as a means of decreasing spatial redundancy. This strategy thus tends
to compensate the non-ideal statistical properties of binary measurements that are
based on random convolutions. In the case of SF, spatial redundancy cannot be
decreased similarly since only one convolutive acquisition is used. As previously
observed, the (D) modality of our method can yield worse SNR values in certain
configurations, while displaying superior BSNR performance globally. Nevertheless,
these complementary results reveal an advantageous SNR performance of (D) at
higher bitrates.
The efficiency of our method at 1/8 bpp, which corresponds to a compression
factor of 64, is illustrated for both modalities in Figure 3.10. Also shown is the
plain JPEG version of the image compressed at similar bitrate. In this example,
the GF framework with finite differentiation yields the best BSNR. We observe
that the corresponding reconstruction contains fine details despite the low amount
of measurements. It is also visually more pleasant than the JPEG solution. This ex-
periment illustrates the highest compression ratio at which our method reconstructs
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(a) (b)
(c) (d)
Figure 3.9: Results on Peppers (256×256) when sharing M = 32,768 measurements
between distinct numbers of acquisitions with finite differentiation and M0
2 = 2562.
(a)–(b) Acquisition and reconstruction for L = 2 and K = 1/4 with γ1 (SNR:
15.09 dB, BSNR: 21.29 dB) (c)–(d) Acquisition and reconstruction for L = 32
and K = 1/64 with γ1 to γ16 shown in concatenated form using a gray/white
checkerboard-type display (SNR: 19.19 dB, BSNR: 22.47 dB).
images with reasonable quality. From a general standpoint, the results of this sec-
tion demonstrate that, although generally inferior, the rate-distortion performance
of binary compressed sensing can compete with JPEG at low bitrates. This can
be deduced by comparing the plain-JPEG performance to the corresponding SNR
values reported in Table 3.3 and corroborates the analysis of [94] where compressed
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Bitrate B [bpp] 1/16 1/8 1/4 1/2 1 2 4
Sampling Ratio K∗ 1/128 1/64 1/32 1/16 1/8 1/4 1/2
Bird SF 18.35 - 21.27 - 22.95 - 23.78
(256× 256) GF (S) 19.44 21.65 23.74 25.58 27.13 28.36 28.58
GF (D) 16.84 19.79 22.30 24.30 27.34 30.67 33.17
Cameraman SF 13.86 - 16.34 - 18.14 - 19.33
(256× 256) GF (S) 14.63 16.06 17.26 18.54 19.78 21.27 22.67
GF (D) 11.33 15.00 17.20 19.91 21.96 23.73 25.72
House SF 17.36 - 20.74 - 23.21 - 24.60
(256× 256) GF (S) 18.39 20.62 22.67 24.47 25.74 27.11 27.78
GF (D) 15.48 18.56 20.94 24.01 26.62 28.78 30.39
Peppers SF 12.43 - 15.09 - 17.35 - 18.58
(256× 256) GF (S) 14.31 15.99 17.44 19.02 20.91 23.06 24.67
GF (D) 10.84 13.40 16.11 18.95 21.20 23.87 26.73
Shepp-Logan SF 7.28 - 12.57 - 17.33 - 22.33
(256× 256) GF (S) 8.52 10.95 13.34 15.53 17.78 19.52 21.37
GF (D) 7.98 10.91 14.14 17.20 20.16 22.94 25.57
Barbara SF 11.27 - 12.71 - 13.97 - 13.39
(512× 512) GF (S) 14.56 15.71 16.54 17.23 18.06 19.06 20.94
GF (D) 8.51 10.38 12.50 15.79 18.64 21.95 24.85
Boat SF 14.13 - 16.17 - 17.84 - 17.53
(512× 512) GF (S) 16.28 17.70 19.21 20.83 22.54 24.28 25.99
GF (D) 12.72 14.85 16.42 19.16 22.39 25.07 27.37
Hill SF 12.89 - 15.10 - 16.39 - 15.63
(512× 512) GF (S) 16.28 17.74 18.96 20.33 21.62 23.27 24.51
GF (D) 8.51 10.15 12.45 16.33 19.85 23.88 26.71
Lena SF 13.82 - 16.56 - 18.02 - 18.18
(512× 512) GF (S) 18.03 19.63 21.32 23.00 24.75 26.45 27.92
GF (D) 11.36 13.04 15.49 18.38 21.35 25.40 28.10
Man SF 13.03 - 15.47 - 16.96 - 16.50
(512× 512) GF (S) 15.95 17.41 18.78 20.27 21.76 23.46 24.97
GF (D) 11.33 13.97 16.56 18.80 21.94 24.83 27.65
* This parameter is used for GF with the constant number of acquisitions L = 8.
Table 3.3: Rate-distortion performance of GF with (D) and without (S) finite
differentiation compared to SF [10] in terms of SNR.
sensing is compared to traditional image-compression methods.
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Bitrate B [bpp] 1/16 1/8 1/4 1/2 1 2 4
Sampling Ratio K 1/128 1/64 1/32 1/16 1/8 1/4 1/2
Bird SF 21.85 - 24.44 - 26.05 - 27.14
(256× 256) GF (S) 21.94 23.40 25.04 26.41 27.76 28.96 29.57
GF (D) 23.56 25.65 27.65 29.41 31.19 33.07 34.54
Cameraman SF 14.79 - 17.02 - 18.94 - 20.34
(256× 256) GF (S) 15.03 16.03 17.22 18.42 19.68 21.22 22.73
GF (D) 16.11 17.84 19.57 21.30 23.01 24.63 26.09
House SF 20.39 - 23.08 - 25.10 - 26.31
(256× 256) GF (S) 20.40 21.87 23.32 24.73 25.85 27.11 27.87
GF (D) 21.25 23.47 25.15 26.81 28.23 29.80 31.10
Peppers SF 14.63 - 16.94 - 19.85 - 21.49
(256× 256) GF (S) 15.38 16.66 17.80 19.38 21.36 23.51 25.02
GF (D) 15.70 17.80 19.97 22.28 24.57 26.58 28.26
Shepp-Logan SF 8.73 - 13.88 - 18.24 - 22.89
(256× 256) GF (S) 10.21 12.12 14.18 16.17 18.30 20.13 22.25
GF (D) 11.74 14.49 17.09 19.60 22.22 24.84 27.6
Barbara SF 14.11 - 14.82 - 15.98 - 16.00
(512× 512) GF (S) 14.61 15.10 15.58 16.17 17.10 18.44 20.95
GF (D) 14.45 15.49 16.80 18.69 21.22 23.87 26.43
Boat SF 16.16 - 18.04 - 19.91 - 20.13
(512× 512) GF (S) 17.09 18.19 19.53 21.02 22.69 24.35 26.00
GF (D) 17.82 19.44 21.33 23.26 25.16 27.10 28.86
Hill SF 16.50 - 17.68 - 18.93 - 18.96
(512× 512) GF (S) 17.34 18.34 19.26 20.50 21.72 23.29 24.51
GF (D) 17.90 19.34 20.99 22.89 24.75 26.79 28.64
Lena SF 18.78 - 20.52 - 22.27 - 22.56
(512× 512) GF (S) 19.55 20.69 22.11 23.56 25.14 26.69 28.10
GF (D) 20.25 21.99 23.95 25.89 27.94 29.88 31.73
Man SF 16.33 - 17.98 - 19.61 - 19.83
(512× 512) GF (S) 16.97 18.01 19.20 20.48 21.92 23.57 25.08
GF (D) 17.42 19.03 20.89 22.89 25.03 27.11 29.09
Table 3.4: Rate-distortion performance of GF with (D) and without (S) finite
differentiation compared to SF [10] in terms of BSNR.
3.7.7 Influence of the optical system
In this last experimental section of the chapter, our goal is to compare the acqui-
sition and reconstruction approach that we propose [10, 11] with the conventional
binarization setting where the operator Q is applied without any prior optical filter-
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(a) GF (S) solution (b) GF (D) solution (c) JPEG solution
Figure 3.10: Reconstruction of Bird (256×256) at 1/8 bpp (M = 8,192) using three
distinct methods. (a)–(b) GF using M0
2 = 2562, L = 8, and K = 1/64 without
(SNR: 21.65 dB, BSNR: 23.4 dB) and with finite differentiation (SNR: 19.79 dB,
BSNR: 25.65 dB) (c) JPEG (SNR: 19.68 dB, BSNR: 22.66 dB). The plain-JPEG
compression is performed at its lowest quality settings, which approximately yields
the same bitrate (the corresponding file size is 10,280 bits, including header data).
ing with the kernels hi. For fair comparison, both settings have to extract the same
number of bits—in form of binary measurements—from the data. Accordingly, we
consider M = 65,536. In the conventional case, no reconstruction is required, but
the binary threshold is optimized with respect to the mean-squared quantization
error. The solution is provided by the Lloyd-Max (LM) algorithm [95, 96]. In the
case where optical filtering occurs before quantization, we use our GF framework
with finite differentiation and with parameters L = 4, M0
2 = 2562, and K = 1/4.
The results on House and Cameraman are shown in Figure 3.11. On the one
hand, we observe that the direct application of Lloyd-Max quantization perfectly
preserves the main object contours. On the other hand, our approach produces
compressed-sensing-type measurements that are robust to 1-bit quantization, which
allows to recover grayscale information at the cost of the additional procedure of
numerical reconstruction. Overall, the obtained SNR and BSNR values are higher
when applying our GF acquisition and reconstruction framework than when apply-
ing direct quantization. Note that the compressed-sensing measurements that are
obtained with our framework typically have substantially less spatial redundancy
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(a) (b)
(c) (d)
Figure 3.11: Results on 256×256 images using direct quantization with minimum-
error threshold versus our GF framework with M0
2 = 2562, L = 4, K = 1/4, and
finite differentiation. (a) Lloyd-Max result on House (SNR: 16.59 dB, BSNR: 20.94
dB) (b) Corresponding GF (D) result (SNR: 23.99 dB, BSNR: 28.08 dB) (c) Lloyd-
Max result on Cameraman (SNR: 14.78 dB, BSNR: 18.64 dB) (d) Corresponding
GF (D) result (SNR: 20.68 dB, BSNR: 22.90 dB).
than the direct Lloyd-Max-quantization results shown in Figure 3.11. This obser-
vation corroborates our previous findings on the relationship between redundancy
and potential reconstruction quality.
These results validate the 1-bit optical imaging concept that we propose. How-
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ever, aspects that are related to practical realization (e.g., precise estimation of the
system PSF) will have to be addressed in further research. Let us mention that,
according to the example of the gigapixel camera [97], the binary-sensor array of
our system could be produced using standard memory-chip technology.
3.8 Conclusions
We have proposed a binary compressed-sensing framework which is suitable for im-
ages. In our experiments, we have illustrated how measurement redundancy can be
minimized by properly configuring our acquisition model. We have considered the
single-acquisition case as well as a multi-acquisition strategy. In the two cases, our
reconstruction algorithm has demonstrated state-of-the-art reconstruction perfor-
mance on standard images. In particular, detailed features have been successfully
recovered from small amounts of binary data. From a global perspective, our re-
sults confirm the 1-bit-compressed-sensing paradigm to be promising for imaging
applications. In that regard, the specific interest of our method is to involve bi-
nary measurements that are suitable to convex optimization. We have proposed
an iterative algorithm that combines preconditioning and Nesterov’s approach to
provide very efficient reconstructions of our measurements. Synthetic experiments
demonstrate the potential of our method.
Related to this work, an interesting topic that is worth investigating from a
theoretical standpoint in future research is the relationship between the spatial
redundancy of the measurements obtained according to our forward model and the
use of finite differentiation. Another aspect would be to determine to what extent
alternate quality measures such as SSIM [98] are consistent with the BSNR measure
introduced in this chapter.
3.9 Appendix
3.9.1 Coefficients of the penalty bounds
Formulation of the optimization task
The continuity of ΨD(γt) and the upper-bound conditions on ΨD(t|g˜(n), γ) impose
that the value and first derivative of these two functions coincide at t = g˜(n). This
3.9 Appendix 85
requires that
a0 = ΨD(γg˜(n))− g˜(n)(g˜(n)a2 + a1),
a1 = −2g˜(n)a2 + (dΨD(·)/d·)|·=γg˜(n) . (3.45)
The remaining degree of freedom a2 ∈ R∗+ is optimized so as to best approximate
ΨD(·). The resulting optimal a2 corresponds to the lowest positive value satisfying
(3.29). In that configuration, the parabola ΨD(t|g˜(n), γ) touches one and only one
distinct point of ΨD(γt) at t = t‖. The convexity of ΨD(·) ensures the existence
and uniqueness of the solution.
Solution
According to (3.28), the abscissas of the intersections between the functions ΨD(·)
and ΨD(·|g˜(n), γ) are solutions of
a2t
2 + a1t+ a0 = ΨD(γt). (3.46)
These solutions correspond to the set union
I = {t ≤ 0 : P1(t) = 0} ∪ {t > 0 : P2(t) = 0}, (3.47)
where P1,2(t) = 0 gives the intersections between ΨD(·|g˜(n), γ) and the linear and
nonlinear parts of ΨD(·). This corresponds to the separate formulas of (3.20) with-
out the argument condition. Accordingly, the polynomials P1,2 are expressed as
P1(t) = a2t
2 + (a1 + γ)t+ (a0 −M−1),
P2(t) = (M
2t2 +Mγt+ 1)(a2t
2 + a1t+ a0)−M−1. (3.48)
The optimal ΨD(t|g˜(n), γ) is tangent to ΨD(γt) at t = g˜(n), t‖ ∈ I, and intersects
no other point. This causes the two double roots g˜(n) and t‖ to appear in one of
the two polynomials, be it jointly or not. Either of these two roots cancels the
discriminant D of the associated polynomial. For the sake of conciseness, we define
t0 = Mγg˜
(n) and consider two distinct cases.
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Case where the point g˜(n) is in the nonlinear part of ΨD(γt)
In this case, where t0 ≥ 0, the coefficients a0 and a1 are expressed as
a0 = M
−1 ((t02 + t0 + 1)−1 −M−1t02a2 − γt0a1) ,
a1 = −γ
(
2M−1t0a2 + (2t0 + 1)(t02 + t0 + 1)−2
)
. (3.49)
Then, the optimal parabola can be tangent at a distinct point of ΨD(·) either in
the same nonlinear part, or in the linear part. If t‖ lies in the linear part, the
corresponding polynomial P1 contains one double root t‖ for an optimal a2. This
first subcase corresponds to the solution
a2,1 = {a2 ∈ R∗+ : D(P1(·)) = 0}
=
1
4
M
t0(t0
2 + 2t0 + 3)
2
(t0
2 + t0 + 1)3
. (3.50)
If t‖ lies in the nonlinear part of ΨD(·), the corresponding P2 contains two double
roots. Its discriminant is thus always zero regardless of a2. Nevertheless, this same
quantity divided by (t−g˜(n))2 is a viable indicator, as it only vanishes in the optimal
case. This yields the solution for this second subcase as
a2,2 =
{
a2 ∈ R∗+ : D((· − g˜(n))−2P2(·)) = 0
}
=
1
3
M
(2t0 + 1)
2
(t0
2 + t0 + 1)2
. (3.51)
Given its definition, the function ΨD(·) corresponds to the maximum between its
linear and nonlinear constituents. This determines our overall first-case solution as
a2 = max(a2,1, a2,2)
=
{
1
3M(t0
2 + t0 + 1)
−2(2t0 + 1)2, 0 ≤ t0 ≤ 1
1
4M(t0
2 + t0 + 1)
−3t0(t02 + 2t0 + 3)2, t0 > 1.
(3.52)
In this first case, the three coefficients are thus determined by combining (3.49) and
(3.52) given t0.
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Case where the point g˜(n) is in the linear part of ΨD(γt)
In this case, where t0 < 0, the coefficients a0 and a1 are expressed as
a0 = M
−1(M−1t02a2 + 1),
a1 = −γ(2M−1t0a2 + 1), (3.53)
the optimal parabola being always tangent at some distinct point in the nonlinear
part of ΨD(·). Since the corresponding polynomial P2 contains one single double
root in that configuration, the corresponding solution is
a2 =
{
a2 ∈ R∗+ : D (P2(·)) = 0
}
. (3.54)
The scalar value a2 corresponds to the positive and real root of the cubic polynomial
P3(t) = 12(t0
2 + t0 + 1)
3t3
+ (3t0
5 + 68t0
4 + 214t0
3 − 24t02 − 89t0 + 8)Mt2
+ (14t0
3 + 168t0
2 − 66t0 − 4)M2t
+ 27M3t0, (3.55)
for which the analytical expression can be found [99]. The behavior of P3 as a
function of t0 < 0 guarantees the uniqueness of the solution. The coefficients are
obtained in this case by solving (3.55) and then using (3.53).
3.9.2 Convexity of the data term
The Hessian of D takes the form
H(c˜) = (∂/∂·)D(·)(∂/∂·)T|·=c˜, (3.56)
which corresponds to a real matrix. Applying the generalized derivative chain rule
on (3.19), we obtain
H(c˜) =
∑
i
Ai
TΓi
TΨ′′Di(c˜)ΓiAi, (3.57)
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where the diagonal matrices Γi and Ψ
′′
Di(c˜) contain the diagonal terms γi and
χi(dΨD(t)/dt2)|t=g˜iγi , respectively. Note that g˜i is an implicit function of c˜. The
twice-differentiated penalty is obtained from (3.20) as
dΨD(t)/dt2 = 6M2
(
M2t2 +Mt+ 1
)−3
(Mt+ 1) max(t, 0). (3.58)
The above function is nonnegative, regardless of its argument. Therefore, every
diagonal matrix Ψ′′Di(c˜) admits a unique Cholesky decomposition, which implies
that the Hessian of the data term can itself be decomposed as
H(c˜) =
∑
i
(Ψ′′D
1/2
i (c˜)ΓiAi)
T(Ψ′′D
1/2
i (c˜)ΓiAi). (3.59)
Since (3.59) is positive semidefinite, the data term D(·) is convex, which is what
we wanted to show.
3.9.3 Expression of the preconditioner
From (3.15) and (3.38), we first reformulate our system matrix S as
S = ΛΛEI +
L∑
i=1
SDi +
2∑
i=1
SRi, (3.60)
where
SDi = DMBi
TWiBiUM,
SRi = Ri
TΘRi, (3.61)
and where the diagonal matrices Wi and Θ are defined as
Wi = UNWiDN ,
Θ = ΛΘ. (3.62)
Using the property of linearity, and associating each PDi and PRi to SDi and SRi,
respectively, we obtain
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P = ΛΛEI +
L∑
i=1
PDi +
2∑
i=1
PRi. (3.63)
In the sequel, we also define the matrices
B′i = FBiF
∗,
R′i = FRiF
∗,
W
′
i = FWiF
∗,
Θ
′
= FΘF∗. (3.64)
The circulant matrices W
′
i,Θ
′
and the diagonal matrices B′i are associated with
the 2D filters w′i, θ
′
and with the pointwise multiplication map b′i, respectively.
According to (3.42), the regularization parts are obtained as
diag (FSRiF
∗) = θ
′
[0]R′i
HR′i, (3.65)
where H denotes the Hermitian transpose, and where the zero-frequency value θ
′
[0]
corresponds to the diagonal-term average of Θ. This yields
PRi = θ
′
[0]Ri
TRi. (3.66)
For the data parts, we first derive
FSDiF
∗ = FDMBiTWiBiUMF∗
= ΠTFBi
TWiBiF
∗Π
= ΠTB′i
HW
′
iB
′
iΠ, (3.67)
where Π = FUMF∗ acts as a 2D M-fold-replication operator, up to some scaling
factor. Expressing each matrix diag (FSDiF∗) through the corresponding sequence
pDi
′, we have that, from (3.67),
pDi
′[k] =M−2
∑
m
b′i
∗
[k + mN0]b¯
′
i[k + mN0]. (3.68)
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The sequences b¯′i are defined as
b¯′i[k] =
∑
m
w′i[mN0]{b′i}◦mN0 [k], (3.69)
where ◦v applies an integer 2D delay shift of v ∈ R2 to the associated sequence.
Considering the diagonal matrices B¯′i corresponding to the sequences b¯
′
i, and given
the circulant matrices B¯i = F
∗B¯′iF, we obtain
PDi = DMBi
TB¯iUM, (3.70)
whose structure is circulant despite the upsampling and downsampling matrix
terms. Assuming that
w′i[kN0] ≈ 0,∀k 6= 0, (3.71)
we choose to approximate (3.70) by
PDi ≈ w′i[0]DMBiTBiUM, (3.72)
where the zero-frequency value w′i[0] corresponds to the diagonal-term average of
Wi. Our preconditioner is thus fully determined from (3.63), (3.66), and (3.72).
Chapter 4
Complex field reconstruction
from intensity measurements
4.1 Introduction
In this chapter, we describe a new technique for high-quality reconstruction of com-
plex fields from single digital holographic acquisitions. Our goal is thus to estimate
complex-valued object profiles from intensity measurements, including in downsam-
pled regimes. The first part of our forward model consists in the convolution of
the unknown signal f with a spatial filter h. Here, the signal f is a 2D complex
field corresponding to an object profile in focus, while the filter h models the joint
effects of frequency cut-off and light propagation that take place in the holographic
device. The last part of our forward model consists in the addition of a reference
field ρ followed by sampling and loss of the phase information. The latter effect
occurs due to the fact that only light intensities are measured in our particular
holographic setting. Our overall forward model is thus nonlinear as in Chapter 3,
each nonlinearity being modeled by the operator Q according to (1.2).
In our reconstruction problem, the estimate f˜ of the complex object field is
formulated as the mimimizer of a non-convex energy functional. The latter includes
a data-fidelity term of particular form, and TV regularization terms that constrain
the spatial amplitude and phase distributions of the reconstructed data. As in
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the previous chapters, the algorithm that we derive tolerates downsampling, which
allows to acquire substantially fewer measurements for reconstruction compared
to the state of the art. We demonstrate the effectiveness of our method through
several experiments on simulated and real off-axis holograms1.
4.2 Overview
Given an intensity hologram that is acquired in a proper configuration, it is gen-
erally possible to reconstruct the complex field, commonly through demodulation,
either in the temporal domain with the so-called phase-shifting approach [100], or in
the spatial domain in an off-axis configuration, where complex information can be
retrieved through Fourier filtering [101]. Several solutions have been proposed for
reconstruction following these approaches [102, 103]. The corresponding algorithms
are presently used in practice and incorporated in digital holographic microscopy
for instance. Their common characteristic is that the spectral information that is
actually used for reconstruction reduces to the first diffraction orders.
Besides direct Fourier-based reconstruction, iterative procedures that are based
on more implicit (i.e., inverse-problem) formulations have been proposed for the
recovery of complex fields from intensity data. This includes the well known
Gerchberg-Saxton algorithm used for phase retrieval in its original form [104] as
well as more evolved strategies [105]. The principles of some of these phase-retrieval
algorithms have been studied from the perspective of optimization theory, which
has allowed to gain substantial insight into their behavior, shortcomings, and per-
formance [106]. Recently, an approach called PhaseLift [107] has been proposed
to recover complex signals from magnitude measurements based on simple convex
programming. However, despite its attractive theoretical properties, this approach
becomes computationally intractable when dealing with high-dimensional data.
The recent trend in the literature is also to formulate the specific task of digital
holographic reconstruction as an inverse problem. For instance, Cetin et al. [108]
have applied total-variation-type regularization to reconstruct amplitude profiles
based on a linear physical model. Zhang and Lam have followed a similar approach
for optical scanning holography [109]. In particular, they provided reconstruc-
tion results using model-matched phantom experiments. In their work, Bardy et
1This chapter is based on our paper [15].
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al. [110] and Marim et al. [111] have demonstrated the possibility of reconstruct-
ing amplitude profiles from undersampled holograms in the context of Gabor and
off-axis holography, respectively. Along the same line of research, Rivenson et
al. [112] have investigated distinct undersampling strategies. Note that, although
the aforementioned methods yield promising results compared to standard recon-
struction techniques, they either require the acquisition of two or more holographic
planes or assume a linearized model for reconstruction. Meanwhile, Sotthivirat
and Fessler [113] have developed an optimization-transfer method for reconstruc-
tion that involves a nonlinear model and that also handles the case of a single
acquisition. Focusing on image-plane holography, their work has shown substantial
improvements on simulated data compared to the conventional approaches used for
that particular setting.
In this chapter, we propose a new variational-reconstruction approach that can
be applied to experimentally-acquired holographic data. Our technique accurately
models the measurement system based on a nonlinear forward model and allows to
recover the complex object field from one single off-axis intensity hologram. Com-
pared to the state of the art, the main contribution of our reconstruction algorithm
is to employ side information apart from the measured data to improve the quality
of reconstruction. Specifically, we make prior assumptions on some shared object
properties, and also use the knowledge of a reference correction hologram (RCH)
to simplify the task of reconstruction and thus find suitable solutions. Another
asset of our method is to exploit the complete image information at hand. The
assumptions on the solution are used as a mean to regularize the amplitude and
phase components of the complex field, which allows to perform reconstructions
from spatially undersampled measurements. Note that an undersampling scheme
was initially proposed in [21] for a particular off-axis protocol in low-level imag-
ing conditions where the forward model can be linearized. However, unlike in our
case, the protocol of [21] requires the complex amplitudes of the field to be first
determined at the hologram plane through the combination of several intensity ac-
quisitions. This is a step that can be avoided with our new nonlinear-model-based
method presented in the sequel.
The chapter is organized as follows. In Section 4.3, we describe the nonlinear
model that corresponds to our own holographic setup, and introduce the relevant
notations. In Section 4.4, we introduce our formulation of the reconstruction prob-
lem, and discuss the relevance of this new approach for obtaining high-quality
solutions in practice. We then derive our reconstruction algorithm in Section 4.5.
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In Section 4.6, we conduct experiments on synthetic and real holograms, and com-
pare our method with the state of the art from both qualitative and quantitative
standpoints. We conclude our chapter in Section 4.7.
4.3 Forward model
4.3.1 General structure
The general holographic model that we consider is standard in the literature. It
involves a coherent object field o(x, z) and a reference field ρ(x, z) that interfere to
form the light intensities
|o(x, 0) + ρ(x, 0)|2 (4.1)
at each position of the sensor plane. The coordinate vector x = (x1, x2) corresponds
to the spatial position parallel to the hologram plane, while the coordinate z denotes
the signed distance from the hologram plane in the direction of light propagation.
Note that the squared norm appearing in (4.1) makes the acquired light intensities
depend nontrivially on the field o. This will cause our own reconstruction problem
to be non-convex, as further discussed in Section 4.4.
Following the MKS system of units, the physical parameters of the optical ac-
quisition system consist in the wavelength λ0, the camera-sensor spacing ∆s, the
detector resolution M0, the numerical aperture NA of the microscope objective,
the object-space immersion medium n, and the magnification factor O. Assuming
a diffraction-limited configuration, the spatial bandwidth of the object corresponds
to ∆ω = 2NA∆sM0/(Onλ0) [114]. In the case of an off-axis hologram, a demodu-
lated and non-aberrated object field can potentially be retrieved by using a sampled
estimate ρ˜[k] of the reference wave ρ(x, 0) employed for recording, up to a multi-
plicative factor wρ. One common way to get ρ˜ is to use a calibration measurement
with an empty field of view which accounts for the phase terms induced by the
optical system, denoted RCH [115]. The amplitudes of the estimate ρ˜ are spatially
averaged in our reconstruction approach.
We assume in this chapter that the holographic device measures an infinitely
thin object profile. The field o is thus expected to be focused at some negative-
valued distance z = zf , the corresponding planar profile being denoted as f . While
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the in-focus distance zf is classically independent from the actual object-field re-
construction, it is relevant to our method because we shall introduce some prior
knowledge on f in Section 4.4. Accordingly, we consider f as our unknown, and
reformulate (4.1) as
Q((WHf)(x), ρ(x, 0)). (4.2)
The linear operators W and H denote forward light propagation with distance
−zf and optical filtering that is due to the spatial-frequency cut-off of the micro-
scope objective (MO), respectively. These operators behave as a function of the
parameters of the holographic setup, and their mathematical expressions are pro-
vided in Appendix 4.8.1. Given the form of these expressions, the action of the
compound operatorWH on the signal f corresponds to a single convolution opera-
tion with a continuous-domain spatial filter h. This filter is defined as h =WHδ(·),
where δ(·) denotes the Dirac distribution. Then, the operator Q is defined ∀t ∈ C
and ∀τ ∈ C as
Q(t, τ) = |t+ τ |2. (4.3)
As represented geometrically in Figure 4.1, the effect of Q can be interpreted as a
quantization operation acting over the complex plane. Based on a reference τ ∈ C,
the operator Q(t, τ) acts on the input value t ∈ C as a quantizer. Specifically, the
complex plane defined by t is tiled into circles centered around −τ ; any point ti
belonging to the same circle is quantized to the same corresponding squared radius
length l2i = Q(ti, τ). As illustrated by the dotted arrows in the same figure, each
circle can span complex values with distinct arguments. Note that, according to our
quantization interpretation, the second parameter τ ∈ C in (4.3) can be considered
as a generalized and spatially-varying version of the real-valued threshold that is
used in Chapter 3.
Finally, according to the pixel size ∆s of the sensor array, the intensities in (4.2)
are sampled to
γ[k] = Q(g[k], ρ(x, 0)|x=k∆s), (4.4)
where the sequence g is defined as
g[k] = (f ∗ h)(x)|x=k∆s . (4.5)
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Figure 4.1: Geometrical interpretation of the pointwise nonlinearities involved in
our holographic forward model.
The binary mask χ then predefines what samples are actually measured according to
a measurement ratio K. Each sample γ[k] is thus counted as a measurement if and
only if the value χ[k] is unity for the same k. The mask follows the pseudorandom
structure of [21], and consists in binary values that are independent, identically
distributed, and nonzero with probability K. Our overall holographic model is
represented as a block diagram in Figure 4.2. The structure of this model is close
to the one of our compressed-imaging scheme [11] that is described in Chapter 3.
As shown in our experimental section, the generalized formulation that is proposed
successfully handles cases where the amount of data available for reconstruction is
substantially reduced. Note that downsampled acquisitions potentially allow for
faster imaging when using cameras where pixel values are addressed in random
access [74].
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Figure 4.2: Proposed holographic model. The unknown complex field f is con-
volved with the spatial filter h and sampled with step ∆s to obtain the sequence g.
The latter is then modified pointwise according to (4.4). This yields the intensity
measurements γ. Based on the measurements that are retained by the mask χ, our
reconstruction algorithm finally produces an estimate f˜ . The latter corresponds to
a coefficient sequence c˜ whose resolution matches the one of the sensor array.
4.4 Reconstruction problem
According to (4.4), the goal of holographic reconstruction is to produce the most
precise estimate of the object wave f at reconstruction distance zf , given noisy and
quantized versions of the available intensity samples γ. In this section, we propose
an estimate f˜ of f that involves all the available measured data.
4.4.1 Discretization
In the context of our reconstruction problem, we assume that the estimated complex
field f˜ is bandlimited in the frequency domain in accordance with the size ∆s of
the sensors. The signal f˜ thus admits a shift-invariant expansion of the form (1.3),
where the coefficient-grid spacing ∆c is equal to ∆s. In mathematical terms,
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f˜(x) =
∑
k∈Z2
c˜[k]ϕ
(
x
∆s
− k
)
, (4.6)
where c˜ is the equivalent coefficient sequence, and where ϕ is a separable gener-
ating kernel composed of two normalized sinc functions [116]. The mathematical
definition of this kernel is ϕ(x) =
∏2
i=1 sin(pixi)/(pixi). Note that the properties of
the sinc function imply that the coefficients c˜ are ideal samples of f˜ , i.e., that
c˜[k] = f˜(x)|x=k∆s . (4.7)
The above bandlimitedness assumption implies that the measurements g˜ related to
f˜ according to our forward model are expressed as
g˜[k] = (c˜ ∗ b)[k], (4.8)
where b is a sequence corresponding to the filter h in spatially discretized form.
The type of discretization that is employed for this filter is the same as in (4.7).
Note that, in matrix notation, the relationship between the coefficients c˜ and
the samples of g˜ that are kept according to χ can be summarized by (1.5), the
corresponding measurement matrix A being defined as
A = χB. (4.9)
The convolution matrix B is associated with the kernel b, and the downsampling
matrix χ is linked to the sequence χ. As in the previous chapters, the latter
matrix corresponds to an identity matrix whose rows associated with the discarded
measurements are suppressed [11].
4.4.2 Consistent formulation
Following a variational framework, we define the coefficients c˜ of the estimated
complex field f˜ as the solution of an inverse problem. This solution must be matched
to the available measurements, and has to be regularized so as to make the problem
well posed.
According to (4.4), we define the class of suitable solutions as those yielding
measurements that are compatible with the image data after reintroduction into our
forward model. Specifically, given the samples γ acquired by the sensor array and
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the pre-estimated reference-wave sequence ρ˜, one can express a so-called consistency
constraint on the solution c˜ as
Q(g˜[k], wρρ˜[k]) = γ[k], ∀k s.t. χ[k] = 1, (4.10)
the sequence g˜ being implicitly a function of the coefficients c˜ according to (4.8).
Note that the actual reference amplitudes are determined by the factor wρ that is
obtained during the reconstruction process. Due to the presence of noise, we relax
the strict data-fidelity constraint of (4.10) as
D(c˜, wρ) =
∑
k∈Z2
χ[k] (Q(g˜[k], wρρ˜[k])− γ[k])2≤ KD. (4.11)
Besides c˜, the multiplicative weight wρ influences the value of D in (4.11); both
quantities shall be alternately optimized in our algorithm, as described in Section
4.5. Finally, the positive scalar KD determines to what extent the reconstructed
solution can depart from the available measurements, depending on the level of
noise that affect them. Based on the sampled intensities, this constant can be
deduced from the SNR of the acquisition device KSNR through the relation
KD = exp (−KSNR ln(10)/10)
∑
k∈Z2
χ[k]γ[k]2, (4.12)
as shown in Appendix 4.8.2.
Under the sole data-fidelity constraint of (4.11), the solution is underdetermined.
In order to make the problem well posed, we thus regularize it by minimizing the
total variation [32] of its phase and amplitude components. From a qualitative
standpoint, our regularization approach is derived from the assumption that the
unwrapped-phase and amplitude maps of the focused hologram are both well ap-
proximated by piecewise-constant functions as they are in-focus. This assumption
shall prove fruitful for improving the reconstruction quality, as shown in the exper-
imental section. Accordingly, we define our regularization term R as
R(c˜) =
∫
R2
‖∇(arguf˜)(x)‖dx + ΛA
∫
R2
‖∇(|f˜ |)(x)‖dx, (4.13)
where f˜ is implicitly determined from c˜ according to the expansion (4.6). The
functions arguf˜ and |f˜ | correspond to the unwrapped-phase and amplitude maps
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of the solution, and the positive scalar weight ΛA balances the influence of both
total-variation integrals. In order to be computationally tractable, we replace the
integrals in (4.13) by approximate sums with step size ∆s. The corresponding
approximate regularization term R0 reads
R0(c˜) =
∑
k∈Z2
ΨR (‖(arguc˜ ∗ r)[k]‖) + ΛA
∑
k∈Z2
ΨR (‖(|c˜| ∗ r)[k]‖) , (4.14)
where the potential function ΨR is defined as
ΨR(t) = (t2 + )
1
2 , (4.15)
and where  is an additive parameter that ensures the differentiability of both TV
functionals [41]. The horizontal and vertical components of the gradient filter r are
specified as the convolution masks [0 −1 1] and [0 −1 1]T. Note that, according
to (4.7), the corresponding filtering operations are each associated with only two
distinct phase or amplitude values of f˜ .
Following the above definitions, the solution of our reconstruction problem is
expressed as
arg min
c˜
R0(c˜) s.t. D˜(c˜) ≤ KD, (4.16)
where
D˜(c˜) = min
wρ
D(c˜, wρ). (4.17)
Given the definition of Q in (4.3), the expression of D(c˜, wρ) in (4.11) contains two
imbricated squaring operations. This implies that the data term D˜(c˜) is a non-
convex functional of the field coefficients c˜. The problem of (4.16) can thus have
several local optima; its solution is non-unique in general. Note that our recon-
struction algorithm proposed in Section 4.5 does not require any phase unwrapping
to regularize the solution.
4.5 Reconstruction algorithm
We solve the problem of (4.16) based on a gradient-descent approach that we com-
bine with a specifically devised line-search strategy. Specifically, we propose to
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1) Initialize the solution as c˜ = 0
2) Find the optimal factor w˜ρ = arg minwρ D(c˜, wρ) to determine D˜(c˜)
if D˜(c˜) > KD then
a) Compute the data-term gradient ∇D˜(c˜)
b) Compute the step ω˜ ∈ R+ s.t. D˜(c˜− ω˜∇D˜(c˜)) = KD if it exists;
optimize ω˜ = arg minω D˜(c˜− ω∇D˜(c˜)) otherwise
c) Update the solution as c˜← c˜− ω˜∇D˜(c˜)
end
if D˜(c˜) ≤ KD then
a) Compute the regularization gradient ∇R0(c˜)
b) Update the solution as c˜← c˜− ωreg∇R0(c˜)
end
3) Return to Step 2 until Ni iterations are reached
Algorithm 4.1: Proposed holographic-reconstruction algorithm.
apply the iterative procedure detailed in matrix notation in Algorithm 4.1.
The positive scalar ωreg is a step parameter that determines the strength of the
regularization flow. The corresponding regularization gradient ∇R0 and the data-
term gradient ∇D˜ are complex-valued with ∇ · (c˜) = ∂ · /∂ Re(c˜) + j(∂ · /∂ Im(c˜)).
The explicit forms of the update terms are then obtainable from (4.14) using dif-
ferential calculus. Our regularization technique does not require any explicit phase
unwrapping, as explained in Appendix 4.8.3. Finally, determining either of the two
scalars w˜ρ and ω˜ in Step 2 amounts to solving an elementary line-search problem.
This issue is addressed in more detail in Appendix 4.8.4. Note that the algorithm
that we propose is closely related to incremental gradient methods as defined in
[117]. From that perspective, the way our algorithm enforces the data-fidelity con-
straint in (4.16) may be interpreted as a projection operation.
Since the problem of (4.16) is non-convex, the solution obtained with our algo-
rithm potentially depends on the initial estimate. In practice, however, no signifi-
cant changes were observed, hence our generic choice of zero initialization in Step 1.
While rigorous convergence analysis is nontrivial in non-convex settings [118], ex-
perimental evidence suggests that our algorithm converges to a fixed point. Indeed,
the solution and the corresponding value of the regularization functional in (4.16)
have been observed to stabilize as the iterations proceed. Each iteration of our
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algorithm is comparable to the standard technique in terms of computational cost.
In the framework of our experiments, the computational time associated with one
given holographic-reconstruction task on a Mac OS X machine with a Quad-Core
Xeon 2 × 2.8 GHz is of the order of several tens of minutes.
4.6 Experiments
Based on the above developments, we conduct experiments in simulated and prac-
tical off-axis configurations. The holographic reconstructions are performed with
our method as well as with the conventional approach consisting in demodulation
followed by back-propagation. Besides the standard reconstruction paradigm, we
investigate cases where the amount of available measurements is reduced through
random subsampling. In the sequel, a first set of experiments on simulated holo-
grams evaluates the algorithms quantitatively in each case, using the oracle complex
fields for comparison. The experiments that follow allow to determine the relevance
and the competitiveness of our approach when real data are involved.
The standard and proposed algorithms are implemented in MATLAB, using
the angular-spectrum approximation to model light propagation [75]. The recon-
structed objects are shown with the same resolution and field of view as those of
the measured holograms. In practical configurations, an additive linear-phase field
can appear in the reconstruction when tilt coming from sample positioning occurs
between acquisition of the RCH and the one of the object. This additive field is re-
moved to simplify the visual interpretation of the results. Regarding the boundary
conditions that are used, our algorithm is set to regularize the reconstructions on
a slightly larger field of view than the one displayed. As shown in the sequel, this
allows to improve the quality of reconstruction at the boundaries compared to the
standard technique that uses apodization.
4.6.1 Synthetic data
In this set of experiments, the original complex fields are available, their amplitudes
and phases at the focus plane being defined from the 2D spatial maps of Table
4.1. The Pentagon picture originates from the BM3D database at http://www.
cs.tut.fi/~foi/GCF-BM3D/ and the others from the USC-SIPI database at http:
//sipi.usc.edu/database/. After normalization of its spatial-domain amplitude
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Amplitude & Phase SNR (ANR & PNR)
Original Object K = 1 K = 1/2
# Amplit. Phases Standard Variational Standard Variational
ANR PNR ANR PNR ANR PNR ANR PNR
1 Pentagon Man 21.46 21.25 24.20 22.38 6.60 1.55 23.47 21.84
2 Pentagon - 24.08 - 24.53 - 6.64 - 23.91 -
3 Airplane Airplane 18.29 17.71 18.07 17.75 4.61 −3.77 17.77 17.37
4 Airport Airport 19.14 18.66 20.23 20.17 5.87 0.46 19.59 19.75
5 - Man - 20.74 - 22.98 - 2.51 - 22.54
Table 4.1: Reconstruction quality in synthetic experiments.
and phase values to [0, 1] and [0, pi], respectively, each complex field is used to
generate a distinct 512 × 512 hologram according to our forward model. These
holograms were first obtained from larger objects and then restricted to a limited
field of view—centered and with 512 × 512 samples—in analogy with a physical
setup. The acquisition parameters that are used for hologram generation correspond
to an off-axis configuration, choosing the wavelength as corresponding to the He-
Ne laser line, i.e., λ0 = 633 · 10−9, and choosing ∆s = 6.45 · 10−6, M0 = 1,024,
NA = 0.25, n = 1, O = 10, zf = −4 · 10−2, and ρ˜[k] = exp(2pi j(k1 + k2)/5).
The oracle maps mentioned in Table 4.1 are shown along with the corresponding
holograms in Figure 4.3. Note that the scales at which our object maps, holograms,
and reconstructions are displayed are normalized in each figure for convenience.
Given the synthetic holograms and their corresponding parameters, our goal
is to determine how accurately the oracle complex fields can be reconstructed by
the standard and proposed methods. For each hologram, we consider the classical
setting where all samples are available for reconstruction, as well as the setting
K = 1/2 where only 50% of the data are kept through random downsampling.
As reconstruction parameters, our algorithm uses  = 10−10, ωreg = 1.5 · 10−2,
KSNR = 35, and Ni = 2,000 in all synthetic experiments. The regularization weight
is set to ΛA = 0.5. In order to neglect the possible influence of boundary artifacts,
the SNR values are evaluated on fields of view that are centered and whose size is
reduced by 200 pixels in each dimension compared to those of the corresponding
holograms.
The numerical results that are obtained are reported in Tables 4.1 and 4.2.
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FOV Ratio
Original Object Standard Variational
# Amplit. Phases K = 1 K = 1 K = 1/2
1 Pentagon Man 0.84 0.88 0.87
2 Pentagon - 0.84 0.86 0.86
3 Airplane Airplane 0.84 0.95 0.95
4 Airport Airport 0.84 0.86 0.86
5 - Man 0.84 0.90 0.89
Table 4.2: Effective field of view in synthetic experiments.
As an example, the reconstruction is shown for the phase-only hologram #5 in
Figure 4.4; the phase values [0, pi] are mapped to the grayscale range [black,white].
In the classical paradigm where all samples are available, the values of Table 4.1
indicate an overall improvement in terms of reconstruction quality when using our
approach. Our visual results also demonstrate that less artifacts are produced by
the proposed method at the object boundaries. Furthermore, besides backward
compatibility with the standard approach, our reconstruction algorithm is able to
successfully recover object profiles when the amount of sampled data is reduced. In
particular, the corresponding SNR values of Table 4.1 remain stable as compared to
the fully sampled configurations. By contrast, the SNR values that correspond to
the standard reconstruction approach decrease dramatically when downsampling is
used. The strong aliasing effects that are due to downsampling can indeed not be
handled properly in that case since no regularization is used.
In Table 4.2, the proposed FOV ratio measures the relative area of the solution
where the reconstruction quality remains highest with respect to the oracle, consid-
ering the downsampled case only for our method. This area is determined through
local MSE computations performed at every distance from the boundaries of the
given object. It is obtained as the centered region where this local MSE does not
exceed twice the global MSE. The FOV results further document the improvement
of our method over the standard one. Our algorithm yields data-dependent values
because its regularization strategy is itself data-adaptive.
At this stage, these observations confirm the relevance of our approach for holo-
graphic reconstruction in both classical and downsampled configurations. They
remain to be corroborated in the real-data experiments that follow.
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Hologram Acquisition Algorithm
Name Type λ0 M0 NA O zf SNR
Neuron Phase-only 680 · 10−9 1024 0.45 20 −3 · 10−2 25.0 dB
Epithelial Phase-only 680 · 10−9 512 0.25 10 −4 · 10−2 32.0 dB
USAF 5-4 Mixed 661 · 10−9 512 0.4 20 −5 · 10−2 30.0 dB
USAF 9-8 Mixed 661 · 10−9 512 0.4 20 −6 · 10−2 18.5 dB
Table 4.3: Object-dependent parameters used for optical acquisition.
4.6.2 Real data
In this second experimental part, we consider holograms that are acquired practi-
cally from distinct physical objects. The 1,024 × 1,024 hologram Neuron and the
512 × 512 hologram Epithelial consist in acquisitions of neural and epithelial cell
samples, respectively. The 512 × 512 holograms USAF 5-4 and USAF 9-8 corre-
spond to USAF targets with mixed phase and amplitude information. As in the
synthetic case of Section 4.6.1, the acquisition settings that have been used in the
optical setup are off-axis. The parameters that are common to all acquisitions are
∆s = 6.45 · 10−6 and n = 1. The other scalar parameters are reported in Table 4.3,
while the approach followed to generate the reference waves is described in [114].
The proposed algorithm is parameterized as above, except ωreg = 3 · 10−4,
ΛA = 1 for the hologram USAF 9-8, and except KSNR. In this practical setting, the
latter quantity depends nontrivially on the acquisition conditions and is determined
experimentally. The SNR values specific to each hologram are thus reported in
Table 4.3 along with the acquisition parameters. Moreover, since the amplitude
of the reference wave tends to vary slowly in space due to the non-ideality of the
holographic device, we propose to determine wρ in (4.11) in a spatially adaptive
manner. Specifically, we perform one distinct optimization for each 8×8-pixel block
of the solution. Note that each optimized value of wρ is still estimated based on
the principles of Appendix 4.8.4, although the sums involved in the computations
are now restricted to the corresponding block.
The reconstructions from Neuron, Epithelial, and USAF 5-4 are shown in Fig-
ures 4.5, 4.6, 4.7, and 4.8. While the standard technique only handles the fully
sampled scenario, distinct downsampling factors K = 1, 1/2, 1/4 are considered
with our algorithm. When all samples are available, the visual results show simi-
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lar advantages of our algorithm over the classical method as in the synthetic case.
For instance, the field of view of the reconstructed objects is extended when using
our iterative approach, unlike in the standard approach where the signal must be
attenuated at borders in order to properly handle the boundary conditions. These
results thus demonstrate that the boundary issues arising in digital propagation
can be suitably addressed when using an implicit formulation of the reconstruction
problem such as (4.16). In this set of real experiments, our method is also ob-
served to reduce the amount of noise in the recovered phase and amplitude profiles.
In particular, the continuity of their background is improved. When decreasing
K, the reconstruction quality remains acceptable even though some fine details
are inevitably lost due to the associated decrease in resolution. This decrease is
associated to small patterns of “pointillism” type appearing in the holograms.
The contrast and the sharpness of object features are also well preserved when
using our algorithm. In particular, the results on USAF 5-4 shown in Figures
4.7 and 4.8 demonstrate that sharp transitions and large regular structures are
reconstructed accurately. The resolution performance of the standard and proposed
methods can be compared in Figure 4.9 where the reconstruction from USAF 9-8 is
shown in the fully sampled setting. In this example, the resolution capability of both
methods is similar. While the use of TV regularization produces a slight smearing
effect in some places, the level of noise is strongly reduced in the reconstruction
obtained with our method. This set of practical experiments thus corroborates the
observations made in the synthetic case, and validates our approach as applied to
real off-axis holograms subject to noise.
4.7 Conclusions
We have devised an algorithm for off-axis holographic reconstruction that is based
on a consistent problem formulation. Based on suitable regularity assumptions,
our technique has allowed to reconstruct complex-valued object profiles satisfac-
torily, including in the case where the amount of measured samples is decreased.
Compared to the standard technique, the proposed method avoids the presence
of boundary artifacts in the solutions, and reduces the perceived level of noise in
practical configurations. From a general perspective, the obtained results further
illustrate the interest of inverse-problem approaches in holography. In future re-
search, distinct regularization strategies could be investigated for reconstruction.
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This includes alternate variational terms that would take correlations between phase
and amplitude components into account, and so-called total cyclic variation [119].
4.8 Appendix
4.8.1 Forward-model operators
The effect of the operator H can be described as a convolution with a specific filter.
The latter is defined in the Fourier domain as the amplitude-only function{
1, ‖ω‖ ≤ ∆ω/2
0, otherwise.
(4.18)
We remind that this frequency limitation fundamentally originates from the nu-
merical aperture of the objective.
The propagation operator W is also associated with a continuous-domain filter.
Given the distance zf , it is defined in the Fourier domain as the phase-only function
exp
(
−2pi j zf
(
1− λ02‖ω‖2
)1/2
/λ0
)
. (4.19)
This propagation model is based on the angular-spectrum method [75].
4.8.2 Data-fidelity constant
As mentioned in Section 4.4, we constrain suitable estimates of the unknown com-
plex field to be consistent with the measured intensity samples. According to our
forward model, a given solution c˜ should thus yield the measurements
γ˜[k] = Q(g˜[k], wρρ˜[k]) (4.20)
that are close to the known samples γ[k], ∀k s.t. χ[k] = 1. Assuming that the noise
level affecting the samples of γ corresponds to a SNR of KSNR in dB, we constrain
the similarity between γ˜ and γ to match this value as a lower limit. Taking only
the non-masked samples into account, we obtain
KSNR ≤ 10 log10
( ∑
k∈Z2 χ[k]γ[k]
2∑
k∈Z2 χ[k](γ˜[k]− γ[k])2
)
, (4.21)
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which expands as
∑
k∈Z2
χ[k](γ˜[k]− γ[k])2 ≤ exp (− ln(10)KSNR/10)
∑
k∈Z2
χ[k]γ[k]2. (4.22)
This expression is equivalent to (4.11). The left-hand side of (4.22) corresponds to
the data term D(c˜, wρ), while its right-hand side is the definition of the data-fidelity
constant KD in (4.12). Note that this derived result is specific to the quadratic form
of (4.11) that is matched to a Gaussian noise model. Another noise model (e.g.,
Poisson) would correspond to a distinct formula for KD.
4.8.3 Spatial derivatives of unwrapped phase
The phase derivative can be estimated independently of wrapping [120]. More
specifically, since our finite-difference filters only take two distinct phase values
into account at each time, only phase differences are relevant. Assuming that the
phase jumps between two adjacent coefficient samples do not exceed pi, and defining
vi(c˜) = ((arg c˜ ∗ ri)[k] mod 2pi) at a given position k, we thus have the relation
(arguc˜ ∗ ri)[k] =
{
vi(c˜), vi(c˜) < pi
vi(c˜)− 2pi, otherwise.
(4.23)
The above assumption on maximal phase jumps corresponds to the required proper-
ties for proper phase sampling [120]. In settings such as [121] where this assumption
is violated, our method may still be applied, provided that only the solution ampli-
tudes are regularized. While preliminary investigations indicate satisfactory results
on objects whose phases are random and uniformly distributed in [−pi, pi[, this issue
remains to be addressed in further research.
4.8.4 Line search
Each of the optimization problems that arise in Step 2 of Algorithm 4.1 when de-
termining w˜ρ and ω˜ can be recast as the resolution of a simple polynomial equation.
According to the form of the data term that is specified in (4.11), these line-search
problems both comply with the generic formulation
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P0(t) =
∑
k∈Z2
(|s1[k] + ts2[k]|2 − s3[k])2 , (4.24)
where si are known constant sequences (s3 being real-valued and nonnegative), and
where t is the scalar variable of interest to optimize. Expanding the terms of (4.24),
and factoring out t, we obtain the simplified expression
P0(t) = a4t
4 + a3t
3 + a2t
2 + a1t+ a0, (4.25)
where
a4 =
∑
k∈Z2
|s2[k]|4,
a3 =
∑
k∈Z2
4 Re(s1[k]s
∗
2[k])|s2[k]|2,
a2 =
∑
k∈Z2
2|s2[k]|2(|s1[k]|2 − s3[k]) + 4 (Re(s1[k]s∗2[k]))2 ,
a1 =
∑
k∈Z2
4 Re(s1[k]s
∗
2[k])(|s1[k]|2 − s3[k]),
a0 =
∑
k∈Z2
(|s1[k]|2 − s3[k])2. (4.26)
Given their definition, the coefficients ai are real scalars that only depend on the
constant sequences si. Depending on the optimization problem, P0(t) has to be
either equalized to KD or minimized. In the former case, the solution—if it exists—
corresponds to the smallest real and nonnegative root of the fourth-degree polyno-
mial
P1(t) = a4t
4 + a3t
3 + a2t
2 + a1t+ (a0 −KD). (4.27)
In the latter case, the argument minimizing P0 must cancel its first derivative.
Accordingly, the solution is the real and nonnegative root of the polynomial
P2(t) = 4a4t
3 + 3a3t
2 + 2a2t+ a1 (4.28)
that yields the smallest value of P0.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.3: Full-sized oracle maps and corresponding hologram acquisitions used
in the synthetic experiments. (a)–(d) Pentagon, Man, Airplane, and Airport maps
defining the objects of Table 4.1 (e)–(i) Intensity holograms of size 512× 512 asso-
ciated with the objects no. 1, 2, 3, 4, and 5.
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(a) Standard algorithm with K = 1 (b) Proposed algorithm with K = 1
(c) Standard algorithm with K = 1/2 (d) Proposed algorithm with K = 1/2
Figure 4.4: Reconstruction of the phase-only Man object from the synthetic holo-
gram #5 without downsampling (K = 1) and with downsampling (K = 1/2).
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(a) Standard algorithm with K = 1 (b) Proposed algorithm with K = 1
(c) Proposed algorithm with K = 1/2 (d) Proposed algorithm with K = 1/4
Figure 4.5: Reconstruction from the phase-only hologram Neuron.
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(a) Standard algorithm with K = 1 (b) Proposed algorithm with K = 1
(c) Proposed algorithm with K = 1/2 (d) Proposed algorithm with K = 1/4
Figure 4.6: Reconstruction from the phase-only hologram Epithelial.
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(a) Standard algorithm with K = 1 (b) Proposed algorithm with K = 1
(c) Proposed algorithm with K = 1/2 (d) Proposed algorithm with K = 1/4
Figure 4.7: Reconstructed amplitudes from the hologram USAF 5-4.
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(a) Standard algorithm with K = 1 (b) Proposed algorithm with K = 1
(c) Proposed algorithm with K = 1/2 (d) Proposed algorithm with K = 1/4
Figure 4.8: Reconstructed phases from the hologram USAF 5-4.
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(a) Standard algorithm (amplitudes) (b) Proposed algorithm (amplitudes)
(c) Standard algorithm (phases) (d) Proposed algorithm (phases)
Figure 4.9: Reconstructed amplitudes and phases from the fully sampled hologram
USAF 9-8.
Chapter 5
Conclusions
In this thesis, we investigated how the use of numerical techniques allows to mod-
ify the way visual optical data are acquired in several settings. In particular, we
proposed specifically tailored reconstruction algorithms so as to enable imaging
devices to be reconfigured or redesigned to operate with a lesser amount of data.
As discussed in Chapter 1, imaging strategies that involve iterative reconstruction
algorithms constitute a relatively new field of research given the required computa-
tional power. From the latter perspective, the resolution of non-convex problems in
imaging is especially challenging. In the case of digital holographic reconstruction,
our contribution in Chapter 4 illustrates the potential benefits of approaches that
are based on inverse-problem formulations.
In Chapter 2, we proposed an efficient interpolation method based on edge-
enhancing diffusion that is able to reconstruct image features accurately from only
2% of the sampled data. Subsequently, in Chapter 3, we proposed to reconstruct
images from optically compressed measurements in binarized form, achieving sat-
isfactory results with overall compression factors of 64. In both of these recon-
struction problems, the presence of linear filtering effects in the forward model has
been observed to improve the overall reconstruction quality. The differences are
most dramatic in the case of our binary-measurement model where the preliminary
step of optical filtering is necessary to retrieve grayscale information. Finally, in
Chapter 4, we developed an iterative algorithm that handles phase and amplitude
profile reconstruction from single downsampled intensity holograms. On the one
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hand, the downsampling factors of 2 and 4 that were used in our experiments on
holographic data are relatively moderate compared to what is achieved in a re-
lated work on digital holographic reconstruction [111]. On the other hand, our
method has the advantage to directly handle intensity measurements according to
our forward model (4.4). Note that, while the Fresnel operator used in [111] has
been shown theoretically to be suitable for reconstruction in downsampled regimes,
making precise statements in the case of our own reconstruction method [15] is
not straightforward. Indeed, unlike in [111], our forward model is not linear and is
thus incompatible with the conventional compressed-sensing framework that is pro-
posed and studied in the literature. Better theoretical understanding might arise
in the context of non-linear extensions of the compressed-sensing theory, such as
the quadratic framework that is formalized and analyzed in [122].
5.1 Future work
The acquisition and reconstruction strategies that we proposed in this thesis al-
low to improve the performance and increase the robustness of imaging in several
settings compared to the state of the art. However, for the problems that we con-
sidered, the precise influence of the forward model on the quality of reconstruction
is still not well understood theoretically, up to our knowledge. Having a suitable
understanding of this influence would allow to better optimize the design of the
optical acquisition devices, knowing that, in each case, the amount of freedom in
the optimization can be increased according to what is taken into account in the
reconstruction algorithm. In the context of digital holographic reconstruction, for
instance, and in the case of the algorithm proposed in Chapter 4, the reference
wave is not constrained a priori to be composed of one single frequency, unlike in
reconstruction techniques that are based on demodulation. Accordingly, if proven
more suitable for the quality of reconstruction and technically feasible, holographic
acquisition devices could be modified to generate customized reference waves; the
reconstruction from single holograms obtained in an on-axis configuration could
also be investigated for the same reason.
As mentioned in Section 3.7.7, the practical realization of the binary-compressed-
imaging model that we proposed remains to be addressed in further research. An
important challenge is the fact that, due to the non-negativity of the optical filters
(3.11) in our incoherent-light setting, the light intensities acquired by the sensor
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array have a very low contrast. In accordance with the finite-differentiation modal-
ity described in Section 3.7.4, this issue could be addressed using sensors acting
as binary comparators [11]. Note that the electronics of such comparators should
provide a sufficiently high common-mode rejection ratio in order to yield accurate
measurements.
Other potential innovations lie in the development of new classes of reconstruc-
tion algorithms. In that regard, in settings where A corresponds to a Gaussian-type
random mixing matrix and where Q corresponds to a scalar quantizer, problems of
the form (1.6) have been successfully solved using generalized approximate message
passing (GAMP) [123, 124]. The latter approach relies on a Bayesian formulation
of the reconstruction problem, and yields very promising results in terms of recon-
struction quality and computational efficiency. It is able to provide approximate
minimum-mean-square-error estimates based on some given statistical priors on the
solution. Related works have also studied the applicability of GAMP to other types
of measurement matrices, such as convolution matrices [125], as well as to nonlin-
earities that are similar to the ones involved in our holographic forward model [126].
Accordingly, reconstruction problems such as the ones in Chapters 3 and 4 may be
solved based on specific variants of GAMP in the future.
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