Abstract. We prove the orthogonality of the range and the kernel of an important class of elementary operators with respect to the unitarily invariant norms associated with norm ideals of operators. This class consists of those mappings E : B(H) → B(H), E(X) = AXB + CXD, where B(H) is the algebra of all bounded Hilbert space operators, and A, B, C, D are normal operators, such that AC = CA, BD = DB and ker A∩ker C = ker B ∩ker D = {0}. Also we establish that this class is, in a certain sense, the widest class for which such an orthogonality result is valid. Some other related results are also given.
Introduction
Following [1] we first define orthogonality in Banach spaces. If X is a complex Banach space, and if x, y ∈ X, we say that x is orthogonal to y if for all λ, µ ∈ C we have ||λx + µy|| ≥ ||µy|| .
(1) Dividing (1) by |λ| (or |µ|) we see that nothing is lost if one of the scalars λ, µ is omitted in (1) .
If X 1 , X 2 are (linear) subspaces of X, we say that X 1 is orthogonal to X 2 if for all x ∈ X 1 , y ∈ X 2 we have ||x + y|| ≥ ||y||.
Note that if x is orthogonal to y, then y need not be orthogonal to x. Indeed, in C 2 space with the max-norm ||(z, w)|| = max(|z|, |w|), consider the vectors (−1, 0) and (1, 1) .
Remark 1.
If X is a Hilbert space, from (1) follows x, y = 0, i.e. orthogonality in the usual sense.
Next we define unitarily invariant norms (u.i. norms in further text). Let H denote a separable Hilbert space, let B(H) denote the algebra of all bounded linear operators on H, and let C ∞ denote the ideal of all compact operators. For a compact operator X the sequence of singular values s j (X) is defined as the sequence of eigenvalues of the operator (X * X) 1/2 arranged in nonincreasing order, i.e. s j (X) = 3370 D. KEČKIĆ λ j (X * X) 1/2 . In a similar way, with few modifications, the singular values of an arbitrary bounded operator can be defined.
A unitarily invariant norm is any norm ||| ||| defined on some two-sided ideal of B(H) (including B(H) itself) which satisfies the two following conditions. For unitary operators U , V ∈ B(H) the equality |||U XV ||| = |||X||| holds, and |||X||| = s 1 (X) for all rank one operators X. It is proved that any u.i. norm depends only on the sequence of singular values. Also, it is known that the maximal ideal, on which ||| ||| has sense, is a Banach space with respect to that u.i. norm.
Among all u.i. norms there are few important special cases. The first is the
this norm is known as the nuclear norm (Hilbert-Schmidt norm) and the corresponding ideal is known as the ideal of nuclear (Hilbert-Schmidt) operators. The ideal C 2 is also interesting for another reason. Namely, it is a Hilbert space with respect to the || || 2 norm. The other important special case is the set of so-called Ky Fan norms
The well-known Ky Fan dominance property asserts that the condition ||X|| (k) ≤ ||Y || (k) for all k ≥ 1 is necessary and sufficient for the validity of the inequality |||X||| ≤ |||Y ||| in all u.i. norms.
For further details the reader is referred to [4] . Kittaneh [2] extended this result to an arbitrary u.i. norm, and proved the following theorem.
Theorem AK. If the operators A,B ∈ B(H) are normal, then for all X, S ∈ B(H) we have
In this note we shall extend the above theorem. Namely, among other things, we shall prove the implication
Some auxilliary results
We first prove and list some results which will be needed later. 
Proof. The proof of this lemma is based on Clarckson-McCarthy inequalities, and can be found in [3] .
be a family of mutually orthogonal orthoprojectors, let J be a two-sided ideal contained in C ∞ , and let ||| ||| J be its norm. Then A ∈ J implies
Proof. This lemma is in fact Theorem III 4.2. from [4] .
Remark 2. This statement remains valid for u.i. norms equivalent to the usual one on B(H) which follows from the fact that the proof of Theorem III 4.2. is based on the Ky-Fan dominance property.
Lemma 3. Let a bounded operator A be the weak limit of operators A n and let
Proof. This result can be obtained from the proof of Lemma III 5.1. from [4] , but for the convenience of the reader we shall give the proof.
Let
be the partial sum of the Schmidt expansion of operators A n . We choose the sequence of indices n i such that s j (A ni ) converges to s j , and φ
, φ j ψ j is the weak limit of T ni,k . It is well known (see [4] , p. 47) that we may choose a unitary operator U and an orthonormal system {f j } k j=1
. Passing to the limit n i → ∞ we obtain the result.
Main results

Theorem 1. Let A, B ∈ B(H) be normal operators, such that AB = BA, and let
Proof. Let 
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Consider then the case when B is injective, i.e. ker B = {0}. Let ∆ n = {λ ∈ C||λ| ≤ 1/n} and let E B (∆ n ) be the corresponding spectral projector. Putting P n = I−E B (∆ n ) we have that subspace P n H reduces both operators A and B (since they commute and are normal). Hence, we take the following matrix representations of A, B, S, X with respect to the decomposition H = (I − P n )H ⊕ P n H:
.
Operator B
(n) 1 acting on P n H is, as it is easily seen, invertible. Thus according to the previous case we have
Now, the sequence P n strongly converges to I − E B ({0}), i.e. to I, since B is injective, and hence P n SP n → S weakly (even strongly). From (4) we get sup n |||P n SP n ||| ≤ |||AXB − BXA + S||| < +∞. Applying Lemma 3 we obtain the required inequality. This ends the proof in the case when B is injective.
Assume now that ker A ∩ ker B = {0}. Then kerB clearly reduces A and P ker B AP ker B is injective. We split the space H into the orthogonal sum H = ker B ⊕ H 0 (H 0 = H ker B). Let A, B, S, X have the following representation (with respect to the above decomposition):
Operators A 1 , B 2 are injective, and (in view of their normality) their ranges are dense in the subspaces they act on. A straightforward calculation gives:
The same block structure remains valid for ASB − BSA. 
The theorem is proved.
Even if the condition (2) is suppressed, we can get an inequality of the form
but the constant c can effectively be less than 1. 
By routine calculation we see that the singular values of S are 0, 2, α, α 2 + 4γ 2 , whereas the singular values of E(X) + S are 0, 2, |α + β|, (α − β) 2 + 4γ 2 . For β = α/2, γ = √ αβ, α ≥ 4/3 we get ||S|| = α √ 3, and ||E(X) + S|| = 3α/2, which means that the constant c in (5) cannot be greater than √ 3/2 in the case of the usual operator norm.
Again, for β = −α, γ = α √ 2, we get
3/2 as α → +∞. Hence, the constant c in (5) also cannot be greater than √ 3/2 in the nuclear norm.
We now prove the following result.
Theorem 2. Let A, B ∈ B(H) be normal operators such that AB = BA and let
and
where || || p is the C p -norm.
In particular, in the Hilbert-Schmidt-norm we have 
Some corollaries
If B = −C = I, the condition (9) is satisfied and so, from Theorem 3, we obtain the well-known Theorem AK.
If C = −D = I, the conditions AC = CA, BD = DB and (9) are satisfied, and from Theorem 3 we obtain the result:
Corollary 1. If A, B ∈ B(H) are normal, then for every operator S satisfying ASB = S and all operator X ∈ B(H) the inequality (3) holds.
This is, in fact, the major result given in [8] by B. P. Duggal (Theorem 1 and Corollary 1). This is also a refinement of a result of H. Du [5] who proved under the same assumptions that Remark 3. The smallest positive integer n such that ker E n = ker E n+1 is called the ascent of the operator E (asc E). In view of this Corollary 2 asserts that asc E ≤ 1, under the assumptions of Theorem 3.
As it is easily seen from [6] , for operators of the form E(X) = n j=1 A j XB j , where A j and B j are commuting families of normal operators, which satisfy asc E ≤ 1, the generalized Fuglede-Putnam theorem holds, i.e. The following questions naturally arise: 1. Is the condition that E is normally represented necessary and sufficient for its normality? 2. Direct generalization of Theorem 3 to the operators E(X) = n j=1 A j XB j for n > 2 is not possible. In [7] Shulman stated that there exists a normally represented elementary operator of the form n j=1 A j XB j with n > 2 such that asc E > 1, i.e. the range and the kernel have nontrivial intersection. Nevertheless, for a normally represented operator E(X) = n j=1 A j XB j with n > 2, we conjecture that the range of the operator E n−1 is orthogonal to the kernel of the operator E. 3. Anderson [1] showed that the equality B(H) = ran δ N ⊕ ker δ N is true only in some very special cases, namely when the spectrum of N is finite. It would be interesting to find the condition which ensures the validity of J = ran E ⊕ ker E, for the operator E(X) = AXB + CXD, considered as an operator mapping J into J , where J is an ideal of compact operators.
