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Computational modeling of stimulated emission
depletion microscopy in biological cells under one- and
two-photon excitation
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The finite-difference time-domain method is used to simulate the prop-
agation of focused beams used for stimulated emission depletion (STED) mi-
croscopy as they scatter through layers of biological cells. Depletion beams
that facilitate axial and lateral confinement of the fluorescence emission are
modeled, and the effective point spread function of the system as a function
of focal depth is assessed under one- and two-photon excitation. Results show
that the lateral depletion beam retains a well-defined minimum up to the
maximum simulation depth of 42 µm. In addition, the relative spatial shift
between excitation and de-excitation beam foci is less than 44 nm for all simu-
lated depths. PSF calculations suggest that sub-diffraction imaging is possible
beyond the maximum simulated depth, as long as the fluorescence emission is
detectable. However, strong attenuation of the fluorescence emission by the
axial confinement beam may make this beam unsuitable for sub-diffraction
imaging in scattering samples.
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Chapter 1
Introduction
STED microscopy was among the first optical microscopy techniques
to surpass the resolution limit imposed by diffraction. Since its inception,
the technique has been used to study a wide variety of biological samples at
nanoscale spatial resolutions. Despite the resolution improvements offered by
the technique, there has been little investigation of the effects of scattering on
the imaging signal. To explore these effects, an electromagnetic model is used
to simulate the propagation of focused laser beams used for STED as they
propagate through scattering biological cells. Prior to discussing this work
in detail, the fundamentals underlying the STED technique—fluorescence mi-
croscopy and methods for achieving diffraction-unlimited spatial resolution—
are described.
1.1 Fluorescence microscopy
Fluorescence microscopy is widely used to study biological systems be-
cause it can provide high-resolution images and measurements related to the
structure and function of biomolecules and cells. All fluorescence microscopy
techniques require the use of fluorescent molecules that are typically embedded
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in or attached to structures of interest in a sample. In general, the penetration
depth of visible and near-infrared light, the relatively low damage potential,
and the compatibility of the fluorophores with physiological imaging condi-
tions make fluorescence microscopy the method of choice for many biological
imaging applications [21].
Fluorescence occurs when a fluorophore absorbs a photon and is raised
to an excited energy state, then relaxes to a lower energy state and emits a
lower energy photon. For optically thin samples, widefield illumination can
be used, and the resulting fluorescence emission can be imaged through an
objective lens onto a detector array, directly providing an image of the sam-
ple. When imaging features within thicker samples, widefield fluorescence
microscopy is less useful because the incident light will excite fluorophores
throughout the sample volume, not just those residing at the focal plane. The
unwanted emission light will be collected by the objective and will reduce the
contrast of the signal originating from the focal plane [23]. Moreover, the de-
gree of light scattering will increase with focal depth as the light propagates
through structures of varying refractive indices, further serving to blur the
image and reduce the image contrast [15].
1.1.1 Laser scanning microscopy
Laser scanning microscopy techniques have been developed that over-
come the imaging depth limitations of widefield fluorescence microscopy. These
techniques, including confocal microscopy and multi-photon microscopy, per-
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mit three-dimensional imaging in optically thick samples [23]. In confocal
microscopy, a laser beam is focused through a high numerical aperture (NA)
objective in an attempt to achieve a diffraction-limited focus within the spec-
imen. The resulting fluorescence is imaged onto a confocal pinhole placed
prior to the detector in a plane conjugate to the focal plane. The pinhole
prevents the detection of light that originates from planes above and below
the focal plane. The beam is scanned from point to point within the specimen
to generate three-dimensional images [23]. Like all microscopy techniques,
confocal microscopy still suffers from increased scattering as a function of
imaging depth, which prevents a true diffraction-limited focal spot from being
achieved within the specimen. In addition, there is increased absorption of in-
cident light by fluorophores in the beam path. Both of these factors limit the
achievable imaging depth and resolution. Nevertheless, the achievements of
confocal microscopy for 3D biological imaging in thick samples should not be
underestimated. The exclusion of out-of-focus information allows for imaging
of thick samples at comparable or better resolution than is achievable using
widefield fluorescence microscopy in thin or sectioned samples [5].
1.1.2 Multi-photon microscopy
Multi-photon microscopy relies on multi-photon absorption to achieve
inherently three-dimensional localization of fluorescence. For example, two-
photon absorption is the simultaneous absorption of two lower energy photons
to excite a molecule to a higher energy state. Fluorescence emission may sub-
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sequently occur, just as in the linear absorption case. Two-photon absorption
is a nonlinear phenomenon that depends on the square of the light intensity.
The process is weak by comparison to the linear excitation process and re-
quires very high photon densities. For microscopy, this typically requires the
use of mode-locked lasers that emit pulses with a duration of 100s of fem-
toseconds (10−15s) at very high pulse energies. The laser pulses are focused
through a high NA objective, thereby creating sufficiently high photon den-
sities for two-photon absorption near the beam focus. As a consequence, the
fluorescence excitation volume is confined about the beam focus. In addition,
because nearly all of the fluorescence photons are known to originate near the
focus, there is no need for a confocal pinhole prior to a detector [15].
In theory, the intensity-squared dependence of two-photon absorption
can result in a smaller fluorescence excitation volume than that for the confo-
cal case at the same wavelength and depth. In practice, the wavelength used
for two-photon excitation of a particular fluorophore is typically much longer
(about double that of the single-photon excitation wavelength). As a conse-
quence, the diffraction-limited focus width is larger in the two-photon case
than in the confocal case. In addition, the objective lens used for two-photon
imaging in thick samples is typically a lower NA water-immersion lens. The
combination of these two factors results in two-photon imaging resolution that
is 2 or 3 times that of confocal microscopy [6].
The most pronounced advantage of two-photon microscopy over confo-
cal microscopy is the ability to image at depths of several hundred micrometers.
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The origin of this advantage has two components: 1) The use of longer, near-
infrared wavelengths results in a reduced degree of light scattering per unit
depth for the excitation beam. 2) Emission photons that have scattered can
still contribute to useful signal if they reach the detector [15]. For imaging in
thick samples, this can increase the signal levels at depth by a factor of up
to three over the confocal case [5]. Despite these advantages, the effects of
scattering of the excitation beam accumulate as the imaging depth increases,
effectively increasing the size of the focal volume and thereby reducing the
spatial resolution. Moreover, the effect of scattering can create uncertainty in
the location of the focal point and therefore the image position.
1.1.3 Obtaining resolution beyond the diffraciton limit
Diffraction effectively limits the theoretical lateral resolution of conven-
tional far-field microscopy techniques to roughly
∆x,y ≈ λ
2 · NA (1.1)
and the axial resolution to
∆z ≈ 2 · n · λ
(NA)2
(1.2)
where λ is the free-space wavelength, n is the refractive index of the medium,
and NA is the numerical aperture of the objective [3]. As an example, a high-
quality immersion objective lens may have an NA of about 1.3. Assuming 400
5
nm incident light (nearly ultraviolet), the lateral resolution in a conventional
microscope should exceed about 150 nm, and axial resolution should exceed
about 620 nm in the absence of scattering and with ideal detection.
Over the past two decades, a number of microscopy techniques have
been developed that overcome the resolution barrier imposed by diffraction.
These techniques may generally be grouped into two categories: those based
on stochastic switching of fluorophores, and those based on point spread func-
tion (PSF) engineering [14]. Techniques based on stochastic switching exploit
the single-molecule nature of fluorophores to precisely locate their individual
positions at a level below the diffraction limit, typically within nanometers.
Precise localization is achieved by allowing only single fluorophores to emit per
detectable area at any given time. The detection of a large number of single-
molecule events allows for the reconstruction of the fluorophore distribution
and therefore an image with resolution below the diffraction limit. There are
numerous mechanisms for switching the fluorophores and ensuring that only a
subpopulation of fluorophores emits per unit time. The switching mechanisms
rely on the so-called RESOLFT concept, which stands for reversible saturable
optical fluorescence transitions. For example, PALM (photoactivation local-
ization microscopy) uses photoswitchable fluorescent proteins that are toggled
between bright and dark states. Other techniques, such as dSTORM (direct
stochastic optical reconstruction microscopy) and GSDIM (ground-state deple-
tion with individual molecule return) use synthetic dyes that switch between
bright and dark states [21].
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1.1.4 The STED technique
Among techniques that rely on PSF engineering, stimulated emission
depletion (STED) microscopy was one of the first RESOLFT techniques to
be developed [14]. It is a far-field laser scanning microscopy technique like
confocal or multi-photon microscopy. The STED technique involves excit-
ing dye molecules in a labeled specimen using a focused, pulsed excitation
beam. After the excitation pulse, the sample is usually illuminated with a
red-shifted and higher power de-excitation beam that nominally has an in-
tensity null centered about the focal point of the excitation beam [13]. The
de-excitation beam induces stimulated emission in a sub-population of the ex-
cited dye molecules. Dye molecules that did not undergo stimulated emission
are left to spontaneously emit fluorescence light. As the de-excitation power
is increased relative to the excitation power, the dye transition is increasingly
saturated, and the resulting fluorescence spot size shrinks about the excitation
beam focus to a size below the diffraction limit.
The de-excitation beam is chosen to be red-shifted with respect to the
excitation light so that the probability of simulated emission is substantially
higher than the probability of re-excitation of the fluorophore. In addition,
the delay between excitation and de-excitation pulses is typically chosen such
that the the vibrational relaxation in the excited state has time to complete
(typically a few ps). This puts the excited molecule in a long-lived state during
which stimulated emission can effectively occur. This also explains why the
STED pulse is typically much longer than the excitation pulse [22].
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In a traditional STED microscope, the de-excitation beam is condi-
tioned to form a doughnut shape with a null at roughly the center of the
excitation beam focus, but with high intensity at the periphery [8]. The high
intensity periphery provides lateral confinement of the fluorescence emission
via stimulated emission. To enhance axial resolution, a beam with an inten-
sity minimum that is axially confined can be generated [18]. When the axial
and lateral confinement beam are combined, scanning of co-aligned excitation
and de-excitation beams can yield enhancements in axial and lateral resolution
over the traditional confocal microscope [32].
In theory, the STED technique is diffraction-unlimited: the power of
the de-excitation beam can be increased further to saturate the transition
and decrease the fluorescence spot size. In practice, the de-excitation beam
power, and hence the spatial resolution, is limited by photo-destruction of
the fluorophore and light scattering [10]. In addition, the fluorescence signal
must be strong enough (and therefore the fluorescence spot large enough) to
be detected over the leaked background light and shot noise from the photo
detector.
STED microscopy has been used to visualize numerous biological struc-
tures on spatial scales that were once accessible only to electron microscopy.
This includes the visualization of proteins, their structure, and even their dis-
tribution on a sub-organelle level [21]. The lateral resolution achievable using
a doughnut de-excitation beam typically varies between 30 to 80 nm for biolog-
ical samples depending on the properties of the samples and the de-excitation
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laser power [21]. Axial resolutions in a biological sample of roughly 200 nm
have been achieved using an axial confinement beam and a single objective
lens [32]. The use of multiple objective lenses and STED in the isoSTED mi-
croscope has yielded isotropic resolution on the order of 30 nm and has been
used to image mitochondrial membranes [25]. Despite the enhanced resolution
capabilities, STED microscopy in biology has largely been limited to the study
of structures in dissociated cells or cells close to tissue surfaces. To the best of
my knowledge, only one study has achieved optical superresolution via single
photon excitation and STED at depths greater than 100 µm (Urban et. al.
2011) [30].
It has more recently been demonstrated that two-photon excitation
can be used in combination with single-photon STED to achieve optical su-
perresolution [2, 6, 20]. This approach retains the advantages of two-photon
microscopy—increased imaging depth in highly scattering samples due to re-
duced scattering, and also results in sub-diffraction lateral resolution. To date,
this approach has achieved lateral spatial resolution that is four to five times
better than that of conventional two-photon microscopy [2]. This approach ap-
pears promising for nanoscale imaging applications in highly scattering brain
tissues [2].
Despite the resolution improvements offered by STED microscopy, there
has been comparatively little exploration of the depth limits of the technique
in scattering samples. Because STED microscopy depends on the alignment
of the excitation and de-excitation beam profiles near focus, it is important
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to understand how the beam profiles are perturbed with increasing imaging
depth. In particular, it is useful to know whether both the excitation beam and
de-excitation beams remain co-aligned after scattering, and whether the depth
of the central intensity minimum of the de-excitation beam is maintained.
These factors both may alter the effective PSF of the STED microscope and
consequently alter the fluorescence signal strength and achievable resolution.
The goal of this research is to characterize the the propagation of beams
used for STED imaging through scattering biological cells. In this pursuit, a
3D finite-difference time-domain (FDTD) electromagnetic model [7,26] is mod-
ified and used to simulate multiple biological cells defined by spatially varying
refractive indices. Vector diffraction theory is used to obtain the electromag-
netic fields for the excitation and de-excitation beams, and these fields are
imposed as the incident fields in the model. The model computes the near
field optical intensity distributions in the presence of the scattering cells. Sim-
ulations are run for the excitation beam and de-excitation beams focused to
multiple depths within the sample, and a model of stimulated emission from
the fluorescence state is used to compute the resultant PSF. The beam pro-
files, the resultant PSF, and the fluorescence signal strength are assessed as
a function of focal depth for both single- and two-photon excitation STED
microscopy.
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Chapter 2
Focused beam formulations
In a rigorous electromagnetic model of light microscopy, it is important
to take in to account the polarization state of light. Many common models
of beam propagation consider the state of polarization to be unchanged by
focusing, an approximation that does not in general hold true. In optical
microscopy, for example, light is typically focused by a high NA objective lens
that introduces substantial field components in the direction of propagation of
the beam [24]. The specific polarization of light near focus is also important
for determining the interaction of the incident fields with scatterers. The
properties and distribution of the scatterers will affect the effective PSF of
the imaging system, which essentially defines the system’s practical spatial
resolution. In this investigation, the beams are computed using a vectorial ray
tracing approach that accounts for both geometrical and polarization effects
related to focusing [33]. These fields are later used as the incident fields in
light scattering models to rigorously predict the effective PSF of the STED
microscope given a particular geometry of scatterers.
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2.1 Excitation beam
The first beam required for the STED microscopy simulations is the
fluorescence excitation beam. The excitation beam used in the simulations is
a uniform plane wave that has been circularly polarized and focused through a
high numerical aperture (NA) objective lens. Circular polarization is used to
maximize the excitation probability of flourophores, which are assumed to be
randomly oriented. To model the beam, the theoretical formulation originally
posed by Richards and Wolf [33] [24] is followed and all lens aberrations are
ignored. The field near the focus of the objective is described by the Debye-
Wolf integral [11]:
~E(ρ, ϕ, z) = jC
∫ θmax
0
∫ 2pi
0
~EFF (θ, φ)e
jkz cos θejkρ sin θ cos(φ−ϕ) sin θ dφ dθ. (2.1)
~EFF (θ, φ) is the electric field just after refraction by the lens (in the far-
field), and the coordinates θ and φ are the azimuthal angle and polar angle,
respectively. Here, θ defines the divergence angle of a conjugate ray, one
that enters the lens parallel to the optical axis and passes through geometric
focus after refraction. The coordinates (ρ, ϕ, z) designate the field point in
cylindrical coordinates, where z is the distance along the optical axis from
the geometric focal point. 2θmax is the angle that the diameter of the exit
pupil subtends at the geometric focus, and C is a scaling factor that will be
henceforth ignored. The geometry of the problem is depicted in Figure 2.1.
Assuming the beam is initially x-polarized before passing through a
left-hand quarter waveplate to become circularly polarized, the field ~EFF (θ, φ)
12
xy
z
θ
max
f
φ
E
FF
(θ,Φ)
E(ρ,φ,z)
Figure 2.1: Geometry used in the focused beam formulations.
can be determined using the generalized Jones matrices [11].
~EFF (θ, φ) =
√
cos θ ·R−1 · L ·R ·BSλ/4 · ~Einc (2.2)
R =
 cosφ sinφ 0− sinφ cosφ 0
0 0 1
 (2.3)
L =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 (2.4)
BSλ/4 =
1 −j 0j 1 0
0 0 1
 (2.5)
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~Einc =
10
0
 (2.6)
The matrices R and L transform the coordinate system to that used
in the focal region. BSλ/4 is the generalized Jones matrix corresponding to
the left-handed quarter waveplate (QWP), and ~Einc is the Jones vector of the
initially x-polarized light. The factor
√
cos θ arises from energy conservation
requirements for the fields before and after refraction by the objective [11].
After expanding Equation (2.2), the following integral identities are used to
integrate Equation (2.1) analytically over φ for each of the Cartesian vector
components:
∫ 2pi
0
cos(nφ)ejx cos(φ−ϕ) dφ = 2pijn cos(nϕ)Jn(x) (2.7)
∫ 2pi
0
sin(nφ)ejx cos(φ−ϕ) dφ = 2pijn sin(nϕ)Jn(x) (2.8)
Here Jn denotes the n
th order Bessel function of the first kind. Thus, the sim-
plified expression for the electric field of the excitation beam near the geometric
focus can be written as:
~Ec(ρ, ϕ, z) =
Ec,xEc,y
Ec,z
 =
 Ic1 + Ic2 e−j2ϕj(Ic1 − Ic2 ej2ϕ)
−2jIc3 ejϕ
 (2.9)
where
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Ic1 =
∫ θmax
0
√
cos θ sin θ(1 + cos θ)J0(kρ sin θ)e
jkz cos θ dθ (2.10)
Ic2 =
∫ θmax
0
√
cos θ sin θ(1− cos θ)J2(kρ sin θ)ejkz cos θ dθ (2.11)
Ic3 =
∫ θmax
0
√
cos θ sin2 θJ1(kρ sin θ)e
jkz cos θ dθ (2.12)
In practice, the three integrals are evaluated numerically to compute the inci-
dent electric field a each point in the model grid.
2.2 De-excitation beams
Two different beams are used to model the de-excitation process: a
doughnut-shaped beam with an intensity null along the length of optical
axis, and a beam with an axially confined intensity minimum about the focal
point. The doughnut-shaped beam permits simulation of traditional STED
microscopy, and the incoherent superposition of the two de-excitation beams
permits simulation of 3D-confined STED microscopy. To generate either de-
excitation beam in practice, a particular phase retarder is inserted into the
beam path prior to the objective lens. To model the general effect of the
phase retarder, a spatially varying phase term ejδ(θ,φ) multiplies the field in
Equation (2.2), where δ(θ, φ) denotes the phase retardation function.
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2.2.1 Doughnut-shaped beam
To obtain the doughnut-shaped beam, a collimated beam is passed
through a vortex phase mask with a 0 − 2pi helical phase ramp before pass-
ing through a QWP to be circularly polarized [18]. In this case, the phase
retardation term for the phase mask is simply ejφ. Using the identity
∫ 2pi
0
ejnφejx cos(φ−ϕ) dφ = 2pijnejnϕJn(x) (2.13)
to integrate analytically over φ, Equation (2.1) can be simplified to:
~Ev(ρ, ϕ, z) =
Ev,xEv,y
Ev,z
 =
 Iv1 ejϕ + Iv2 ej3ϕj(Iv1 ejϕ − Iv2 ej3ϕ)
−2jIv3 ej2ϕ
 (2.14)
where
Iv1 =
∫ θmax
0
√
cos θ sin θ(1 + cos θ)J1(kρ sin θ)e
jkz cos θ dθ (2.15)
Iv2 =
∫ θmax
0
√
cos θ sin θ(1− cos θ)J3(kρ sin θ)ejkz cos θ dθ (2.16)
Iv3 =
∫ θmax
0
√
cos θ sin2 θJ3(kρ sin θ)e
jkz cos θ dθ. (2.17)
2.2.2 Axial confinement beam
To obtain the second de-excitation beam with an axially-confined in-
tensity minimum near the focal point, the vortex phase mask is replaced with
a phase mask consisting of a central circular area with a pi-phase retardation.
In this case, the phase delay term can be written as
16
ejδ(θ,φ) =
{ −1 θ ≤ θmax
2
1 θmax
2
< θ ≤ θmax. (2.18)
The beam can thus be expressed according to Equation (2.9), where each of the
3 integrals must now be computed over the two θ intervals. Figure 2.2 shows
the resulting axial and cross-sectional intensity distributions of the excitation
and de-excitation beams. Figure 2.3 portrays the same information in the
form of volume renderings.
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(a) (b)
(c) (d)
(e) (f)
Figure 2.2: Axial and cross-sectional profiles of the focused beams. (a-b) The
circularly polarized excitation beam. (c-d) The doughnut-shaped beam. (e-f)
The axial confinement beam. The axes are in units of wavelengths.
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(a) Excitation beam
(b) Doughnut-shaped beam
(c) Axial confinement beam
Figure 2.3: Volume renderings of the beam intensity distributions cut through
the YZ plane.
19
Chapter 3
The Finite-Difference Time-Domain Approach
With the analytical expressions for the microscope illumination fields
calculated, the next step is to calculate how light is scattered from the various
structures in a sample. The finite-difference time-domain (FDTD) method,
originally proposed by Yee [34], provides a three-dimensional vector compu-
tational solution to Maxwell’s equations. The FDTD method directly solves
Maxwell’s curl equations by discretizing the electric and magnetic fields in
space and time. This study uses the FDTD technique to model optical scat-
tering from cells.
3.1 Governing equations
In a region free of current sources, Maxwell’s curl equations can be
written
0r
∂ ~E
∂t
= ∇× ~H − σ ~E (3.1)
µ0µr
∂ ~H
∂t
= −∇× ~E − σ∗ ~H (3.2)
where the electric and magnetic conductivity (σ, σ∗) and the relative electric
permittivity and magnetic permeability (r, µr) may vary arbitrarily through-
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out the model space. For focused beam simulations, it is convenient to decom-
pose the total fields into the incident fields and the scattered fields because
the analytical expressions for the incident fields are known.
~E = ~Einc + ~Escat
~H = ~Hinc + ~Hscat
(3.3)
Due to the linearity of the curl equations, Equations (3.1) and (3.2) may be
written for the incident field assuming the background medium is free space:
0
∂ ~Einc
∂t
= ∇× ~Hinc (3.4)
µ0
∂ ~Hinc
∂t
= −∇× ~Einc (3.5)
By again invoking the linearity property, Equation (3.4) may be subtracted
from (3.1) and Equation (3.5) from (3.2) to obtain
0r
∂ ~Escat
∂t
+ σ ~Escat = ∇× ~Hscat − σ ~Einc − 0(r − 1)∂
~Einc
∂t
(3.6)
µ0µr
∂ ~Hscat
∂t
+ σ∗ ~Hscat = −∇× ~Escat − σ∗ ~Hinc − µ0(µr − 1)∂
~Hinc
∂t
. (3.7)
For simplicity, it is further assumed that the materials of interest, the
cellular structures, organelles, and intra- and extracellular fluids, are noncon-
ductive (σ = σ∗ = 0) and nonmagnetic (µr = 1) at optical frequencies. Under
these conditions, Eq. (3.6) and Eq. (3.7) reduce to
∇× ~Hscat = 0r ∂
~Escat
∂t
+ 0(r − 1)∂
~Einc
∂t
(3.8)
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∇× ~Escat = −µ0∂
~Hscat
∂t
. (3.9)
Eqs. (3.8) and (3.9) are the basis of the FDTD algorithm used for
the light scattering simulations. Using this formulation, the FDTD algorithm
needs only to solve for the scattered fields because the incident fields are known
throughout the simulation volume at each time step. Furthermore, the incident
fields are not propagated through the FDTD grid, and therefore are not subject
to phase errors that may accumulate due to numerical dispersion. In addition,
it is only necessary to compute the incident field where there are scatterers
(r 6= 1).
3.2 The FDTD algorithm
To obtain the finite-difference equations corresponding to the scattered-
field form of Maxwell’s curl equations, Equations (3.8) and (3.9) are expanded
in terms of Cartesian components:

∂Escat, x
∂t
=
∂Hscat, z
∂y
− ∂Hscat, y
∂z
− 0(r − 1)∂Einc, x
∂t
(3.10)

∂Escat, y
∂t
=
∂Hscat, x
∂z
− ∂Hscat, z
∂x
− 0(r − 1)∂Einc, y
∂t
(3.11)

∂Escat, z
∂t
=
∂Hscat, y
∂x
− ∂Hscat, x
∂y
− 0(r − 1)∂Einc, z
∂t
(3.12)
µ0
∂Hscat, x
∂t
=
∂Escat, y
∂z
− ∂Escat, z
∂y
(3.13)
µ0
∂Hscat, y
∂t
=
∂Escat, z
∂x
− ∂Escat, x
∂z
(3.14)
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µ0
∂Hscat, z
∂t
=
∂Escat, x
∂y
− ∂Escat, y
∂x
(3.15)
Prior to discretizing these equations, it is necessary to introduce the
model grid geometry, originally describe by Yee [34]. In the grid, the ~E and
~H components are centered in 3D space such that each ~E component is sur-
rounded by four circulating ~H components, and each ~H component is sur-
rounded by four circulating ~E components. This arrangement is shown in
Figure 3.1. A point in the uniform grid is denoted as
(x, y, z) = (i∆, j∆, k∆) (3.16)
where ∆ is the grid spacing, x, y, and z are the spatial coordinates, and i, j,
and k are integers. Furthermore, a point in time is denoted as
t = l∆t (3.17)
where ∆t denotes the time increment and l is an integer.
The spatial and temporal derivatives may be approximated using cen-
tral differences:
∂u|li, j, k
∂x
=
u|li+1/2, j, k − u|li−1/2, j, k
∆
(3.18)
∂u|li,j,k
∂t
=
u|l+1/2i, j, k − u|l−1/2i, j, k
∆t
(3.19)
The ±1/2 in the i subscript of Eq. (3.18) denotes a spatial finite difference
over ±∆/2. This notation is used so that the ~E and ~H components are
separated by ∆/2, as shown in the Yee grid, Figure 3.1. Analogously, the
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Figure 3.1: The uniform Yee FDTD grid wherein each ~H component is sur-
rounded by four circulating ~E components, and each ~E component is sur-
rounded by four circulating ~H components.
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finite-difference expression for the temporal derivative occurs over over±∆t/2,
which allows the resulting finite-difference equations to be implemented as a
leapfrog algorithm wherein ~E and ~H are computed at alternating time steps.
Applying finite differences in Equations (3.10) to (3.15), taking into
account the necessity for leapfrogging in time, produces the following set of
difference equations:
Escat, x|l+1i+1/2, j, k =Escat, x|li+1/2, j, k+
A|i+1/2, j, k [Hscat, z|l+1/2i+1/2, j+1/2, k −Hscat, z|l+1/2i+1/2, j−1/2, k+
Hscat, y|l+1/2i+1/2, j, k−1/2 −Hscat, y|l+1/2i+1/2, j, k+1/2]−
B|i+1/2, j, k ∂Einc, x
∂t
∣∣∣∣l
i+1/2, j, k
(3.20)
Escat, y|l+1i, j+1/2, k =Escat, y|li, j+1/2, k+
A|i, j+1/2, k [Hscat, x|l+1/2i, j+1/2, k+1/2 −Hscat, x|l+1/2i, j+1/2, k−1/2+
Hscat, z|l+1/2i−1/2, j+1/2, k −Hscat, z|l+1/2i+1/2, j+1/2, k]−
B|i, j+1/2, k ∂Einc, y
∂t
∣∣∣∣l
i, j+1/2, k
(3.21)
Escat, z|l+1i, j, k+1/2 =Escat, z|li, j, k+1/2+
A|i, j, k+1/2 [Hscat, y|l+1/2i+1/2, j, k+1/2 −Hscat, y|l+1/2i−1/2, j, k+1/2+
Hscat, x|l+1/2i, j−1/2, k+1/2 −Hscat, x|l+1/2i, j+1/2, k+1/2]−
B|i, j, k+1/2 ∂Einc, z
∂t
∣∣∣∣l
i, j, k+1/2
(3.22)
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Hscat, x|l+1/2i, j+1/2, k+1/2 =Hscat, x|l−1/2i, j+1/2, k+1/2+
∆t
µ0∆
[Escat, y|li, j+1/2, k+1 − Escat, y|li, j+1/2, k+
Escat, z|li, j, k+1/2 − Escat, z|li, j+1, k+1/2]
(3.23)
Hscat, y|l+1/2i+1/2, j, k+1/2 =Hscat, y|l−1/2i+1/2, j, k+1/2+
∆t
µ0∆
[Escat, z|li+1, j, k+1/2 − Escat, z|li, j, k+1/2+
Escat, x|li+1/2, j, k − Escat, x|li+1/2, j, k+1]
(3.24)
Hscat, z|l+1/2i+1/2, j+1/2, k =Hscat, z|l−1/2i+1/2, j+1/2, k+
∆t
µ0∆
[Escat, x|li+1/2, j+1, k − Escat, x|li+1/2, j, k+
Escat, y|li, j+1/2, k − Escat, y|li+1, j+1/2, k]
(3.25)
where A|i ,j, k and B|i ,j, k are defined as
A|i ,j, k = ∆t
|i,j,k ·∆ (3.26)
B|i, j, k = ∆t
(
1− 1
r|i,j,k
)
(3.27)
and the temporal derivatives of the incident field, ~Einc, are evaluated analyt-
ically. With the scattered fields known up to the previous time step, Eqs.
(3.20) to (3.25) can be used to find the fields in the next time step over the
entire grid.
26
3.3 Boundary conditions - perfectly matched layer
In order to perform the FDTD algorithm, it is necessary to terminate
the edges of the computational domain with an appropriate boundary condi-
tion. For simulation of open-region scattering problems, a perfectly matched
layer (PML) is a popular choice. The PML is an artificial layer of material that
is formulated to ideally create no reflections regardless of frequency, polariza-
tion, or angle of incidence of a plane wave [16]. The PML, originally developed
by Berenger [1], works by splitting each vector field component into two other
orthogonal components. The 12 resultant components are then expressed in
a coupled set of first-order partial differential equations. By choosing the loss
parameters appropriately in these equations, a perfectly matched interface is
derived. As an example, upon expanding the source-free Faraday’s law (Equa-
tion (3.2)) into components, one of the resulting three equations is(
µ
∂
∂t
+ σ∗
)
Hx =
∂Ey
∂z
− ∂Ez
∂y
. (3.28)
For the PML formulation, this equation is split into two equations:
(
µ
∂
∂t
+ σ∗y
)
Hxy = −∂ (Ezx + Ezy)
∂y
(3.29)(
µ
∂
∂t
+ σ∗z
)
Hxz =
∂ (Eyx + Eyz)
∂z
(3.30)
In the resulting equations, it is possible to specify the electric and magnetic
conductivities of the PML in each direction; these are chosen to yield zero
reflectivity for all angles of incidence of a wave [29]. In the discretized FDTD
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grid, PML grid cells are placed in a thin shell around the computational do-
main. Since in FDTD there is discrete sampling of the governing equations,
numerical artifacts due to finite spatial sampling will arise. To reduce reflec-
tion errors, the conductivities are graded to rise from zero in the PML shell
region. For the code used in these simulations, the PML is set to be 20 grid
cells thick, resulting in field reflections from the boundary of no more than
-40dB [26].
3.4 Obtaining time-harmonic fields
The FDTD technique provides the instantaneous electromagnetic fields
at each time step. For focused beam simulations, it is desirable to compute
the time-harmonic fields from the instantaneous electromagnetic fields so that
the beam intensity distributions may be computed and visualized. After the
model has reached steady-state, phasor quantities can be computed using a
running discrete Fourier transform (DFT) over subsequent FDTD time steps.
Recursive DFT summation is performed at each grid point concurrent with
FDTD time stepping because the recursive approach is memory efficient [29].
Summation over a full period is necessary because the DFT operates under the
assumption that the signal is periodic. In practice, DFT summation over 50-
100 optical periods, irrespective of exact summation over an integer multiple
of optical periods, is sufficient to obtain nearly exact phasor quantities [17].
Assuming a single-mode laser beam in the simulations, ~E or ~H can be
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written in the following form:
~U(~r, t) = ~˜U(~r )ejωt = |~U(~r )|ejφ(~r )ejωt (3.31)
The recursive calculation of the DFT is:
U˜x,real
∣∣∣l
i, j, k
= U˜x,real
∣∣∣l−1
i, j, k
+ Ux
∣∣∣l
i, j, k
· cos(ω · l∆t) (3.32)
U˜x,imag
∣∣∣l
i, j, k
= U˜x,imag
∣∣∣l−1
i, j, k
+ Ux
∣∣∣l
i, j, k
· sin(ω · l∆t). (3.33)
Here, Ux is a field component of ~U , and U˜x is the corresponding phasor. Equa-
tions (3.32) and (3.33) are used to obtain the magnitude and phase, respec-
tively, of the phasor U˜x for each node in the model grid:∣∣∣U˜x∣∣∣ = √U˜2x,real + U˜2x,imag (3.34)
∠U˜x = tan−1
(
U˜x,imag
U˜x,real
)
. (3.35)
In practice, ~˜E(~r ) is computed, which is then used to calculate the optical
intensity distribution, I(~r ) ∝
∣∣∣ ~˜E(~r )∣∣∣2.
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Chapter 4
STED Microscopy Simulations
Using the previously derived beams and scattered-field FDTD algo-
rithm, optical scattering of the STED excitation and de-excitation beams
through biological cells is simulated. The goal of these simulations is to under-
stand how the beams are scattered at depth, how the beam foci shift relative
to one another, and how these effects alter the resulting fluorescence emission
in terms of spot size and signal strength.
4.1 Geometry and properties
In the simulations, biological cells are modeled as a large number of
ellipsoids of differing refractive indices distributed in 3D space. The various
ellipsoids represent cellular components and organelles. This method of ge-
ometry creation was largely adapted from [26]. An example volume rendering
of a single cell is shown in Figure 4.1. A summary of the properties used
in the simulations is shown in Table 4.1. The background medium index of
refraction is chosen to match that of cytoplasm, and the optically thin cell
membrane is not included in the model. The nuclei and mitochondria are
explicitly modeled. Other organelles are divided by volume into two groups:
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Figure 4.1: Volume rendering of a typical one cell geometry with the excitation
beam intensity distribution overlaid. Nuclear inhomogeneities are not shown.
one group of larger ellipsoidal organelles and one group of smaller spherical
organelles. Inhomogeneities are included within the nucleus to model the dis-
ordered distribution of nuclear proteins, which have been shown to enhance
scattering [7]. The nuclear inhomogeneities consist of overlapping spheres of
slightly varying refractive index placed randomly within the ellipsoidal nucleus
region [27]. The spheres are randomly assigned refractive index values in the
range nmin ≤ n ≤ nmax and are drawn from a uniform distribution. In these
simulations, nmin = 1.4 − 0.03 and nmax = 1.4 + 0.03, with 1.4 being the
average refractive index of the nucleus.
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4.2 Methods
A scattering geometry consisting of three stacked cells, each occupying
roughly 13 x 13 x 15 µm is constructed. The optical properties and sizes of
the cellular components are computed as described in Section 4.1. The optical
axis is along the +z direction, and the total extent of the model is 48 microns
in depth. This geometry is depicted in Figure 4.2. A monochromatic beam at
770 nm is used to simulate excitation of the ATTO647N dye as described in [2].
While it would be more realistic to use a 635 nm wavelength beam for one-
photon excitation of this dye (where one-photon absorption is appreciable),
a 770 nm wavelength (the two-photon absorption peak) is used to simulate
both one- and two-photon excitation. This simplification is made so that
the resulting PSF dimensions for the one- and two-photon excitation cases of
STED can be directly compared. The objective lens NA is set to 1.2.
Simulations are run for the excitation beam, the doughnut de-excitation
beam, and the axial confinement de-excitation beam focused to 9 different
depths relative to the location of the most superficial cell membrane. The
simulated depths range from 1.8 µm, to 41.8 µm in 5 µm steps (see Figure
4.2). For each focus depth, a focused excitation beam of the form described
previously is simulated as incident in the problem space. Once the FDTD
model runs to steady state, the code calculates and saves the time-harmonic
electric field data within a predetermined volume near the beam focus. A
second simulation is run using the doughnut depletion beam nominally focused
to the same point, and the volumetric field data is again recorded. Finally, a
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third simulation of the same variety is run using the axially-confined depletion
beam. The beam intensity distribution is computed for the two depletion
beams. These are analyzed independently to determine how the beam profiles
are perturbed as the focal depth increases. The excitation and depletion fields
are then analyzed together to determine the size of the resulting fluorescence
volume and therefore the effective PSF of the STED imaging technique for
given beam powers and focal depths.
For numerical stability and accuracy, the FDTD grid size is chosen to
be ∆ = λmin/20, where λmin is the wavelength of the incident beam within the
medium of largest refractive index in the model space. The model is run until
the scattered field values reach steady state. For a plane wave source turned
on at the model boundary at t = 0, this typically occurs within 3 to 4 times
the duration required for the signal to propagate from one end of the model
space to the other [28]. In the scattered field FDTD implementation, the time
to reach steady state is reduced because the source is imposed throughout the
model geometry at t = 0, rather than just at one boundary of the model space.
4.3 Analysis
4.3.1 Beam scattering analysis
In the absence of scattering, the de-excitation beam profiles should ide-
ally achieve an intensity null centered about the excitation beam focus. Oth-
erwise, increasing the de-excitation beam power will reduce the fluorescence
signal via simulated emission from the excited fluorescence state. Further-
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more, in the presence of scattering, it is desirable to know to what degree the
intensity minima of the axial and lateral confinement beams are maintained
as the depth of focus increases. Changes in the depletion beam profiles may
alter the shape and symmetry of the resulting PSF. It is also useful to investi-
gate the location of the intensity maximum of the excitation beam relative to
the location of the intensity minimums of the de-excitation beams nominally
focused to the same depth. This offers insights into whether scattering shifts
the focus of the beams by similar spatial extents, which may also affect the
PSF.
4.3.2 Point spread function analysis
Estimation of the PSF of the STED microscope requires a model of the
functional dependence of the PSF on the relative excitation and de-excitation
beam powers. A simple model for this dependence has been approximately
derived in the absence of scattering [31] and has been generalized to account
for arbitrary intensity distributions of the depletion beams [12]. With the
excitation and de-excitation beam intensities known in the presence of scat-
tering, this model may be used to obtain a more realistic representation of the
fluorescence light generation near the focus.
A factor η(~r) is defined as the fraction of fluorescence detected at a
location ~r after depletion by the de-excitation beam [31]. With the excitation
and de-excitation beam pulses temporally separated, η(~r) can be estimated
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as [8]:
η(~r) ≈ exp (− ln(2) · ISTED(~r)/Is) (4.1)
where ISTED(~r) is the de-excitation beam intensity, and Is is the effective
saturation intensity of the fluorophore. Is is defined as the de-excitation in-
tensity at which the the probability of fluorescence by the dye is reduced to
1/2. In general, it is a function of the orientations of the fluorophores, their
rotational behavior, and the wavelength, polarization, and temporal evolution
of the light [8]. One may intuitively note that increasing ISTED relative to Is
should increase the microscope resolution but decrease the total fluorescence
light detected by depopulating the excited state in the regions flanking the
excitation beam focus. Because the de-excitation beam spatial distribution is
unchanged by changes in the incident intensity, Equation 4.1 may be rewritten
as [31]:
η(~r) ≈ exp (− ln(2) · ζ · ISTED(~r)) (4.2)
where
ζ = max[ISTED(~r)]/Is. (4.3)
In the simulations, ζ is scaled to simulate varying levels of stimulated emission
and therefore change the microscope resolution. Finally, the effective PSF
heff (~r ) is defined as the remaining focal region where fluorescence may occur
[9]:
heff (~r ) ∝ Iexc(~r ) · η(~r ) (4.4)
where Iexc(~r ) is the excitation beam intensity. It is important to mention that
the PSF of the detection optics has been explicitly ignored in this definition.
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Nevertheless, this expression is a model of the fluorescence signal generated by
the STED microscope with or without the presence of scatterers. To extend
the use of Equation 4.4 to two-photon excitation of the dye, Iexc(~r ) is simply
squared in the analysis.
This model for the PSF is used to explore the efficacy of axial and lateral
confinement beams for STED. In addition, the PSF size and the resulting signal
fluorescence strength for various depths of focus and depletion beam powers
under both one- and two-photon excitation are investigated.
4.4 Simulation Results
4.4.1 Beam scattering
4.4.1.1 Doughtnut-shaped de-excitation beam
It is useful to examine the degree to which the shape and focus location
for the excitation and de-excitation beams are perturbed as a function of focal
depth. Figure 4.3 depicts the trend in the central minimum intensity for the
doughnut de-excitation beam with depth. Figure 4.4 shows lateral profiles for
the doughnut beams. All data sets have been normalized to the maximum
intensity of the unscattered field. The intensity is plotted along a y-axis line
containing the beam’s central intensity minimum. Since the doughnut beam
is theoretically of zero intensity along the optical axis, the z coordinate of the
effective minimum is defined as the z coordinate where the doughnut intensity
distribution takes on a maximum. The location of the effective minimum is
considered to be the doughnut beam focal point. Note that in Figures 4.3 and
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Figure 4.3: Intensity of the central minimum for the doughnut beam as a
function of nominal focus depth. Note that a focus depth of zero cooresponds
to the unscattered field.
4.4, the central minimum intensity is non-zero, even for the unscattered fields,
because of discretization of the FDTD grid.
Figure 4.4 segments the intensity profiles into two groups: those for
beams focused downstream of the cell nuclei (4.4a), and those for beams fo-
cused upstream of cell nuclei (4.4b). It is clear that the minimum intensities are
largely unchanged for beams focused downstream of nuclei, but are perturbed
by up to an order of magnitude for beams focused upstream of nuclei. In addi-
tion, the lateral location of the focus is more likely to measurably shift for the
beams focused upstream of the nuclei. These results suggest that backscat-
tering from nuclei is responsible for the perturbations and cause light from
the doughnut ring to scatter into the minimum region. More generally, the
backscattering effect causes a broadening of the intensity distribution adjacent
to the doughnut region. This broadening of the de-excitation beam intensity
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distribution will reduce the fluorescence signal ultimately emitted from the
region. Despite the central minimum location and intensity perturbations, the
overall shape of the the doughnut is largely maintained with increasing depth.
This suggests that if excitation and de-excitation beams are co-aligned, sub-
diffraction spot sizes should be achievable at even greater imaging depths than
those modeled.
4.4.1.2 Axial confinement de-excitation beam
To assess the perturbations of the axial confinement beams with focus
depth, the depth of the central axial minimum (Figure 4.5) and the beam
profiles in the yz plane (Figure 4.6) are examined. The minimum location is
defined as the central intensity minimum location along a z directed line con-
taining the beam’s intensity maximum. Note that for the unscattered beam,
the depth of the central intensity minimum is 24% of the maximum intensity
value. This fact highlights a serious limitation of the use of this beam for
axial confinement: as the intensity of this beam is increased relative to the
excitation beam, simulated emission will cause a reduction in the population
of fluorophores that may contribute the to the useful fluorescence signal (at
the beam focus). This limitation will be explored further in the context of the
effective STED PSF.
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4.4.1.3 Excitation beam
Figure 4.7 portrays the lateral profiles of the excitation beams, again
grouped by the beam foci locations relative to the cell nuclei locations. Now
the effective focal point is defined by the location of maximum intensity. The
same trends are observed as for the doughnut beam: the overall intensity
distribution broadens for positions upstream of nuclei where backscattering
occurs. The lateral focus location is more likely to shift for these positions.
4.4.1.4 Beam shift quantification
In an effort to understand whether the shifts in the excitation and
depletion beam foci tracked one another, the location of their foci were com-
pared. Figure 4.8 portrays the effects of scattering on the beam foci locations.
Figures 4.8a and 4.8b summarize the absolute shifts in focus location for each
beam, while figure 4.8c quantifies the relative shift between beams. Figure
4.8c omits a comparison of the relative shift between beams in the z direction
because the doughnut beam will be capable of successful lateral depletion over
a large axial range. Clearly the relative lateral shifts are on the order of 50 nm
at maximum across the simulated depths. Relative to the diffraction limited
spot size, roughly 300 nm, this is a small shift, suggesting that STED should
remain effective. However, the effect of a relative shift will be magnified as the
depletion power is increased and will serve to reduce the fluorescence signal
emitted compared to the unscattered case.
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4.4.2 Point spread function
Using the intensity distributions for the excitation and de-excitation
beams obtained from the scattering simulations, Equation 4.2 is used to cal-
culate the fluorescence suppression and Equation 4.4 to compute the effective
PSF of the STED microscope. The resulting size and magnitude of the flu-
orescence signal under both one- and two-photon excitation for varying de-
excitation beam powers are considered.
Figure 4.9 demonstrates the process of PSF calculation in the absence
of scattering. Rows 1, 2, and 3 depict the excitation, lateral confinement and
axial confinement beam profiles used in the simulations. Row 4 depicts the
resulting PSF using only the lateral confinement beam for STED, while row 5
depicts the resulting PSF using both the lateral and axial confinement beams
at a 1:1 beam power ratio. The sub-diffraction limited size of the PSF is
apparent by comparing it with the excitation beam size, which is diffraction-
limited. When only the doughnut-shaped beam is used for depletion, the
PSF contracts only in the radial dimension. When both de-excitation beams
are used, both axial and lateral dimensions of the PSF become diffraction-
unlimited.
It was previously noted that the axial confinement beam does not pos-
sess a null along the optical axis, even in the absence of scattering. Figure 4.10a
shows an axial profile through a PSF computed using only the axial confine-
ment beam. Figure 4.10b shows a lateral profile through a PSF using only
the doughnut-shaped beam. The unscattered fields were used in both cases
41
to compute the PSF for purposes of demonstration. In both cases, the width
of the fluorescence signal is reduced as the STED beam power is increased.
However, for the case of axial confinement, the maximum fluorescence signal
intensity drops with increasing de-excitation power, while with only lateral
confinement it does not. While in principle this effect does not prevent imag-
ing, in practice, imaging in highly scattering samples depends the detectability
of the fluorescence emission. Also, given that the detected signal is related to
the integrated intensity in the fluorescing volume, it is likely more desirable
to sacrifice a fixed amount of signal in exchange for large lateral resolution
gains compared to small gains in axial resolution. As a consequence, in the
subsequent analysis of the effect of scattering on the PSF, the discussion is
limited to de-excitation using the doughnut-shaped beam.
To understand the effect of scattering on PSF size, the PSF as a func-
tion of depth is computed for a number of different depletion beam powers
(different values of ζ). The maximum intensity coordinates of the PSF are
then located, the lateral profile along the y dimension is extrated, and the
full-width at half maximum (FWHM) of the profile is computed. Figure 4.11a
shows the resulting PSF widths for the case of one-photon excitation, while
4.11b shows the PSF widths for two-photon excitation. The maximum sim-
ulated ζ value is chosen to be 8 because, beyond this value, the PSF width
approaches the FDTD grid size (22 nm), which may lead to inaccurate con-
clusions.
As expected, there is a consistent decrease in the FWHM as the deple-
42
tion power increases for both one- and two-photon excitation. The PSF width
under two-photon excitation is smaller in the absence of any depletion beam
power (ζ = 0). This is a consequence of the simplifying assumption that the
excitation wavelength for one- and two-photon excitation is identical. Because
of the intensity-squared dependence of two-photon absorption, the lateral ex-
tent of the excitation beam profile is narrowed compared to the extent of the
one-photon excitation profile. One may also observe that as the depletion
power increases beyond the ζ = 4 level, there is a rapidly diminishing return
on the use of two-photon excitation. By this power level, saturated depletion
by the doughnut-shaped beam largely overwhelms the gains obtained by using
a spatially narrower excitation profile of two-photon excitation. This effect
may be understood in terms of Equation 4.2: the STED beam profile does
not change, but increasing the STED beam power through ζ exponentially
decreases the possible fluorescence at a given location. The STED beam nom-
inally has no intensity on the optical axis, so as ζ increases, the difference in
PSF width for the one- and two-photon excitation cases should decrease. This
does not, however, imply that there is no utility to using two-photon excita-
tion with STED. As mentioned previously, two-photon imaging offers better
localization of fluorescence excitation and the ability to detect signal photons
that have been multiply scattered. These effects offer a distinct advantage for
imaging of scattering samples over confocal detection.
There is little discernible trend in the PSF width as a function of depth.
This is no surprise given that, as discussed previously, the central minimum
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in the STED beam is largely retained as a function of depth, and central
maxima and minima in the beams remain laterally co-aligned to within 44
nm over all simulated depths. Interestingly, the PSF width is elevated for
the 16.8 nm focus depth, but only when the depletion power is non-zero.
Referring to the corresponding STED beam profile in Figure 4.4a, one sees
that the magnitude of the doughnut lobes at the 16.8nm depth are suppressed
by roughly 50% relative to lobes in the unscattered case. Thus, less efficient
depletion is expected, and therefore the PSF should be wider in this particular
case.
Figures 4.12a and 4.12b show the integrated fluorescence signal in the
lateral STED PSF for varying beam powers and focal depths under one-photon
and two-photon excitation, respectively. This signal should be proportional to
the signal detected using non-descanned detection in two-photon microscopy.
Here the signal is used for general analysis. As expected, in both cases there
is a downward trend in the fluorescence signal as ζ increases, implying that
increasing depletion power results in less fluorescence emission from the excited
region. However, there is little trend in the emission signal strength with depth.
For the case of of no depletion beam power, this result can be understood by
examining the excitation beam profiles (Figure 4.7). While there is evidence
of lateral redistribution of intensity in each beam profile due to scattering, the
overall magnitude of the integrated signal should not vary appreciably because
the sidelobes contain little energy compared to the main lobe of the intensity
profile. Upon application of depletion power for the one-photon case, the
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signal as a function of depth changes shape compared to the unscattered case.
The resulting trend is largely maintained as the depletion power increases. In
the two-photon case, the trend in signal with depth is largely unchanged upon
application of the depletion beam. As discussed previously, the normalized
two-photon excitation profile is narrower than the single-photon excitation
profile. By similar arguments to those discussed above, the depletion beam
will immediately suppress fluorescence signal in the one-photon case whereas
that excitation signal is inherently suppressed in the two-photon case. As the
depletion power increases, the effect on the beam profile width, and thus the
integrated emission signal lessens.
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(a) Doughnut-shaped beams focused downstream of cell nulcei.
(b) Doughnut-shaped beams focused upstream of cell nulcei.
Figure 4.4: Lateral profiles of the doughnut de-excitation beams for varying
focus depths at the effective focal plane.
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Figure 4.5: Intensity of the central minimum for the axial confinement beam
as a function of nominal focus depth.
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(a) Axial confinement beams focused downstream of cell nulcei.
(b) Axial confinement beams focused upstream of cell nulcei.
Figure 4.6: Axial profiles of the axial confinement beams for varying focus
depths at the effective focal plane. The z=0 location cooresponds to the nom-
inal beam focus for a given focal depth.
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(a) Excitation beams focused downstream of cell nulcei.
(b) Excitation beams focused upstream of cell nulcei.
Figure 4.7: Lateral profiles of the excitation beams for varying focus depths
at the effective focal plane.
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(a) Excitation beam - focus shift
(b) Doughnut-shaped beam - focus shift
(c) Relative focus shift between beams
Figure 4.8: Shift in location from the nominal focus for the excitation and
doughnut beams as a function of depth.
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Figure 4.9: A demonstration of the PSF calculations in the absense of scatter-
ing for ζ = 3. Row 4 - using only the lateral depletion beam. Row 5 - using
both axial and lateral depletion beams at a 1:1 beam power ratio.
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(a) Axial PSF using the axial confinement beam for de-excitation.
(b) Lateral PSF using the lateral confinement beam for de-excitation.
Figure 4.10: Demonstration of flouresence signal attenuation by the axial con-
finement beam, even in the absence of scattering.
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(a) One-photon excitation
(b) Two-photon excitation
Figure 4.11: Lateral PSF width as a function of focal depth for varying deple-
tion beam powers as set by ζ.
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(a) One-photon excitation
(b) Two-photon excitation
Figure 4.12: Integrated lateral fluorescence signal as a function of focal depth
for varying depletion beam powers.
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Chapter 5
Conclusions
5.1 Conclusions
The FDTD method was used to simulate optical scattering through
biological cells under the illumination conditions used in STED microscopy.
We derived the relevant beam models for the STED technique using a vectorial
ray tracing approach and used these beams as the incident fields for the FDTD
simulations. Furthermore, we described the scattered field implementation of
the FDTD algorithm and presented a model for the fluorescence emission after
STED.
These tools were used to analyze the effects of scattering on the ex-
citation and de-excitation beam shapes and location of foci as a function of
nominal focus depth. Results showed that the doughnut de-excitation beam
maintains a well-defined intensity minimum as the depth of focus increases,
though the intensity at the location of the minimum fluctuates as a function
of depth. Furthermore a shift of focus location may occur, primarily because
of the presence of heterogenous cell nuclei. Nevertheless, the relative shift
between beams was shown to be minimal (≤ 44 nm for any simulated depth).
Modeling of the STED microscopy PSF showed that the axial confine-
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ment beam will inherently degrade the fluorescence signal strength due to the
lack of a true intensity null, even in the absence of scattering. However, PSF
calculations in the presence of cells using the lateral depletion beam revealed
no appreciable decrease in PSF width or emission signal strength as a func-
tion of depth under both one- and two-photon excitation. This suggests that
imaging at resolutions below the diffraction limit should remain possible as
the depth of focus increases, so long as the fluorescence signal is practically
detectable.
It was further seen that, as expected, two-photon excitation resulted
in a fluorescence emission spot that was smaller than the one-photon emission
spot at the same wavelength. However, as the depletion beam power increased,
the spot widths under one- and two-photon excitation approached increasingly
similar values.
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