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COMBINATORIAL EXPANSIONS FOR FAMILIES OF
NON-COMMUTATIVE k-SCHUR FUNCTIONS
CHRIS BERG, FRANCO SALIOLA, AND LUIS SERRANO
Abstract. We apply down operators in the affine nilCoxeter algebra to yield
explicit combinatorial expansions for certain families of non-commutative k-
Schur functions. This yields a combinatorial interpretation for a new family of
k-Littlewood-Richardson coefficients.
1. Introduction
The k-Schur functions of Lapointe, Lascoux and Morse [LLM03] first arose in
the study of Macdonald polynomials. Since then, their study has flourished; see for
instance [LM03, LM05, LM07, LS07, LLMS10, Lam10] and the references therein.
This is due, in part, to an important geometric interpretation of the Hopf algebra
Λ(k) of k-Schur functions and its dual Hopf algebra Λ
(k): these algebras are iso-
morphic to the homology and cohomology of the affine Grassmannian in type A
[Lam08]. Under this isomorphism, the k-Schur functions map to the Schubert ba-
sis of the homology and the dual k-Schur functions (also called the affine Schur
functions) map to the Schubert basis of the cohomology.
An important problem in this field is to find a k-Littlewood–Richardson rule,
namely, a combinatorial interpretation for the (nonnegative) coefficients in the ex-
pansion
(1) s(k)µ s
(k)
ν =
∑
λ
cλ,(k)µ,ν s
(k)
λ .
The c
λ,(k)
µ,ν are called the k-Littlewood–Richardson-coefficients, and are of high rele-
vance in combinatorics and geometry. It was proved by Lapointe and Morse [LM08]
that special cases of these coefficients yield the 3-point Gromov–Witten invari-
ants. These invariants are the structure constants of the quantum cohomology
of the Grassmanian; they count the number of rational curves of a fixed degree
in the Grassmannian. Benedetti, Bergeron and Zabrocki [BBZ12] and Morse and
Schilling [MS12] have both recently discovered other ways to compute these num-
bers in special cases. The 3-point Gromov-Witten invariants of flag varieties are
also k-Littlewood–Richardson coefficients; see [LS10, LL12].
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As an approach to finding the k-Littlewood–Richardson coefficients, Lam [Lam06]
identified Λ(k) with the Fomin–Stanley subalgebra B of the affine nilCoxeter algebra
A of the affine symmetric groupW . Specifically, he constructed a family of elements
s
(k)
λ ∈ B that map under this isomorphism to the k-Schur functions s
(k)
λ . Further-
more, he proved [Lam06, Proposition 42] that finding the k-Littlewood–Richardson
rule is equivalent to finding the expansion of the s
(k)
λ in the “standard basis” uw
of A. Explicitly, he proved that the coefficients in (1) appear as coefficients in the
expansion
(2) s
(k)
λ =
∑
w∈W
dwλuw.
The goal of this article is to obtain expansions of the s
(k)
λ in A for certain families
of shapes. In Sections 4 and 5, we use the Pieri operators to find explicit combina-
torial interpretations for the coefficients in (2) (and thus, for the coefficients in (1)
as well) for certain families of shapes. We determine the expansion in A of s
(k)
λ for
the shapes λ = (ck−c, c− i), for all i ≥ 0. These correspond to rectangles of c rows
and k + 1 − c columns with a horizontal strip of length i removed. See Theorem
5.4 for the precise statement. The case i = 0 was first established in [BBTZ11], the
case i = 1 was first established in [BSS11].
This manuscript is the third instalment in the ‘down operators’ saga by the
authors. The interested reader would do well to first consult [BSS11] and [BSS12].
1.1. Acknowledgements. We would like to thank Nantel Bergeron, Tom Denton,
Thomas Lam, Steven Pon, Jennifer Morse, Anne Schilling, and Mike Zabrocki for
helpful discussions throughout the course of this research.
This research was facilitated by computer exploration using the open-source
mathematical software system Sage [S+12] and its algebraic combinatorics features
developed by the Sage-Combinat community [SCc12].
2. Background and Notation
2.1. Affine symmetric group. Fix a positive integer k. Let W denote the affine
symmetric group with simple generators s0, s1, . . . , sk. There is an interpretation of
W as the group of permutations w : Z→ Z satisfying w(i+k+1) = w(i)+k+1 for
all i ∈ Z and
∑k+1
i=1 w(i) =
∑k+1
i=1 i. Let ti,j be the element of W that interchanges
the integers i and j and fixes all integers not congruent to i or j modulo k + 1.
Let W0 denote the subgroup of W generated by s1, . . . , sk and let W
0 denote the
set of minimal length coset representatives of W/W0. Elements of W
0 are called
affine Grassmannian elements or 0-Grassmannian elements. There are bijections
between 0-Grassmannian elements, k-bounded partitions, and (k+1)-cores. We will
not review these here, but refer the reader to [LM05]. For a k-bounded partition
λ, we let wλ denote the corresponding element of W
0. Let B(k) denote the set of
k-bounded partitions.
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2.2. Affine nilCoxeter algebra. Let A denote the affine nilCoxeter algebra of
W : this is the algebra generated by u0,u1, . . . ,uk with relations:
u2i = 0 for all i;
uiui+1ui = ui+1uiui+1 with i+ 1 taken modulo k + 1;
uiuj = ujui if i− j 6= ±1 modulo k + 1.
It follows that a basis of A is given by the elements uw = usi1usi2 · · ·usil , where
w = si1si2 · · · sil is a reduced word for w ∈W . We define an inner product on A by
〈uv,uw〉A = δu,v.
2.3. Affine Fomin–Stanley subalgebra. An element w ∈W is said to be cycli-
cally decreasing if there exists a reduced factorization si1 · · · sij of w satisfying:
each letter occurs at most once; and, for all m, if sm and sm+1 both appear in the
reduced factorization, then sm+1 precedes sm. If D ( {0, 1, . . . , k}, then there is a
unique cyclically decreasing element wD with letters {sd : d ∈ D}. Let uD = uwD
denote the corresponding basis element of A. For i ∈ {0, 1, . . . , k}, let
hi =
∑
D⊂I
|D|=i
uD ∈ A.
By a result of Thomas Lam [Lam06], the elements {hi}i≤k commute and freely
generate a subalgebra B of A called the affine Fomin–Stanley subalgebra. The ele-
ments hλ = hλ1 . . .hλt , for all k-bounded partitions λ = (λ1, . . . , λt), form a basis
of B.
2.4. Symmetric functions. Let Λ denote the ring of symmetric functions. For a
partition λ, we let mλ, hλ and sλ denote the monomial, homogeneous and Schur
symmetric function, respectively, indexed by λ.
Let Λ(k) denote the subalgebra of Λ generated by h0, h1, . . . , hk. The elements
hλ with λ1 ≤ k form a basis of Λ(k). Let Λ
(k) = Λ/Ik denote the quotient of Λ by
the ideal Ik generated by mλ with λ1 > k. The equivalence classes in Λ
(k) of the
elements mλ with λ1 ≤ k form a basis of Λ
(k).
The Hall inner product of symmetric functions is defined by
〈hλ,mµ〉Λ = 〈mλ, hµ〉Λ = 〈sλ, sµ〉Λ = δλ,µ.
Observe that every element of the ideal Ik is orthogonal to every element of Λ(k)
with respect to this inner product. Hence, it induces a pairing 〈·, ·〉 between Λ(k)
and Λ(k). In particular, 〈f, g〉 = 〈f, g˜〉 for f ∈ Λ(k), g ∈ Λ
(k) and any preimage g˜ of g
under the quotient map Λ→ Λ(k). For an element f in Λ(k), we let f⊥ : Λ(k) → Λ(k)
denote the linear operator that is adjoint to multiplication by f with respect to 〈·, ·〉.
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2.5. Affine Schur functions. The affine Schur functions form a distinguished
basis of Λ(k). For w ∈W , the affine Stanley symmetric function is defined as
F˜w =
∑
λ∈B(k)
〈
hλ,uw
〉
A
mλ.
These functions are elements of Λ(k), but they are not linearly independent. For a k-
bounded partition λ, let F˜λ = F˜wλ , where wλ denotes the 0-Grassmannian element
corresponding to λ. The functions F˜λ are called affine Schur functions (or dual
k-Schur functions) and they form a basis of Λ(k). See for instance [Lam06, LM08].
2.6. k-Schur functions. The k-Schur functions are a distinguished basis of Λ(k).
They are defined as the duals of the affine Schur functions with respect to the inner
product 〈·, ·〉 on Λ(k)×Λ
(k). That is, they satisfy 〈s
(k)
λ , F˜µ〉 = δλ,µ for all k-bounded
partitions λ and µ. Equivalently, they are uniquely defined by the k-Pieri rule:
his
(k)
λ =
∑
s(k)ν
where the sum ranges over all k-bounded partitions ν such that wνw
−1
λ is cyclically
decreasing of length i. It follows from duality that
hµ =
∑
λ∈B(k)
〈
hλ,uwµ
〉
A
s
(k)
λ .
2.7. Non-commutative k-Schur functions. The algebras Λ(k) and B are iso-
morphic with isomorphism given by hλ 7→ hλ. We denote by s
(k)
λ the image of
the k-Schur function s
(k)
λ under this isomorphism. In the literature, s
(k)
λ is called
a non-commutative k-Schur function. They have the following expansion [Lam06,
Proposition 42]:
s
(k)
λ =
∑
w∈W
〈
s
(k)
λ , F˜w
〉
uw.(3)
That is, the coefficient of uw in s
(k)
λ is equal to the coefficient of F˜λ in F˜w:〈
s
(k)
λ , F˜w
〉
=
〈
s
(k)
λ ,uw
〉
A
(4)
and so
F˜w =
∑
λ∈B(k)
〈
s
(k)
λ ,uw
〉
A
F˜λ.
Consequently, s
(k)
λ contains exactly one term uw with w ∈W
0 and its coefficient is
1. Furthermore, if
∑
w cwuw is known to lie in B, then
∑
w cwuw =
∑
λ cwλs
(k)
λ .
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3. Down operators
In this section, we recall definition of the down operators, DJ , on the affine
nilCoxeter algebra A defined in [BSS12]. The definitions are dependent upon the
combinatorics introduced by Lam, Lapointe, Morse, and Shimozono in [LLMS10].
We define an edge-labelled oriented graph G↓, the marked strong order graph,
with vertex set W : for every instance (if any) of i ≤ 0 < j such that y ti,j = x, and
ℓ(x) = ℓ(y) + 1, there is an edge from x to y labelled by y(j) = x(i). Note that G↓
allows multiple edges between two vertices.
Example 3.1. (k = 2) There are two edges from x = s0s1s2s0 to y = s1s2s0 since
y−1x can be written as ti,j with i ≤ 0 < j in two ways: y
−1x = t−4,1 = t−1,4. These
edges are labelled by y(1) = −2 and y(4) = 1. See Figure 1.
Remark 3.2. [LLMS10] defined a similar graph except that they oriented their
edges in the opposite direction and labelled the edges by the pair (i, j): they write
y
i,j
−→ x whereas we write x
y(j)
−→ y; and they call our label y(j) the marking of the
edge. See also Remark 5.1.
s0s1s2 s2s1s0
s2s1
s1s2s1s0
s1s2 s1s0
s2 s1
s0s1s0s1s2s0
s0
1
s0s1s2s0
s2s0 s0s1s0s2
s0s2s1s0
s1s2s1 s0s2s1s0s2s0
1
0
2
2
10 3−12
1
0
−1
2
1−12
1
1
1 2
0
−2 1 4
23
3 4
3
143 14
Figure 1. G↓ for k = 2 truncated at the affine Grassmannian
elements of length 4.
A strong strip of length i from w to v, denoted by w _ v, is a path
w
ℓ1−→ w1
ℓ2−→ · · ·
ℓi−→ wi = v
of length i in G↓ with decreasing edge labels: ℓ1 > · · · > ℓi. For non-negative integers
i, define Di : A→ A as
Di(uw) =
∑
w_v
size(w_v)=i
uv
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where the sum ranges over all strong strips of length i that begin at w. In particular,
the coefficient of uv in Di(uw) is the number of strong strips of length i that begin
at w and end at v.
Example 3.3. With k = 2, using the graph from Figure 1, one can verify that:
D1(u0u1u2u0) = 2u0u2u0 + u0u1u2 + 2u1u2u0 + u0u1u0;
D2(u0u1u2u0) = u0u2 + u1u2 + u2u0 + u1u0.
More generally, we define an operator DJ for any composition J of positive
integers; the operator Di defined above is DJ for the composition J = [i]. We need
some additional notation. The ascent composition of a sequence ℓ1, ℓ2, . . . , ℓm is the
composition [i1, i2−i1, . . . , ij−ij−1,m−ij], where i1 < i2 < · · · < ij are the ascents
of the sequence; that is, the elements in {1, . . . ,m − 1} such that ℓia < ℓia+1. For
example, the ascent composition of the sequence 3, 2, 0, 3, 4, 1 is [3, 1, 2] since the
ascents are in positions 3 and 4.
If w0
ℓ1−→ · · ·
ℓm−→ wm is a path in G
↓, then we let ascomp(w0
ℓ1−→ · · ·
ℓm−→
wm) denote the ascent composition of the sequence of labels ℓ1, . . . , ℓm. It is a
composition of the length of the path.
For a composition J = [j1, j2, . . . , jl] of positive integers, define
DJ(uw) =
∑
ascomp
(
w
ℓ1−→w1
ℓ2−→···
ℓm−→wm
)
=J
uwm
where the sum ranges over all paths in G↓ of length m = j1 + · · ·+ jl beginning at
w whose sequence of labels has ascent composition J .
Example 3.4. With k = 2 one can verify using Figure 1 that:
D[3](u1u2u1u0) = u2 + u0,
D[2,1](u1u2u1u0) = u2 + 2u0 + u1,
D[1,2](u1u2u1u0) = u2 + 2u0 + u1,
D[1,1,1](u1u2u1u0) = u0 + u1.
4. The details
A partition of the form R = (ck+1−c), for some c ∈ {0, 1, . . . , k}, is called a
k-rectangle. From now on, we let λ be a partition contained in a k-rectangle R. The
goal of this section is to derive an explicit combinatorial formula for Dn(uwλ).
4.1. Goal of Section 4. Since λ is contained inside a k-rectangle R, it is both a
k-bounded partition and a (k+1)-core, so we interchangeably think of λ as either.
Under the bijection between k-bounded partitions andW 0, the partitions contained
in R correspond to the elements of W 0 for which any reduced expression does not
contain an occurrence of the generator sc.
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If (i, j) is a cell of λ, then its content is j− i and its residue is (j− i)mod(k+1).
Since λ is contained inside R = (ck+1−c), one can obtain wλ by reading the residues
of the cells in the diagram of λ in the following order: start in the bottom-right cell;
read the residues in each row from right to left; and read the rows from bottom to
top. Explicitly, if λ = (λ1, . . . , λl), then
wλ =
(
sλℓ−ℓ sλℓ−ℓ−1 · · · s1−ℓ
)
· · ·
(
sλi−i sλi−i−1 · · · s1−i
)
· · ·
(
sλ1−1 sλ1−2 · · · s0
)
,
where we write sa, for any integer a, for the generator samod(k+1) of W .
Definition 4.1. For cells x1, . . . , xn of a partition λ, let λ \ {x1, . . . , xn} denote
the diagram obtained by removing x1, . . . , xn from the diagram of λ.
For a diagram D, let wD denote the element of W and let uD denote the element
of A obtained by reading the residues of the cells in D in the order described above.
Example 4.2. Let k = 5, λ = (3, 3, 1) and let x be the cell (2, 2). Then λ \ {x} is
the diagram below (with each cell labelled by its residue).
0 1 2
5 1
4
wλ = s4s1s0s5s2s1s0, wλ\{x} = s4s1s5s2s1s0,
uλ = u4u1u0u5u2u1u0, uλ\{x} = u4u1u5u2u1u0.
Remark 4.3. Since λ is contained in R = (ck+1−c), it follows immediately from
the definition that the residues in each row and each column of λ are distinct and
do not include c. We will use this observation repeatedly in this section.
Recall the following theorem.
Theorem 4.4. [BSS12, Theorem 4.8] Suppose w ∈W and v ∈W0. Then Di(uwuv) =
Di(uw)uv Consequently, Di is completely determined by its restriction to B.
The goal of this section is to derive a combinatorial formula for
(5) Dn(uλ) =
∑
size(wλ_w)=n
uw
that does not involve calculating strong strips. By Theorem 4.4, this would allow
us to compute Dn(uu) for any element u ∈ W which factors as wλv with λ ⊆ R
and v ∈ W0.
We begin by reformuating (5). Recall that a strong strip wλ _ w of size n is a
path of length n in G↓,
wλ
ℓ1−→ w1
ℓ2−→ w2
ℓ3−→ · · ·
ℓn−→ wn = w
whose labels satisfy ℓ1 > ℓ2 > · · · > ℓn. Since each arrow comes from a strong
cover, we obtain reduced expressions for w1, . . . , wn by starting with a reduced
expression for wλ and removing one letter at a time. It follows that there is a set
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X = {x1, . . . , xn} of cells of λ for which wa = wλ\{x1,...,xa} for 1 ≤ a ≤ n. Hence,
we can write
Dn(uλ) =
∑
X
uλ\X
where X runs through some subset of the set of all collections of n cells from λ.
Theorem 4.5. If λ is contained in R = (ck+1−c), for some c ∈ {0, 1, . . . , k}, then
Dn(uλ) =
∑
{x1,...,xn}∈I
uλ\{x1,...,xn},
where I is the set of all collections of n distinct cells x1 = (i1, j1), . . . , xn = (in, jn)
in λ satisfying the following conditions:
C1: if a 6= b, then ja 6= jb;
C2: if there exists a and b such that ia > ib and ja < jb, then (ia, jb) /∈ λ.
The first condition (C1) says that no two cells among x1, . . . , xn appear in the
same column of λ; the second condition (C2) says that if xa is to the southwest of
xb, then the rectangle delimited by xa and xb is not contained in λ.
Example 4.6. Let k = 4 and suppose λ = (2, 2, 1). Then D2(uλ) = u3u4u1 +
u0u4u0 + u4u1u0 as shown in the picture below.
1
4
3
0
4 0
0 1
4
The remainder of this section is devoted to proving this theorem.
4.2. Labels of arrows and bounce paths. Let X = {x1, . . . , xn} be a collection
of n cells from λ, and write Xa = {x1, . . . , xa} for a ≤ n. We need to be able to
compute the labels of arrows from wλ\Xa−1 to wλ\Xa , as well as find conditions on
Xa that guarantee the existence of such an arrow. Towards this end, consider the
reduced expressions for wλ\Xa−1 and wλ\Xa given by Definition 4.1. We can factor
these words as
wλ\Xa−1 = vsja−iau, wλ\Xa = vu,(6)
where sja−ia is the generator corresponding to the cell xa = (ia, ja). Then
w−1λ\Xawλ\Xa−1 = tu−1(ja−ia),u−1(ja−ia+1).(7)
Hence, in order to have an arrow we must have u−1(ja− ia) ≤ 0 < u
−1(ja− ia+1).
The label of this arrow is
wλ\Xa−1u
−1(ja − ia) = vsja−ia(ja − ia) = v(ja − ia + 1).
We can compute v(ja − ia + 1) using a path in the diagram λ \ Xa that begins at
xa and travels east and south, turning whenever a cell in Xa is encountered.
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Definition 4.7. Let X be a subset of the cells of λ. The East-South bounce path
of x in the diagram λ \ X is the path described by the following algorithm. Start
at x and travel East until you encounter a cell in X; then travel South until you
encounter a cell in X; then travel East until you encounter a cell in X; and so on,
until an East step puts you outside λ or a South steps hits the border cell of λ.
x
y
−4
✲5
❄
Figure 2. East-South bounce paths. In this case, the East-South
bounce path of x ends at a position of content 5 and the East-South
bounce path of y ends at a position of content −4.
Lemma 4.8. Let v, Xa, xa = (ia, ja) be as above. Then v(ja− ia+1) is the content
of the last cell in the East-South bounce path of xa in λ \ Xa.
Proof. Write v = ρℓ(λ)ρℓ(λ)−1 · · · ρia+1ρia , where ρi is the subword of
s−i+λi s−i+λi−1 · · · s−i+j+2 s−i+j+1 s−i+j · · · s−i+2 s−i+1
corresponding to the i-th row of λ \Xa. Since λ is contained in a k-rectangle, there
cannot be more than one occurrence of a generator sl in ρi (see Remark 4.3). The
result will follow by interpreting the following identity:
ρi(−i+ j + 1) =


−i+ j + 1, if neither s−i+j nor s−i+j+1 occurs in ρi,
−i+ j, if s−i+j occurs in ρi,
−i+ j′ + 1, if s−i+j+1 occurs in ρi, but s−i+j does not,
where s−i+j′s−i+j′+1 · · · s−i+j−1s−i+j occurs in ρi but s−i+j′−1 does not.
Assume the path is at the cell (i, j) and that s−i+j does not occur in ρi (as is
the case at the beginning of the path). Suppose that the cell (i, j +1) immediately
to the right of (i, j) is not contained in Xa. Two things happen: the path takes d
East steps, where d is the number of cells that separate (i, j) and the first cell in Xa
that lies to its right (or the number of cells in the row if no such cell in Xa exists);
and applying ρi to −i+ j+1 will increase it by d. Note that in the situation where
no such cell in Xa exists, the d East steps puts the bounce path just outside λ.
Suppose instead that the cell (i, j + 1) is contained in Xa. Then −i + j + 1 is
fixed by ρi. If the cell (i+1, j + 1) immediately below (i, j +1) is not contained in
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Xa, then two things happen: the path takes one South step; and applying ρi+1 to
−i+j+1 decrements it by 1. This will continue until the cell below is not contained
in Xa or it is not contained in λ. In the former situation, we are back to the previous
case; in the latter situation we reach the end of the East-South bounce path.
Therefore, East and South steps in the path correspond to incrementing and
decrementing−i+j+1 by 1. But content also increases by 1 with every East step and
decreases by 1 with every South step. Since the path starts at xa = (ia, ja), which
has content−ia+ja, the content of the last cell in the path is vs−ia+ja(−ia+ja). 
This allows us to compute the label of an arrow of the form wλ\Xa−1 → wλ\Xa .
Proposition 4.9. Suppose there is an arrow in G↓ from wλ\Xa−1 to wλ\Xa . Then
its label is the content of the last cell in the East-South bounce path of xa in λ \Xa.
Proof. By definition, the label is v(−ia + ja + 1), where v is defined in (6). The
result follows from Lemma 4.8. 
In a similar manner, u−1(ja − ia) and u
−1(ja − ia + 1) are the contents of the
last cells in West-North and North-West bounce paths, respectively, starting at Xa.
Proposition 4.10. If X = {x1, . . . , xn} is a collection of cells of λ, then
wλ\Xa−1 = wλ\Xatα,β ,
where α and β are the contents of the last cells in the West-North and North-West
bounce paths in λ \ Xa starting at xa, respectively. In particular, if X = {(i, j)},
wλ = wλ\{(i,j)}t−i+1,j .
-3
x
✻
2
✛
Figure 3. North-West and West-North bounce paths. The North-
West bounce path for x ends in a cell of content 2 and the West-
North bounce path ends in a cell of content −3.
Lemma 4.11. Let λ be a Ferrers shape contained in a k-rectangle, and X ⊂ λ a
collection of cells satisfying (C2). Then ℓ(wλ\X) = ℓ(wλ)− |X|; that is, the reading
word wλ\X of λ \ X is a reduced word in W .
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Proof. Let |λ| denote the size of λ. We proceed by induction on |λ|. The result is
clear for |λ| = 0, 1. Now, assume that for some n, the result is true for all shapes λ
for which |λ| ≤ n− 1, and all X ⊂ λ satisfying (C2).
Let λ be such that |λ| = n, and let X ⊂ λ satisfy (C2). We aim to show that
wλ\X is a reduced word. Let y be the rightmost box on the bottom row of λ and let
λ′ = λ \ {y}. Let i and j be the row and column corresponding to y, so its content
is j − i, and let m = j − i(mod k + 1) be the residue of y.
We consider two cases, depending on when y is in X or not.
Case 1: y ∈ X. Since, |λ′| < |λ|, by induction we can assume that wλ′\(X\{y}) is
a reduced word. However, the cells in λ \ X are precisely the same as the cells in
λ′ \ (X \ {y}). Therefore wλ\X = wλ′\X′ , and the result follows.
Case 2: y /∈ X. Let w = wλ′\X; once again, by induction, we may assume that
w is a reduced word. We note that (λ′ \X)∪{y} = λ \X, so wλ\X = smw. It is well
known that smw is reduced if and only if w
−1(m) < w−1(m+ 1) (see for instance
[BB05, Proposition 8.3.6]).
By Proposition 4.10, wλ\X = wtα,β , where α and β are the contents of the
last cells in the West–North and North–West bounce paths in λ \ X starting at
y. Therefore, smw = wtα,β , so w
−1smw = tα,β. Thus, α = w
−1(m) and β =
w−1(m + 1). Now, since X satisfies (C2), X does not contain a box in the row
containing y and a box in the column containing y. Thus, between the West-North
and the North-West paths in λ \ X starting at y, at most one of them is not a
straight line. Therefore, the last cell of the West-North path must lie on a diagonal
at the left of the last cell of the North-West path, so α < β. (For an example that
illustrates this property, see Figure 4.) Thus, w−1(m) < w−1(m+1), so we conclude
that wλ\X is reduced. 
-3
y
✻
6
✛
-5 y
✻
2
✛
α = −3, β = 6 α = −5, β = 2
Figure 4. Examples of the two possibilities for the North-West
and the West-North bounce paths starting at y and the correspond-
ing α, β.
4.3. Grassmannian factorizations. Here we describe the factorization of wλ\{x}
as a product w(0)w(0) with w
(0) ∈ W 0 and w(0) ∈W0.
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For a cell x = (i, j) ∈ λ, let Hx denote cells in the hook of x; that is, the cells
directly below x, the cells directly to the right of x, and the cell x itself. If λ′ denotes
the conjugate of λ, then Hx is
{(λ′j , j), (λ
′
j − 1, j), . . . , (i+ 1, j), (i, λi), (i, λi − 1), . . . , (i, j + 1), (i, j)}.(8)
As illustrated in Figure 5, the cells in λ \ Hx that are below Hx can be shifted up
one cell and to the left one cell, resulting in a partition λx. Moreover, this shift does
not change the residues of these cells so that wλx = wλ\Hx .
Let Γλ,x denote the reduced expression obtained by reading from right to left
the residues in the first row that are above this hook, and the residues in the first
column from bottom to top that are to the left of the hook, but not including those
in the row or column of x. Explicitly:
Γλ,x =
(
sλi−1sλi−2 · · · sj+1sj
)(
s−λ′j+1s−λ′j+2 · · · s−i
)
3 4 5
x
14
13
12
11
3 4 5
14
13
12
11
Figure 5. For k = 16, λ = (9, 6, 6, 5, 4, 4, 3, 1) and x = (3, 3), we
have λx = (9, 6, 4, 3, 3, 2, 2, 1), Γλ,x = s5s4s3 · s11s12s13s14.
Lemma 4.12. If x = (i, j) is a cell of λ, then
wλ\{x} = wλxΓλ,x.
Proof. Let Hx be the set in (8), with the ordering given as written. Repeated
application of Proposition 4.10 gives
wλ = wλ\Hx t−i+1,j
(
t−i+1,j+1 · · · t−i+1,λi−1 t−i+1,λi
)(
t−i,j · · · t−λ′j+2,j t−λ′j+1,j
)
.
Repeated application of the identity ytα,β = ty(α),y(β)y with y = t−i+1,j yields
wλ = wλ\Hx
(
tj,j+1 · · · tj,λi−1 tj,λi
)(
t−i,−i+1 · · · t−λ′j+2,−i+1 t−λ′j+1,−i+1
)
t−i+1,j
= wλ\Hx
(
sλi−1sλi−2 · · · sj+1sj
)(
s−λ′
j
+1s−λ′
j
+2 · · · s−i−1s−i
)
t−i+1,j
= wλ\Hx Γλ,x t−i+1,j ,
where the second equality follows from the fact that
ta,b = sasa+1 · · · sb−2sb−1sb−2 · · · sa+1sa = sb−1sb−2 · · · sa+1sasa+1 · · · sb−2sb−1.
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By Proposition 4.10, we have wλ\{x} = wλ\HxΓλ,x. So it remains to show that
wλ\Hx = wλx , but this was observed above. 
4.4. From strong strips to subsets of cells. As mentioned above, each strong
strip starting at λ corresponds to removing some cells of the diagram of λ. The goal
of this sub-section is to show that the cells X corresponding to a given strong strip
must satisfy (C1) and (C2) of Theorem 4.5.
We start with a simple lemma about cycles in the symmetric group, which will
be used below.
Lemma 4.13. Let a < b and let ca,b be the cycle (a, a+1, . . . , b) = sasa+1 · · · sb−1.
Then c2a,b is not reduced.
Proof. The proof is by induction on b − a. Note that if b − a = 1, then ca,b = sa,
and thus, c2a,b is clearly not reduced. Now, for the induction step, assume that for
b− a = n, the word is not reduced, and consider a, b for which b− a = n+1. Thus,
c2a,b = sasa+1sb−1sasa+1 · · · sb−1
= sasa+1sa · · · sb−1sa+1 · · · sb−1 since sa commutes with si for i ≥ a+ 2
= (sa+1sasa+1) · · · sb−1sa+1 · · · sb−1
= sa+1sac
2
a+1,b
which by induction, is not reduced. 
Now, we let
wλ
ℓ1−→ wλ\X1
ℓ2−→ wλ\X2
ℓ3−→ · · ·
ℓn−→ wλ\Xn
be a path with ℓ1 > · · · > ℓn.
We first prove that X satisfies a weaker version of (C2), which we use to prove
that X satisfies (C1). This weaker version of (C2) combined with (C1) implies (C2).
Lemma 4.14. Let X = {x1, . . . , xn} ⊆ λ. Suppose there exists two cells xa =
(ia, ja) and xb = (ib, jb) in X with ia > ib, ja < jb, and (ia, jb) ∈ λ. If no other cell
in X is contained in the rectangle delimited by xa and xb, then ℓ(wλ\X) < ℓ(wλ)−n.
In this case, there cannot be a strong n-strip from wλ to wλ\X in G
↓.
Proof. Let R be the rectangle delimited by xa and xb. It is enough to show that
the expression for wR\{xa,xb} given by Definition 4.1 is not reduced.
As illustrated in the diagram below, let T denote the cells in the first row of R
not including xb, and let wT be the correspond word. Let B denote the cells in the
last row of R not including xa, and let wB be the correspond word. Let M denote
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all but the first row and last row of R.
xb
xa
Lemma 4.12 applied to the cell xa inside the diagram formed by M and B shows
that wBwM factors as wMΓ
′, where Γ′ is the reading word of the diagram consisting
of the cells in the first row ofM except for the first cell. This diagram is a diagonal
shift of T , and so Γ′ = wT . This shows that wBwM = wMwT . Then wR\{xa,xb} =
wBwMwT = wM(wT wT ). Note that wT = sisi+1 · · · si+m for some i and some
m ≤ k. Hence, this word is not reduced, since for any i and any m ≤ k, the word
(sisi+1 · · · si+m)
2 is not reduced by Lemma 4.13.
The last statement follows from the fact that a strong n-strip should decrease
the length by exactly n. 
Lemma 4.15. If wλ
ℓ1−→ wλ\X1
ℓ2−→ · · ·
ℓn−→ wλ\Xn is a path in G
↓ with ℓ1 > ℓ2 >
· · · > ℓn, then no two cells in Xn are in the same column; that is, (C1) holds.
Proof. Pick a so that x1, . . . , xa−1 are in different columns and xa is in the same
column as xb for some b ∈ {1, . . . , a− 1}.
Suppose xa is above xb. If there is no cell of Xa−1 directly to the right of xa,
then by Proposition 4.9 the label ℓa is greater than ℓb, a contradiction. So suppose
instead that there is a cell xd ∈ Xa−1 directly to the right of xa. If there is more
than one, let xd be the leftmost one. By assumption, no cell of Xa−1 lies below xd,
so Proposition 4.9 implies that the label ℓa is the content of the last cell in the
column containing xd, and ℓb is bounded above by 1 plus the content of the last cell
in the row containing xb. Since ℓa < ℓb, it follows that the rectangle with vertices
xb and xd is contained in λ, contradicting Lemma 4.14. Therefore, xa is not above
xb.
Suppose xa is below xb. We argue first that there is no cell of Xa−1 to the left
of xa or xb. If there were a cell xd ∈ Xa−1 to the left of xa, then the rectangle with
vertices xb and xd would be contained in λ, contradicting Lemma 4.14.
Suppose there is a cell xd ∈ Xa−1 to the left of xb. Of all such cells, pick xd so
that there are no cells of Xa−1 between xd and xb.
Assume first that d > b. Then ℓd is the content of the last cell in the column
containing xa and xb. But then ℓd < ℓa, contradicting that ℓa < ℓd.
Suppose instead that d < b. We have two subcases to consider.
Case 1: there is no cell of Xd to the right of xd. Let xf be the rightmost cell of
Xa that lies in the row containing xd. Note that xf 6= xd since xb lies to the right of
xd. The East-South bounce paths beginning at xd and xf travel East and they do
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not turn. In particular, they are coterminus, implying that ℓf = ℓd, contradicting
ℓf 6= ℓd.
Case 2: there is a cell of Xd to the right of xd. The East-South bounce path
starting at xd bounces South at some cell xe ∈ Xd. By assumption, there are no
cells in Xa below xe, so ℓd is the content of the last cell of the column containing xe.
Let f be the first index for which xf lies between xd and xe (in the same row); such
a cell exists since xb lies between xd and xe. The East-South bounce path starting
at xf also bounces South at xe and, as above, ℓf is the content of the last cell of
the column containing xe. Thus, ℓf = ℓd, contradicting ℓf 6= ℓd.
Therefore, there is no cell of Xa−1 to the left of xa or xb. Since no cell of Xa−1
is to the left of xa or xb, we can use Proposition 4.10 to compute a pair (α, β)
satisfying tα,β = w
−1
λ\Xa
wλ\Xa−1 , where α < β, α ∈ {−1,−2, . . . ,−k + c}, and
β ∈ {0,−1,−2, . . . ,−k + c + 1}. In particular, there is no such pair (α, β) with
α ≤ 0 < β. This contradicts the fact that there is an arrow in G↓ from wλ\Xa−1 to
wλ\Xa . Therefore, xa is not below xb. 
Proposition 4.16. If wλ
ℓ1−→ wλ\X1
ℓ2−→ wλ\X2
ℓ3−→ · · ·
ℓn−→ wλ\Xn is a path in G
↓
with ℓ1 > ℓ2 > · · · > ℓn, then Xn satisfies (C1) and (C2).
Proof. Xn satisfies (C1) by Lemma 4.15. Suppose Xn contains a pair of cells xa and
xb violating (C2). Since Xn satisfies (C1), of all such pairs xa, xb, we choose one so
that so that the smallest rectangle R containing xa and xb does not contain any
other cells from Xn. The result then follows from Lemma 4.14. 
4.5. From subsets of cells to strong strips. This sub-section is devoted to
proving that each collection of cells X satisfying (C1) and (C2) defines a strong
strip from wλ to wλ\X.
Proposition 4.17. Suppose X ⊆ λ satisfies (C1) and (C2). Then there exists a
unique ordering of the cells x1, . . . , xn of X so that there is a path in G
↓
wλ
ℓ1−→ wλ\{x1}
ℓ2−→ · · ·
ℓn−→ wλ\{x1,...,xn}(9)
with ℓ1 > ℓ2 > · · · > ℓn.
Proof. Suppose we have an ordering of the cells in X = {x1, x2, . . . , xn}. Let ca
denote the content of the last cell in the East-South bounce path in λ \ Xa which
starts at xa. We claim that the ordering of the xi can be chosen so that c1 > · · · > cn.
By Proposition 4.9, these contents will be the labels in (9).
Since no two cells of X are in the same column, the East-South bounce paths
depend only on the order of the cells of X in each row. Let xa1 , xa2 , . . . , xat−1 , xat ,
be the cells of X in the i-th row of λ listed from right to left. The contents of the
last cells in the East-South bounce paths starting at these cells are, respectively,
λia1 − ia1 + 1 > ja1 − λ
′
ja1
> · · · > jat−1 − λ
′
jat−1
.
16 CHRIS BERG, FRANCO SALIOLA, AND LUIS SERRANO
Note that these are all distinct. Moreover, none of the above contents are equal to
the content coming from another East-South bounce path. To see this, first note
that the cells in λ which reside at the end of an East-South bounce path all have
distinct contents. Then it is enough to assume that another bounce path ends at
(λ′jar , jar), in which case it must originate in a preceding row and turn South in
the jar -th column. This could only happen if there is another cell in this column,
contradicting (C1). Order the cells in X according to these values, in decreasing
order. Note that any other ordering of these cells will result in a sequence of contents
c1, . . . , cn that is not decreasing. This proves the uniqueness of the path.
It remains to show that this ordering defines a path in G↓; that is, we need to
show that there is an arrow from wλ\Xa−1 to wλ\Xa . With respect to the above
order, no cell of Xa−1 is directly to the left of or directly above xa. Hence, wλ\Xa =
wλ\Xa−1t−ia+1,ja by Proposition 4.10, and so −ia + 1 ≤ 0 < ja. It remains to
show that ℓ(wλ\Xa) = ℓ(wλ\Xa−1) − 1. However, since each Xa satisfies (C1) and
(C2), Lemma 4.11 implies that ℓ(wλ\Xa) = ℓ(wλ)− a for all a, which implies that
ℓ(wλ\Xa) = ℓ(wλ\Xa−1)− 1. 
By Proposition 4.17, every collection of cells X satisfying (C1) and (C2) defines
a strong strip and by Proposition 4.16, each strong strip corresponds to such an X.
This proves Theorem 4.5.
4.6. Combinatorial formula for D1n. Adapting the proof of Theorem 4.5 by
working with columns instead of rows and decreasing labels instead by increasing
labels, we obtain a combinatorial formula for the expansion of D1n(uλ).
Theorem 4.18. If λ is contained in R = (ck+1−c), for some c ∈ {0, 1, . . . , k}, then
D1n(uλ) =
∑
{x1,...,xn}
uλ\{x1,...,xn},
where the sum ranges over all sets of n cells from λ that satisfy (C2) and that do
not contain two cells in the same row.
5. Expansions of non-commutative k-Schur functions
We end this paper by using our computations of D operators to give expansions
of k-Schur functions, generalizing Theorem 4.6 of [BSS11], which in turn was an
extension of Berg, Bergeron, Thomas, and Zabrocki’s [BBTZ11] expansion for the
rectangle R = (ck+1−c). The main result of this section is an expansion of s
(k)
λ for
λ = (ck−c, c − i) and i ≥ 0. The case i = 0 was first established in [BBTZ11], the
case i = 1 was established in [BSS11]. We begin with a remark.
Remark 5.1. From the definition of the marked strong order graph G↓, there is
an edge from x to y for every pair (i, j) satisfying y ti,j = x and i ≤ 0 < j. As
was pointed out in [LLMS10], one can fix an integer m ∈ {0, 1, . . . , k} and work
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instead with transpositions ti,j satisfying i ≤ m < j. In an analogous way one
obtains operators D
(m)
n on A, and the results and arguments in this article hold
for these operators (one needs only work with m-Grassmannian elements instead
of 0-Grassmannian elements). The operator D
(m)
n for m 6= 0 is not equal to Dn,
however, by Theorem 4.4, their restrictions to the affine Fomin–Stanley subalgebra
B coincide: explicitly, D
(m)
n (b) = Dn(b) for all m and all b ∈ B.
We next recall the expansion described in [BBTZ11].
Theorem 5.2 ([BBTZ11], Theorem 4.12). Suppose R = (ck+1−c). The non-commutative
k-Schur function s
(k)
R has the expansion:
s
(k)
R =
∑
λ⊆R
uR∪λ/λ.
Example 5.3. Let R = (3, 3) and k = 4. Then s
(4)
R is the sum of all the monomials
in ui corresponding to the reading words of the skew-partitions (R ∪ λ)/λ, where λ
is a partition contained inside the rectangle R, as shown:
0 1 2
4 0 1
1 2
4 0 1
3
1 2
0 1
3
2
2
4 0 1
3 4
2
0 1
3 4
2
u1u0u4u2u1u0 u3u1u0u4u2u1 u2u3u1u0u2u1 u4u3u1u0u4u2 u2u4u3u1u0u2
4 0 1
3 4 0
2
1
3 4
2 3
0 1
3 4 0
2
1
3 4 0
2 3
3 4 0
2 3 4
u0u4u3u1u0u4 u3u2u4u3u1u2 u2u0u4u3u1u0 u3u2u0u4u3u1 u4u3u2u0u4u3
We are now ready to state our main result on expansions of non-commutative
k-Schur functions.
Theorem 5.4. Let 0 ≤ i ≤ c.
s
(k)
(ck−c,c−i)
=
∑
λ⊆(ck+1−c)
∑
{x1,x2,...,xi}
u(R∪λ/λ)\{x1,x2,...,xi},
where the second sum is over all collections of i cells in the rows below R satisfying
(C1) and (C2).
Proof. Theorem 4.7 of [BSS12] shows that Di(s
(k)
(ck−c+1)
) = s
(k)
(ck−c,c−i)
. By Remark
5.1, Di = D
(c)
i on B. The statement now follows from applying Theorem 4.5 with
D
(c)
i to Theorem 5.2. 
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Example 5.5. Let R = (3, 3) and k = 4. Then s
(4)
(3,1) is the sum of all the monomials
which occur after applying D
(3)
2 to the shapes starting in row 3 in Example 5.3 (i.e.
the red part). The first three terms in Example 5.3 are zero after application of
D
(3)
2 . The fourth term yields one monomial:
2
4 0 1
u1u0u4u2
The fifth term yields two:
2
0 1
2
2
0 1
3
u2u1u0u2 u3u1u0u2
The sixth term yields three:
4 0 1
0
4 0 1
4
4 0 1
3
u0u1u0u4 u4u1u0u4 u3u1u0u4
The seventh term yields three:
2
1
2 3
2
1
3 4
2
1
4
2
u3u2u1u2 u4u3u1u2 u2u4u1u2
The eighth term yields five:
0 1
0
2
0 1
4
2
0 1
3
2
0 1
3 0
0 1
3 4
u2u0u1u0 u2u4u1u0 u2u3u1u0 u0u3u1u0 u4u3u1u0
The ninth term yields seven:
1
0
2 3
1
4
2 3
1
3
2 3
1
3 4 0
u3u2u0u1 u3u2u4u1 u3u2u3u1 u0u4u3u1
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1
4 0
2
1
3 4
3
1
3 4
2
u2u0u4u1 u3u4u3u1 u2u4u3u1
The tenth term yields nine:
0
2 3 4
4
2 3 4
3
2 3 4
3 4 0
4
3 4 0
3
u4u3u2u0 u4u3u2u4 u4u3u2u3 u4u0u4u3 u3u0u4u3
3 4 0
2
4 0
2 4
4 0
2 3
3 0
2 3
u2u0u4u3 u4u2u0u4 u3u2u0u4 u3u2u0u3
s
(4)
3,1 is the sum of the 30 terms above.
Theorem 5.6. Let 0 ≤ i ≤ k + 1− c. Then
s
(k)
(ci,(c−1)k+1−c−i)
=
∑
λ⊆(ck+1−c)
∑
{x1,x2,...,xi}
u(R∪λ/λ)\{x1,x2,...,xi},
where the second sum is over all collections of i cells in the rows below R, satisfying
(C2) and no two of which lie in the same row.
Proof. This follows from Theorem 4.18. 
Example 5.7. Let R = (3, 3) and k = 4. Similar to Example 5.5, s
(4)
(2,2) is the sum
of all the monomials which occur after applying D
(3)
[1,1] to the shapes starting in row
3 in Example 5.3 (i.e. the red part). The first, second, fourth and sixth terms in
Example 5.3 are zero after application of D
(3)
[1,1]. The third term yields one monomial
and the fifth term yields two:
1 2
0 1
2
0 1
4
2
0 1
3
u1u0u2u1 u4u1u0u2 u3u1u0u2
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The seventh term yields three terms, as does the eighth:
2
1
4
3
2
1
3
2
2
1
4
2
0 1
4 0
0 1
3 0
0 1
3 4
u3u4u1u2 u2u3u1u2 u2u4u1u2 u0u4u1u0 u0u3u1u0 u4u3u1u0
The ninth term yields five terms:
1
4 0
3
1
3 0
2
1
4 0
2
1
3 4
3
1
3 4
2
u3u0u4u1 u2u0u3u1 u2u0u4u1 u3u4u3u1 u2u4u3u1
The tenth term yields six terms:
4 0
3 4
3 0
2 4
3 4
2 3
4 0
2 4
4 0
2 3
3 0
2 3
u4u3u0u4 u4u2u0u3 u3u2u4u3 u4u2u0u4 u3u2u0u4 u3u2u0u3
s
(4)
2,2 is the sum of the 20 terms above.
We end by using our result to compute a structure coefficient.
Example 5.8. Let k = 4. We will compute the product s
(4)
3,1s
(4)
2,1. To compute this,
we will use the action defined in [LM05] on (k + 1)-cores. The non-zero terms will
be the coefficients from the expression in Example 5.5 which act non-trivially on
the 5-core (2, 1). Only four non-zero terms appear:
u3u2u0u3(2, 1) = (4, 2, 1, 1) u4u3u2u0(2, 1) = (5, 2, 2)
u3u1u0u2(2, 1) = (4, 3, 1) u4u3u2u3(2, 1) = (5, 1, 1, 1).
Each of these terms has coefficient 1 in the expansion from Example 5.5. Using the
bijection from [LM05] between 5-cores and 4-bounded partitions gives us:
s
(4)
3,1s
(4)
2,1 = s
(4)
3,2,1,1 + s
(4)
3,2,2 + s
(4)
3,3,1 + s
(4)
4,1,1,1.
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