This paper addresses the problem of monocular depth estimation, which plays a key role to understand a given scene. Owing to the success of the generative model using deep neural networks, the performance of depth estimation from a single image has been significantly improved. However, most previous approaches still fail to accurately estimate the depth boundary and thus lead to the result of the blurry restoration. In this paper, a novel and simple method is proposed by exploiting the latent space of the depth-to-depth network, which contains useful encoded features for guiding the process of depth generation. This network, so-called guided network, simply consists of convolution layers and their corresponding deconvolution ones, and is also easily trained by only using single depth images. For efficiently learning the relationship between a color value and its related depth value in a given image, we propose to train the color-to-depth network via loss defined along with features from the latent space of our guided network (i.e., depth-to-depth network). One important advantage of the proposed method is to greatly enhance local details even under complicated background regions. Moreover, the proposed method works very fast (at 125 fps with GPU). Experimental results on various benchmark datasets show the efficiency and robustness of the proposed approach compared to state-of-the-art methods.
I. INTRODUCTION
Recently, there has been an increasing interest in a method for inferring the depth information from a single monocular image. The depth information gives very useful clues, e.g., the location of the vanishing point, the horizontal boundary, etc., to grasp a given scene in an efficient manner. Therefore, diverse applications in the field of computer vision start to consider the process of depth estimation as a key prerequisite for advanced operations such as 3D scene modeling and reconstruction. In particular, such depth estimation has become essential for the autonomous driving systems since it provides the advantage of interpreting the geometric structure in acquired images. Even though the considerable improvement in estimating the depth information has been achieved based on stereo images and video sequences [1] - [3] , the prob-The associate editor coordinating the review of this manuscript and approving it for publication was Eduardo Rosa-Molinar . lem of monocular depth estimation is still challenging due to the inherent uncertainty driven by the ill-posed nature.
To cope with this limitation, in the beginning, statistical feature-based approaches have been actively studied. Specifically, representative methods belonging to this category [4] , [5] take account into image segmentation as the first step, which is mostly conducted by utilizing graph optimization and pixel clustering. Underlying distributions of extracted features from each segmented region, which give a great help to perceive the distance, for example, edge orientations, textures, frequency coefficients, etc., are aggregated for learning the corresponding depth values. On the other hand, several approaches have attempted to assign perceptually proper depth values for a given image according to the structural similarity with other scenes [6] , [7] . Even though such statistical feature-based methods have shown plentiful possibilities to infer the depth information from a single monocular image, they hardly allow for diverse variations of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Simple examples of depth estimation on the KITTI driving dataset [8] . From top to bottom: input color images, ground truth, and depth maps generated by using the proposed method. Note that depth values of the top side in the ground truth are not provided (black region).
geometric structures especially occurring in complicated road environments. More recently, inspired by the great success of the generative model via deep neural networks, several researchers have begun to apply it for estimating depth values from a single monocular image. That is, the problem of depth estimation can be reformulated as the problem of (color)image-to-(depth)image generation. Specifically, various geometric features, which are good at revealing depth structures of a given scene, are efficiently learned though the deep-layered architecture without designing hand-crafted features. To do this, the convolutional neural network (CNN) has been popularly employed with variable receptive fields. For supporting the procedure to learn the complicated relationship between color and depth images, large-sized datasets, which are constructed by utilizing Radar or LiDAR-based capturing systems, e.g., KITTI driving dataset [8] and Cityscape dataset [9] , are adopted to train deep neural networks enough. Thanks to the power of ''learning'', those methods successfully restore the depth map from the input color image even under the complex background, however, they still suffer from the blurring artifact occurring at the depth boundaries.
In this paper, a simple and novel method for depth estimation from a single image is proposed. The key idea of the proposed method is to efficiently guide the learning process of the color-to-depth relationship by exploiting features extracted from the latent space of the depth-to-depth network. It is noteworthy that such encoded features contain the geometrical structure compactly, which is relevant to the depth layout of the given scene, and thus the corresponding gradients efficiently sharpen the depth boundary. By considering inherent properties of the depth generation as well as the relationship between color and depth values, the proposed method has a good ability to reduce the depth ambiguity in the homogeneous region as well as blurring artifacts at the depth boundaries as shown in Fig.1 . This is fairly desirable to clearly reveal depth structures even with the complicated background. The main contributions of the proposed method can be summarized as follows:
• We propose to adopt the depth-to-depth autoencoder as the guided network, which makes the color-to-depth network efficiently learn the complicated process from color to depth transformation. In contrast to previous approaches based on the concept of the perceptual loss [10] , the proposed depth-to-depth network aims to teaching the decoder to learn the process of ''generation'' from the latent space, not the ''classification'' strategy used in the perceptual loss. This gives a great help to refine the estimated depth information.
• Unlike image-level gradients widely employed in previous methods, the gradients of encoded features proposed in this paper play an important role to improve the performance of depth estimation. This is because encoded features contain the geometrical structure more compactly at various scales in our guided network and thus their gradients are able to efficiently sharpen the depth boundary (see Fig. 3 ).
• Since our guided network, i.e., depth-to-depth autoencoder, is fixed after the training phase, the feed-forward computation in the color-to-depth network is only required for test. Moreover, the proposed network architecture does not include branches except skip connections, and thus the proposed method works very fast, e.g., at 125 fps with GPU for the resolution of 512 × 256 pixels whereas the previous method, e.g., [11] , has a speed level of around 30 fps. The reminder of this paper is organized as follows. A comparative review of related works is presented in Section 2. The proposed depth estimation is explained in detail in Section 3. Experimental results are demonstrated with benchmark datasets in Section 4. The conclusions follow in Section 5.
II. RELATED WORKS
In this Section, we give a brief review of studies for imagebased depth estimation.
A. TRADITIONAL METHODS
Early works developed models based on statistical features computed from a given image. Torralba and Oliva [12] proposed to utilize the frequency properties for depth estimation both in global and local manners. They defined the probabilistic model based on statistical features of spectral magnitudes and roughly provided the distance value for a given scene. Chun et al. [13] extracted the ground region of indoor scenes using statistics of image features with the nonlinear diffusion scheme and subsequently generated the depth map by computing the distance between all of segments and the top position of the estimated ground region.
More recently, several studies have focused on finding the proper depth map, which is best matched with a given color image, by learning the structural similarity with other scenes. Karsch et al. [6] , [14] determined the relevant depth map by utilizing spectral features of a given color image and subsequently conducted optimization with the transfer scheme (e.g., SIFT flow [15] ) to refine the estimated depth map. Similarly, Konrad et al. [7] attempted to adaptively FIGURE 2. Overall architecture of the proposed method for depth estimation. The depth-to-depth network (i.e., guided network) is firstly trained and the relationship between the color value and the corresponding depth is subsequently learned along with the color-to-depth network, which consists of the same architecture with the depth-to-depth one. combine three transformation results, i.e., color-depth, location-depth, and motion-depth, according to the structural similarity. Choi et al. [16] proposed to transfer depth gradients as reconstruction cues, which are then integrated by the Poisson reconstruction framework, rather than directly selecting depth values from training samples. Even though such methods bring the significant improvement to the visual quality of the estimated depth map, their performance is limited for the unseen target domain, i.e., the performance of depth estimation is highly dependent on the training samples.
B. DEEP LEARNING-BASED METHODS
Depth estimation using the generative model has received considerable attentions after the mature of image classification based on deep neural networks. As a pioneer, Eigen et al. [17] proposed to directly learn the relationship between color input images and their corresponding depth maps by utilizing deep neural networks in a coarse-to-fine manner. Specifically, the initial depth map is generated through multiple convolutional layers and subsequently fed into the second convolution network with the original input to restore fine details. Even though the final output is still blurry due to repeated pooling operations between convolution layers, it shows the great potential of the generative model for depth map estimation from a single monocular image.
Inspired by the result shown in [17] , many approaches have been introduced with improved network architectures. Liu et al. [18] attempted to estimate the depth value from the segmented patch centered at each pixel position. To alleviate the boundary effect between segmented regions, they adopted the conditional random field while considering the difference of colors, color histograms, and textures between segmented patches. Garg et al. [19] proposed an unsupervised method in which their network is trained to predict a disparity map by minimizing the stereo reconstruction loss. Similar to this, Godard et al. [11] focused on the disparity of left and right images taken by the calibrated stereo camera to estimate the depth map in an unsupervised way. Since both left and right images can be reconstructed in terms of the generated disparity map, their consistency loss is efficiently applied to restore the depth information without the ground truth. Note that this approach requires only a single image for the test phase. Even though such methods significantly improve the performance of depth estimation, they require an additional image (i.e., using stereo images), which is probably not preferred in the industry field. On the other hand, semi-supervised deep learning was also employed with sparse ground truth for depth estimation. In [20] , unsupervised image alignment complements the ground truth by a vast amount of additional training data, which is very helpful to preserve the depth boundary. Most recently, Gan et al. [21] proposed the coarseto-fine learning scheme on the multiscale framework. In contrast to [17] , they consider the affinity to capture local as well as global contextual features for generating the coarse depth map. The refinement module up-samples the coarse depth map gradually by learning residuals along with features extracted from previous scale and vertical pooling.
Although the generative models based on deep neural networks have brought the significant progress in estimating the depth information from a single monocular image, most previous approaches still have difficulties to clearly reveal the depth boundary, which leads to the blurry restoration result. In this paper, a novel yet simple method for depth estimation from a single image is proposed while tackling the blurring artifact at the depth boundary. Technical details will be explained in the following Section.
III. PROPOSED METHOD
We aim at exploring the generative process from the colorbased geometric structure to the corresponding depth layout. To clearly preserve the depth boundary during such generative process, the depth-to-depth relationship, which is compactly encoded in the latent space through a deep convolution neural network, is adopted to efficiently refine the quality of the depth map estimated from the color input image in the proposed method. Specifically, we first introduce the overall architecture of our two deep neural networks, i.e., depth-to-depth and color-to-depth networks. In the following, the whole process of depth estimation with our training strategy will be presented. Lastly, the proposed loss function will be introduced, which is composed of data loss, latent loss, and gradient loss, in detail.
A. ARCHITECTURE DETAILS
The proposed architecture consists of two encoder-decoder networks, i.e., depth-to-depth and color-to-depth networks. Each network is designed with the same structure and can be divided into three main components, which are encoder, a bunch of ResBlocks, and decoder. At the encoder side, the input image is efficiently compressed as latent features through multiple ResBlocks. The ResBlock is defined in [24] , which is slightly modified from the original residual network [25] , and also plays an important role in the proposed architecture. More concretely, by stacking enough number of ResBlocks with additional convolution layers, properties for the process of depth generation are implicitly encoded as latent features. The spatial size of such highly-encoded latent features is very small, however, they contain useful clues which are required for precisely restoring the target image, i.e., depth map. All the convolution layers are followed by batch normalization [26] and ReLU layers except the final output layer which adopts the tanh function. At the decoder side, upsampling to double the size of the feature map is conducted by utilizing the bilinear interpolation scheme. Based on the decoder of the symmetric type, the depth map can be successfully generated from our latent features. The overall architecture of the proposed method is shown in Fig. 2 . It is noteworthy that feature maps obtained from each of layers efficiently capture the information that represents the internal relationship in each spatial dimension (see cyan and orange lines in the top of Fig. 2 ). As introduced in [27] , skip connections are very helpful to clearly restore local details and thus applied to the color-to-depth network in the proposed method. Note that the size of filters for convolution is differently set from 3 × 3 to 9 × 9 according to convolution layers (see Table 1 ).
It should be emphasized that the proposed method is able to greatly reconstruct local details as well as global layouts of the depth map by exploiting the latent features obtained from straightforwardly learning about the process of depth generation, i.e., the process to compress depth values into the latent space and decode such highly encoded features to original depth values again. Those latent features have a good ability to ''guide'' the target result, i.e., the depth map generated from the input color image, to be similar to the actual depth map. Owing to the implicit refinement through this guided network, the depth boundary is clearly revealed in the estimated result by the proposed scheme even under complicated outdoor environments. The detailed architecture of the proposed network is shown in Table 1 . Note that the training strategy with these two networks will be explained in detail in the following subsection.
B. TRAINING
To take the advantage of our guided network as a good feature extractor, the depth-to-depth network is firstly trained with the purpose of restoring the depth map, which is also given as an input to this network. By doing so, the guided network learns the method of depth representation in a similar way of the unsupervised approach. The color-to-depth network is subsequently trained with parameters of the guided network (see the cyan line of Fig. 2) , which are fixed after the previous training phase, for our final goal, i.e., generation of the depth map from a single color image.
More specifically, the output y from the color-to-depth network R is input to the pre-trained guided network G. The corresponding ground truth depth map y * is also fed into G together. Let G i (x) be the features extracted from the last layer of a bunch of ResBlocks when the input is given as x. Therefore, G i (x) represents a highly encoded latent features for depth estimation in a given input. The network R is guided by the pre-trained network G in a direction that the difference between G i (y) and G i (y * ), i.e., latent loss shown in Fig. 2 , can be minimized. Since features obtained from each layer at the encoder side are learned to be similar with those of ground truth while allowing for scale variations, depth boundaries can be clearly restored. It should be highlighted that the proposed method enables a deeper dimensional comparison at the well-encoded feature level as well as the pixel-wise comparison, and thus the loss function successfully converges beyond the local minimum. After learning the color-to-depth network R, the guided network G is no longer used, i.e., the network R is solely employed in the test phase for depth estimation, which is helpful to improve the processing speed. Note that parameters of the network R are effectively tuned by the network G during training in terms of the comparison process between y = R(x) and its ground truth y * .
C. LOSS FUNCTION
The proposed loss function is composed of four components, i.e., data loss L d , latent loss L l , and two types of gradient loss L gd and L gl . Basically, L d is computed by using the difference between an output y of the color-to-depth network R and its corresponding ground truth y * while L l is defined based on features G(y) and G(y * ), which are extracted from the latent space of the guided network G when y and y * are given as input. The gradient loss simply applies the gradient operation to outputs and encoded features of each network, which are defined as L gd (y, y * ) and L gl (G(y), G(y * )), respectively. It is noteworthy that encoded features extracted from various scales in our guided network contain the geometrical structure relevant to the depth layout compactly and thus their gradients are able to successfully sharpen the depth boundary in the restoration result. The final form of the proposed loss L is defined as follows:
+ βL gd (y, y * ) + γ L gl (G(y), G(y * )), (1) where α, β, and γ denote the weight for each loss term, which are set to 0.5, 0.85, and 0.3, respectively, through extensive experiments. In the following, each loss term will be explained in detail.
D. DATA LOSS
In a regression problem, L 2 loss or L 1 loss has been popularly used as a standard loss function for optimization. Since the L 2 loss minimizes the squared Euclidean norm between the estimated output y and its ground truth y * , it gives low gradients for relatively small residuals. Due to this property of the L 2 loss, it encourages estimated results to be similar with the pixel-wise average of the ground truth, which leads to the blurry restoration result as described in [28] , [29] . In contrast, the L 1 loss has a good ability to propagate gradients compared to the L 2 loss for small residuals. To consider the proper balance of two loss functions, we propose to adopt the reverse Huber loss (BerHu) [22] , [23] , which is defined as follows:
where c = 0.2 · max(|y i − y * i |) and i denotes the pixel index of all the images belonging to the current batch. The BerHu loss contains both L 1 and L 2 properties, and adaptively performs according to the c value. Note that the BerHu loss function is differentiable at the point c where switching between L 1 and L 2 losses occurs, and thus converges faster while efficiently preserving small residuals compared to the L 2 loss function. To efficiently suppress the effect of invalid pixels, which often are generated during the process of the depth map acquisition, our data loss is defined by utilizing a weighted sum of B(y, y * ) as follows [21] :
where V and I are a set of valid and invalid pixels in depth maps, respectively. N V and N I denote the total number of pixels belonging to each category. Note that invalid pixels are detected by using the Matlab toolkit provided by [30] , which has been popularly employed for this task. The balancing factor λ is se to 0.3 in all the experiments.
E. LATENT LOSS
Once the depth map predicted from the color-to-depth network R and the corresponding ground truth are given as input to the guided network G, dense features can be extracted from each ResBlock at the encoder side. In a similar way with the method of Johnson et al. [10] , we calculate the loss value by using the difference between features extracted from the activation layer of each scale and the latent space. However, the proposed method differs in that the guided network G, which is particularly designed for learning inherent properties of the depth restoration in a depth-to-depth autoencoder, is adopted as a feature extractor instead of general pre-trained models for image classification, e.g., VGG [31] , ResNet [25] , etc. That is, the proposed depth-to-depth network aims to teaching the decoder to learn the process of ''generation'' from the latent space, not the ''classification'' strategy used in the perceptual loss. Our latent loss is defined by using the sum of the difference between G j (y) and G j (y * ), which are feature maps from the activation layer before the j th convolution layer, given as
where G j (y k ) and G j (y * k ) denote the k th feature value encoded from the estimated depth map y and the ground truth y * k , respectively. N j is the size of the feature map extracted from the j th activation layer. The proposed latent loss function attempts to equalize the depth map, which is estimated from the latent space of the most highly encoded layer, and the ground truth at the feature level.
F. GRADIENT LOSS
In order to efficiently enhance local details at depth boundaries, which is the key problem to solve, we propose to exploit two types of gradients, i.e., image-level gradients and featurelevel gradients, for the loss function. Specifically, the gradient consistency between the estimated depth map and its ground truth (i.e., image-level) is computed as follows:
where y h,i and y v,i denote the i th gradient value of the estimated depth map in horizontal and vertical directions, respectively. Similarly, y * h,i and y * v,i are the gradient value of the ground truth in each direction. N is the total number of pixels in the depth map. In addition to this, the gradient of encoded features is computed together for defining our gradient loss as follows:
where G h,j (·) and G v,j (·) denote the gradient for encoded features of given inputs in horizontal and vertical directions, respectively. By involving these two terms into the final loss function shown in (1) , the overall quality of high frequency components contained in the depth map can be efficiently improved. One important advantage is that encoded features in our guided network contain the depth layout compactly at various scales and thus their gradients give a great help to sharpen the depth boundary as shown in Fig. 3 . Therefore, it is thought that the gradient of encoded features proposed in this paper is useful to accurately restore the depth boundary.
In summary, encoded features, which are extracted from the latent space of the guided network G, pave a way to learn the complicated relationship between color and depth values in the proposed method (see (4) and (6)). Since they contain implicit properties of depth generation in a compressed form, the underlying structure of the depth layout can be successfully restored from a single monocular image. Moreover, gradients of such encoded features have a good ability to clearly restore the depth boundary, which still gives a great difficulty to previous methods.
IV. EXPERIMENTAL RESULTS
In this Section, the performance of the proposed method is analyzed in detail based on the KITTI dataset [8] , which is the most widely employed for depth estimation, and compared with that of previous methods both qualitatively and quantitatively. To be clear, implementation details of the proposed method are introduced and the performance variations due to changes of network components are also demonstrated. [8] using the test split by Eigen et al. [17] for different caps. Note that we use the crop strategy introduced by Garg et al. [19] . 
A. IMPLEMENTATION DETAILS
The proposed method is implemented on the PyTorch framework [32] . All the parameters (i.e., weights) in convolution layers are randomly initialized with the statistics of zero mean and 0.01 variance [33] . The proposed network is trained from scratch for 50 epochs with a batch size of 8 using the Adam optimizer [34] where power, momentum, and weight decay are set to 0.9, 0.999, and 0.0005, respectively. The learning rate is firstly set to 10 −4 and maintained until 20 epochs, then reduced by 5% of the current value at every epoch, and stays as a constant after it reaches 2 × 10 −5 . It takes 30 hours for each encode-decoder network using a two NVIDIA GeForce Titan Xp GPUs. Each layer contains batch normalization, which is very helpful for the proposed network to be converged quickly, and the parameter size of each network is 55M. It is noteworthy that the processing time of the proposed method is only 8 msec on GPU, i.e., 125 fps, for estimating the depth map from a single monocular image, which can be sufficiently applied to real-time applications.
In the training phase, online data augmentation is also conducted. Specifically, input images are enlarged up to 115% of the original size and then randomly cropped to the original size. Moreover, input images are horizontally flipped with a probability of 0.5 and the brightness of the image is randomly adjusted with the scale factor selected from the range of [0.5, 2.0].
B. BENCHMARK DATASET
The performance evaluation is conducted based on the KITTI dataset [8] , which is the most widely employed for depth estimation. This dataset contains various road environments for autonomous driving and constructed by RGB cameras as well as the LiDAR sensor mounted on a driving car. The resolution of acquired images is 1242 × 375 pixels and reduced to 416 × 128 pixels in our experiments for the computational efficiency. For the performance comparison, we adopt the split strategy introduced by Eigen et al. [17] . According to this scheme, the test set contains 697 images selected from 29 scenes while the training set is composed of 24,000 images from remaining 32 scenes. Since the depth point of the raw data taken from the LiDAR sensor is too sparse for training the deep network, the Matlab toolkit is used to make the depth map dense, which is provided by [30] . In addition, the maximum value of our predicted output is limited to the order of 80 meters in the test phase, as introduced in the guideline of the KITTI dataset.
C. PERFORMANCE EVALUATION
To demonstrate the efficiency and robustness, the proposed method is compared with seven representative methods FIGURE 8. Results of the proposed method for the Make3D dataset [5] . Note that the pre-trained model on the KITTI dataset [8] is used without any modification.
FIGURE 9.
Results of the proposed method for the Cityscape dataset [9] . Note that the pre-trained model on the KITTI dataset [8] is used without any modification.
introduced by Saxena et al. [5] , Eigen et al. [17] , Liu et al. [18] , Garg et al. [19] , Godard et al. [11] , Kuznietsov et al. [20] , and Gan et al. [21] (see Table 2 ). First, some of qualitative results generated by three methods, i.e., Eigen et al. [17] , Godard et al. [11] , and Kuznietsov et al. [20] , are representatively shown in Figs. 4 and 5. The ground truth samples have been interpolated for better visualization. Generally, the proposed method successfully restores the depth boundary compared to previous approaches. Specifically, most previous methods fail to restore the shape of the small sign in the first example of Fig. 4 whereas the proposed method accurately reveals it with the high contrast. In the third example of Fig. 4 , the boundary of objects on the pedestrian road (left side) is successfully restored in the result of the proposed method. Moreover, the depth boundary generated by the road sign in the first column of Fig. 5 is successfully revealed even with the background clutter in the result of the proposed method. Previous methods tend to yield blurry boundaries for the pole in the third column of Fig. 5 whereas the proposed method makes the corresponding region clear. For better understanding, the performance comparison with enlarged local regions is also provided in Fig. 6 . Based on such performance comparisons, we can see that the proposed method is able to provide the reliable depth information from a single image.
For the quantitative evaluation, we follow five metrics used by Eigen et al. [17] , which have been most widely employed for the performance evaluation of depth estimation, defined as follows:
• Accuracy = % of y i s.t. max y y * , y * y = δ < th. Here T denotes the total number of valid pixels in the ground truth. Based on this, we compared ours with state-of-theart methods on the KITTI dataset [8] and the corresponding results are shown in Table 2 . It can be seen that our results achieve the good performance for all of metrics at the caps of both 50m and 80m. Since the proposed method has a good ability to restore the depth boundary by exploiting latent features from our guided network and corresponding gradients, depth ambiguities are successfully reduced, which leads to the performance improvement. In particular, the proposed method shows the significant improvement for the squared relative difference (Sq Rel), e.g., reduces it by 58.3% compared with Gan et al. [21] .
Furthermore, in order to show the generality of the proposed method, we applied the proposed method to other datasets, i.e., NYU depth v2 [30] , Make3D [5] , and Cityscape [9] , and several examples of depth estimation are shown in Figs. 7, 8, and 9 . From those results, we can see that the proposed method greatly restores the depth layout of the indoor scene as well as diverse outdoor environments. It should be emphasized that the model trained by using the KITTI dataset is directly applied to estimate the depth map for such datasets without any fine tuning. Finally, the processing speed for estimating the depth map from a single input image is checked and provided in Table 3 . Note that two previous methods [11] , [21] , which work relatively fast, are employed for the comparison and the input image is resized to 512 × 256 pixels for the fair comparison of the processing speed. It is noteworthy that the proposed method operates very fast (8 msec, i.e., 125 fps), and thus it is thought that our network architecture can be widely applied to various realtime applications.
D. ABLATION STUDY
In this subsection, we perform a variety of comparative experiments to verify the effectiveness of the proposed network architecture and the training strategy. To do this, the detailed analysis according to variations of parameters (i.e., network architectures and combinations of loss functions) is conducted. Specifically, the model without skip connections is firstly tested and we can see that it shows slower convergence compared to our default color-to-depth network. This is because local details are not sufficient to accurately restore the depth map without skip connections when the image is transformed to the depth map at the decoder side. In the case of the ResBlock-free model, it converges slightly fast, however, the loss value often oscillated at the undesired minimum point (i.e., the learning does not proceed after several number of epochs). Therefore, the performance of depth estimation drops significantly when these two modules are simultaneously removed from the default network. The convergence speed with different settings is shown in Fig. 10 . The performance analysis according to such variations is shown in Table 4 . Note that the performance comparison with the scheme using the perceptual loss [10] is also provided in Table 4 . As can be seen, our guided features with its gradients are effective to restore the depth information more accurately compared to the perceptual loss.
In addition, various combinations of loss functions are tested and the corresponding results are shown in Table 5 . Most importantly, we can see that features of our guided network, i.e., features extracted from the latent space of the depth-to-depth network, give a great help to improve the performance of depth estimation. From this analysis, it is thought that the proposed network architecture and the training scheme are fairly desirable to enhance the quality of the estimated depth map while efficiently restoring the depth boundary.
V. CONCLUSION
A novel method for depth estimation from a single monocular image has been proposed in this paper. The key idea of the proposed method is to guide the process of depth restoration by exploiting highly encoded features, which are extracted from the latent space of the depth-to-depth network.
To enhance the quality of the estimated depth map while efficiently restoring the depth boundary, the proposed method defines the loss function with the latent loss and the gradient loss as an emphasis. Moreover, the proposed method works very fast and thus can be employed for various real-time applications. Experimental results show that the proposed method is effective for monocular depth estimation. MINSOO 
