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We consider quantum random walks on congested lattices and contrast them to classical random
walks. Congestion is modelled with lattices that contain static defects which reverse the walker’s
direction. We implement a dephasing process after each step which allows us to smoothly interpolate
between classical and quantum random walkers as well as study the effect of dephasing on the
quantum walk. Our key results show that a quantum walker escapes a finite boundary dramatically
faster than a classical walker and that this advantage remains in the presence of heavily congested
lattices. Also, we observe that a quantum walker is extremely sensitive to our model of dephasing.
I. INTRODUCTION
Quantum information processing [1] promises many in-
teresting technologies that are not available today. Per-
haps most interesting is the promise for quantum compu-
tation, whereby quantum algorithms can be implemented
that outperform their classical counterparts. The best
known example is Shor’s factoring algorithm [2], which
can factor numbers exponentially faster than the best
known classical factoring algorithm. Other examples in-
clude Grover’s database search algorithm [3] and various
graph theoretic algorithms [4–6]. While the technologies
to implement these algorithms are not currently avail-
able, it is important to study potential routes towards
implementing technologies that can implement these al-
gorithms.
One route to implementing quantum information pro-
cessing tasks is via quantum random walks [7–10]
whereby a particle, such as a photon, ‘hops’ between the
vertices in a lattice. In this paper the effects of a con-
gested, or obstructed, lattice on a quantum random walk
(QRW) are studied and compared to a classical random
walk (CRW). The quantum walkers also suffer a dephas-
ing process as they propagate. This study provides in-
sight into how random errors in the lattice and dephasing
affect the dynamics of random walks and the robustness
of certain quantum features. In our model, congestion
refers to where the lattice through which the walker prop-
agates has defects. These random defects are like blocked
streets that the walker encounters and has to back out of
on the next step. These defects are stationary during the
evolution of the random walk, though we average over
many such random lattices. Dephasing occurs when the
state decoheres and is implemented via a dephasing chan-
nel acting after each step. In the limit of full dephasing
the quantum walk becomes a classical walk, so that de-
phasing also allows us to interpolate between the classical
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and quantum regimes. For an experimental implementa-
tion of dephasing see Broome et al. [11], and for related
theoretical work on quantum walks with phase damping
see Lockhart et al. [12].
For characterising the resulting probability distribu-
tions for the quantum and classical random walks we
use the variance and the ‘escape probability’, that is the
probability that the walker escapes a finite region of the
lattice, or more picturesquely, the probability that the
walker ‘beats the traffic’.
II. QUANTUM RANDOM WALKS
A QRW describes the evolution of a quantum parti-
cle through a given topological structure represented as
a d dimensional lattice. In a classical random walk, the
walker probabilistically follows edges through a lattice to
step to an adjacent vertex. In a QRW on the other hand,
the walker spreads as a superposition of different paths
through the graph. Physically, the walker can be a wide
range of quantum particles, though of particular inter-
est is the photon as photons are readily produced, ma-
nipulated and measured using off-the-shelf components
in the laboratory. Photons have found widespread use
in quantum information processing, most notably linear
optics quantum computing (LOQC) [13]. These technolo-
gies provide the topological structure for implementing
a QRW. They also allow for multi-photon QRWs [14],
which increases the dimensionality of the walk. For a
further review on QRWs see Refs. [7–10], and see Refs.
[15–23] for the numerous optical demonstrations of ele-
mentary QRWs that have been performed.
A. Quantum random walk formalism
To illustrate our QRW formalism we present the de-
tails for a one-dimensional discrete QRW on an un-
bounded lattice without any defects. The state of a one-
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2dimensional QRW at any given time has the form,
|Ψ〉 =
∑
x,c
γx,c|x, c〉, (1)
where x ∈ [−tmax, tmax] represents the position of the
particle; tmax represents the total number of time steps
and thus the size of the lattice; c ∈ {−1, 1} is the coin
value that tells the walker whether to evolve to the left
(c = −1) or right (c = 1); and |γx,c|2 is the probability
amplitude at a given position and coin value. Since there
are two coin values for each position, the probably that
the walker is at position x is given by,
P (x) = |γx,−1|2 + |γx,1|2. (2)
The one-dimensional walker begins at some specified
input state |Ψ(0)〉 = |x0, c0〉 before it begins to evolve at
time t = 0, where x0 and c0 are the starting position and
starting coin value respectively. Typically x0 is chosen to
be the origin. The state then evolves for a finite number of
time steps. The evolution is described by two operators:
the coin Cˆ and step Sˆ operators,
Cˆ|x,±1〉 = (|x, 1〉 ± |x,−1〉)/
√
2 (3)
Sˆ|x, c〉 = |x+ c, c〉.
The coin operator takes a state and maps it to a super-
position of new states using the Hadamard coin,
H =
1√
2
(
1 1
1 −1
)
, (4)
exploiting both possible degrees of freedom in the coin
while maintaining the same position. Next, the step op-
erator Sˆ moves the walker to an adjacent position ac-
cording to the value of c. Cˆ and Sˆ act on the state at
every time step and thus the full evolution of the system
is given by,
|Ψ(t)〉 = (Sˆ · Cˆ)t|Ψ(0)〉. (5)
If the walker begins at the origin or on an even lattice po-
sition then, as the walker evolves, it lies on odd positions
for odd time steps and on even positions for even time
steps. Thus, as the walker evolves, the allowed locations
for the walker oscillate between even and odd sites.
It is straightforward to generalise Eq. 1 to multiple
dimensions by expanding the Hilbert space. For example,
a two-dimensional walk would have the form
|Ψ(2)〉 =
∑
x,y,cx,cy
γx,y,cx,cy |x, y, cx, cy〉, (6)
where x ∈ [−tmax, tmax] and y ∈ [−tmax, tmax] denote the
two spatial dimensions, cx ∈ {−1, 1} indicates for the
walker to move left or right, cy ∈ {−1, 1} indicates for
the walker to move down or up, and the superscript rep-
resents the dimension. The coin and step operator can
be generalised by taking a tensor product for each re-
spective dimension, or alternately a coin could be em-
ployed which entangles the two dimensions. In the case
of a spatially separable two-dimensional coin one obtains
Cˆ(2) = Cˆx ⊗ Cˆy and Sˆ(2) = Sˆx ⊗ Sˆy. Likewise, the
hadamard coin for two dimensions becomes H ⊗H.
After the system evolves, a measurement is made on
either the position or the coin degree of freedom yielding
the output probability distribution. With this probabil-
ity distribution various metrics can be defined to charac-
terise the evolution of the system, which we define next.
B. Random Walk Metrics
The two common metrics that we use to quantify a
QRW are the variance σ2 and the escape probability Pesc.
1. Variance
The variance σ2 is a measure of how much the walker
has spread out during its evolution. It is defined as,
σ2 =
n∑
i=1
pi(i− µ)2, (7)
where n = 2 tmax + 1 and µ =
∑n
i=1 pii. Fig. 1 (top)
illustrates the variance versus time for both a QRW
and a CRW on a two-dimensional square lattice of size
tmax = 20. The QRW demonstrates a quadratic rate of
spreading across the lattice while the CRW demonstrates
a linear rate of spreading. This quadratic spreading is
one of the distinguishing features of a QRW compared
to the CRW. It forms the basis of some quantum walk
algorithms such as the quantum walk search algorithm,
which is quadratically faster than the corresponding clas-
sical algorithm.
2. Escape Probability
The escape probability Pesc is a measure of how much
the walker leaks outside of a certain region on the walker’s
lattice. To answer this question a boundary must first be
defined which depends on the size of the lattice. For the
square two-dimensional lattice we let the walker begin at
(x = −tmax, y = 0) and let the boundary be at x = tb,
where tb is how far the boundary is from the left edge
of the lattice. To calculate the escape probability on this
square lattice we use,
Pesc =
∑
x∈xout
∑
y
P (2)(x, y), (8)
where xout are the positions outside of the boundary and
P (2)(x, y) is the two-dimensional version of Eq. 2.
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FIG. 1: (Top) The variance σ2 versus time t for the
classical and quantum random walk on a
two-dimensional square lattice defined by tmax = 20.
The rate of spreading is quadratic for the quantum case
and linear for the classical case. (Bottom) The escape
probability Pesc against time for the classical and
quantum random walk on a two-dimensional square
lattice defined by tmax = 20 with a boundary defined by
tb = 4. In the quantum case, the probability of escape is
much larger for any given time after escaping than in
the classical case.
Fig. 1 (bottom) illustrates Pesc versus t for both a
QRW and a CRW on a square lattice of size tmax = 20
with a boundary given by tb = 4. Here the quantum
case exhibits a dramatic jump in escape probability com-
pared to the classical case. This is due to both the faster
rate of spreading of the QRW, and to the QRW having
larger amplitudes at the tails of its distribution. This dra-
matic jump is a key feature pointed out in this work that
demonstrates an advantage that QRWs have over CRWs.
In our study the walker is allowed to walk back into the
unescaped region which takes away from the probability
that the walker has escaped. This, in conjunction with
the fact that the walker occupies alternating even and
odd positions as the walker evolves, explains the oscilla-
tory nature of the escape probability.
The two metrics, σ2 and Pesc, are closely related. If
the walker has a large spread in its distribution then the
walker also has a better chance to fall outside of the es-
cape boundary. They also capture different aspects of the
distribution. At any given time step t during the evolu-
tion we can determine the probability distribution with
Eq. 2 and then calculate these various metrics to be used
for quantifying a random walk. Next, we demonstrate
how to add spatial defects, which cause congestion, into
the walkers’ lattice and explore how the variance and es-
cape probability are affected by this lattice congestion.
III. LATTICE CONGESTION
Lattice congestion is a model of defects in a medium.
For the QRW and CRW the medium is the walkers’ lat-
tice and the defects are modelled as blocked pathways
where the walker has to enter the pathway to realise it is
blocked and then reverse out on the next step. This model
is closely related to percolation theory which models de-
fects as missing lattice nodes. For a detailed introduction
on percolation theory see [24, 25]. It is generally modelled
on a d dimensional lattice with a given geometry such as
a square, triangle or honeycomb. Regardless of geometry,
the lattice consists of two components: sites and bonds. A
site is a point on the lattice and a bond is the connection
between the sites. These components give two strategies
for introducing the random fluctuations that define per-
colation theory: site percolations and bond percolations,
where the term ‘percolations’ refers to the defects on the
lattice. In site percolation the lattice points exist with
probability p ∈ [0, 1]. When a point does not exist it is a
defect in the lattice. In bond percolation the positions in
a lattice are fixed while the bonds between the positions
exist with probability p. The model in this paper is a vari-
ant of site percolation whereby the walker can occupy any
site, but with probability 1 − p will find an obstruction
and reverse direction upon hitting the respective site. We
expect the same percolation characteristics such as per-
colation thresholds to exists in the underlying lattice that
the walkers are exploring. For a two-dimensional square
lattice with site percolations that most closely resemble
the lattice used in this paper, the percolation threshold
is pc ≈ 0.6 [26]. Values of p higher than this threshold
produce long-range connectedness in the lattice.
To generate a lattice with spatial defects a matrix of
coin operators is constructed. The matrix is the same size
as the lattice and each position in the matrix corresponds
to a spatial position on the lattice. The coin operator
corresponding to a given position then determines the
behaviour of the walker. The coin operators are defined
as either a Hadamard coin (Eq. 4), if the site is present,
or a bit-flip coin X if the site contains a defect,
X =
(
0 1
1 0
)
. (9)
For the two dimensional case X⊗X is used. As the quan-
tum or classical walker evolves it will walk into these
defects that signify congested points of the lattice. Upon
reaching a defect the walker reverses direction, thus slow-
4ing the walker’s rate of spread. In this manuscript we
define p as the probability that the site is not a defect;
therefore, the probability that a site is a defect is 1− p.
A. CRW on a congested lattice
The lattices we are considering contain randomly dis-
tributed defects, or points of congestion that impede the
walkers progress. Questions such as what is the proba-
bility that there is an open path from one side of the
lattice to the other, are answered by percolation theory.
There are many known applications for percolation the-
ory [27]. A common example is asking whether a liquid
can flow through a porous material. If enough pores (or
sites) exist then the liquid can make it through. Another
example is whether or not an electric current can flow
through some medium where conductive sites are spread
throughout some insulator. If enough conductive sites are
present then a path will exist through the medium. For a
more detailed account of percolation theory see [28, 29].
Within the congested lattice we examine the spread of
random walkers. Defects have the effect of reducing the
rate of spread of the walker, or stopping it entirely if the
lattice is so congested that there is no escape possible
from the region the walker finds itself in.
B. QRW on a congested lattice
Classically, the state can only move in one direction
at a time while quantum mechanically the state spreads
in a superposition of every direction simultaneously. As
with a classical walker, the quantum walker escapes the
bounded region more often if there are less defects. The
significance of the quantum walker is both the quadratic
behaviour which means that it escapes more rapidly than
the classical walker, and that the resulting probability
distribution has more weight in the tails. For a review of
work done on QRW with percolation see [30, 31]. Fig. 2
shows the escape probability Pesc versus time t for vary-
ing values of congestion probability 1− p on a lattice of
size tmax = 15 with an input state of |Ψ〉 = |−tmax, 0, 1, 1〉
and boundary tb = 4. For p = 1 there is no congestion
present and the Pesc metric experiences a sudden jump
from t = 4 to t = 5. This is because the QRW has most of
its amplitude in its tails as it evolves. When p decreases
and the lattice becomes more and more congested the
sudden jump is still present at the same value of t but
with a much smaller amplitude. Also, for a congestion of
p = 0.7 we present both the QRW and the CRW. This
shows that QRWs retain their advantage over CRWs in
the presence of heavy congestion. Note that the percola-
tion threshold is around p ≈ 0.6, below which we expect
that on average there is no clear route across the graph.
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FIG. 2: The escape probability Pesc plotted as a
function of time t for varying congestion probabilities
1− p on a two-dimensional square lattice of size
tmax = 15 with a boundary of tb = 4 and input state
|Ψ〉 = | − tmax, 0, 1, 1〉. As p decreases the jump in Pesc
becomes less prominent. The CRW is presented for
p = 0.7 to illustrate the reduced rate of escape
compared to a QRW with the same value of congestion.
IV. DEPHASING
Next, we consider what happens to a QRW subject to
dephasing. Dephasing represents decoherence caused by
the environment which can be related to measurement er-
rors caused by thermal fluctuations, white noise, photons
interfering with the quantum walker, etc. To explore this
we first introduce a model of dephasing and characterise
it with our two metrics: variance and escape probability.
Consider a quantum walk where after each step, each
state in the basis has probability pd of acquiring a pi
phase flip. We can model this process as choosing to apply
one of a set {Fj} of unitary matrices covering all the
combinations of ±1 on the diagonal. If Fj has s -1’s on
the diagonal we choose it with probability psd(1−pd)m−s.
The probability of a particular sequence will be the
product of the probabilities of the Fj appearing in the
sequence since they are independently chosen at each
step. If ρseq is the final pure density matrix appearing
with probability pseq, then in general the final state of
the system is described by
ρ =
∑
seq
pseqρseq. (10)
That is, for any POVM element E we have∑
seq
pseqTr{Eρseq} = Tr{Eρ}. (11)
We algorithmically implement dephasing by randomly
flipping the signs of individual kets in the walker’s super-
position state with probability pd, and average the results
of any measurement at the end of a large number of runs.
This in effect samples from the distribution represented
5by ρ and is automatically weighted by the probability of
a given sequence.
That this whole process represents dephasing is not
immediately obvious. To see it, we first rewrite ρ as the
vector |ρ〉 using the vec operation which simply stacks
its columns on top of each other. Using the identity
|ABC〉 = CT⊗A |B〉 for any three square matrices A,
B, and C; then grouping the terms that turn up, we can
write
|ρ〉 = . . .
∑
k
pkDkU
∑
j
pjDjU
∑
i
piDiU |ρ0〉 (12)
where Dj = F
∗
j ⊗Fj = F⊗2j , U represents the step and
coin operations, and |ρ0〉 is the vectorised initial density
matrix. This shows that after each step we apply the
process described by the dynamical matrix
D =
∑
j
pjF
⊗2
j . (13)
The matrices Fj are diagonal so we write the diago-
nal as a vector denoted by |f〉j , so that the diagonal of
F⊗2j is |f〉j |f〉j . Since |f〉j has only real entries we can
rearrange it into the matrix |f〉j〈f |. We can do a similar
arrangement with D so that,
|d〉〈d| =
∑
j
pj |f〉j〈f |. (14)
It’s worthwhile pausing and noting what this matrix rep-
resents. From Eq. 12 we can see that the diagonal of D
multiplies the elements of the vectorised |ρ〉. Hence when
we arrange the values into a matrix, the entries of |d〉〈d|
multiply the corresponding entries in ρ.
The first thing to note is that this matrix is symmetric.
We will denote the entries of |f〉j by fk and drop the
reference j for clarity. The diagonals of |f〉j〈f | are of the
form f2k = 1 and since
∑
j pj = 1 the diagonal of |d〉〈d| is
unity and the process does not change the amplitudes of
the states. The off-diagonals are of the form frfs where
r 6= s and their sum over j has the value
(1− pd)2 + p2d − 2(1− pd)pd = (1− 2pd)2. (15)
The terms on the left are the probabilities that both fr
and fs are positive, both negative, or one of each respec-
tively. Each of these terms is multiplied by the binomial
sum of the probabilities of all the combinations of ±1 on
all the other elements of |f〉j and not r or s, which eval-
uates to 1. Note that this result holds for any dimension.
In summary, the map that is performed by D multiplies
every off-diagonal element of ρ by (1 − 2pd)2. This is a
dephasing map.
If pd = 0 none of the signs are flipped, and if pd = 1 all
of the signs are flipped. Since the QRW is invariant under
a global phase flip, these two extremes reproduce an ideal
QRW. When 0 < pd < 1 dephasing is introduced into
the system. A value of pd = 1/2 corresponds to complete
FIG. 3: The QRW probability distribution shown at
the final time step over a two-dimensional square lattice
defined by tmax = 10 using a non-symmetrical input
state of |Ψ〉 = |0, 0, 1, 1〉. (Top) The QRW with no
defects or dephasing always yields this deterministic
probability distribution. (Bottom) The same QRW is
averaged over many iterations with a small dephasing
probability of pd = 0.00015. It has a similar probability
distribution but is approaching classical statistics.
dephasing which causes the walker to behave classically.
The classical results in this paper were produced by using
our QRW code with a value of pd = 1/2. This was checked
with purely classical code to verify that we are indeed
obtaining a CRW.
If we imagine an inefficient measurement of the quan-
tum walk at every step where it is projectively measured
with probability pm or otherwise left alone, this map
would describe dephasing by a dynamical matrix which
multiplies all the off diagonal elements of ρ by 1 − pm.
So our dephasing process is equivalent to a measurement
performed with a probability pm = 4(1− pd)pd.
To illustrate the effect of dephasing in our model we
first plot the probability distribution at the final time
step of the QRW with no dephasing as shown in Fig. 3
(Top). Here we employ an asymmetric input state of
6FIG. 4: The QRW probability distribution shown at
the final time step over a two-dimensional square lattice
defined by tmax = 10 using a non-symmetrical input
state of |Ψ〉 = |0, 0, 1, 1〉 and a dephasing probability of
pd = 0.0005. For pd & 0.0005 the probability
distribution becomes centred around the origin which
corresponds to the probability distribution of a classical
random walk.
|Ψ〉 = |0, 0, 1, 1〉 and let the number of time steps be
tmax = 10. This distribution has one main peak near the
edge of the lattice in the same direction that the walker
was initialised in and is completely deterministic. This is
in contrast to what occurs when dephasing is introduced.
Fig. 3 (Bottom) shows the same probability distribution
again but with a dephasing probability of pd = 0.00015.
With this small value of dephasing the distribution re-
tains most of its quantum behaviour as in Fig. 3 (Top)
but it begins to approach the statistics of a classical dis-
tribution.
In this work, dephasing is a method for introduc-
ing quantum decoherence to the quantum random walk.
With sufficiently strong dephasing the quantum walk be-
comes identical to a classical random walk. We find that
the quantum walk is extremely sensitive to this model of
dephasing. When pd & 0.0005 the probability distribu-
tion becomes strongly centered around the origin, which
corresponds to the probability distribution of a CRW.
This is shown in Fig. 4 for the same input state and lattice
size as in Fig. 3 but with pd = 0.0005. This means that
just a few sign errors during a walk can cause the whole
QRW to behave classically and lose some of its quantum
advantages. By incrementing the dephasing through this
interval we can smoothly interpolate between quantum
and classical random walks, which is a key feature of this
work.
The extreme sensitivity of our dephasing model is sur-
prising as it is far more sensitive than the dephasing ob-
served by Lockhart et al. [12]; however, there are several
notable differences that would account for having dif-
ferent sensitivities. Firstly, Lockhart et al. apply phase
damping on only the coin degree of freedom whereas we
apply it to both the position and coin degrees of free-
dom. Secondly the parametrisation of the dephasing is
significantly different, in our approach it corresponds to
an inefficient measurement model, where which a certain
probability pm = 4(1− pd)pd the quantum walker is pro-
jectively measured in both position and coin.
V. CONGESTION & DEPHASING COMBINED
Next we combine congestion and dephasing and exam-
ine the joint effects. Fig. 5 shows the variance obtained
at the final time step of the QRW as a function of the de-
phasing probability pd and the defect probability p on a
two-dimensional square lattice of size given by tmax = 10
and an input state of |Ψ〉 = |0, 0, 1, 1〉. A monotonic de-
crease is observed in the variance for a given p as pd is
increased. Also, for any given congestion probability the
variance of a QRW decreases as the dephasing probability
increases.
Fig. 6 shows Pesc with boundary tb = 2 as a func-
tion of congestion probability 1 − p for varying val-
ues of dephasing probabilities pd on a two-dimensional
square lattice defined by tmax = 10 with input state
|Ψ〉 = | − tmax, 0, 1, 1〉. When pd = 0 the walk is fully
quantum so more of the probability distribution escapes
the boundary. When dephasing is increased process er-
rors are introduced, reducing Pesc for any given value of
p. With dephasing values of pd & 0.0005 the QRW enters
the classical regime. This suggests that small dephasing
rates are large enough to inhibit the quantum advantages
of a QRW. Note that (in this case) for p . 0.3 none of
the probability amplitude escapes the boundary for any
value of pd simply because there are too many defects in
the graph.
VI. CONCLUSION
Quantum random walks are a promising route towards
quantum information processing, exhbiting many unique
features compared to the classical random walk. In the
classical context, walks on percolated lattices (i.e. lat-
tices containing congestion) have been well studied. We
have considered the analogous situation in the quantum
context. We defined a mapping between quantum and
classical walks, via the coin operator, to allow for a di-
rect comparison of the two. Then we introduced a model
for adding static defects to the underlying lattice via the
introduction of bit-flip coins. These defects inhibit the
spread of the classical and quantum walker, reducing the
escape probability and variance metrics. Most interest-
ingly, we found that as a quantum random walk evolves
it will suddenly and dramatically escape a finite bound-
ary. It maintains this property even in the presence of
congestion.
We also introduce a dephasing error model. Dephasing
errors are errors caused by the environment on the quan-
7FIG. 5: The variance obtained at the final time step
plotted against the dephasing probability pd and the
congestion probability 1− p for a quantum random
walk on a square two-dimensional lattice of size given
by tmax = 10 and an input state of |Ψ〉 = |0, 0, 1, 1〉. The
propagation of the walker decreases monotonically with
the congestion rate.
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FIG. 6: The escape probability Pesc with boundary
tb = 2 plotted as a function of congestion probability
1− p for varying values of dephasing probabilities pd on
a two-dimensional square lattice of size given by
tmax = 10 with an input state of |Ψ〉 = | − tmax, 0, 1, 1〉.
With low dephasing the quantum walker has a larger
chance to escape the boundary. As pd increases the
QRW enters the classical regime and the escape
probability becomes linear.
tum walker as it evolves. In the limit of large dephasing
the quantum random walk spatially localises and behaves
like a classical random walk. The spread of the walker is
very sensitive to small amounts of dephasing in our de-
phasing model.
We also studied the effects of spatial defects and de-
phasing together on the propagation of the walker. We
found that a monotonic decrease is observed in the vari-
ance for any given congestion probability as the dephas-
ing probability is increased. Our results indicate that a
quantum walker on a lattice with defects still exhibits a
quadratic rate of spread. Thus, as the quadratic spread
of quantum walks is one of the key features that make
them applicable to quantum information processing ap-
plications, such as the quantum search algorithm, quan-
tum walks on congested lattices remain interesting.
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