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Sì come per levar, donna, si pone 
in pietra alpestra e dura 
una viva figura, 
che là più cresce u’ più la pietra scema; 
 
tal alcun’opre buone, 
per l’alma che pur trema, 
cela il superchio della propria carne 
co’ l’inculta sua cruda e dura scorza. 
 
Tu pur dalle mie streme 
parti può sol levarne, 
ch’in me non è dime voler né forza 
 
 






io intendo scultura, quella che si fa per forza di levare: 
quella che si fa per via di porre, è simile alla pittura 
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las cosas son lo que son, no sólo por lo que se añade (como se hace en la 
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David, su David, estaba ya en el bloque de mármol cuando él llegó a esculpirlo, 
Miguel Ángel se limitó a quitar la piedra sobrante para que creciera la figura, 
«una viva figura, che là più cresce u' più la pietra scema». Una idea aplicable, 
igual que a todas las demás cosas de la vida, a esta tesis, que se pudo hacer 
gracias a la cantidad de cosas que se descartaron. 
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Abstract 
The analysis of high-throughput proteomics data presents the challenge of 
extracting biological meaning from a wealth of protein identifications and 
quantifications. In the last decade, technology in this area has undergone a major 
transformation that required a continuous and enormous development of bioinformatic 
tools to establish the foundations of the algorithms to be used in the next years of 
proteomics research. In this work we present three papers that represent three 
milestones in this endeavour. 
In the first publication, we present a deep analysis on the performance and 
influence of the peptide identification search algorithms upon the appearance of high-
resolution and high-accuracy mass spectrometres. It is shown that, in many relevant 
cases, using smaller precursor ion mass tolerances to identify peptides leads to an 
increased number of incorrectly identified peptides greatly underestimated by the false 
discovery rate (FDR). Here we propose a change in the search algorithm, consisting of 
the use of wide mass windows followed by a post-scoring mass filtering. 
The second publication is dedicated to the WSPP (initialism for Weighted 
Spectrum, Peptide, Protein) statistical model for the analysis of high-throughput 
quantitative proteomics experiments. The model can be used in a wide range of 
combinations of stable isotope labelling (SIL) techniques and mass spectrometres. 
Additionally, this algorithm provides a general statistical framework for these 
experiments, allowing the comparison of results across laboratories, thanks to its 
unique capacity to separate the different sources of variance, allowing the 
interpretation of the error at different levels. 
In the third and final paper, we present an innovative method to perform systems 
biology analyses from the proteomics perspective, considering the degree of 
coordination of a proteome, and thanks to the statistical basis provided by the WSPP 
statistical model. This was possible after developing the Generic Integration Algorithm 
(GIA), which allowed integrating quantitative information from any lower level to any 
higher level (instead of limiting us to the traditional spectrum-peptide-protein workflow). 
All these models are implemented in SanXoT, a software package developed to allow 
the practical use of the mentioned models in quantitative proteomics. 
These three steps in the research of high-throughput proteomics represented a 
dramatic change in the way proteomes were analysed in our laboratory, and opened 
countless possibilities for further development and enhancement of this research topic. 
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Resumen 
El análisis de datos en proteómica de alto rendimiento lleva implícito el reto de 
extraer significado biológico a partir de un gran número de identificaciones y 
cuantificaciones. En la última década la tecnología en este campo ha sufrido una 
transformación sin precedentes; esto ha requerido un desarrollo colosal de las 
herramientas bioinformáticas para establecer los fundamentos de los algoritmos que 
se usarán en los próximos años de investigación en proteómica. 
En la primera publicación, analizamos en profundidad el rendimiento e influencia 
de los algoritmos de identificación de péptidos tras la aparición de la espectrometría de 
masas de alta resolución. Se muestra que, en muchos casos, reducir la tolerancia de 
la masa del ion precursor para identificar péptidos nos lleva a un aumento en el 
número de péptidos identificados incorrectamente, subestimados en gran medida por 
la tasa de error FDR1. Proponemos aquí un cambio en el algoritmo de búsqueda, 
consistente en el uso de ventana ancha para la masa del precursor, seguida de un 
filtrado de dicha masa tras calcular la puntuación asignada a la identificación. 
La segunda publicación trata del WSPP 2 , un modelo estadístico que 
desarrollamos para el análisis de experimentos de proteómica cuantitativa de alto 
rendimiento. Se puede utilizar en numerosas combinaciones de métodos de marcaje 
isotópico estable (SIL) y espectrómetros de masa. Además, aporta un marco 
estadístico general para estos experimentos, permitiendo la comparación de 
resultados entre distintos laboratorios gracias a su capacidad única para separar las 
diferentes fuentes de varianza, así como la interpretación de resultados a distintos 
niveles. 
En el tercer y último artículo presentamos un método innovador para el análisis de 
biología de sistemas en proteómica, aprovechando la base estadística del WSPP, y 
teniendo en cuenta el grado de coordinación del proteoma. Esto fue posible gracias al 
desarrollo del Algoritmo de Integración Genérico (GIA), que permitió que la información 
cuantitativa se pudiera integrar desde cualquier nivel inferior a cualquier nivel superior 
(en vez de limitarnos a la secuencia estándar espectro-péptido-proteína). Todos estos 
modelos están implementados en SanXoT, un paquete de software que pone en 
práctica los modelos mencionados para proteómica cuantitativa. 
Estos tres pasos representaron un cambio drástico en los métodos empleados 
para analizar proteomas en nuestro laboratorio, y abren la puerta a infinidad de 
posibilidades para futuros desarrollos y mejoras en proteómica de alto rendimiento. 
                                                          
1
 Sigla en inglés para False Discovery Rate 
2
 Weighted Spectrum, Peptide and Protein, en español Espectro Ponderado, Péptido y Proteína 
PhD Thesis - Table of contents xiii Marco Trevisan-Herraz 
 
Table of contents 
 
Sections in English: green colour 
Apartados en español: de color azul 
 
 
Agradecimientos ........................................................................... v 
Abstract ......................................................................................... ix 
Resumen ....................................................................................... xi 
Table of contents ........................................................................ xiii 
Índice de apartados en español ................................................ xvi 
Abbreviations ............................................................................ xvii 
Introduction ................................................................................... 1 
1. Overview .................................................................................................... 1 
1.1 Area covered by this work ................................................................................ 1 
1.2 Three challenges for bioinformatics in proteomics research ............................. 1 
2. Identification of proteins .......................................................................... 3 
2.1 Peptide-centric MS/MS-based identification of proteins ................................... 3 
2.2 Concept of false discovery rate (FDR) ............................................................. 5 
2.3 False discovery rate estimation problems associated with the use of narrow 
mass precursor windows ....................................................................................... 7 
3. MS/MS-based quantification of proteins ................................................. 9 
3.1 Relevance of protein quantification .................................................................. 9 
3.2 Label-free approaches ..................................................................................... 9 
3.3 Stable isotope labelling approaches ............................................................... 10 
3.4 The need for a universal statistical model for SIL approaches ....................... 12 
4. Systems biology in proteomics and the concept of protein 
coordination ................................................................................................ 12 
4.1 What do we intend by systems biology? ........................................................ 12 
4.2 Systems biology: a multidisciplinary science .................................................. 13 
4.3 Systems biology models currently used in proteomics ................................... 14 
4.4 The coordinated behaviour of proteins ........................................................... 15 
Objectives .................................................................................... 17 
Objetivos ...................................................................................... 19 
PhD Thesis - Table of contents xiv Marco Trevisan-Herraz 
Results and Material & Methods ................................................. 21 
1. First article ............................................................................................... 23 
1.1 (English) Revisiting peptide identification by high-accuracy mass spectrometry: 
problems associated with the use of narrow mass precursor windows ................. 23 
1.2 (Español) Nuevas observaciones acerca de la identificación de péptidos por 
espectrometría de masas de alta precisión: problemas derivados del uso de 
tolerancias pequeñas en la masa de los iones precursores ................................. 25 
2. Second article.......................................................................................... 39 
2.1 (English) General statistical framework for quantitative proteomics by stable 
isotope labelling ................................................................................................... 39 
2.2 (Español) Un marco estadístico general para proteómica cuantitativa por 
marcaje isotópico estable .................................................................................... 41 
3. Third article ............................................................................................. 57 
3.1 (English) A novel systems-biology algorithm for the analysis of coordinated 
protein responses using quantitative proteomics ................................................. 57 
3.2 (Español) Un algoritmo de biología de sistemas innovador para analizar la 
respuesta coordinada de las proteínas mediante proteómica cuantitativa ........... 59 
4. Brief account of other results, published or unpublished, concerning 
this work ...................................................................................................... 83 
4.1 Summary ....................................................................................................... 83 
4.2 The human HDL proteome displays high inter-individual variability and is 
altered dynamically in response to angioplasty-induced atheroma plaque rupture83 
4.3 Quantitative HDL proteomics identifies peroxiredoxin-6 as a biomarker of 
human abdominal aortic aneurysm ...................................................................... 84 
4.4 QuiXoT: quantification and statistics of high-throughput proteomics by stable 
isotope labelling (in preparation) .......................................................................... 84 
4.5 SanXoT: a software package to allow the creation of limitless workflows in 
quantitative proteomics (in preparation) ............................................................... 84 
Discussion ................................................................................... 87 
1. Advances in protein identification by MS/MS using high-accuracy 
precursor mass information ...................................................................... 87 
1.1 A problem worth careful consideration ........................................................... 87 
1.2 Independent-scores vs database-dependent scores ...................................... 87 
1.3 Conclusion: database-dependent scores should be obtained using wide 
precursor mass windows, followed by a post-scoring precursor mass filtering ..... 88 
2. The WSPP: a general statistical framework for the analysis of 
quantitative proteomics results. ................................................................ 89 
2.1 Motivation to develop a statistical model ........................................................ 89 
2.2 General description of the WSPP statistical model ........................................ 89 
2.3 Analysis of the variance at each level: spectrum, peptide and protein ............ 90 
2.4 A framework to integrate quantitative information in hierarchical levels .......... 91 
2.5 The standardised variable and the meaning of the outliers ............................ 93 
3. The Systems Biology Triangle (SBT): a new philosophy to interpret 
proteome-based systems biology ............................................................. 94 
3.1 A model for systems biology based on the coordinated behaviour of proteins 94 
PhD Thesis - Table of contents xv Marco Trevisan-Herraz 
3.2 The contributions of the Systems Biology Triangle ......................................... 96 
4. An innovative conception for the automatic statistical analysis of 
quantitative proteomics experiments ........................................................ 97 
4.1 The Generic Integration Algorithm (GIA) ........................................................ 97 
4.2 The software platform SanXoT ...................................................................... 97 
5. Further research .................................................................................... 100 
5.1 Combination with the identification workflow under development ................. 100 
5.2 Analysis at peptide levels ............................................................................. 100 
5.3 Incorporation of multivariate analysis ........................................................... 100 
5.4 Coordination in transcriptomics .................................................................... 101 
5.5 Data independent acquisition (DIA) and label-free models ........................... 101 
5.6 Newly developed SIL methods ..................................................................... 101 
5.7 Parallelisation of software tools .................................................................... 102 
5.8 Combination with network analysis .............................................................. 102 
Conclusions ............................................................................... 103 
Conclusiones ............................................................................. 105 
References ................................................................................. 107 
Appendices ................................................................................ 117 
Appendix 1: Other papers to which this work has contributed directly117 
1.1 The human HDL proteome displays high inter-individual variability and is 
altered dynamically in response to angioplasty-induced atheroma plaque rupture
 .......................................................................................................................... 117 
1.2 Quantitative HDL proteomics identifies peroxiredoxin-6 as a biomarker of 
human abdominal aortic aneurysm .................................................................... 133 
Appendix 2: Help of the programs in the SanXoT software package ... 147 
2.1 Aljamia ......................................................................................................... 147 
2.2 Anselmo ....................................................................................................... 148 
2.3 Arbor ............................................................................................................ 149 
2.4 Cardenio ...................................................................................................... 150 
2.5 Catapep ....................................................................................................... 150 
2.6 Klibrate ........................................................................................................ 151 
2.7 MaesePedro ................................................................................................ 152 
2.8 Sanson ........................................................................................................ 153 
2.9 SanXoT ........................................................................................................ 154 
2.10 SanXoTGauss ........................................................................................... 157 
2.11 SanXoTSieve ............................................................................................. 158 
2.12 SanXoTSqueezer ...................................................................................... 159 
Appendix 3: Awarded poster at the 13th Human Proteome World 
Congress, Madrid 2014 ............................................................................. 161 
 
  
PhD Thesis - Table of contents xvi Marco Trevisan-Herraz 
Índice de apartados en español 
Agradecimientos ........................................................................... v 
Resumen ....................................................................................... xi 
Índice de apartados en español ................................................ xvi 
Objetivos ...................................................................................... 19 
Resultados, material y métodos ................................................. 21 
1.2 (Español) Nuevas observaciones acerca de la identificación de péptidos por 
espectrometría de masas de alta precisión: problemas derivados del uso de 
tolerancias pequeñas en la masa de los iones precursores ................................. 25 
2.2 (Español) Un marco estadístico general para proteómica cuantitativa por 
marcaje isotópico estable .................................................................................... 41 
3.2 (Español) Un algoritmo de biología de sistemas innovador para analizar la 
respuesta coordinada de las proteínas mediante proteómica cuantitativa ........... 59 
 Conclusiones ............................................................................ 105 
 





ANOVA Analysis of Variances 
CA category-to-all (mostly used in subscripts) 
CE chicken embryo extract 
CORUM Comprehensive Resource of Mammalian protein complexes 
DB data base 
DIA data-independent acquisition 
DNA deoxyribonucleic acid 
FBS foetal bovine serum 
FCS functional class-scoring 
FDR false discovery rate 
GIA Generic Integration Algorithm 
GO Gene Ontology 
GSEA Gene Set Enrichment Analysis 
HDAC6 histone deacetylase 6 
HDL high-density lipoprotein 
HPLC high-performance liquid chromatography 
HS human serum 
HT high-throughput 
IL-2 interleukin-2 
IPA Ingenuity Pathway Analysis 
iTRAQ isobaric Tags for Relative and Absolute Quantitation 
KEGG Kyoto Encyclopedia of Genes and Genomes 
KO knock-out 
LC-MS liquid chromatography coupled to mass spectrometry 
LF label-free 
LTQ linear trap quadrupole 
MAM mitochondrial-associated endoplasmic reticulum-membrane 
MCL Markov Clustering Algorithm 
MCODE Molecular Complex Detection 
mRNA messenger ribonucleic acid 
MS mass spectrometry 
MS/MS tandem mass spectrometry 
MS1 survey scan (or full scan) 
MS2 fragmentation spectrum 
ORA over-representation algorithm 
PANTHER Protein ANalysis THrough Evolutionary Relationships 
PMF peptide mass fingerprinting 
ppm parts-per-million 
  










PSM peptide-spectrum match 
PTM post-translational modification 
RNSC Restricted Neighborhood Search Clustering 
QA protein-to-all (mostly used in subscripts) 
QC protein-to-category (mostly used in subscripts) 
QP quantitative proteomics 
RNA ribonucleic acid 
RPMI Roswell Park Memorial Institute medium (RPMI medium) 
SB systems biology 
SBT Systems Biology Triangle 
SIL stable isotope labelling 
SILAC Stable Isotope Labelling by Amino acids in Cell culture 
SNP single-nucleotide polymorphism 
SPC Super Paramagnetic Clustering 
TMT Tandem Mass Tags 
VSMC vascular smooth muscle cell 
VSN Variance-Stabilising Normalisation 
WSPP Weighted Spectrum, Peptide, Protein [statistical model] 
WT wildtype 




We cannot define anything precisely. If we attempt to, we get 
into that paralysis of thought that comes to philosophers, who sit 
opposite each other, one saying to the other, "You don't know what 
you are talking about!". The second one says, "What do you mean by 
know? What do you mean by talking? What do you mean by you?" 
Richard Feynman, «The Feynman Lectures on Physics», volume I 
 
1. Overview 
1.1 Area covered by this work 
The present work treats the area in the intersection of several research fields, 
especially proteomics, statistics and bioinformatics. All these fields have had a major 
boost in the last ten years: proteomics deals with the study of the proteome in a 
biological system, which means detecting, quantifying and analysing the proteins 
expressed by the cells of the system under study; statistics is the branch of 
mathematics that studies and characterises sets of data in order to infer conclusions 
about the nature of the system related to these data; and, finally, bioinformatics is the 
emergent, interdisciplinary field using, as a bridge, computational resources and 
algorithms to solve biological problems, such as those posed by proteomics, among 
others. 
1.2 Three challenges for bioinformatics in proteomics research 
The area covered by this work is a fertile terrain in need of new ideas (or novel 
applications of ideas already used in other fields) and, at the same time, an open space 
difficult to dominate. The main challenges are associated with the breathtaking pace 
driven by the new possibilities of biological discoveries, instruments, and computation. 
For example, if we accept that big data in genomics more than doubles every year 
(Marx, 2013), then, since this work started, the world has experienced at least an eight-
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fold increase in genomic data; a data explosion difficult to conceive. But this pace is not 
only limited to the amount of data; for instance, accuracy of mass spectrometres 
improved at a pace the identification algorithms could not follow, and even though 
many more, better spectra were produced by new machines, and hence more peptides 
were identified (and subsequently, in more complex experiments, quantified), the 
number of good peptide identifications decayed. The method to calculate the FDR with 
new technology had to be modified, which led to the first of the three papers presented 
in this work. But after obtaining more, good quality identifications, we faced another 
limitation, which was to take advantage of the many quantifications at hand: we had 
more identifications, good identifications. But knowing a protein or a peptide is present 
is not enough, it is also important to know its relative abundance compared to other 
samples (such as control samples, or different patients) to understand what is 
happening in the proteome. However, increasing the number of identifications did not 
improve the information obtained from the quantifications of the proteins. For this 
reason, it was a priority altering the algorithm to perform the statistical analysis, so that 
the information at the protein level could be correctly interpreted. We further developed 
an existing statistical model to meet the research needs, and the result is presented in 
the second paper. Then, we faced a third limitation. We obtained many good peptide 
identifications, and many good protein quantifications. But obtaining many quantified 
proteins did not help understanding better what was happening in the proteome under 
study. Available systems biology algorithms, such as enrichment algorithms, did not 
take advantage of all the information provided by the workflow used. To improve the 
conclusions drawn from the lengthy tables of quantified proteins, we developed a 
definition of protein coordination, which is a central concept in the Systems Biology 
Triangle, and is presented in the third and final paper within this work. Using this 
algorithm, we were, for the first time, able to detect the proteins that were presenting a 
differential behaviour compared to other proteins in the same ontological context, and, 
at the same time, we were able to obtain category-level trustable information about 
proteomes, replacing lists of thousands of proteins by lists of few, but highly relevant, 
categories affected. 
As in every research project, the work does not finish here. New challenges arise 
after solving the old ones. However, this work represents three different steps of 
improvement that have been critical for the advancement of the research in our 
laboratory during the last years. 
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2. Identification of proteins 
2.1 Peptide-centric MS/MS-based identification of proteins  
The most logical starting point in the broad field covered by this work is taking into 
account the current techniques to identify the proteins present in a biological sample. 
To be able to identify a protein, a number of protocols have been developed to extract, 
isolate, digest and analyse the result. Here we will focus on the computational aspect. 
Several analytical techniques are used to identify the amino acid sequence that 
defines a specific protein; one possibility is sequencing them de novo, especially when 
there is no prior knowledge of the sequence, although for practical reasons the main 
approach to reveal the protein content of a sample is by comparing the spectra from a 
mass spectrometre to a prior database using one of the different algorithms available. 
One of the first approaches consisted in simply measuring the mass of the ions 
detected after digesting the proteins into peptides with a protease (mostly trypsin), and 
then using a mass spectrometre to detect their masses. As peptides have a very 
specific sequence, their mass, which is the sum of the masses of their amino acids, is 
also very specific and in certain situations it can be a good starting point to identify a 
protein. This led to the peptide mass fingerprinting technique (PMF), consisting of 
digesting the protein, obtaining a list of masses of its peptides, and comparing these 
with a prediction of the peptides available from a large set of protein candidates which 
have been digested in silico (Henzel, 1993; James, 1993; Mann, 1993; Pappin, 1993; 
Yates, 1993). However, this technique has been superseded with the advent of high-
throughput proteomics. 
Peptide mass fingerprinting is subjected to several ambiguities, for example due to 
permutations within the sequence (which do not change the mass) or the mass of 
certain amino acids (which is the case of leucine vs isoleucine, with identical mass, or 
lysine vs glutamine, whose mass is very similar). This and other factors show that PMF 
relies heavily on the size, abundance and amount of isolated peptides, which is scarce 
to give enough information to provide an acceptable certainty about the identification of 
a protein; for example, if only two peptides are found from a certain protein, this would 
give only two pieces of information. These ambiguities are manageable when 
considering few proteins in each sample and few candidates while having a large 
amount of data to back them. But when dealing with thousands of proteins, some of 
them with few peptides, it becomes clearly insufficient. Hence, this technique was 
replaced by the fragmentation method (Mortz, 1996), in which peptides, instead of 
proteins, are identified. It consists of using fragmentation spectra (also called MS2, or 
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MS/MS spectra) to identify a single peptide, which are obtained by using two steps in 
the identification process: first, isolating the whole-peptide ion (called precursor ion), 
and second—using different techniques, but mainly collisions with particles at high 
kinetic energy in the medium—breaking that ion into fragments, many of which keep at 
least one charge that allows their mass to be measured by the spectrometre. The 
method is much more specific than PMF, as, instead of having a single value for each 
peptide (its mass), fragmentation spectra supply a set of values for it that can be 
compared with predictions performed by an algorithm making use of large databases. 
In most cases, precursor ions are broken in two at their backbone, especially at 
their peptide bond (but also before or after it). To identify the resulting fragments, the 
Roepstorff-Fohlman notation is commonly used (Roepstorff and Fohlman, 1984) 
(Figure 1); in this notation, fragments are named so that the ions keeping the N-
terminus are labelled b (if the peptide broke at the peptide bond), a (if it broke at the 
previous bond in the backbone) or c (if it broke just after the peptide bond); while 
fragments keeping the C-terminus are labelled y (when broken at the peptide bond), x 
(broken before it) or z (broken after it). The most common fragments observed are b 
and y. 
The algorithm used to match each experimental spectrum to the most plausible 
peptide in the database is of key importance in high-throughput proteomics, as it is the 
first step of any analysis. The comparison is usually reduced to a single score. Scores 
Figure 1: Schema of the Roepstorff-Fohlman notation for peptide fragments. Fragment ions 
receive a different name, according to the side of their side of the peptide (either N- or C-terminal), 
the number of amino acids kept from the original peptide, and the bond broken during 
fragmentation. Ions a, b and c are the fragment ions on the N-terminal side, while x, y, and z ions 
are the fragment ions on the C-terminal side. Subscripts show the number of amino acids that are 
kept. 
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can be either 1) parametric (or independent), when the algorithm takes into account 
only the experimental spectrum, comparing it to an in silico spectrum from the 
database (so that spectra and peptide candidates are considered individually: the score 
resulting from matching an experimental spectrum to the predicted spectrum of a 
peptide candidate is independent of other spectra or peptide candidates), or 2) 
probabilistic (or DB-dependent), when the a whole set of spectra (either experimental, 
or theoretical, or both) is used to obtain a global distribution and calculate the 
probability of a PSM of being a bona fide identification. For example SEQUEST’s XCorr 
and Mascot’s ions score fall in the first group (Yates, 1995a; Yates, 1995b; Cottrell and 
London, 1999), while the parametres from X!Tandem (Craig and Beavis, 2003, 2004), 
pRatio (Martínez-Bartolomé, 2008), and the other parametre from Mascot (the 
expectation value) are associated to the latter (Cottrell and London, 1999). 
2.2 Concept of false discovery rate (FDR) 
Statistical hypothesis testing is the branch of statistics dealing with measuring the 
certainty of scientific statements. Current mass analysers provide a huge amount of 
data, but a set of data is itself worthless if the conclusions we infer from it are wrong or 
incorrect, or, even worse, if we do not know if they are incorrect or not. There is a need 
to "feel" the reliability of the information we are handling. 
The correctness of data shapes the knowledge we can obtain from an experiment, 
and it is a central point in the problem of induction. Philosophers like David Hume or 
Karl Popper have discussed this problem far beyond the practical needs of a 
bioinformatician. In short, we can remark that Hume stated that inductive methods infer 
"instances of which we have had no experience resemble those of which we have had 
experience" (Hume, 1738), while, on the other hand, Popper claimed that induction has 
no function in a logic of science, so the truth of a theory had to be established by 
empirical evidence (Popper, 1963). This is important, as in the end led to Fisher's 
definition of null hypothesis in the context of statistical hypothesis testing: one can only 
prove or disprove a null hypothesis, there is nothing such as an absolute certainty; 
results can only be statistically significant (stand out), or not, compared to the null 
hypothesis (Fisher, 1935). 
For the bioinformatician working on peptide identification, the null hypothesis 
considers the identifications provided by an algorithm as wrong, as if the peptides had 
been assigned randomly. As a starting point, we need a score to quantify the goodness 
of the identification. Every algorithm has its own score (such as SEQUEST's XCorr), 
but a score itself has no information, it is just a number which has to be compared to a 
distribution. The position of that number within the distribution will tell us if it is in the 
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extreme or in the bulk of the distribution. A common way to observe the behaviour of 
data when identifications are wrong is performing a search with a decoy database 
made of random peptide sequences, and comparing the distribution of scores there 
with the scores obtained in the target search. By direct extrapolation from the 
distribution of decoy search scores, we can obtain the p-value, which is the probability 
of getting the score (or a more extreme score) we are obtaining in the target search just 
by chance. This concept was introduced first by Karl Pearson in 1900 (Pearson, 1900), 
and was popularised by Ronald Fisher in 1935 in his famous "lady tasting tea" 
experiment (Fisher, 1935). In peptide identification, if an assignation has an 
exceptionally good score, then we say the result is statistically significant, and we can 
reject the null hypothesis (which asserts the identification is false, brought just by 
chance). This means that we either have a bad identification with a very improbable 
high score, or, alternatively, we have an identification that does not fulfil the null 
hypothesis (i.e., the assignation has not been produced by chance, but because the 
peptide is really producing the spectrum observed, and therefore the identification is 
correct). The significance level at which a null hypothesis should be rejected, or not, 
depends on the experiment and the needs of the researcher. Obviously, there is a 
compromise between the degree of certainty and the amount of data that fulfils the 
requirements. 
Unfortunately, the p-value is not the best choice for experiments having thousands 
of assignations, which are commonplace in high-throughput proteomics, as we have to 
face the multiple comparisons problem: while the p-value can be a good statistical tool 
for individual identifications, it becomes very impractical when we take into account 
large data sets, as we can easily obtain many false positives just by chance, in many 
cases even being more false positives than true positives. This problem became a 
serious concern in the 1980s and early 1990s, when researchers, mainly working in 
genomics, started to deal with very large amounts of data. To solve the problem, Yoav 
Benjamini and Yosi Hochberg presented in 1995 the concept of false discovery rate, or 
FDR, which provides the proportion of false hits present in a set of data (Benjamini and 
Hochberg, 1995). The most simple and commonly used version consists in simply 
getting, for a specified score threshold, the ratio 𝑁𝑑𝑒𝑐𝑜𝑦 𝑁𝑡𝑎𝑟𝑔𝑒𝑡⁄  of hits whose score is 
better than the specified threshold. 
The FDR is currently the most used parametre to measure the trustworthiness of a 
data set. As its use is very widespread, it has become a good mathematical tool to 
compare results between research groups worldwide. Nowadays, most peer-reviewed 
journals request FDR rates of 1% in the experiments performed, although sometimes 
the researcher might need a looser or stricter significance, in some cases for practical 
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reasons (for example, higher safety requires stricter significance levels, while lower 
costs are associated to looser standards), but also depending on what conclusions are 
to be demonstrated, sticking to the principle stated by Pierre-Simon Laplace, rephrased 
and popularised by Carl Sagan as "extraordinary claims require extraordinary 
evidence." (Sagan, 1980) 
Different approaches have been published about the best way to calculate the 
FDR (Käll, 2007; Jones, 2009; Jeong, 2012). Starting by the way to generate a decoy 
database (which can be generated by reversing whole protein sequences, or reversing 
only peptide sequences maintaining arginines and lysines, or just shuffling the amino 
acids), the way to perform the search (in some cases, two searches are performed, 
one using the decoy and another for the target database, while in other cases one 
single search is done, by concatenating both databases and performing one single 
search), or the formula used to calculate the FDR—in which case some use the 
abovementioned 𝑁𝑑𝑒𝑐𝑜𝑦 𝑁𝑡𝑎𝑟𝑔𝑒𝑡⁄ , but other researchers are more prone to use 
2𝑁𝑑𝑒𝑐𝑜𝑦 (𝑁𝑡𝑎𝑟𝑔𝑒𝑡 +𝑁𝑑𝑒𝑐𝑜𝑦)⁄ , or even more refined methods (Navarro and Vazquez, 
2009). Additionally, other parametres must be considered, such as the size of the 
database used (which is greatly affected, for example, by search parametres such as 
the precursor tolerance). All these versions and parametres would not be of great 
importance if their output was similar in all cases. However, the resulting list of 
identified peptides can vary greatly (Jeong, 2012), and, more importantly, the 
correctness of the output depends on the conditions and properties of the experiment: 
are there many scans or only a few? Is the resolution of the instrument high or low? 
Practical questions arise as well: is the algorithm slow or fast? Does it need many 
computational resources? Hence, deciding between algorithms and parametres is not a 
trivial task. 
2.3 False discovery rate estimation problems associated with 
the use of narrow mass precursor windows 
The improvements in liquid chromatography coupled to mass spectrometry (LC-
MS) made in recent years have boosted the use of this technique for the 
characterisation and quantification of protein components in biological systems. The 
identification of thousands of proteins is today common practice, even in single HPLC 
runs. This enhanced degree of proteome coverage is mainly due to improved scanning 
speed and detection sensitivity, but also reflects increases in resolution and mass 
accuracy. For instance, resolutions of up to 480,000 have been described for 
approaches using modern Orbitrap™ mass analysers (Hebert, 2013). Better mass 
accuracy allows database searches to be performed at narrower precursor mass 
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tolerances, lowering the number of potential sequence candidates. Increasing mass 
accuracy is therefore widely assumed to diminish the chance of false assignations, 
thereby increasing the specificity of peptide identification. The notion that the quality of 
peptide identification is fully controlled in any condition by estimating the false 
discovery rate (FDR) using the decoy-target approach has encouraged scientists to 
perform database searches at increasingly narrower precursor mass tolerances. 
However, as it has been anticipated in section 1.2, little attention has been paid to the 
fact that by narrowing the mass tolerance the number of sequence candidates can 
diminish markedly, limiting the amount of data available for identification statistics. In 
one of the pioneering studies using the target-decoy strategy (Elias and Gygi, 2007), it 
was already recognised that estimates of the number of false-positive peptide-
spectrum matches (PSMs) are less accurate when high precursor-mass-accuracy 
searches are performed with relatively few candidate sequences. Subsequent studies 
have warned of the possible unreliability of scores that implement certain elements of 
probabilistic modelling in the case of highly constrained searches (Nesvizhskii, 2010). 
More recently, questions were raised about the accuracy of peptide identification when 
using very narrow parent ion mass tolerance (Cooper, 2011; Cottrell and Creasy, 2011; 
Cooper, 2012; Chalkley, 2013). We first noted this problem when we began to use 
instruments with higher mass accuracies than the linear ion traps we used previously, 
especially after solving limitations of the algorithms used for quantifications by 
developing a statistical model (Jorge, 2009; Navarro, 2014) that was able to robustly 
detect quantitative peptide outliers (peptides whose quantification deviates from that of 
other peptides from the same protein). We observed that narrowing the mass precursor 
tolerance for peptide identification increased the number of identified peptides, but also 
increased the number of quantitative peptide outliers, suggesting a concomitant 
decrease in the reliability of peptide identification (unpublished results). 
Interestingly, the use of narrow precursor mass windows does not necessarily 
improve peptide identification. A number of studies have shown that identification 
performance can be increased by using a database search with a wide mass tolerance 
followed by a posterior filtering or reanalysis that takes into account the mass deviation 
between the experimental and the theoretical mass (Beausoleil, 2006; Brosch, 2008; 
Ding, 2008; Hsieh, 2010; Nesvizhskii, 2010). This approach also avoids lowering the 
number of sequence candidates and hence potential problems derived from the use of 
small search spaces. Unfortunately, this method increases search times and is not 
used in most commercial search packages. Thus despite the concerns expressed in 
the literature, the high mass-accuracy approach for database peptide searching is now 
widespread (Kim, 2014; Wilhelm, 2014). The first paper presented in this work will 
present a solution to these problems. 
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3. MS/MS-based quantification of proteins 
3.1 Relevance of protein quantification 
Biological systems are dynamic and contain many molecular species (including 
DNA, RNA, proteins, carbohydrates and lipids) whose interactions result in complex 
series of physicochemical, spatial and temporal changes. Since proteins participate in 
all cellular processes, knowing how protein amounts change over time, along with their 
activity, provides important information about the state of the system. It is from such 
knowledge that the molecular mechanisms of disease and new pharmacological 
targets and biomarkers eventually emerge. Recent advances in mass spectrometry 
(MS) based proteomics allow the identification and relative quantification of thousands 
of proteins in a single study. Despite these advances, the reproducibility of MS-based 
proteomics has been called into question (Aebersold, 2009). It is an accepted fact that 
when the technology is properly applied, it is highly reproducible (Nilsson, 2010); 
therefore, progress in the field will depend on a correct understanding of these 
techniques and their limitations (Domon and Aebersold, 2010). The development of 
suitable statistical models is a critical step toward achieving this goal. 
3.2 Label-free approaches 
MS-based quantitative proteomics may be performed by direct quantification of 
precursor or fragment ion peptide intensity in each of the samples (label-free 
approaches), or by using stable isotope labelling (SIL) techniques. In the most common 
setup, label-free quantification involves analysing several technical replicates of the 
same sample or samples from several subjects (biological replicates) belonging to two 
or more different conditions. Due to the multiplicative nature of the different factors 
(fixed effects) and error sources (random effects) involved, quantitative data are usually 
subjected to a logarithmic transformation that allows treating these effects as additive, 
providing a natural way for modelling the replicate structure of the data within the 
Analysis of Variance (ANOVA) framework (Clough, 2009). A common feature of these 
ANOVA models is that the replicated structure are used to estimate the fixed effects 
and the variances associated to random errors, which are assumed to be normally 
distributed (Daly, 2008; Polpitiya, 2008; Clough, 2009; Karpievitch, 2009; Oberg and 
Vitek, 2009; Chang, 2012). Although the analysis may be performed at the peptide 
feature level (one test per feature) (Daly, 2008; Clough, 2009), the quantitative results 
from different peptide features belonging to the same protein are usually integrated to 
make the analysis at the protein level (one test per protein). As it has been explained in 
section 2.2, and taking into account that the analysis is repeated for very large 
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numbers of proteins (multiple hypothesis testing), statistically significant protein 
abundance changes in the different conditions are then detected by adjusting the p-
value threshold to control for the false discovery rate (FDR) (Benjamini and Hochberg, 
1995). In these models all peptide features are considered to contribute equally to 
protein abundance, which may be estimated from the plain average of feature log-
corrected intensities (Clough, 2009), or from features corrected by fixed effects (Daly, 
2008; Clough, 2009; Karpievitch, 2009) or scaled up to the same level (Polpitiya, 2008) 
before making the protein average. In these approaches, random errors are assumed 
to derive from only one source, so that the variance is a measure of the technical 
variability, but in some cases the biological variability is also taken into account by 
decomposing the total variance into the biological and the technical components (Daly, 
2008; Clough, 2009). 
3.3 Stable isotope labelling approaches 
Stable isotope labelling (SIL) techniques—including stable isotope labelling with 
amino acids in cell culture (SILAC) (Ong, 2002; Ong and Mann, 2006), isobaric tagging 
for relative and absolute quantification (iTRAQ) (Ross, 2004), tandem mass tags (TMT) 
(Thompson, 2003), and enzymatic 16O/18O labelling (Mirgorodskaya, 2000; Bonzon-
Kulichenko, 2011b)—currently offer the most accurate means of performing 
comparative quantitative proteomics studies (Cox and Mann, 2007). Although the 
existence of separate technical, experimental (Daly, 2008; Clough, 2009) and biological 
variations in iTRAQ has been analysed (Gan, 2007), no statistical models were derived 
from these studies. The simplest model to analyse iTRAQ data is to calculate the 
protein value as an average of peptide-ratios and compare each of the protein values 
across several replicates (one test per protein) using an appropriate statistical test such 
as Student’s t-test. The protein average may be calculated using the mean (Unwin, 
2005), the median (Boehm, 2007; Rodriguez-Suarez, 2010) or an average calculated 
minimising the square root distance from the peptide readings from the log-transformed 
peptide ratios (Boehm, 2007). This kind of testing at the protein level has been 
extended using an ANOVA model, similar to those proposed to treat label-free data, 
with additive peptide effects and only one random effect that combines the biological 
error and the measurement noise (Hill, 2008; Oberg, 2008; Oberg and Mahoney, 2012; 
Herbrich, 2013), which has been applied to the analysis of a case study involving four 
treatment groups with several replicates each (Oberg and Vitek, 2009). All these 
approaches have in common that all the peptide readings originating from the same 
protein are equally considered, under the implicit assumption that they have the same 
variance. This assumption is based on original analyses showing that non-corrected 
ratios of peptides measured by iTRAQ follow approximately a log-normal distribution 
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(Boehm, 2007). However, other analyses have demonstrated that not all the peptides 
are quantified with the same accuracy, existing a clear dependence of variance with ion 
intensity (Shadforth, 2005; Lin, 2006; Bantscheff, 2008; Karp, 2010; Zhang, 2010), 
which may produce deviations from normality. Therefore, it has been proposed using 
intensity-weighted peptide averages of log-ratios (Lin, 2006; Mahoney, 2011) to 
calculate protein averages. Other approaches try to model or control the behaviour of 
variance by a two-parametre modelling of the dependence of peptide variance with 
intensity (Zhang, 2010), or using a variance-stabilising normalisation (VSN) 
transformation (Karp, 2010; Arntzen, 2011)—similar to those employed in microarray 
approaches (Huber, 2002)—, calculating the protein values as the median (Arntzen, 
2011) or the trimmed average (Karp, 2010) of transformed peptide values. It has been 
proved that the transformed ratios at the spectrum level have an apparently normal 
distribution, from which it is possible to detect statistically significant regulation of 
specific peptides (such as tyrosine-phosphorylated peptides) from the global 
distribution of transformed peptide ratios (Zhang, 2010). To test significance of the 
changes at the protein level, most methods assume that the set of protein values follow 
a normal distribution and use a 0.05 probability threshold (Lin, 2006; Arntzen, 2011). 
This test may be performed by direct fitting to a normal distribution (Lin, 2006), or using 
estimates of the standard deviation (Arntzen, 2011), while other approaches adjust the 
significance threshold so that 95% of experimental variation is encompassed (Karp, 
2010). Finally, some authors correct the significance value for multiple hypothesis 
testing (Arntzen, 2011). Concerning SILAC data, the majority of studies use MaxQuant 
algorithm (Cox and Mann, 2008) to analyse quantitative results. In MaxQuant protein 
ratios are calculated as the median of all SILAC peptide ratios, and the proteins are 
then grouped into bins according to the sum of peptide intensities; in each bin protein 
log-ratios are then assumed to be normally distributed and the standard deviation is 
calculated using a robust estimate, from which a statistical significance is assigned to 
each protein. This procedure takes into account, empirically, the observed fact that 
highly abundance protein values have a lower variability than low abundance ones 
(Cox and Mann, 2008). Finally, we have proposed a statistical model to analyse 
quantitative data obtained by 18O labelling, which decomposes the total technical 
variance into the spectrum, peptide and protein variance components (Jorge, 2009). 
This approach models the heterogeneous variance at the spectrum level and integrates 
log-ratios to the protein level using weighted averages according to error propagation 
theory. The validity of the model was demonstrated by showing that the distribution of 
protein values follows a normal distribution and by the very low percentage of outliers 
found at the spectrum, peptide and protein levels (Jorge, 2009). 
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3.4 The need for a universal statistical model for SIL 
approaches 
All these studies show that, in spite of the efforts made in the field, a 
comprehensive statistical theory for the general analysis of quantitative data by SIL 
technique has not still been developed. Existing models are highly specific to each SIL 
method and mass spectrometre, making them unsuitable for examining data from 
different laboratories, judging experimental quality on the basis of unified criteria, 
handling, comparing and integrating multiple measurements, or interpreting the 
complete set of experimental results from different SIL approaches as a whole. 
Moreover, most models and statistical significance tests are based on normality 
assumptions that have not been tested, despite the fact that heterogeneity of variance 
has been documented in all SIL methods (Cox and Mann, 2008; Jorge, 2009; Karp, 
2010). These techniques are based on peptide-centric measurements, and the lack of 
general models leads to the subjective choice of a method for combining multiple 
peptide readings to estimate protein ratios (Karp, 2010). This problem is further 
aggravated by the undersampling that characterises SIL-based MS analyses (Nilsson, 
2010): the number of peptides that quantify a protein is variable and cannot be 
controlled between experiments—a non-trivial fact that complicates mathematical 
modelling. Finally, the lack of statistical standards hinders the development of systems 
biology tools to interpret quantitative proteomics data from more functionally-integrated 
perspectives. 
Several of the problems posed here were solved in part in this work, as a 
continuation of the universal statistical model developed previously (Pedro Navarro, 
PhD Thesis). The results are presented in the second article of the Results and 
Material & Methods chapter and discussed in section 2 of the Discussion chapter. 
4. Systems biology in proteomics and the 
concept of protein coordination 
4.1 What do we intend by systems biology? 
A system-level interpretation of biology has attracted interest since mid of the 20th 
century (Wiener, 1948). However, it can be considered an emerging discipline of the 
last fifteen years (Kitano, 2001), boosted especially after the completion of the Human 
Genome Project in 2003 (Ideker, 2001). And, as in every emerging discipline, 
especially interdisciplinary disciplines as this one (Aderem, 2005), there is no sharp 
definition about what is systems biology (Kirschner, 2005). However, in the last ten 
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years there is a growing consensus about its place within the bioscience research. For 
example, it can be said that both systems biology and molecular biology study the 
same problems (biology, biomedicine, biotechnology, etc) but from different 
approaches: molecular biology uses a bottom-up approach, by paying attention to the 
microscopic molecular details in the first place, and then considering larger structures 
(such as protein complexes, cellular components, membranes, organelles, cells, 
metabolic pathways, signalling pathways, tissues, organs, and eventually organisms 
and ecosystems); from this point of view, it is reasonable considering that systems 
biology treats the problem from the other side, using a top-down approach: starting with 
the macroscopic observed complexity of organisms (such as the performance of a 
specific signalling pathway, or the reaction of a tissue to a drug) the researcher uses 
mathematical models (like statistics, or graph theory) to individualise the different 
properties and causes that are behind, going down in the complexity scale, up to the 
molecular level (Kitano, 2002; Westerhoff and Palsson, 2004). These two approaches 
for the same problem can be observed also in other areas of science, such as, for 
example, thermodynamics vs statistical mechanics: thermodynamics uses a top-down 
approach deduced by the empirical observation of the macroscopic world, while 
statistical mechanics uses a bottom-up procedure, starting with the understanding of 
the different microstates of a system and how they explain the observed macrostate. 
From this point of view, statistical mechanics is to molecular biology as 
thermodynamics is to systems biology. 
Another way to look at this is by considering that systems biology is—like data-
mining approaches or machine learning methodologies—discovery-driven, instead of 
hypothesis-driven: in order to understand an extremely complex biological system, we 
perturbate it (biologically, genetically or chemically), we observe the response, and 
finally we create a mathematical model describing the system under study (Ideker, 
2001). This means studying all the interacting elements at once, decoding a global 
response even when the details might remain unknown. 
4.2 Systems biology: a multidisciplinary science 
For its own nature, and the problems in question, systems biology is a 
multidisciplinary science (Aderem, 2005). Its common frame is biology, but the colossal 
amount of data requires several areas of mathematics and computer science to extract 
the relevant, meaningful information (Kitano, 2002; Stelling, 2004), and, as molecular 
biology itself, it is intertwined with biochemistry. The applications require a combination 
of the points of view of engineering and biomedicine. And, more specifically, systems 
biology is closely related to other multidisciplinary, emergent fields, not only related to 
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biological topics like genomics (Ge, 2003), proteomics (Weston and Hood, 2004; Cox 
and Mann, 2011), or metabolomics (Weckwerth, 2003; Kell, 2004; Tomita and Kami, 
2012; Kanehisa, 2016), but also related to mathematics and computer science topics 
like graph theory (Mason and Verwoerd, 2007), network theory (Barabasi and Oltvai, 
2004; Hood, 2004) or data mining (Ananiadou, 2006). The bridge between both sides, 
the biological and the mathematical, is one of the main areas of bioinformatics, a field 
that has been called “the computing response to the molecular revolution in biology” 
which “has reshaped the life sciences” (Finkelstein, 2004). 
4.3 Systems biology models currently used in proteomics 
Quantitative transcriptomics data are usually interpreted in relation to biological 
knowledge stored in databases, using a procedure known as gene set analysis or 
pathway analysis (Khatri, 2012). These knowledge databases may contain ontological 
information about genes, like Gene Ontology (GO) (Ashburner, 2000) or Kyoto 
Encyclopedia of Genes and Genomes (KEGG) (Kanehisa and Goto, 2000), or provide 
information about gene/protein interactions and how and where these occur, like 
Reactome (Joshi-Tope, 2005) or STRING (Szklarczyk, 2014). Pathway analysis 
algorithms that use ontological information are classified into two major subtypes: over-
representation algorithms (ORA) and functional class scoring (FCS) (Khatri, 2012). 
ORA, also known as enrichment analysis, statistically evaluates whether the subset of 
genes showing significant expression changes relative to a given threshold is enriched 
in a given category (ontology) (Khatri and Draghici, 2005; Huang da, 2009). This 
approach is widely used to analyse quantitative proteomics data, but algorithms of this 
kind only consider significantly changing proteins and therefore ignore most of the 
acquired quantitative information; moreover, they do not consider protein abundance or 
fold-change information. In FCS methods, the quantitative values of all genes from a 
category are integrated to produce a category-level value (Khatri, 2012), which is 
statistically analysed to determine significant category changes (Mootha, 2003; Barry, 
2005; Subramanian, 2005; Jiang and Gentleman, 2007). Although these threshold-free 
methods have also been used in proteomics and take account of all the information 
obtained, they were originally designed to treat transcriptomics data and therefore do 
not take optimal account of specific characteristics of protein quantification by mass 
spectrometry. Particularly, they do not consider the large dynamic range of protein 
concentrations typical of biological systems, which makes MS-based quantification of 
proteins present in low amounts very challenging and, in general, less reliable. This 
problem is aggravated by undersampling, whereby the number of peptides used to 
quantify a protein is variable and cannot be controlled (Navarro, 2014). Furthermore, 
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current FCS methods are not designed to analyse the presence and extent of 
coordination in protein behaviour. 
4.4 The coordinated behaviour of proteins 
Cellular processes are executed by proteins working together in complexes or 
functional pathways. The coordinated behaviour of proteins and their relations while 
performing their functions has attracted attention in recent times. This concept has 
been studied in both genes and proteins from different experimental and conceptual 
perspectives. High throughput mRNA analysis has revealed that genes that are 
functionally linked or are associated with the same metabolic pathway are often co-
expressed (Ihmels, 2002; Ihmels, 2004; Wei, 2006), and that multi-protein complexes 
within the same functional class are regulated in the same direction (Sprinzak, 2009). 
By combining gene expression information with data about protein interactions, growth 
phenotype, and transcription factor binding, it was possible to describe groups of genes 
showing correlated behaviour (Tanay, 2004). Similarly, fluorescence techniques have 
revealed that transcript levels of temporally induced genes are highly correlated in 
individual yeast cells (Gandhi, 2011). At the protein level, high-throughput single-cell 
flow cytometry has been used to study biological noise (Newman, 2006), 
demonstrating that proteins which are subunits of the same complex tend to attain 
similar levels in the cell, that fluctuations in protein levels tend to be smaller within large 
complexes (Carmi, 2009), and that cell-to-cell variability in protein expression is similar 
for proteins sharing a similar function (Bar-Even, 2006). Using a yeast fusion library for 
immunodetection and measurement of absolute expression levels (Ghaemmaghami, 
2003), it has been shown that interacting proteins are uniformly expressed (Carmi, 
2006). 
Recent works in MS-based proteomics have revealed that proteins with similar 
functions typically have similar expression levels (Marguerat, 2012). Similarly, a 
tendency of functionally related proteins to be co-ordinately regulated was 
demonstrated by correlation analysis of protein abundance after density fractionation 
(Foster, 2006), over a time course (Hansson, 2012), or in a large set of diverse 
conditions (Wu, 2014). In spite of these efforts, the mechanisms by which cells 
coordinate the levels of functionally related proteins are still poorly understood. 
Furthermore, existing methods to analyse quantitative data obtained from conventional 
proteomics studies (for instance when only two different conditions are compared) are 
not designed to detect coordination and least of all to analyse its extent. 




The rapid development of high-throughput proteomics, especially quantitative 
proteomics, has rendered many of the statistical models and computational tools 
obsolete. The impact has been catalysed by the general increase in the volume of data 
in the last years, the appearance on stage of high-accuracy mass spectrometry, and 
the increased prominence of systems biology in life sciences. These circumstances 
have left an ample void in the computational approaches used to date, and the main, 
general goal of this work has consisted in taking the bioinformatic resources and 
proteomic concepts to the next stage. Hence, the effort has been concentrated on the 
four specific areas that follow: 
 
1. Generate novel algorithms to improve the calculation of the false 
discovery (FDR) rate in high-throughput proteomics identification experiments, 
paying particular attention to the artefacts exposed by the advent of high-
accuracy mass spectrometry in the identification of peptides. 
 
2. Adapt and improve the current statistical model used in our laboratory 
and its associated algorithm to allow its dynamical use in quantitative 
proteomics research, mainly by creating a general algorithm functioning for a 
wide range of workflows. 
 
3. Establish concepts and algorithms that allow the analysis of the systems 
biology of pairwise quantitative proteomics experiments, paying special 
attention to the coordinated behaviour of proteins. 
 
4. Develop the computational resources to allow the practical use of the 
concepts established in this work to facilitate the analysis of high-throughput 
proteomics experiments by third-parties.  
 




El rápido desarrollo de la proteómica de alto rendimiento, y de la proteómica 
cuantitativa en particular, ha dejado obsoletos numerosos modelos estadísticos y 
herramientas computacionales. El aumento generalizado en el volumen de datos 
utilizados en los últimos años, así como la aparición de la proteómica de alta 
resolución y la importancia en aumento de la biología de sistemas en las ciencias de la 
vida, no han hecho sino catalizar esta situación. Estas circunstancias han dejado un 
vacío en las estrategias computacionales en uso hasta la fecha, de modo que el 
objetivo principal de este trabajo ha consistido en llevar los recursos en bioinformática 
y proteómica a la siguiente fase. Es por ello que el esfuerzo se ha concentrado en las 
siguientes cuatro áreas específicas: 
 
1. Generar nuevos algoritmos para la mejora del cálculo de la tasa de error 
(FDR) en experimentos de identificación de proteómica de alto rendimiento, 
prestando especial atención a las deficiencias puestas de manifiesto tras la 
aparición de la espectrometría de alta precisión en identificación de péptidos. 
 
2. Adaptar y mejorar el modelo estadístico en uso en el laboratorio, así como 
el algoritmo asociado, para permitir su utilización dinámica en la investigación 
en proteómica cuantitativa, haciendo especial énfasis en la creación de un 
algoritmo general aplicable a un amplio abanico de flujos de trabajo. 
 
3. Establecer los conceptos y algoritmos que permitan el análisis de biología 
de sistemas en experimentos binarios de proteómica cuantitativa, prestando 
especial atención al comportamiento coordinado de las proteínas. 
 
4. Desarrollar los recursos computacionales que pongan en práctica los 
conceptos establecidos en este trabajo y faciliten el análisis de experimentos de 
proteómica de alto rendimiento por parte de terceras personas. 
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Results and Material & Methods 
 
When you're thinking about something that you don't 
understand, you have a terrible, uncomfortable feeling called 
confusion. It's a very difficult and unhappy business. And so most of 
the time you're rather unhappy, actually, with this confusion. You 
can't penetrate this thing. […] I get this feeling all the time: that I'm 
an ape trying to put two sticks together [to reach the banana]. So I 
always feel stupid. Once in a while, though, the sticks go together 
on me and I reach the banana. 
Richard Feynman, 1963 
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1. First article 
1.1 (English) Revisiting peptide identification by high-accuracy 
mass spectrometry: problems associated with the use of 
narrow mass precursor windows 
 
As stated in the introduction, applying the narrowest tolerance window available 
for precursor ions to search MS/MS spectra through protein databases used to be the 
best option for low and medium resolution instruments. However, the advent of high-
resolution mass spectrometry (with resolutions in the range of 30,000 to 500,000 or 
more) revealed a limitation in the minimum tolerance of precursor ions that can be used 
without decreasing the quality of peptide identifications by MS/MS.  
In this paper we present a set of simple and generalisable exercises that pinpoint 
several problems related to reducing the number of sequence candidates. We 
differentiate between “independent” scores, which only depend on the peptide-
spectrum match (PSM) that is evaluated, and “DB-dependent” scores, i.e. scores that 
take into account information from additional PSM candidates. Our results, obtained 
with two of the currently most used searching engines, SEQUEST and Mascot, suggest 
that estimation of FDR can be surprisingly accurate using independent scores and is 
not a problem in itself, even at very low precursor mass tolerances. However, we also 
found compelling evidence that FDR estimates may suffer from serious inaccuracies 
and that a considerable proportion of peptide identifications can be wrongly assigned 
when DB-dependent scores are used together with very narrow precursor mass 
windows. 
My collaboration as third author consisted in i) the development of the algorithm 
for the post-scoring mass filtering, ii) its implementation in the software used to validate 
SEQUEST results (pRatio) (Martinez-Bartolome, 2008) (which I developed since 
version 5.1.4, in August 2009), iii) the participation in the interpretation of the results 
and iv) and the participation in writing the paper. 
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1.2 (Español) Nuevas observaciones acerca de la identificación 
de péptidos por espectrometría de masas de alta precisión: 
problemas derivados del uso de tolerancias pequeñas en la 
masa de los iones precursores 
 
Tal y como se indica en la introducción, cuando se trabaja con instrumentos de 
resolución baja o intermedia, la mejor opción para buscar un espectro de 
fragmentación en bases de datos de proteínas suele ser emplear la menor tolerancia 
disponible para la masa del ion precursor. No obstante, la aparición de la 
espectrometría de masas de alta resolución (con la que se alcanzan resoluciones 
entre 30.000 y 500.000 o más) ha puesto en evidencia una limitación en la tolerancia 
mínima que se puede utilizar sin detrimento de la calidad de las identificaciones de 
péptidos. 
En este artículo presentamos varios casos simples y generalizables que ponen en 
evidencia diferentes problemas que surgen al reducir el número de secuencias 
candidatas. Diferenciamos aquí entre puntuaciones independientes (que sólo 
dependen de la asignación péptido-espectro en consideración) y puntuaciones 
dependientes (que incorporan información adicional de otras asignaciones péptido-
espectro). Nuestros resultados, obtenidos con SEQUEST y Mascot (dos de los 
principales motores de búsqueda), sugieren que la tasa de error (FDR) se puede 
estimar con una precisión y exactitud sorprendentes al utilizar puntuaciones 
independientes, incluso con tolerancias de masa de precursor pequeñas, no llegando 
a ser la causa de problemas de identificación. Sin embargo, también hemos hallado 
pruebas convincentes de que al combinar puntuaciones dependientes con tolerancias 
pequeñas para estimar la FDR se pueden cometer errores graves, derivando en una 
gran proporción de asignaciones péptido-espectro equivocadas. 
Mi colaboración como tercer autor consistió en i) el desarrollo del algoritmo de 
filtrado de masas tras el cálculo de la puntuación de identificación, ii) su 
implementación en el software dedicado a validar los resultados de SEQUEST (pRatio) 
(Martinez-Bartolome, 2008) (de cuyo desarrollo me ocupé a partir de la versión 5.1.4, 
en agosto de 2009), iii) la participación en la interpretación de los resultados y iv) la 
participación en la escritura del manuscrito. 
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2. Second article 
2.1 (English) General statistical framework for quantitative 
proteomics by stable isotope labelling 
In this paper we present the WSPP statistical model (Weighted Spectrum, Peptide 
and Protein) (Navarro, 2014), a generally-applicable statistical framework for the 
analysis of data generated with SIL-MS (stable isotope labelling mass spectrometry) 
technologies. The model provides a detailed description of the behaviour of technical 
variance by analysing it independently at the spectrum, peptide and protein levels. 
Furthermore, the model is able to capture separately the specific error sources of each 
SIL and MS method, demonstrating that error distributions are accurately modelled in 
all cases at the three levels. It makes the integration at each level, taking into account 
the separate variances according to error propagation theory, so that the specific 
variance of each value at any level is accurately estimated. It resolves efficiently the 
undersampling problem, providing a framework to analyse the data at each level using 
unique normal distributions. In addition, the statistical framework also allows comparing 
and integrating results obtained using different SIL techniques, so that full control over 
variance is maintained in the integrated data, opening the possibility of making further 
integrations at higher levels. The WSPP model provides the first general framework for 
analysing quantitative SIL data on the basis of a unique and validated statistical model, 
using the Fundamental Workflow (the three-level workflow for data integrated from 
spectrum to peptide level, and from peptide to protein level). 
The work presented in this paper has been conducted in close collaboration with 
Pedro Navarro and Elena Bonzon-Kulichenko, who are equally first authors. Pedro 
Navarro developed the statistical model previous to the WSPP, which was used 
specifically for 18O-experiments using linear trap quadrupole (LTQ) mass 
spectrometres (Jorge, 2009; Bonzon-Kulichenko, 2011b). He was also a key 
contributor in the first stages of the generalisation of the model for other stable isotope 
labelling (SIL) techniques and other instruments, a work that has been presented in his 
PhD Thesis, along with QuiXoT, the associated software package. My contribution 
consists of the development of the subsequent stages of the algorithm and QuiXoT, 
initially in collaboration with him (for versions 1.2.66, May 2009, to version 1.3.11, 
February 2010), and in the last period on my own (myself being the only developer of 
QuiXoT since version 1.3.12, March 2010 to date); the development includes several 
satellite programs such as RAWToBinStack (since version 1.5, May 2010) and 
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QuiXtoQuiX (a software for averaging fullscan spectra, and other functions, developed 
between May 2009 and December 2012, and entirely developed by myself), among 
others. I am also the only developer of SanXoT (whose development started in August 
2012), which implements the statistical model here presented, including the 
modifications explained in the third paper (see next section). 
 
PhD Thesis - Results and Material & Methods 41 Marco Trevisan-Herraz 
2.2 (Español) Un marco estadístico general para proteómica 
cuantitativa por marcaje isotópico estable 
En este artículo presentamos el modelo estadístico WSPP (de sus siglas en 
inglés, Weighted Spectrum, Peptide and Protein) (Navarro, 2014), que proporciona un 
marco formal de aplicabilidad general para el análisis de datos generados por 
tecnologías de marcaje isotópico estable y espectrometría de masas (SIL-MS). El 
modelo describe en detalle el comportamiento de la varianza técnica al analizarla de 
manera independiente a nivel de espectro, péptido y proteína. Además, el modelo 
logra capturar por separado los errores específicos de cada método de marcaje y cada 
instrumento, demostrando que las distribuciones de error han sido modeladas con 
precisión en todos los casos a los tres niveles. Hace la integración a cada nivel 
teniendo en cuenta las varianzas por separado, de acuerdo con teoría de propagación 
de errores, de tal forma que la varianza específica de cada valor, en cada nivel, se 
puede calcular con precisión. Se resuelve eficientemente el problema de submuestreo 
(undersampling), aportando un marco de trabajo con el que se pueden analizar los 
datos a cada nivel usando distribuciones normales únicas. Adicionalmente, el marco 
estadístico permite comparar e integrar los resultados obtenidos con distintas técnicas 
de marcaje, de manera que el control total sobre la varianza se mantiene en los datos 
integrados, abriendo la posibilidad de hacer integraciones sucesivas a niveles 
superiores. El modelo WSPP da lugar al primer marco general para analizar datos 
cuantitativos por marcaje isotópico estable, fundamentado en un modelo estadístico 
único y validado, utilizando el Flujo de Trabajo Fundamental (la sucesión de tres 
niveles para datos integrados de espectro a péptido, y de péptido a proteína). 
El trabajo presentado en este artículo se ha realizado en estrecha colaboración 
con Pedro Navarro y Elena Bonzon-Kulichenko, que, al igual que yo, también figuran 
como primer autor. Pedro Navarro desarrolló el modelo estadístico previo al WSPP, 
utilizado específicamente para experimentos de marcaje por 18O, utilizando 
espectrómetros de masas de trampa lineal LTQ (Linear Trap Quadrupole) (Jorge, 
2009; Bonzon-Kulichenko, 2011b). Él también ha sido un colaborador clave en las 
primeras fases de la generalización del modelo a otros métodos de marcaje isotópico y 
otros instrumentos, un trabajo que ha sido presentado en su tesis doctoral, junto con 
QuiXoT, el paquete de software asociado. Mi aportación consiste en los desarrollos 
posteriores del algoritmo y de QuiXoT, primero en colaboración con él (para las 
versiones entre 1.2.66, de mayo de 2009, hasta la versión 1.3.11, en febrero de 2010), 
y en el último periodo en solitario (siendo yo el único desarrollador de QuiXoT a partir 
de la versión 1.3.11, en febrero de 2010); el desarrollo comprende varios programas 
satélite, tales como RAWToBinStack (a partir de la versión 1.5, mayo de 2010), y 
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QuiXtoQuiX (programa que, entre otras funciones, promedia espectros fullscan, 
desarrollado entre mayo de 2009 y diciembre de 2012, y desarrollado por mi en su 
totalidad), entre otros. Yo soy también el único programador de SanXoT (iniciado en 
agosto de 2012), que implementa el modelo estadístico aquí presentado, añadiendo 
las modificaciones explicadas en el tercer artículo (véase siguiente apartado). 
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3. Third article 
3.1 (English) A novel systems-biology algorithm for the 
analysis of coordinated protein responses using quantitative 
proteomics 
 
Most systems biology models are based on genomics/transcriptomics data. 
Proteomics-based systems biology models have been explored but the potential given 
by the wealth of data, especially in current high-throughput quantitative proteomics, has 
been largely undeveloped. In this paper we present a further development of the 
WSPP statistical model introduced in the previous paper, called Generic Integration 
Algorithm (GIA), using it to establish the basic structure of the Systems Biology 
Triangle (SBT). To our knowledge, the SBT is the first algorithm used to detect protein 
coordinated behaviour in pairwise quantitative proteomics experiments. In other words, 
it tells us which categories (obtained from published protein databases) contain 
proteins whose relative abundance is changing as a group with other proteins equally 
classified, and, at the same time, detecting which proteins are changing differently, 
meaning they are outliers of the category to which they belong. The concept of protein 
coordination is defined and studied in detail to achieve a better understanding of the 
global behaviour of biological systems from the proteomic point of view. Additionally, a 
measurable dimensionless quantity, the degree of coordination, is presented in order to 
analyse such experiments, expressing the ratio of proteins changing together with 
regard to those that are acting as outliers in their groups. 
The SBT model was tested by analysing a total of eight different biological models 
subjected to quantitative proteomics by several stable isotope labelling methods. These 
included a) yeast cells treated with H2O2, b) untreated yeast cells (Navarro, 2014); c) 
human bone marrow mesensphere secretome obtained from cells cultured in the 
presence of human serum or chicken embryo extract (Isern, 2013); d) liver 
mitochondrial-associated endoplasmic reticulum membranes (MAM) from Cav-1 
knockout or wild type mice (Wieckowski, 2009); e) total fibroblast lysates from 
Zmpste24 KO or wild-type mice (Varela, 2005); f) total heart extracts from pigs after 1 
hour post-infarction reperfusion (Danielsen, 2007; Garcia-Prieto, 2014); g) mouse 
lymphocytes obtained from HDAC6 KO and wild-type mouse spleen (Gonzalez-
Granado, 2014) and h) primary mouse vascular smooth muscle cells (VSMC) treated 
with angiotensin-II (AngII); in VSMC samples six independent biological preparations 
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were used. Details about the null hypothesis used as a reference to determine 
significance, randomisation and statistical tests used are described in the paper. 
The paper presented has been prepared in tight collaboration with Fernando 
García-Marqués, who is also a first author. My contribution is presented in the first part, 
and consists of i) the modification of the WSPP statistical model, ii) the Generic 
Integration Algorithm (GIA), iii) the software that supports it (SanXoT), iv) the Systems 
Biology Triangle (SBT) and v) the bioinformatic analysis of the eight models specified in 
the previous paragraph. The second part of the paper consists of a very relevant 
application of my work, in which a time-course high-throughput quantitative proteomics 
experiment using iTRAQ 8-plex is carried out to analyse the short term effect of 
angiotensin-II (AngII) to the vascular smooth muscle cells of the abovementioned 
sample. The algorithm is particularly successful to detect functional protein alterations 
produced by the coordinated action of the proteome, as well as in finding outlier 
proteins compared to other proteins equally classified, showing relevant information for 
the biological interpretation. The application of the SBT algorithm to the quantitative 
data revealed that AngII produced on VSMC an array of increasingly coordinated 
protein responses which were reproducibly observed along time. These results are of 
remarkable interest in the identification of therapeutic targets for the treatment of 
cardiovascular diseases, and more specifically, they have important mechanistic 
implications in understanding the role of AngII in vascular remodelling. Further 
biological interpretation of these results, which is available in the second part of the 
paper, is not presented in this introduction, as it is part of the PhD Thesis of Fernando 
García-Marqués. 
In conclusion, the algorithm presented is unique to uncover the global picture of 
the changes taking place in a proteome, especially revealing the regulation of signalling 
and metabolic pathways observable in pairwise quantitative proteomics experiments, 
greatly improving the results provided by other current approaches, such as enrichment 
network analysis and functional class scoring methods. 
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3.2 (Español) Un algoritmo de biología de sistemas innovador 
para analizar la respuesta coordinada de las proteínas 
mediante proteómica cuantitativa 
La mayoría de modelos de biología de sistemas se basan en datos de 
genómica/transcriptómica. Se han explorado otros modelos en los que se trata la 
biología de sistemas desde un enfoque proteómico, pero el potencial de la gran 
cantidad de datos disponibles, especialmente aquellos relacionados con proteómica 
cuantitativa de alto rendimiento, sigue desaprovechándose. En este artículo 
presentamos un desarrollo adicional del modelo estadístico WSPP mencionado en el 
artículo anterior, llamado Algoritmo de Integración Genérico (GIA), y lo utilizamos para 
establecer la estructura del Triángulo de la Biología de Sistemas (SBT). El SBT es, 
según nuestro conocimiento, el primer algoritmo que existe para detectar el 
comportamiento coordinado de proteínas en experimentos de proteómica cuantitativa. 
En otras palabras, nos indica qué categorías (encontradas en bases de datos 
proteicas publicadas) incluyen proteínas cuya abundancia relativa cambia en grupo 
junto con otras proteínas clasificadas de igual forma, detectando a la vez aquellas 
proteínas que varían de manera distinta, es decir, que son atípicas con respecto a la 
categoría a la que pertenecen. Se define el concepto de coordinación para proteínas, y 
se estudia en detalle para alcanzar una comprensión mayor del comportamiento global 
de biología de sistemas desde un enfoque proteómico. Adicionalmente, se presenta 
una cantidad mensurable, el grado de coordinación, con el objetivo de analizar dichos 
experimentos, que expresa la relación entre las proteínas que cambian juntas con 
respecto a aquellas cuyas pautas no se corresponden a las del grupo al que 
pertenecen. 
Para testar el modelo SBT, se han analizado un total de ocho modelos biológicos 
diferentes, con los que se ha hecho proteómica cuantitativa utilizando varios métodos 
de marcaje isotópico estable. Estos incluyeron a) células de levadura tratadas con 
H2O2, b) células de levadura sin tratar (Navarro, 2014); c) secretoma de mesenesferas 
de tuétano de hueso humano obtenido a partir de cultivo celular en presencia de suero 
humano o extracto de embrión de pollo (Isern, 2013); d) membrana de retículo 
endoplásmico asociada a mitocondria (MAM) de ratones con bloqueo (KO, knockout) 
de Cav-1, o tipo silvestre (wild type) de ratón (Wieckowski, 2009); e) lisado total de 
fibroblastos a partir de ratones con bloqueo de Zmpste24 o tipo silvestre (Varela, 
2005); f) extracto total de corazón porcino tras una hora de reperfusion pos-infarto 
(Danielsen, 2007; Garcia-Prieto, 2014); g) linfocitos de ratón con bloqueo de HDAC6 y 
tipo silvestre de bazo de ratón (Gonzalez-Granado, 2014); y h) células de músculo liso 
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vascular primarias (VSMC) tratadas con angiotensina-II (AngII); en estas muestras 
(VSMC) se utilizaron seis preparados independientes. En el artículo se detallan las 
hipótesis nulas utilizadas como referencia para determinar la significatividad, las 
aleatorizaciones y los tests estadísticos. 
El artículo que aquí se presenta ha sido preparado en estrecha colaboración con 
Fernando García-Marqués, que es, conjuntamente, primer autor. Mi contribución se 
presenta en la primera parte, y consiste en i) la modificación utilizada del algoritmo 
WSPP, ii) el Algoritmo de Integración Genérico (GIA), iii) el software que lo pone en 
práctica (SanXoT), iv) el Triángulo de la Biología de Sistemas (SBT) y v) el análisis 
bioinformático de los ocho modelos especificados en el párrafo anterior. La segunda 
parte del artículo trata una aplicación de gran relevancia de mi trabajo, en la que se 
realiza un experimento de secuencia temporal (time-course) con proteómica 
cuantitativa de alto rendimiento utilizando marcaje iTRAQ 8-plex para analizar el efecto 
a corto plazo de la angiotensina-II (AngII) en las células de músculo liso vascular 
(VSMC) mencionadas. El algoritmo detecta con éxito alteraciones funcionales en 
proteínas causadas por la acción coordinada del proteoma, detectando a su vez 
proteínas cuyo cambio es atípico comparado con el de otras clasificadas en las 
mismas categorías, aportando así información relevante para la interpretación 
biológica. La aplicación del algoritmo SBT a los datos cuantitativos sirvieron para 
mostrar que la AngII daba lugar a respuestas de coordinación creciente en las 
proteínas de las células de VSMC; se observó que dichas respuestas eran 
reproducibles en el tiempo. Estos resultados son de gran interés para la identificación 
de objetivos terapéuticos en el tratamiento de enfermedades cardiovasculares y, más 
específicamente, tienen implicaciones mecanicistas en la comprensión del rol de la 
AngII en remodelado vascular. En esta introducción no se presentan más 
interpretaciones biológicas de estos resultados (que están disponibles en la segunda 
parte del artículo) por ser parte de la tesis doctoral de Fernando García-Marqués. 
En conclusión, el algoritmo presentado tiene propiedades únicas capaces de 
desvelar la visión de conjunto de los cambios que tienen lugar en un proteoma, 
especialmente al mostrar las rutas metabólicas y de señalización observables en 
experimentos binarios de proteómica cuantitativa, mejorando en gran medida los 
resultados proporcionados por otras estrategias a disposición actualmente, tales como 
el análisis de enriquecimientos en redes (enrichment network analysis) o la anotación 
de clases funcionales (functional class scoring). 
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4. Brief account of other results, published or 
unpublished, concerning this work 
4.1 Summary 
The three papers presented in this chapter can be seen together as a great step in 
the bioinformatics tools applied to proteomics, and were key in the evolution of the 
techniques and procedures used in the laboratory where they have been implemented 
for the last four years. However, the results and applications are not limited to those 
here exposed. 
There are two additional papers (see Appendix 1, subsections 1.1 and 1.2) to 
which most or part of the research presented here has been applied, providing 
feedback for the development of the models, and two more papers in preparation to 
present the software developed to implement the algorithms and make them readily 
available to other users. In addition, the computational resources resulting from this 
work have been used on a day-to-day basis in the Cardiovascular Laboratory at the 
Centro Nacional de Investigaciones Cardiovasculares (CNIC), being one of the main 
tools for the research performed. Furthermore, the software developed is available and 
has been shared with any research group requesting for it, and will be released to the 
public on the internet as soon as the mentioned papers in preparation are published; in 
this sense, the use of the statistical models and the software extends to research in 
other laboratories and areas (Ezkurdia, 2015; Latorre-Pellicer, 2016; Mateos-
Hernández, 2016), and is not limited to the applications presented in this work. 
4.2 The human HDL proteome displays high inter-individual 
variability and is altered dynamically in response to 
angioplasty-induced atheroma plaque rupture 
The WSPP model and the GIA were used to apply the Fundamental Workflow and 
integrate the experiments from the different individuals. Additionally, I used the 
feedback to improve and modify the associated software in order to adapt it to the 
needs of the research performed. The SBT was used as well to perform the systems 
biology analysis. 
The study of the proteome associated to high-density lipoproteins (HDL), 
comparing samples from different patients of coronary disease before and after an 
angioplasty operation, reinforced the idea that HDLs are dynamic platforms 
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interchanging different molecules, facilitating the search for cardiovascular biomarkers. 
(Jorge, 2014) 
4.3 Quantitative HDL proteomics identifies peroxiredoxin-6 as a 
biomarker of human abdominal aortic aneurysm 
The WSPP statistical model and the Fundamental Workflow were used in this 
work to perform the quantitative proteomics experiments and the bioinformatic analysis. 
The GIA was also essential to integrate data from different experiments, so they could 
be analysed and compared. The SBT was also used to perform the systems biology. 
The study of the proteome associated to high-density lipoproteins (HDL) revealed 
that the mechanism behind abdominal aortic aneurysm is based on a redox imbalance, 
describing for the first time the PRDX6 antioxidant protein as a systemic biomarker for 
this disease. (Burillo, 2016) 
4.4 QuiXoT: quantification and statistics of high-throughput 
proteomics by stable isotope labelling (in preparation) 
In this paper the software package QuiXoT is presented. It has been extensively 
tested and used in our laboratory for the analysis of quantitative proteomics 
experiments, and is the first software that used the WSPP model. It covers the need for 
a software applying that statistical model, including convenient data visualisation tools 
to check the correct data modelling. I am the main collaborator in the second phase of 
development of the software presented (whose initiation and development in the first 
phase corresponds to Pedro Navarro), and the main author of the article. (In 
preparation) 
4.5 SanXoT: a software package to allow the creation of 
limitless workflows in quantitative proteomics (in preparation) 
The goal of this paper will be presenting the SanXoT software platform, which 
implements an advanced version of the WSPP model. Compared to the QuiXoT 
software package, the main advantage of SanXoT is its flexible design, as it is 
presented as a collection of small independent software tools performing simple 
operations, working together using simple text files as input/output. The main program, 
also called SanXoT, is dedicated to the application of the GIA, allowing unlimited 
possibilities for the design of workflows in quantitative proteomics. Among these 
possibilities are the SBT and the experiment merging workflows, whose practical use is 
possible thanks to this software (intending by experiment merging the combination of 
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data from different experiments in such a way that the final data are independent of the 
experiment, calculating the inter-experiment variance and outliers across experiments). 
Additionally, specific software for systems biology and experiment merging is included 
in the package. More about this software can be read in section 4 of the Discussion 
chapter. 
At the moment, I am the sole developer of this software, and its development has 
advanced in parallel to its extensive use and thanks to the feedback from the day-to-
day use by all colleagues of the laboratory. (In preparation) 
 





It was effortless. It was easy to play with these things. It was 
like uncorking a bottle: everything flowed out effortlessly 
Richard Feynman, «Surely you're joking, Mr. Feynman» 
 
1. Advances in protein identification by MS/MS 
using high-accuracy precursor mass information 
1.1 A problem worth careful consideration 
As it has been stated in the introduction (subsection 1.2), the algorithm to validate 
the peptide identification and calculate the FDR was in need of revision. With the 
advent of high-resolution mass spectrometry, accuracy and speed of instruments 
improved at a high pace in recent years, exposing deficiencies in the algorithms that 
had not been observable previously. Suddenly, the amount and quality of spectra 
increased, which enabled the identification of many more peptides, although 
paradoxically the number of good peptide identifications decayed. In this paper we 
proposed a method to improve the quality of peptide-spectrum matches using current 
algorithms. 
1.2 Independent-scores vs database-dependent scores 
We focussed on a representative population of 10,000 spectra and analysed 
carefully the effect of search space on the accuracy with which the number of false 
PSMs is estimated using decoy databases. When we used independent scores, i.e. 
scores that only depend on the spectrum and the sequence that is matched, we were 
unable to detect a detrimental effect on this estimate even when searching against an 
average of only 200 sequence candidates. Indeed, estimates were so reproducible that 
we were able to make remarkably accurate predictions of FDR in diverse search 
conditions. However, we also found a marked difference in the behaviour of database-
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dependent scores, defined here as the scores that take additional information from 
other sequence candidates. We observed that the peptide sequences identified using 
database-dependent scores when precursor mass tolerances are set in the low-ppm 
region can differ significantly from those obtained at wider tolerances, revealing an 
underlying inaccuracy in the estimation of FDR, which was due to a loss of reliability of 
database-dependent scores when the number of sequence candidates decreases. This 
basic principle was demonstrated using two classic, well-known and still widely-used 
searching engines, SEQUEST and Mascot, given that they both use independent and 
database-dependent scores. However, our results may be easily extrapolated to other 
searching algorithms (Nesvizhskii, 2010), once their scores are classified as being 
database-dependent or independent. A relevant example is Andromeda (Cox, 2011), a 
popular search engine that uses a database-independent score similar to Mascot’s ions 
score and that, according to our line of reasoning, is not expected to lose reliability 
when very low precursor mass tolerances are used. 
We should note here that, although increasing the mass precursor window is 
expected to produce more reliable results with database-dependent scores, it comes at 
the expense of considerable increases in search times. This is not only due to the 
increase in the number of sequence candidates that have to be scored, but also 
because binning candidates by their mass—a common method to accelerate peptide 
search—will be less computationally effective. This factor should be taken into account 
for a proper choice between database-dependent and independent scores. 
1.3 Conclusion: database-dependent scores should be 
obtained using wide precursor mass windows, followed by a 
post-scoring precursor mass filtering 
The results presented here complement, from a different line of evidence, previous 
reports that detected a decrease in the discriminative power of delta scores, reflecting 
increased variability due to a significant reduction in the number of candidate peptide 
sequences (Ding, 2008; Nesvizhskii, 2010). Based on the data obtained in this work, 
we suggest that when database-dependent scores are used, the high mass accuracy 
of modern mass spectrometres should not be exploited by filtering aggressively based 
on the precursor mass and then scoring peptide matches. Rather, and in line with the 
approaches used by an increasing number of authors (Beausoleil, 2006; Brosch, 2008; 
Ding, 2008; Hsieh, 2010; Nesvizhskii, 2010), we propose that more reliable results are 
to be expected when peptide matches are scored using wide precursor mass windows, 
avoiding inaccuracies derived from reduction of the search space, and then post-
filtered according to their precursor mass. 
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2. The WSPP: a general statistical framework for 
the analysis of quantitative proteomics results. 
2.1 Motivation to develop a statistical model 
The second part of this work consists of the development of the WSPP statistical 
model (initialism for Weighted Spectrum, Peptide and Protein), the model employed in 
our laboratory for all quantitative proteomics experiments using stable isotope labelling 
(SIL). Having a suitable statistical model is not a secondary problem in high-throughput 
quantitative proteomics, it is a critical step in order to analyse experiments 
guaranteeing reproducibility and avoiding the presence of false positives when 
evaluating changes of expression. The nature of experiments in this area is such that 
using an unsuitable statistical model leads easily to non-normal distributions, with 
errors impossible to control or interpret, in many cases producing outliers in null-
hypothesis experiments which call the whole process into question. Several statistical 
models had been described previous to the initial development of our model, but the 
practical use demonstrated that there was still scope for improvement. 
2.2 General description of the WSPP statistical model 
The model here presented was initially developed together with Pedro Navarro 
and published in 2014 (Navarro, 2014). The work presented here represents the 
continuation and culmination of the effort he started during the last stage of his PhD 
Thesis (whose second part consisted in developing a statistical model for 18O labelling, 
further working on it to suit other instruments and SIL techniques). As we have 
demonstrated, it describes very accurately the technical variability of data for a 
representative set that includes the most common SIL methods. In addition, the model 
allows a systematic comparison and integration of data from different experiments. The 
general validity of the model was demonstrated by confronting 48 experimental 
distributions against 18 different null hypotheses. This statistical framework efficiently 
resolves specific issues: i) solves the problems of variance heterogeneity, data 
integration and undersampling, ii) provides a statistically-sound method for testing the 
quality of quantitative experiments while detecting experimental deviations, and iii) 
represents the first comprehensive standard proposed to date in the field of quantitative 
proteomics. Moreover, our results reinforce the idea that quantitative SIL experiments, 
if properly performed and analysed, are highly reproducible, irrespective of the labelling 
technique or MS platform used. 
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2.3 Analysis of the variance at each level: spectrum, peptide 
and protein 
At the spectral level, the model analyses variance using a strategy different from 
variance-stabilisation normalisation procedures used to treat microarray (Huber, 2002) 
and iTRAQ data (Karp, 2010; Arntzen, 2011). Instead of transforming the data, the 
WSPP uses a two-parametre function to model the behaviour of variance, and from this 
function it directly assigns a variance to each one of the quantifications, keeping the 
original readings. This two-parametre modelling of variance is similar to that followed in 
a previous work to treat iTRAQ data (Zhang, 2010), although in that work the final 
analysis was made at the spectral level and no integration of the data at the peptide or 
protein levels was performed. The general applicability of our model to any SIL and MS 
combination confirms in the most general case a fundamental property of MS-based 
peptide-centric quantifications: the error produced during the quantitative SIL analysis 
of peptides generating the same intensity at a given MS detector, irrespective of their 
sequence or molecular structure, is constant and normally distributed. We believe that 
this property is of paramount importance in the field and simplifies interpretation of 
quantitative data produced by MS. Finally, a model that analyses specifically the 
variance at the spectral level has the advantage that it allows to control separately the 
error produced during MS analysis and quantification from that produced at the time of 
peptide or protein preparation, and thus may be used to check the proper functioning 
and calibration of the MS machines and even to detect chromatographic shifts due to 
incomplete coelution of peptide pairs. For instance, some of the MS conditions used in 
this work, such as the collision energy in PQD fragmentation, were optimised by 
selecting the ones that produced the minimum variance at the spectral level (Pedro 
Navarro, PhD Thesis).  
Our results also suggest that, at least using the protocol followed here, the error 
produced during peptide preparation can be considered constant and normally-
distributed, reinforcing previous results we obtained using other biological systems 
(Bonzon-Kulichenko, 2011b) and peptide preparation methods (Jorge, 2009). In the 
general case, the null hypothesis formulated here provides the basis for testing the 
validity of this assumption for any peptide preparation method. Analysis of variance at 
the peptide level may be very useful in practice to detect deviations from the expected 
behaviour during peptide preparation, such as those produced by artefacts like partial 
digestion or methionine oxidation (Bonzon-Kulichenko, 2011b). But it may also be used 
to assign a statistical significance level to abundance changes in postranslationally-
modified peptides, such as Cys sites subjected to oxidative modification, as is 
demonstrated in another work (Martinez-Acedo, 2012).  
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Finally, the error at the protein level has been shown to follow the same trend in 
this and other biological systems (Bonzon-Kulichenko, 2011b), making it a very 
convenient starting point from which to analyse other error sources, such as biological 
or individual variance, which are highly dependent on experimental design and must be 
modelled separately in each case. Besides, since—at the protein level—the variances 
estimated in all the SIL experiments performed in this work (Table I) are very similar to 
those calculated in previous studies using 18O labelling in several biological models 
(Jorge, 2009; Bonzon-Kulichenko, 2011b), including tissue extracts, and in general are 
below 0.01, this value may be used as a reference to determine whether the protein 
variability in a given preparation is higher than that expected for a conventional protein 
manipulation method. Thus, an increase in protein variance above the reference value 
not accompanied by a concomitant increase in peptide and spectrum variances 
indicates an increased heterogeneity in protein composition, not related to peptide 
manipulation or MS quantification. This heterogeneity may indicate technical problems 
related, for instance, to a protein preparation protocol involving too many steps, but 
may also reflect a high biological variability between the samples that are compared, as 
we have found in a previous work (Bonzon-Kulichenko, 2011a) and also when 
comparing human samples extracted from different individuals (Jorge, 2014). Note that 
the majority of existing models to analyse SIL data integrate the data into protein 
averages, without taking into account the variance at the lower levels, and then analyse 
as a whole the distribution of protein quantifications (Lin, 2006; Karp, 2010; Arntzen, 
2011); in doing so, all the technical error sources are comprised in only one random 
variable and it is not possible to interpret results in terms of the variance at the protein 
level. 
2.4 A framework to integrate quantitative information in 
hierarchical levels 
One of the most important characteristics of the WSPP model is that it provides a 
general framework to integrate the quantitative information from one level to a superior 
level. When several spectra are integrated into a peptide average, the model takes into 
account the variance associated to each one of the spectra according to error 
propagation theory, so that the most accurate have a more significant contribution. This 
procedure simplifies the interpretation of data, since quantifications of poor quality have 
a negligible effect on the peptide average and do not need to be eliminated from the 
analysis. The variance assigned to each one of the peptides takes into account the 
variance at the spectrum level, which is diminished due to averaging of several spectra, 
and also the intrinsic variance associated to the process of peptide preparation. The 
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same is done when peptides are integrated into proteins; while peptide averaging 
diminishes the variance carried out from the spectrum and peptide levels, the protein 
average includes the variance produced by protein manipulation. In this sense, the 
constant variances at the spectrum, peptide and protein levels can be conceived as 
asymptotic errors, since they reflect the lowest error that can be achieved at each one 
of the levels. This concept of data integration is of general validity and can be extended 
to higher levels, where the effect of averaging is reflected when protein readings from 
different experiments are considered together. The decrease in variance of the data 
integrated at higher levels increase the statistical power to detect deviations from the 
null hypothesis. This explains why only a dozen of significant protein abundance 
changes are detected when the experiments were considered separately, while the 
alteration of more than one hundred proteins becomes evident when the data are 
integrated at higher levels (Figure 3 of second publication, page 49). 
The use of weighted averages to calculate protein ratios is not new and reflects 
the current view that not all quantitative measurements have the same accuracy 
(Shadforth, 2005; Lin, 2006; Bantscheff, 2008; Cox and Mann, 2008; Karp, 2010; 
Zhang, 2010). However, the weighting scheme followed by our model is different from 
other approaches in several aspects. Although other methods have been proposed that 
estimate separately the biological and technical variance components (Daly, 2008; 
Clough, 2009), to the best of our knowledge, and with the exception of its predecessor 
(Jorge, 2009), no models have been formulated previously for quantitative proteomics 
data that decompose technical variance into two or more components. Besides, in our 
model the averages are calculated following error propagation theory, so that the 
statistical weight with which each value contributes to the average is exactly the 
inverse of its local variance, and the variances of each one of the averaged values are 
known with accuracy. A similar kind of weighting by the error made at the spectrum and 
peptide levels was proposed in one of the earliest models proposed to analyse 
quantitative data produced by using stable isotope-coded affinity tags (ICAT) (Li, 2003); 
however, the approach followed in that work only propagates the error produced at the 
time of quantification from the MS spectrum, and does not take into account the 
variance introduced by further errors produced by peptide generation and protein 
manipulation. Finally, to the best of our knowledge, our weighting method is the first 
one that has been demonstrated to be of general validity for a wide range of different 
SIL and MS approaches. 
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2.5 The standardised variable and the meaning of the outliers 
The WSPP model also resolves the problem of undersampling and at the same 
time provides a framework to integrate data and a robust algorithm to estimate 
variances, which are of general applicability. This is accomplished by using 
standardised variables at each one of the integration levels. These variables express 
log2-ratios in units of standard deviation, introducing a bias correction for the number of 
degrees of freedom, which depends on the number of elements that are used to 
compute the average (such as the number of peptides that are used to estimate a 
protein value). Using standardised variables, all the elements at a given level of 
integration can be analysed together in a unique distribution that, under the null 
hypothesis, is expected to be a normal distribution with unit variance. We take 
advantage of this general property to make robust estimates of variances by an 
iterative method that is of general applicability for all integration levels and 
quantification approaches. We should note here that our approach to estimate variance 
is similar to that used by other authors (Cox and Mann, 2008; Zhang, 2010; Arntzen, 
2011), although in these works only the total technical variance was estimated. The 
analysis of the standardised variable is also very useful to detect the presence of 
outliers at any integration level; in the WSPP model, this may be done at seven 
different levels, and in each one it provides specific information. Thus, at the spectrum 
and peptide levels, outliers are indicative of incorrect quantifications produced by a 
variety of causes (for instance peak coelution, bad fitting or methionine oxidation 
(Jorge, 2009; Bonzon-Kulichenko, 2011b)), as commented above. At the protein level 
outliers indicate statistically-significant abundance changes. But, at other levels of 
integration, an outlier may also indicate that an experiment replicate gives quantitative 
results that deviate from the other replicates more than expected by chance alone, and 
the absence of outliers that all the replicates behave as expected by the null hypothesis 
(as observed in this work). We should note here that this global conception of 
variances, which considers together the whole wealth of data, is in contrast with other 
approaches commonly followed to detect outliers and artefacts—like Dixon’s Q test (Li, 
2003)—that analyse locally the distribution of the elements used to calculate a 
particular average, and that have a very limited utility when the number of elements is 
very low (i.e., when a protein is quantified by only two peptides). In the WSPP model all 
the elements, even single-hits, are assigned a local variance and this is done on the 
basis of only four parametres, which are estimated from the analysis of the whole 
collection of data. 
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3. The Systems Biology Triangle (SBT): a new 
philosophy to interpret proteome-based systems 
biology 
3.1 A model for systems biology based on the coordinated 
behaviour of proteins 
In this third and last published paper we present the SBT, which takes advantage 
of the Generic Integration Algorithm (GIA), a generalisation of the WSPP statistical 
model presented in the second work (see section 4), to develop an innovative 
approach to systems biology based on the unique properties of the dynamic of 
proteomes. 
The SBT is the first algorithm to analyse the coordinated protein behaviour in high-
throughput quantitative pairwise proteomics experiments. Taking into account this 
coordinated protein behaviour, the model is able to detect changes in groups of 
proteins that have been classified into functional categories. This quality contrasts with 
other approaches used to study protein coordination, such as those based on 
correlation analysis; unlike them, our approach takes information from ontological 
databases to classify proteins into functional categories. The SBT directly addresses 
the question whether a protein has a coordinated behaviour within a category by 
determining if it has the same relative abundance change as the other proteins in the 
category. Significant changes at the category level are then detected using only the 
population of proteins that have a coordinated behaviour in each category. 
Consistently, we define the degree of coordination as the fraction of changing proteins 
that are coordinated, including in the calculation the proteins that belong to changing 
categories (as shown in Figure 1E of third publication, page 66). This approach allows 
the analysis of protein coordination when only two conditions are compared, making it 
possible to measure the evolution and consistency of coordination over time. Here we 
demonstrate that this approach can capture coordinated protein behaviour in seven 
different biological models subjected to various kinds of perturbations. However, in our 
extensive experience with the model we have successfully detected functional changes 
due to coordinated action of proteins in hundreds of comparative pairwise experiments. 
For this reason, we believe that the SBT model provides the proteomics community 
with a very useful tool for biological interpretation of pairwise quantitative proteomics 
experiments, sparing us the need to calculate correlations in large sample datasets. 
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Since our model needs previous ontological knowledge about the quantified 
proteins, it is expected to be very sensitive to the quality and exhaustiveness of the 
classification. Indeed, we found a higher degree of coordination in databases using a 
more exhaustive classification method, such as PANTHER (Thomas, 2003; Mi, 2005) 
and KEGG (Kanehisa and Goto, 2000), while larger, less curated databases, tended to 
detect a higher number of coordinated proteins and categories, but with a lower degree 
of coordination (Figure 2). We also found that inclusion of information about protein 
complexes, such as the CORUM database (Ruepp, 2008), was particularly useful for 
detecting coordination, in agreement with the evidence that subunits of complexes 
have a remarkable tendency to be co-regulated (Carmi, 2006; Carmi, 2009; Hansson, 
2012). Interestingly, as it is described in the PhD Thesis from Fernando García-
Marqués and published in the third article presented here (Garcia-Marques, 2016) we 
found that most of the outliers analysed here seem to play a differential role, like 
regulatory or signalling functions, suggesting that our algorithm can be used to detect 
protein abundance changes of particular biological relevance. Our finding resembles 
results obtained in a previous report, showing that deviation from the correlation pattern 
by one or more proteins indicated a specific function during the biological process 
(Hansson, 2012). 
Figure 2: (Supplemental Figure S7 in the third paper (Garcia-Marques, 2016)): Effect of the 
functional database on the degree of coordination and the sensitivity to detect coordinated 
category alterations. Quantitative data from three different experiments were analysed using the 
SBT model using the functional databases shown. As it can be seen, for IPA and GO databases 
we can find more categories changing, although with a lower degree of coordination. On the other 
hand, PANTHER, KEGG and Reactome display less changing categories using absolute figures, 
but more in relation to the total number of categories managed, and with remarkably higher 
coordination. 
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3.2 The contributions of the Systems Biology Triangle 
The SBT model takes into account the dynamic range of protein abundances by 
introducing statistical weights when performing data integration, and also addresses 
the problem of undersampling. The model allows the detection of protein to category 
outliers, so that analysis of categories after outlier removal allows the detection of 
significant category changes that are produced by proteins acting in a coordinated 
manner, and hence can also be used as a robust functional class scoring algorithm. 
These properties of SBT make this model unique to treat quantitative proteomics data 
and to detect functional alterations that take place in a coordinated manner. These 
properties are not shared by other algorithms like GOrilla (Eden, 2009), STRING 
(Szklarczyk, 2014) or GSEA (Subramanian, 2005), and this fact explains why in this 
work they were not as sensitive as the SBT model to detect the functional categories 
affected by AngII in VSMC. 
We should also note here that the SBT model is based on a null hypothesis that 
has been experimentally demonstrated. In previous studies we showed that the z 
variable at different levels consistently follows the expected 𝑁(0,1) distribution (Jorge, 
2009; Bonzon-Kulichenko, 2011b; Navarro, 2014). Here, using two lines of evidence, 
we further demonstrate that, in the null hypothesis, the standardised variable at the 
category level (𝑧𝑐𝑎) also follows the standard normal distribution. First, we demonstrate 
the absence of category changes in a null hypothesis experiment comparing two 
preparations of untreated yeast cells. Second, we demonstrate the absence of 
category changes when protein to category assignations were randomised, a process 
that disrupts any underlying coordination at the category levels. Therefore, the category 
changes may be detected by robust estimates of statistical significance. Notably, our 
integration model assigns more weight to quantifications of higher quality, making it 
unnecessary to eliminate poor quantifications (Jorge, 2009; Navarro, 2014), as stated 
in subsection 2.4. 
We demonstrate the discriminatory power of SBT by unravelling with unprecedented 
molecular detail the coordinated mechanisms taking place during AngII stimulation of 
VSMC (in the PhD thesis from Fernando García-Marqués, and in the third paper 
presented in this work). The robustness of the model is supported by remarkable 
maintenance of coordination in the same categories in different VSMC preparations 
over time. From our data we cannot judge whether this regulation occurs at 
transcriptional or posttranscriptional levels; however, we found that the vast majority of 
coordinated categories are protein complexes, metabolic pathways or proteins forming 
interaction networks, suggesting that protein-protein interactions play an important role 
in producing tight co-regulation of protein levels. This conclusion is supported by 
PhD Thesis - Discussion 97 Marco Trevisan-Herraz 
detection of proteins with a seemingly uncoordinated behaviour at the earliest time 
points, while the coordinated response elicited by AngII in VSMC builds up gradually, 
suggesting an adjustment of the regulatory protein machinery. 
4. An innovative conception for the automatic 
statistical analysis of quantitative proteomics 
experiments 
4.1 The Generic Integration Algorithm (GIA) 
The WSPP model (Navarro, 2014) inspired us to develop the Generic Integration 
Algorithm (GIA), which lies at the heart of the SBT model. The GIA represents a 
generalisation of the different levels in the WSPP statistical models. Instead of treating 
each level differently, with similar, although separated algorithms, the whole process 
was restructured in order to have only a single algorithm, and treating each integration 
as a particular case. 
Hence, the GIA rigorously integrates errors made at the inferior level (which can 
be, for example, the dataset of spectra, or the peptides) with the error made at the 
superior level (whose dataset might be the peptides if the lower level are spectra, or 
the protein data, if the lower level are peptides), allowing full control of the error 
associated with the integrated elements (i.e., proteins or categories) so that 
quantitative information may be analysed using the standardised z variable (i.e., 
abundance changes expressed in units of standard deviations). 
4.2 The software platform SanXoT 
Compared to QuiXoT (Pedro Navarro, PhD Thesis), which was our previous 
software supporting de WSPP model, the GIA and its accompanying software SanXoT 
allowed the automatic removal of outliers, calculated the variance in a more reliable 
way, could be completely automated, and permitted an unprecedented flexibility for the 
structure of workflows. First, the automatic removal of outliers (which had to be 
removed manually in QuiXoT) was done by a separate algorithm, allowing a refined 
and automatic removal of outliers without distorting the original distribution. Second, 
the variance calculation is more reliable, because instead of using a sweep algorithm to 
find the best variance (which generated some difficulties to find the statistical variance) 
SanXoT incorporated the Levenberg-Marquardt algorithm (Levenberg, 1944; 
Marquardt, 1963), which is a fitting algorithm starting with a seed variance, and then 
approaching in cycles to the best variance that guarantees the standardised variable 
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follows a standard normal deviation (even in the cases when the original seed variance 
is very far from the solution). Third, it was completely automated, as it was designed to 
be used in steps such that the output of a program could be the input of the next one, 
in a modular way, so that in most cases it did not require the attention of the user until 
the whole workflow was finished. Finally, the GIA and its related software (see Figure 
3) supposed a paradigmatic change in the way proteomic samples were analysed in 
the laboratory, as it opened the former WSPP statistical model to limitless possibilities 
beyond the scan>peptide>protein Fundamental Workflow. Thus, the GIA can be used 
to construct compact workflows allowing the automatic analysis of redox proteomics 
experiments and experiment merging, among other approaches. 
  





Figure 3: A summary of the different programs in the SanXoT workflow, and the interactions 
between them. At the bottom it is included the Fundamental Workflow assembled with the 
Systems Biology Triangle and the randomisation workflow to calculate the coordination. (Detail of 
awarded conference poster presented at the 13th Human Proteome World Congress, Madrid 2014, 
see full poster in Appendix 3). 
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5. Further research 
5.1 Combination with the identification workflow under 
development 
As already stated, the statistical model and its associated software have been 
designed keeping in mind the principle of maximum flexibility. One of the advantages is 
the possibility of combining quantitative proteomics workflows with an identification 
workflow currently under development. This identification workflow intends improving 
protein-level identification (instead of performing identification at the peptide level, as 
usual), accounting for the problem of distribution of peptides in different proteins. One 
possibility is merging both workflows in such a way that they both use the same 
peptide-to-protein relation tables, potentially allowing the improvement of the 
identification information by taking into account the information from quantitative 
proteomics experiments. 
5.2 Analysis at peptide levels 
The statistical model could also be potentially used to detect effects because of 
the presence of SNPs or differential splicing. In addition, the protein layer can also be 
ignored in our model so that statistical analysis of abundance changes is directly 
performed at the peptide level, without grouping peptides into proteins. Using this 
approach the model is currently being used in the ongoing research of computational 
models for the analysis of post-translational modifications (PTM) (Navratan Bagwan, 
PhD Thesis), which in turn, among other applications, is of great interest for the study 
of redox modifications, a large field with many implications that is under development in 
our laboratory. 
5.3 Incorporation of multivariate analysis 
The current model permits comparing two proteomic samples at once, which in 
some extent simplifies difficult problems by reducing the analysis always to a two-side 
comparison. For example, as it has been explained, it is possible combining different 
experiments into a single one: this is done by fusing data into a single reduced pairwise 
experiment (for example, N conditions vs N controls, can be integrated into a single 
"condition vs control", the same way the information of N peptides is combined into 
information of a single protein). In addition to this, it could be of interest exploring the 
potential of developing a version of the model incorporating multivariate analysis, 
especially for the analysis of multiplexed experiments such as iTRAQ or TMT. 
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5.4 Coordination in transcriptomics 
In the discussion of the SBT (third paper), we said that we still do not know 
whether regulation leading to the protein coordinated behaviour originates at 
transcriptional or posttranscriptional levels. Hence, one interesting extension of this 
work could be using the coordination concept and the model, or a modification of it, to 
confirm or disprove that coordination arises already at transcriptomic level. During the 
elaboration of this work, a part of the effort has been made to detect coordination at 
transcriptional level using data from a microarray experiment, although the results (not 
shown) have been inconclusive. Nevertheless, some colleagues in the laboratory 
(Celia Castans, unpublished) have preliminary results applying the SBT model to data 
obtained by RNA-Seq (instead of microarrays), finding that the model explains very 
well the distribution of variances and suggesting that a high degree of coordination at 
the transcriptome level is very plausible. 
5.5 Data independent acquisition (DIA) and label-free models 
Another possible extension of this work could be using the model with data from 
DIA label-free experiments, in a similar way as it has been done with iTRAQ and TMT 
(taking as weight the intensity of the most intense element in a pairwise comparison). 
Nonetheless, this will require solving before statistical questions which might require an 
adjustment of the statistical model. 
5.6 Newly developed SIL methods 
The statistical model and the modular structure of the associated software—
SanXoT—potentially allow a fast and easy adaptation to newly developed SIL 
methods. To illustrate an example about this, it might be worth mentioning NeuCode 
(Hebert, 2013): this is a SIL technique that takes advantage of the subtle mass 
differences due to 13C and 15N isotopes, combined with the increasing resolution of new 
instruments, to allow the advantages of multiplexing combined with an MS1 spectrum. 
The current statistical model could, potentially, analyse a NeuCode experiment by 
adding a level (the "feature" level) prior to the scan level. This way, quantification of 
proteins would be possible by integrating different features into scan-level information, 
and then proceeding with the Fundamental Workflow as usual. Indeed, Salvador 
Martínez-Bartolomé, currently at the laboratory of John R. Yates, III (The Scripps 
Research Institute) is using the SanXoT workflow to treat data quantified employing a 
similar approach that uses reductive methylation for isobaric isotopologue labelling of 
peptides (Bamberger, 2014) with very promising results (manuscript submitted). 
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5.7 Parallelisation of software tools 
The growing amount of data used in high-throughput proteomics increases, in turn, 
the amount of time and resources needed to complete the workflows. This adds 
pressure to further develop and improve the current structure of the algorithms. A study 
on the time complexity and granularity of the different parts of the algorithm can be 
performed to check elements with a high potential to be revised and parallelised. The 
current modular structure of the SanXoT software package facilitates these potential 
changes, although preserving this philosophy might be a challenge if deep 
modifications are needed. 
5.8 Combination with network analysis 
A considerable amount of research in proteomics consists in the development of 
network analysis techniques, such as those based on protein-protein interactions like 
STRING (Szklarczyk, 2014). A number of network analysis algorithms are currently 
available, such as the Molecular Complex Detection (MCODE) (Bader and Hogue, 
2003), the Markov Clustering Algorithm (MCL) (Enright, 2002), the Restricted 
Neighborhood Search Clustering (RNSC) (King, 2004), or the Super paramagnetic 
clustering (SPC) (Blatt, 1996). An interesting possibility could be combining the SBT 
along with those network analysis algorithms to explore the potential of improving 
existing networks with data from quantitative experiments. 
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Conclusions 
1. In peptide identification, using the decoy-target approach, and especially 
when scores are generated taking information from additional sequence 
candidates, the high mass accuracy of modern mass spectrometres should be 
exploited by combining wide precursor ion mass search windows followed by 
post-scoring mass filtering algorithms. 
2. The WSPP statistical model (and its supporting software QuiXoT) provides 
a general statistical framework for high-throughput quantitative proteomics 
experiments, allowing the systematic comparison and integration of data from 
different SIL techniques. It allows the separation of the different sources of 
variance, enabling the interpretation of the random error at the different levels. 
Besides of its general applicability, the WSPP performance is similar or superior 
to other commonly employed methods. 
3. The Systems Biology Triangle (SBT), based on the GIA, represents the 
first algorithm capable of analysing the coordinated behaviour of proteins. It 
permits the detection of functional categories affected by this behaviour, helping 
to interpret large-scale, high-throughput quantitative proteomics pairwise 
experiments. Furthermore, the SBT algorithm allows detecting the specific 
differential role of outlier proteins respect to other proteins classified in the 
same group, unveiling a wealth of biologically relevant regulatory or signalling 
information. 
4. The Generic Integration Algorithm (GIA) and its accompanying software 
package (SanXoT) are an important technological advancement of the WSPP 
model. They can be used to construct compact workflows to integrate the 
information from quantitative proteomics experiments in a flexible fashion. Its 
applications include, but are not limited to, the use of the WSPP statistical 
model, the integration of SIL experiments of different nature, and the 
implementation of the Systems Biology Triangle. 
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Conclusiones 
1. Al utilizar la estrategia de la base de datos señuelo (target-decoy) para 
identificar péptidos, y en concreto cuando las puntuaciones (scores) se generan 
empleando información de secuencias candidatas adicionales, la alta precisión 
de los espectrómetros de masas actuales se debería aprovechar combinando 
una ventana ancha para la masa los iones precursores seguida de un filtrado de 
dicha masa tras calcular la puntuación asignada a la identificación. 
2. El modelo estadístico WSPP (del inglés Weighted Spectrum, Peptide and 
Protein), así como su software asociado, QuiXoT, proporcionan un marco 
estadístico general para proteómica cuantitativa de alto rendimiento, 
permitiendo la comparación sistemática y la integración de datos de diferentes 
técnicas de marcaje isotópico estable (SIL). Permite la separación de las 
diferentes fuentes de varianza, haciendo posible la interpretación del error 
aleatorio a diferentes niveles. Además de su aplicabilidad general, el desempeño 
del modelo WSPP es similar o superior al de otros modelos en uso. 
3. El Triángulo de la Biología de Sistemas (SBT), basado en el Algoritmo de 
Integración Genérico (GIA), representa el primer algoritmo capaz de analizar el 
comportamiento coordinado de proteínas. Permite la detección de categorías 
funcionales influidas por estas pautas, ayudando a la interpretación a gran 
escala de experimentos binarios de proteómica cuantitativa de alto rendimiento. 
Asimismo, el algoritmo SBT proporciona los recursos necesarios para detectar 
las funciones diferenciales de proteínas de comportamiento atípico con respecto 
a otras clasificadas en el mismo grupo, revelando gran cantidad de información 
biológicamente relevante sobre funciones reguladoras o de señalización. 
4. El Algoritmo de Integración Genérico (GIA), así como el paquete de 
software al que está asociado (SanXoT), suponen un importante avance 
tecnológico para el modelo WSPP. Pueden utilizarse para ensamblar flujos de 
trabajo compactos, permitiendo integrar la información de experimentos de 
proteómica cuantitativa con flexibilidad. Sus aplicaciones incluyen, entre otras, 
el uso del modelo WSPP, la integración de experimentos de marcaje isotópico 
estable (SIL) de distinta naturaleza, y la implementación del Triángulo de la 
Biología de Sistemas. 
 




We have a habit in writing articles published in scientific 
journals to make the work as finished as possible, to cover all the 
tracks, to not worry about the blind alleys or to describe how you 
had the wrong idea first, and so on. So there isn't any place to 
publish, in a dignified manner, what you actually did in order to get 
to do the work 
Richard Feynman, beginning of the Noble Prize lecture 
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Appendices 
Appendix 1: Other papers to which this work has 
contributed directly 
1.1 The human HDL proteome displays high inter-individual 
variability and is altered dynamically in response to 
angioplasty-induced atheroma plaque rupture 
(Information on this publication is in subsection 4.2 of the Results chapter.) 
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1.2 Quantitative HDL proteomics identifies peroxiredoxin-6 as a 
biomarker of human abdominal aortic aneurysm 
(Information on this publication is in subsection 4.3 of the Results chapter.) 
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Aljamia v1.09 is a program made in the Jesus Vazquez Cardiovascular 
Proteomics Lab at Centro Nacional de Investigaciones Cardiovasculares, used to 
convert data in xml tables into a tab-separated values archive. 
 
Aljamia needs an XML input file, and: 
 
     * up to four strings to combine information from the xml field. 
        Commands: -i, -j, -k and -l. Usage: -i[FirstScan] -j[Sequence] 
        It is possible to combine fields: -i[RAWFileName]-[FirstScan]_[Charge] 
        (which would deliver something like "sampleA.raw-1029-3"). 
        Everything outside brackets will be copied unchanged. Note that the 
        fields are case sensitive. 
     * the name of the table where these fields are (command -t). Default is 




     * an output data file with three columns (id, x, v) suitable to work as 
        input for SanXoT. 
 
Usage: aljamia.py -x[xml file] -i[fold field] [-j[weight field] -k[id string], ...] 
[OPTIONS] 
 
   -h, --help          Display this help and exit. 
   -a, --analysis=string 
                       Use a prefix for the output files. If this is not 
                       provided, then the prefix will be garnered from the data 
                       file. 
   -A, --allow-operations 
                       Allow python-style operations for the indicated fields. 
                       Example: having Scan = 900, Charge = 3, and using 
                           -i"[Scan]-[Charge]" -j"[Scan]-[Charge]" -A"i" 
                       Will return "887" and "900-3" i- and j-fields, 
                       respectively. By default, no operations are allowed. 
   -d, --allow-duplicates 
                       To avoid removal of duplicated relations. 
   -f, --filter=string To filter data to import. Use as in these examples: 
                        
                           -f"[Charge]==2" 
                           -f"[st_excluded]!=excluded", which means 
                               st_excluded must NOT be equal to "excluded" 
                           -f"[Charge]=2&&[st_excluded]!=excluded", which 
                               means charge must be 2, and st_excluded must 
                               not be equal to "excluded" 
                           -f"[FirstScan]>=1000" 
                           -f"[FASTAProteinDescription]~~clathrin", which means 
                                FASTAProteinDescription must include "clathrin" 
                           -f"[Sequence]!~C", which means 
                                Sequence must NOT include "C" 
                           -f"[Sequence]!=ABABABABK", which means 
                                Sequence must be different than "ABABABABK" 
                           -f"!([Sequence]~~C || [Sequence]~~M)", which means 
                                Sequence must not (via "!") contain "C" or 
                                (via "||") "M". Note you can use parentheses 
                           -f"[Sequence]~~C && [Sequence]~~M", wchich means 
                                Sequence must contain "C" and (via "&&") "M" 
                        
                       Note that the filter is case sensitive. 
                       In forthcoming versions filters will be available for 
                       numerical operations, but currently the filter doesn't 
                       work with conditionals such as [Mass] > 565.2, only for 
                       (in)equalities such as [Mass] == 565.2 
                        
   -i, --id1=string    Identifier for the first column. XML tags must be in 
                       square brackets, while the rest of the text will be kept 
                       unaltered. Here are some examples using tags such as 
                       "FirstScan", "Charge", "Mass" or "Sequence" or "PTM": 
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                          "ABCD" -> "ABCD" (no tags -> unchanged, to all rows) 
                          "FS[FirstScan]_q=[Charge]" -> "FS2991_q=2" 
                          "ABCD-[Charge]" -> "ABCD-3" 
                          "ABCD_[Charge]_[Mass]" -> "ABCD_3_578.1684" 
                          "[Sequence]_[PTM]" -> "SAPEREAVDEK_15.994915" 
                        
                       Note that tags are case-sensitive. 
                        
   -j, --id2=string    Identifier for the second column (see -i). 
   -k, --id3=string    Identifier for the third column (see -i). 
   -l, --id4=string    Identifier for the fourth column (see -i). 
   -L, --logfile=filename 
                       To use a non-default name for the log file. 
   -o, --output=filename 
                       To use a non-default name for the output file. 
   -p, --place, --folder=foldername 
                       To use a different common folder for the output files. 
                       If this is not provided, the the folder used will be the 
                       same as the input folder. 
   -R, --initialrow=integer 
                       To set the position of row with headers (default is 1). 
   -t, --table=number  To select fields from a table different than QuiXML's 
                       peptide_match (which corresponds to the default, 3). 
   -x, --input=filename, --filename=filename 





Anselmo v0.04 is a program made in the Jesus Vazquez Cardiovascular Proteomics 
Lab at Centro Nacional de Investigaciones Cardiovasculares, used to identify 
the integration which holds the median variance from a set of randomised 
SanXoT integrations (i.e., integrations performed using SanXoT's parametre -R). 
 
Anselmo needs at least: 
 
1) the prefix (by using the -f argument) of the set of experiments, i.e. when 
the info files of the randomisations are such as: 
 
    heartExperiment1_infoFile.txt 
    heartExperiment2_infoFile.txt 
    ... 
    heartExperimentZ_infoFile.txt 
 
the prefix is considered to be "heartExperiment". 
 
2) the folder where all those info files are (they must be in the same folder), 
using the -p argument. 
 
After reading the variances in the set of info files, Anselmo identifies the 
info file containing the median of the set of variances, and then it renames 
the files using its prefix, i.e. using the previous example, and assuming the 
median of the variance is in experiment labelled "9", then it copies the files 
 
    heartExperiment9_infoFile.txt 
    heartExperiment9_higherLevel.txt 
    heartExperiment9_outStats.txt 




    med_heartExperiment_infoFile.txt 
    med_heartExperiment_higherLevel.txt 
    med_heartExperiment_outStats.txt 
    ... 
      
Usage: anselmo.py -p[folder] -fyeast_nullHypothesis [OPTIONS] 
 
Use -H or --advanced-help for more details. 
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2.3 Arbor 
 
Arbor v1.04 is a program made in the Jesus Vazquez Cardiovascular 
Proteomics Lab at Centro Nacional de Investigaciones Cardiovasculares, used to 
generate the tree graph of a set of categories, showing the position of a given 
list of categories in the tree, along with category information. 
 
Arbor needs four input files: 
 
     * a stats file, the outStats file from SanXoT (using the -z command); if 
     this is omitted, then the tree will only distinguish the categories 
          in the list from the other categories above them (not showing the 
          values of the protein within the category). 
     * a higher level list to graph (using the -c command) 
     * a relations file (using -r command) 
     * a list of links between higher level elements, such as the 
          table_allPaths.xls from GOconnect (using the -b command) 
 
And delivers three output files: 
 
     * the graph in PNG format (default suffix: "_outTree.png") 
     * the DOT language text file used to generate the graph (default suffix: 
           "_outTree.gv") 
     * a log file (default suffix: "_logFile") 
 
Usage: arbor.py -z[stats file] -r[relations file] -c[higher level list file] -b[links 
file] [OPTIONS] 
 
   -h, --help          Display this help and exit. 
   -a, --analysis=string 
                       Use a prefix for the output files. If this is not 
                       provided, then the prefix will be garnered from the 
                       stats file. 
   -b, --biglist       A list of links between higher level elements, such as 
                       the table_allPaths.xls from GOconnect. It must be a tab 
                       separated values text file, containing any identifier 
                       in the first column (this column will not be imported, 
                       but originally it was intended to contain protein 
                       identifiers for each path), containing in each row (from 
                       the second column on) a possible path from top to the 
                       most specific element. 
   -c, --list=filename The text file containing the higher level elements whose 
                       categories we want to relate. If the first element is 
                       not taken, it might help saving the file with ANSI 
                       format. If a header is used, then it must be in the form 
                       "id>n>Z>FDR" or "id>Z>n" (where ">" means "tab"). 
   -d, --dotfile=filename 
                       To use a non-default name for the text file in DOT 
                       language, which is used to generate the graph. 
   -g, --graphformat=string 
                       File format for the similarity graph (default is "png"). 
   -G, --outgraph=filename 
                       To use a non-default name for the graph file. 
   -l, --graphlimits=integer 
                       To set the +- limits of the most intense red/green 
                       colours in the graph (default is 6). 
   -L, --logfile=filename 
                       To use a non-default name for the log file. 
   -N, --altmax=integer 
                       Maximum number of lower level elements that the alt text 
                       of the higher level node will show per side. For 
                       instance, for N = 3, alt text will show all the elements 
                       up to six; beyond this, only the first and last three 
                       will be shown. (Default is N = 5.) (Note that this will 
                       have effect if the SVG format is used.) 
   -p, --place, --folder=foldername 
                       To use a different common folder for the output files. 
                       If this is not provided, the the folder used will be the 
                       same as the stats file folder. 
   -r, --relfile, --relationsfile=filename 
                       Relations file, with identificators of the higher level 
                       in the first column, and identificators of the lower 
                       level in the second column. 
   -z, --outstats=filename 
                       The outStats file from a SanXoT integration (optional, 
                       see above). 
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   --selectednodecolor=#rrggbb, --selectednodecolour=#rrggbb 
   --defaultnodecolor=#rrggbb, --defaultnodecolour=#rrggbb 
   --errornodecolor=#rrggbb, --errornodecolour=#rrggbb 
   --mincolor=#rrggbb, --mincolour=#rrggbb 
   --middlecolor=#rrggbb, --middlecolour=#rrggbb 
   --maxcolor=#rrggbb, --maxcolour=#rrggbb 
    
2.4 Cardenio 
 
usage: cardenio.exe [-h] -a ANALYSIS -p PLACE [-L LOGFILE] -t TAGFILE 
                    [-d DATAFILE] [-r RELFILE] [-s SEPARATOR] [-v] 
 
Cardenio v0.03 is a program made in the Jesus Vazquez Cardiovascular 
Proteomics Lab at Centro Nacional de Investigaciones Cardiovasculares, used to 




  -h, --help            show this help message and exit 
  -a ANALYSIS, --analysis ANALYSIS 
                        Use a prefix for the output files. 
  -p PLACE, --place PLACE 
                        To use a different common folder for the output files. 
                        If this is not provided, the the folder used will be 
                        the same as the FASTA file folder. 
  -L LOGFILE, --logfile LOGFILE 
                        To use a non-default name for the log file. 
  -t TAGFILE, --tagfile TAGFILE 
                        The file containing the tags used for the different 
                        experiments to be joined. 
  -d DATAFILE, --datafile DATAFILE 
                        To use a non-default merged data file name. 
  -r RELFILE, --relfile RELFILE 
                        To use a non-default merged relations file name. 
  -s SEPARATOR, --separator SEPARATOR 
                        To use a non-default suffix separator (default is 
                        "_"). 
  -v, --verbose         To write down extra information about operations 




usage: catapep.exe [-h] -a ANALYSIS -p PLACE [-L LOGFILE] -d INPUTFILE -M 
                   MSFFILE [-r RAWFILECOL] [-s SCANNUMBERCOL] [-q CHARGECOL] 
                   [-S PEPSEQUENCECOL] [-x XCORRCOL] [-R INITIALROW] [-v] [-Q] 
                   [-O] 
 
cataPep v1.03 is a program made in the Jesus Vazquez Cardiovascular Proteomics 
Lab at Centro Nacional de Investigaciones Cardiovasculares, used to make zero 




  -h, --help            show this help message and exit 
  -a ANALYSIS, --analysis ANALYSIS 
                        Use a prefix for the output files. 
  -p PLACE, --place PLACE 
                        To use a different common folder for the output files. 
                        If this is not provided, the the folder used will be 
                        the same as the FASTA file folder. 
  -L LOGFILE, --logfile LOGFILE 
                        To use a non-default name for the log file. 
  -d INPUTFILE, --inputfile INPUTFILE 
                        Name of the text file containing the list of PSMs to 
                        keep in the MSF. 
  -M MSFFILE, --msffile MSFFILE 
                        Name of the MSF file having the PSMs to modify. 
  -r RAWFILECOL, --rawfilecol RAWFILECOL 
                        Header of the column contaning the name of the RAW 
                        files. Default is "RAWFileName". 
  -s SCANNUMBERCOL, --scannumbercol SCANNUMBERCOL 
                        Header of the column containing the scan numbers. 
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                        Default is "FirstScan". 
  -q CHARGECOL, --chargecol CHARGECOL 
                        Header of the column containing the charge. Default is 
                        "Charge". 
  -S PEPSEQUENCECOL, --pepsequencecol PEPSEQUENCECOL 
                        Header of the column containing the identified peptide 
                        sequences. Default is "Sequence" 
  -x XCORRCOL, --xcorrcol XCORRCOL 
                        Header of the column containing the XCorr. Default is 
                        "XC1D". 
  -R INITIALROW, --initialrow INITIALROW 
                        The position of the row containing the headers. 
                        Default is 1. 
  -v, --verbose         Show extra info while operating. 
  -Q, --quixml          Use column headers for QuiXML results tab separated 
                        table file (otherwise, pRatio results file headers 
                        will be used by default). 
  -O, --changeoriginalmsf 
                        Do not copy the MSF file to be modified, just remove 




Klibrate v1.14 is a program made in the Jesus Vazquez Cardiovascular Proteomics 
Lab at Centro Nacional de Investigaciones Cardiovasculares, used to perform the 
calibration of experimental data, as a first step to integrate these data into 
higher levels along with the SanXoT program. 
 
To perform the calibration two parameters have to be calculated: the k (weight 
constant), and the variance. They are calculated iteratively using the 
Levenberg-Marquardt algorithm, starting from the seeds the user introduces 
(it is possible to perform the calculation without the iterative calculation by 
forcing both parameters with the -f option). In the integration that follows 
the variance can be recalculated. 
 
Klibrate needs two input files: 
 
     * the original data file, containing unique identifiers of each scan, such 
     as "RawFile05.raw-scan19289-charge2" or "File05B_scannumber12877_z3", the 
     Xi which corresponds to the log2(A/B), and the Vi which corresponds to the 
     weight of the measure). 
 
     * the relations file, containing a first column with the higher level 
     identifiers (such as the peptide sequence, for example "CGLAGCGLLK", or 
     the protein, if you wish to directly integrate scans into proteins, such 
     as the Uniprot Accession Numbers "P01308" or KEGG Gene ID "hsa:3630"), and 
     the lower level identifiers within the abovementioned original data file 
     (such as "RawFile05.raw-scan19289-charge2"). 
 
And delivers the output calibrated file: 
 
     * the calibrated data file, containing the same information as the 
     original data file, but changing the values of the third column 
     (containing the weights) to adapt the information to the calibrated 




Usage: klibrate.py [OPTIONS] -r[relations file] -d[original data file] -o[calibrated 
output file] 
 
   -h, --help          Display this help and exit. 
   -a, --analysis=string 
                       Use a prefix for the output files. If this is not 
                       provided, then the prefix will be garnered from the data 
                       file. 
   -b, --no-verbose       Do not print result summary after executing. 
   -d, --datafile      Input data file with text identificators in the first 
                       column, measured values (x) in the second column, and 
                       uncalibrated weights (v) in the third column. 
   -D, --outgraphdata=filename 
                       To use a non-default name for the data used to create 
                       calibration graph files. 
   -f, --forceparameters 
                       Use the parameters (k and variance) as provided, without 
                       using the Levenberg-Marquardt algorithm. 
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   -g, --no-showgraph  Do not show the rank(V) vs 1 / MSD graph after 
                       the calculation. 
   -G, --outgraphvvalue=filename 
                       To use a non-default name for the graph file which shows 
                       the value of V (the weight) versus 1 / MSD. 
   -k, --kseed         Seed for the weight constant. Default is k = 1. 
   -K, --kfile=filename 
                       Get the K value from a text file. It must contain a line 
                       (not more than once) with the text "K = [float]". This 
                       suits the info file from another integration (see -L). 
   -L, --infofile=filename 
                       To use a non-default name for the info file. 
   -m, --maxiterations Maximum number of iterations performed by the Levenberg- 
                       Marquardt algorithm to calculate the variance and the k 
                       constant. If unused, the default value of the algorithm 
                       is taken. 
   -o, --outputfile    To use a non-default output calibrated file name (see 
                       above for more information on this file). 
   -p, --place, --folder=foldername 
                       To use a different common folder for the output files. 
                       If this is not provided, the the folder used will be the 
                       same as the input folder. 
   -r, --relfile, --relationsfile 
                       Relations file, with identificators of the higher level 
                       in the first column, and identificators of the lower 
                       level in the second column. 
   -R, --outgraphvrank=filename 
                       To use a non-default name for the graph file which shows 
                       the rank of V (the weight) versus 1 / MSD. 
   -s, --no-showsteps  Do not print result summary and steps of each Levenberg- 
                       Marquardt iteration. 
   -v, --var, --varianceseed 
                       Seed used to start calculating the variance. 
                       Default is 0.001. 
   -V, --varfile=filename 
                       Get the variance value from a text file. It must contain 
                       a line (not more than once) with the text 
                       "Variance = [double]". This suits the info file from 
                       another integration (see -L). 
   -w, --window        The amount of weight-ordered lower level elements 
                       (scans, usually) that are taken at a time to calculate 
                       the median of the weight, which is compared to the fit; 





* To calculate the variance and k starting with a seed v = 0.03 and k = 40, printing the 
steps of the Levenberg-Marquardt algorithm and results, showing the rank(Vs) vs 1 / MSD 
graph afterwards: 
 
klibrate.py -gbs -v0.03 -k40 -dC:\temp\originalDataFile.txt -rC:\temp\relationsFile.txt 
-oC:\temp\calibratedWeights.xls 
 
* To get fast results of an integration forcing a variance = 0.02922 and a k = 35.28: 
 
klibrate.py -f -v0.02922 -k35.28 -dC:\temp\originalDataFile.txt -
rC:\temp\relationsFile.txt -oC:\temp\calibratedWeights.xls 
 
* To see the graph resulting from a calculation with variance = 0.02922 and a k = 35.28: 
 






MaesePedro v0.03 is a program made in the Jesus Vazquez Cardiovascular 
Proteomics Lab at Centro Nacional de Investigaciones Cardiovasculares, used to 
generate pseudoinverted FASTA files. In collaboration with Luis Ferrández. 
 
Sanson needs one input files: 
 
     * a FASTA file (using the -f command) 
 
And delivers two output files: 
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     * the inverted FASTA file 
     * a log file (default suffix: "_logFile") 
 
Usage: maesepedro.py -f[FASTAFile] 
 
   -h, --help          Display this help and exit. 
   -a, --analysis=string 
                       Use a prefix for the output files. 
   -p, --place, --folder=foldername 
                       To use a different common folder for the output files. 
                       If this is not provided, the the folder used will be the 
                       same as the FASTA file folder. 
   -c, --cleavesites=string 
                       The residues after which the protease is cleaving. 
                       Default is trypsin (KR). Note that only C-terminal 
                       cleaving proteases are being considered in this version. 
   -f, --fastafile=string 
                       The input FASTA file to invert. 
   -r, --removepalindromes 
                       Remove peptides unchanged upon pseudoinversion, i.e., 
                       peptides such as ASSAK, EGTGER (when using trypsin). 




Sanson v1.06 is a program made in the Jesus Vazquez Cardiovascular 
Proteomics Lab at Centro Nacional de Investigaciones Cardiovasculares, used to 
generate the similarity graph of a set of categories. 
 
A similarity graph is a graph that shows the relationship between a set of 
categories by taking into account how many proteins they share. This is 
measured with a variable f such that for categories c1 and c2, we get: 
 
   f(c1, c2) = (#proteins shared by c1 and c2) / (#proteins of c1) 
    
for instance: 
  * if c1 == c2, we get f(c1, c2) = f(c2, c1) = 1; 
  * if c1 and c2 do not share any proteins, we get f(c1, c2) = f(c2, c1) = 0; 
  * if c2 is contained in c1, we get f(c1, c2) <= 1, f(c2, c1) = 1, etc 
 
If no f number is given with the parametres (-e), then the program 
automatically calculates the best f number, by maximising both the number of 
category clusters and the number categories within each cluster. 
 
Sanson needs three input files: 
 
     * a stats file, the outStats file from SanXoT (using the -z command) 
     * a higher level list to graph (using the -c command) 
     * a relations file (using -r command) 
 
And delivers five output files: 
 
     * the graph in PNG format (default suffix: "_simGraph.png") 
     * the DOT language text file used to generate the graph (default suffix: 
           "_simGraph.gv") 
     * a table showing the clusters generated (default suffix: "_outClusters") 
     * the similarity matrix used to generate the graph (default suffix: 
           "_outSimilarities") 
     * a log file (default suffix: "_logFile") 
 
Usage: sanson.py -z[stats file] -r[relations file] -c[higher level list file] [OPTIONS] 
 
   -h, --help          Display this help and exit. 
   -a, --analysis=string 
                       Use a prefix for the output files. If this is not 
                       provided, then the prefix will be garnered from the 
                       stats file. 
   -b, --nosubstats    To avoid colouring the boxes according to the proteins 
                       that are in the concerning category (in this case, the 
                       box is coloured using the Zij of the category, when this 
                       information is available in the higher level list to 
                       graph, see -c command). 
   -c, --list=filename The text file containing the higher level elements whose 
                       categories we want to relate. If the first element is 
                       not taken, it might help saving the file with ANSI 
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                       format. If a header is used, then it must be in the form 
                       "id>n>Z>FDR" or "id>Z>n" (where ">" means "tab"). 
   -d, --dotfile=filename 
                       To use a non-default name for the text file in DOT 
                       language, which is used to generate the graph. 
   -e, --similarity=float 
                       To override the calculation of the optimal f number (see 
                       above for more details). 
   -g, --graphformat=string 
                       File format for the similarity graph (default is "png"). 
   -G, --outgraph=filename 
                       To use a non-default name for the graph file. 
   -l, --graphlimits=integer 
                       To set the +- limits of the most intense red/green 
                       colours in the graph (default is 6). 
   -L, --logfile=filename 
                       To use a non-default name for the log file. 
   -m, --simfile=string 
                       To use a non-default name for the similarity matrix 
                       file. 
   -N, --altmax=integer 
                       Maximum number of lower level elements that the alt text 
                       of the higher level node will show per side. For 
                       instance, for N = 3, alt text will show all the elements 
                       up to six; beyond this, only the first and last three 
                       will be shown. (Default is N = 5.) (Note that this will 
                       have effect if the SVG format is used.) 
   -p, --place, --folder=foldername 
                       To use a different common folder for the output files. 
                       If this is not provided, the the folder used will be the 
                       same as the stats file folder. 
   -r, --relfile, --relationsfile=filename 
                       Relations file, with identificators of the higher level 
                       in the first column, and identificators of the lower 
                       level in the second column. 
   -s, --outcluster=filename 
                       To use a non-default name for the file containg the 
                       list of clusters. 
   -z, --outstats=filename 
                       The outStats file from a SanXoT integration. 
         
   --selectednodecolor=#rrggbb, --selectednodecolour=#rrggbb 
   --defaultnodecolor=#rrggbb, --defaultnodecolour=#rrggbb 
   --errornodecolor=#rrggbb, --errornodecolour=#rrggbb 
   --mincolor=#rrggbb, --mincolour=#rrggbb 
   --middlecolor=#rrggbb, --middlecolour=#rrggbb 
   --maxcolor=#rrggbb, --maxcolour=#rrggbb 




SanXoT v2.07 is a program made in the Jesus Vazquez Cardiovascular Proteomics 
Lab at Centro Nacional de Investigaciones Cardiovasculares, used to perform 
integration of experimental data to a higher level (such as integration from 
peptide data to protein data), while determining the variance between them. 
 
SanXoT needs two input files: 
 
     * the lower level input data file, a tab separated text file containing 
     three columns: the first one with the unique identifiers of each lower 
     level element (such as "RawFile05.raw-scan19289-charge2" for a scan, or 
     "CGLAGCGLLK" for a peptide sequence, or "P01308" for the Uniprot accession 
     number of a protein), the Xi which corresponds to the log2(A/B), and the 
     Vi which corresponds to the weight of the measure). This data have to be 
     pre-calibrated with a certain weight (see help of the Klibrate program). 
 
     * the relations file, a tab separated text file containing a first column 
     with the higher level identifiers (such as the peptide sequence, a Uniprot 
     accession number, or a Gene Ontology category) and the lower level 
     identifiers within the abovementioned input data file. 
      
     NOTE: you must include a first line header in all your files. 
 
And delivers six output file: 
 
     * the output data file for the higher level, which has the same format as 
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     the lower level data file, but containing the ids of the higher level in 
     the first column, the ratio Xj in the second column, and the weight Vj in 
     the third column. By default, this file is suffixed as "_higherLevel". 
      
     * two lower level output files, containing three columns each: in both, 
     the first column contains with the identifiers of the lower level, the 
     second column contains the Xinf - Xsup (i.e. the ratios of the lower 
     level, but centered for each element they belong to), and the third column 
     is either the new weight Winf (contanining the variance of the 
     integration) or the former untouched Vinf weight. For example, integrating 
     from scan to peptide, these files would contain firstly the scan 
     identifiers, secondly the Xscan - Xpep (the ratios of each scan compared 
     to the peptide they are identifying) and either Wscan (the weight of the 
     scan, taking into account the variance of the scan distribution) or Vscan. 
     By default, these files are suffixed "_lowerNormW" and "_lowerNormV". 
      
     * a file useful for statistics, containing all the relations of the higher 
     and lower level element present in the data file, with a copy of their 
     ratios X and weights V, followed by the number of lower elements contained 
     in the upper element (for example, the number of scans that identify the 
     same peptide), the Z (which is the distance in sigmas of the lower level 
     ratio X to the higher level weighted average), and the FDR (the false 
     discovery rate, important to keep track of changes or outliers). By 
     default, this file is suffixed "_outStats". 
      
     * an info file, containing a log of the performed integrations. Its last 
     line is always in the form of "Variance = [double]". This file can be used 
     as input in place of the variance (see -v and -V arguments). By default, 
     this file is suffixed "_infoFile". 
      
     * a graph file, depicting the sigmoid of the Z column which appears in the 
     stats file, compared to the theoretical normal distribution. By default, 
     this file is suffixed "_outGraph". 
      
Usage: sanxot.py -d[data file] -r[relations file] [OPTIONS] 
 
   -h, --help          Display basic help and exit. 
   -H, --advanced-help Display this help and exit. 
   -A, --infofile=filename 
                       To use a non-default name for the randomised relations 
                       file (only applicable when -R is in use). 
   -a, --analysis=string 
                       Use a prefix for the output files. If this is not 
                       provided, then the prefix will be garnered from the data 
                       file. 
   -b, --no-verbose    Do not print result summary after executing. 
   -C, --confluence    A modified version of the relations file is used, where 
                       all the destination higher level elements are "1". If no 
                       relations file is provided, the program gets the lower 
                       level elements from the first column of the data file. 
   -d, --datafile=filename 
                       Data file with identificators of the lowel level in the 
                       first column, measured values (x) in the second column, 
                       and weights (v) in the third column. 
   -D, --removeduplicateupper 
                       When merging data with relations table, remove duplicate 
                       higher level elements (not removed by default). 
   -f, --forceparameters 
                       Use the parameters as provided, without using the 
                       Levenberg-Marquardt algorithm. Negative variances will 
                       be reset to zero (see -F if you do not wish this). 
   -F, --forcenegativevariance 
                       Same effect as -f, but not correcting negative variance 
                       (as using -f, the program will automatically assign 
                       variance = 0 if forced variance is negative). 
   -g, --no-graph      Do not show the Zij vs rank / N graph. 
   -G, --outgraph=filename 
                       To use a non-default name for the graph file. 
   -l, --graphlimits=integer 
                       To set the +- limits of the Zij graph (default is 6). If 
                       you want the limits to be between the minimum and 
                       maximum values, you can use -l. 
   -L, --infofile=filename 
                       To use a non-default name for the info file. 
   -m, --maxiterations=integer 
                       Maximum number of iterations performed by the Levenberg- 
                       Marquardt algorithm to calculate the variance. If 
                       unused, then the default value of the algorithm is 
                       taken. 
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   -M, --minseed=float To use a non-default minimum seed. Default is 1e-3. 
   -o, --higherlevel=filename 
                       To use a non-default higher level output file name. 
   -p, --place, --folder=foldername 
                       To use a different common folder for the output files. 
                       If this is not provided, the the folder used will be the 
                       same as the input folder. 
   -r, --relfile, --relationsfile=filename 
                       Relations file, with identificators of the higher level 
                       in the first column, and identificators of the lower 
                       level in the second column. 
   -R, --randomise, --randomize 
                       A modified version of the relations file is used, where 
                       the higher level elements (first column) are replaced by 
                       numbers and randomly written in the first column. The 
                       numbers range from 1 to the total number of elements. 
                       The second column (containing the lowel level elements) 
                       remains unchanged. 
   -s, --no-steps      Do not print result summary and the steps of every 
                       Levenberg-Marquardt iteration. 
   -t, --graphtitle=string 
                       The graph title (default is 
                       "Zij graph for sigma^2 = [variance]"). 
   -T, --minimalgraphticks 
                       It will only show the x secondary line for x = 0, and 
                       none for the Y axis (useful for publishing). 
   -u, --lowernormw=filename 
                       To use a non-default lower level output file name, 
                       setting W as weight (default suffix is _lowerNormW). 
   -U, --lowernormv=filename 
                       To use a non-default lower level output file name, 
                       setting V as weight (default suffix is _lowerNormV). 
   -v, --var, --varianceseed=double 
                       Seed used to start calculating the variance. 
                       Default is 0.001. 
   -V, --varfile=filename 
                       Get the variance value from a text file. It must contain 
                       a line (not more than once) with the text 
                       "Variance = [double]". This suits the info file from 
                       another integration (see -L). 
   -W, --graphlinewidth=float 
                       Use a non-default value for the sigmoid line width. 
                       Default is 1.0. 
   -w, --varconf=integer 
                       Get the confidence limits of the variance using n 
                       by performimg n simultaions 
   -y, --varconfpercent=float 
                       Get the higher and lower limits to calculate the limits 
                       of the variance (see -w). Default is 0.05. 
   -z, --outstats=filename 
                       To use a non-default stats file name. 
   --tags=string       To define a tag to distinguish groups to perform the 
                       integration. The tag can be used by inclusion, such as 
                            --tags="mod" 
                       or by exclusion, putting first the "!" symbol, such as 
                            --tags="!out" 
                       Tags should be included in a third column of the 
                       relations file. Note that the tag "!out" for outliers is 
                       implicit. 
                       Different tags can be combined using logical operators 
                       "and" (&), "or" (|), and "not" (!), and parentheses. 
                       Some examples: 
                            --tags="!out&mod" 
                            --tags="!out&(dig0|dig1)" 
                            --tags="(!dig0&!dig1)|mod1" 
                            --tags="mod1|mod2|mod3" 
   --emergencyvariance In the case the maximum iterations are reached (see -m), 
                       force the seed variance as emergency variance. 
   --xlabel=string     Use the selected string for the X label. Default is 
                       "Zij". To remove the label, use --xlabel=" ". 
   --ylabel=string     Use the selected string for the Y label. Default is 
                       "Rank/N". To remove the label, use --ylabel=" ". 
 
examples (use "sanxot.py" if you are not using the standalone version): 
 
* To calculate the variance starting with a seed = 0.02, using a datafile.txt 
and a relationsfile.txt, both in C:\temp: 
 
sanxot -dC:\temp\datafile.txt -rrelationsfile.txt -v0.02 
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* To get fast results of an integration forcing a variance = 0.02922: 
 
sanxot -dC:\temp\datafile.txt -rrelationsfile.txt -f -v0.02922 
 
* To get an integration forcing the variance reported in the info file at 
C:\data\infofile.txt, and saving the resulting graph in C:\data\ instead 
of C:\temp\: 
 






SanXoTgauss v0.22 is a program made in the Jesus Vazquez Cardiovascular 
Proteomics Lab at Centro Nacional de Investigaciones Cardiovasculares, used to 
depict the sigmoids of lower level elements compared to their higher levels. 
For example: when integrating proteins into categories, the outStats from the 
protein confluence will be used along with a list of categories to compare the 
sigmoid representing the proteins of each category. 
 
SanXoTgauss needs three input files: 
 
     * a stats file, the outStats file from SanXoT (using the -z command) 
     * a higher level list to graph (using the -c command) 
     * a relations file (using -r command) 
 
And delivers four output file: 
 
     * the data file used to draw gaussians (default suffix: "_outSigmoids") 
     * an extra table with a different arrangement of the previous one (default 
          suffix: "_extraTable") 
     * the graph (default suffix: "_outGraph") 
     * the log file (default suffix: "_logFile") 
 
Usage: sanxotgauss.py -z[stats file] -r[relations file] -c[higher level list file] 
[OPTIONS] 
 
   -h, --help          Display this help and exit. 
   -a, --analysis=string 
                       Use a prefix for the output files. If this is not 
                       provided, then the prefix will be garnered from the 
                       stats file. 
   -c, --list=filename The text file containing the higher level elements whose 
                       sigmoids we want to graph. If the first element is not 
                       taken, it might help saving the file with ANSI format. 
   -d, --graphdpi=integer 
                       Set a non-default graph size in dpi (dots per inch). 
                       Default is 300 dpi. 
   -g, --no-graph      Do not show the sigmoids graph (the file will be saved 
                       in any case). 
   -G, --outgraph=filename 
                       To use a non-default name for the graph file. 
   -k, --no-legend     Do not show the legend in the graph (useful when the 
                       legend covers the graph, in which case we might want to 
                       save it twice: one with legend, and again without it). 
   -l, --graphlimits=integer 
                       To set the +- limits of the Zij graph (default is 6). If 
                       you want the limits to be between the minimum and 
                       maximum values, you can use -l. 
   -L, --logfile=filename 
                       To use a non-default name for the log file. 
   -o, --outputfile=filename 
                       To use a non-default file name for the sigmoid table. 
   -p, --place, --folder=foldername 
                       To use a different common folder for the output files. 
                       If this is not provided, the the folder used will be the 
                       same as the stats file folder. 
   -r, --relfile, --relationsfile=filename 
                       Relations file, with identificators of the higher level 
                       in the first column, and identificators of the lower 
                       level in the second column. 
   -s, --graphfontsize=float 
                       Use a non-default value for legend font size. Default 
                       is 8. 
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   -t, --graphtitle=string 
                       The graph title (default is "Z plot"). 
   -T, --minimalgraphticks 
                       It will only show the x secondary line for x = 0, and 
                       none for the Y axis (useful for publishing). 
   -W, --graphlinewidth=float 
                       Use a non-default value for the sigmoid line width. 
                       Default is 1.0. 
   -x, --extratable=filename 
                       To use a non-default file name for the extra table. 
   -z, --outstats=filename 
                       The outStats file from a SanXoT integration. 
   -Z, --labelfontsize=float 
                       The font size used for the labels in the X and Y axes. 
                       (Default is 12.) 
   --xlabel=string     Use the selected string for the X label. Default is 
                       "Zij". To remove the label, use --xlabel=" ". 
   --ylabel=string     Use the selected string for the Y label. Default is 





SanXoTSieve v0.12 is a program made in the Jesus Vazquez Cardiovascular 
Proteomics Lab at Centro Nacional de Investigaciones Cardiovasculares, used to 
perform automatical removal of lower level outliers in an integration 
performed using the SanXoT integrator. 
 
SanXoTSieve needs the two input files of a SanXoT integration 
(see SanXoT's help): commands -d and -r, respectively. 
 
And the resulting variance of the integration that has been performed: 
commands -V (assigned from the info file of the integration.) or -v. 
 
... and delivers two output files: 
 
     * a new relations file (by default suffixed "_tagged"), which is 
     identical to the original relations file, but tagging in the third column 
     the relations marked as outlier. 
      
     * the log file. 
      
Usage: sanxotsieve.py -d[data file] -r[relations file] -V[info file] [OPTIONS] 
 
   -h, --help          Display basic help and exit. 
   -H, --advanced-help Display this help and exit. 
   -a, --analysis=string 
                       Use a prefix for the output files. If this is not 
                       provided, then the prefix will be garnered from the data 
                       file. 
   -b, --no-verbose    Do not print result summary after executing. 
   -d, --datafile=filename 
                       Data file with identificators of the lowel level in the 
                       first column, measured values (x) in the second column, 
                       and weights (v) in the third column. 
   -D, --removeduplicateupper 
                       When merging data with relations table, remove duplicate 
                       higher level elements (not removed by default). 
   -f, --fdrlimit=float 
                       Use an FDR limit different than 0.01 (1%). 
   -L, --infofile=filename 
                       To use a non-default name for the log file. 
   -n, --newrelfile=filename 
                       To use a non-default name for the relations file 
                       containing the tagged outliers. 
   -o, --outlierrelfile=filename 
                       To use a non-default name for the relations responsible 
                       of outliers (note that outlier relations are only saved 
                       when the --oldway option is active) 
   -p, --place, --folder=foldername 
                       To use a different common folder for the output files. 
                       If this is not provided, the folder used will be the 
                       same as the input folder. 
   -r, --relfile, --relationsfile=filename 
                       Relations file, with identificators of the higher level 
                       in the first column, and identificators of the lower 
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                       level in the second column. 
   -u, --one-to-one    Remove only one outlier per cycle. This is slightly more 
                       accurate than the default mode (where the outermost 
                       outlier of each category with outliers is removed in 
                       each cycle), but usually exacerbatingly slow. 
   -v, --var, --varianceseed=double 
                       Variance used in the concerning integration. 
                       Default is 0.001. 
   -V, --varfile=filename 
                       Get the variance value from a text file. It must contain 
                       a line (not more than once) with the text 
                       "Variance = [double]". This suits the info file from a 
                       previous integration (see -L in SanXoT). 
   --oldway            Do it the old way: instead of tagging, create two 
                       separated relation files, with and without outliers. 
   --outliertag=string To select a non-default tag for outliers (default: out) 
   --tags=string       To define a tag to distinguish groups to perform the 
                       integration. The tag can be used by inclusion, such as 
                            --tags="mod" 
                       or by exclusion, putting first the "!" symbol, such as 
                            --tags="!out" 
                       Tags should be included in a third column of the 
                       relations file. Note that the tag "!out" for outliers is 
                       implicit. 
                       Different tags can be combined using logical operators 
                       "and" (&), "or" (|), and "not" (!), and parentheses. 
                       Some examples: 
                            --tags="!out&mod" 
                            --tags="!out&(dig0|dig1)" 
                            --tags="(!dig0&!dig1)|mod1" 





SanXoTsqueezer v0.10 is a program made in the Jesus Vazquez Cardiovascular 
Proteomics Lab at Centro Nacional de Investigaciones Cardiovasculares, used 
mainly to find, while using the Systems Biology triangle, which categories 
contain a determined number of proteins that are changing more than an FDR 
set by the user. 
 
SanXoTsqueezer needs two input files: 
 
     * a lower level stats file (command -l) 
     * a higher (or upper) level stats file (command -u) 
 
And delivers one output file: 
 
     * the list of changing higher level elements (which can be used as 
     SanXoTGauss input to depict gaussians of relevant higher level elements). 
 
Usage: sanxotaqueezer.py -l[lower level stats file] -u[upper level stats file] [OPTIONS] 
 
   -h, --help          Display this help and exit. 
   -a, --analysis=string 
                       Use a prefix for the output files. If this is not 
                       provided, then the prefix will be garnered from the 
                       stats file. 
   -f, --fdr=float     FDR to filter data. Default is 0.05. If -z is used, then 
                       the program will filter only by Z. 
   -l, --lowerstats=filename 
                       The lower level stats input file. 
   -L, --logfile=filename 
                       To use a non-default name for the log file. 
   -n, --minelements=integer 
                       The minimum number of lower level elements that a higher 
                       level element must include in the stats file. Default 
                       is 2 (the minimum). 
   -N, --maxelements=integer 
                       The maximum number of lower level elements that a higher 
                       level element must include in the stats file. Default 
                       is 1e6. 
   -o, --outputfile=filename 
                       To use a non-default file name for the sigmoid table. 
   -p, --place, --folder=foldername 
                       To use a different common folder for the output files. 
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                       If this is not provided, the folder used will be the 
                       same as the lower stats file folder. 
   -u, --upperstats=filename 
                       The higher (upper) level stats input file. 
   -z, --sigmas=float  Filter by Z (the number of sigmas the higher level 
                       element is deviating from the average). Note that by 
                       using this option, you will prevent the program from 
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