Block effect is one of the most annoying artifacts in digital video processing and is especially visible in low-bitrate applications, such as mobile video. To alleviate this problem, we propose an adaptive quantization method for inter frames that can reduce visible block effect in DCT-based video coding. In the proposed method, a set of quantization matrices are constructed before processing the video data. Matrices are constructed by exploiting the temporal frequency limitations of human visual system. The method is adaptive to motion information and is able to select an appropriate quantization matrix for each inter-coded block. Based on the experimental results, the proposed scheme can achieve better subjective video quality compared to conventional flat quantization especially at low-bitrate application. Moreover, it does not introduce extra computational cost in software implementation. This method does not change standard bitstream syntax, so it can be directly applied to many DCT-based video codecs. A potential application could be for mobile phone and other digital devices with low-bitrate requirement.
INTRODUCTION
The human eye is able to detect variation in brightness over a relatively large image area, but it is not able to distinguish exact strength of a high frequency variation in brightness, i.e., small details in image. Therefore, the amount of high frequency information can be dramatically reduced without perceivable loss in image quality. The information is reduced by transforming image data into the frequency domain, dividing each component in the frequency domain by a predefined constant value, and then rounding to the nearest integer. This operation is usually referred as quantization in data compression. The quantization is a lossy operation in image/video coding. It reduces most high frequency components to zeros and most low frequency components to small positive or negative numbers. Since the quantization operation removes the majority of transform coefficients with low energy, high compression performance can be achieved.
Nowadays, most video coding standards, e.g. H.263 and MPEG-1,2,4, utilize two quantization strategies [1] . One, non-uniform quantization is used for intra-coded frames, i.e., I-frames. The non-uniform quantization is always implemented with continuously changing quantization step size and higher frequency coefficients tend to be quantized by larger quantization value. In this way, high compression efficiency can be obtained, while the distortion caused by the quantization operation is imperceptible. Two, uniform flat quantization that attenuates all frequencies by the same amount is applied for inter-coded frames, i.e., P-and B-frames. Recently, new quantization methods taking advantage of human visual characteristics to obtain visually better reconstruction of video data have been proposed. In [2] , a quantization scheme based on human visual system (HVS) is presented. The scheme exploits the fact that HVS is more sensitive to artifacts around the edge areas in frames than the artifacts around texture areas. Authors are utilizing thresholds values to classify the local regions based on the importance, texture, contrast, and so on. However, the decision of threshold value is empirical and the computational complexity of the coding system can increase if the proposed method is applied. Malo et al. [3] proposed a multigrid motion compensation video coding scheme based on HVS. However, it consumes a lot of memory and is not suitable for digital applications with restricted battery lifetime Cçc.,orils such as mobile video. In a related work, a scheme to select quantization step size for intra frames is proposed by Zhou et al. [4] . Wang et al. [5] tried to merge discrete cosine transform (DCT) and uniform quantization into a single operation thus it can be applied directly to intra frames in most video coding standards. In [6] , authors proposed a new inter quantization scheme by exploiting the characteristics of HVS to improve the compression efficiency. However, the improvement on compression efficiency is obtained at the expense of the increasing computational complexity. In this paper, we propose an adaptive inter quantization algorithm focusing on improving subjective video quality. The algorithm takes advantage of a set of quantization matrices that can be initialized beforehand. During the processing of video data, each inter-coded block is adaptively quantized based on the HVS sensitivity to different spatiotemporal frequencies under a certain velocity. The proposed model can efficiently reduce visual artifacts and improve the subjective video quality with virtually identical objective video quality. The model can be implemented without additional cost in computational complexity and with negligible increase in memory consumption.
Researchers usually prefer objective quality to subjective quality for video quality measurement. The measurement of objective quality always needs "original" video material. However, the ultimate purpose of video processing is the quality for human viewing. In most cases, mass audiences have no chance to evaluate objective quality of video, since "original" video material is not available. They can only evaluate subjective quality of video. In these cases, subjective quality is as important as objective quality. So, if we can achieve higher subjective quality with almost the same objective quality, both researchers and mass audiences will be satisfied.
The rest of this paper is organized as follows. In Section 2, the characteristics of DCT and HVS are briefly reviewed to reveal their relationship to quantization. In Section 3, the proposed algorithm and its implementation is described in detail. The experimental results are given in Section 4. Finally, Section 5 concludes the paper.
SPATIAL CHARACTERISTICS OF DCT AND HVS
DCT [7] maps a set of pixel data into its spatial frequency components. The first element in the resulting array of transform coefficients is referred as DC coefficient. DC coefficient is an average value of all pixel samples that were used as an input array for DCT operation. The remaining elements in the resulting array are known as AC coefficients. Each AC coefficient indicates the amplitude of a specific frequency component. The frequency content of the sample set is calculated by taking a weighted average of the entire set. These weighted coefficients are like a cosine wave whose frequency is proportional to the index of the resulting array as shown in Fig. 1 . For an 8 8× DCT block, spatial frequencies are distributed from the lowest to the highest frequency and from the upper-left to the lower-right corner of the block as shown in Fig.2 . Because human visual system is not sensitive to distinguish the exact strength of a high frequency brightness variation, quantization can be used to remove high frequency components and to obtain a high compression ratio without notable visual degradation. 
where v is measured in degrees per second and α is spatial frequency in circles per degree. Fig.3 is a perceptive view of the threshold surface for the spatiotemporal response characteristics of HVS, where the spatiotemporal frequency response of HVS behaves like a low-pass filter. This low-pass characteristic of HVS means that beyond a certain point HVS is not able to discriminate any spatial variation in a given block. Moreover, the sensitivity of HVS is greatest in the intermediate region. At higher velocities, the sensitivity decreases with increasing velocity, until even a high-contrast target is fused. At low velocities, the sensitivity decreases with decreasing velocity. Eventually, the target begins to fade out, and may disappear entirely at zero velocity if the stabilization is precise enough.
In conclusion, different spatial frequencies are regularly distributed in DCT domain and the temporal sensitivity of HVS differs in terms of spatial frequency and velocity. Therefore a weighted quantization that approximates temporal sensitivity of HVS can achieve better subjective video quality than the traditional flat quantization.
PROPOSED QUANTIZATION ALGORITHM

Analysis of proposed quantization algorithm
The velocity of each macroblock is represented in terms of horizontal and vertical velocities, H v and T v , respectively. Spatial frequencies are characterized by α i and α j . While processing video data with 8×8 DCT blocks, we have totally eight frequencies in each direction. Thus, integer indexes i and j are ranged from 0 to 7. Now, for each two dimensional block, the temporal frequency response of HVS can be calculated based on Equation (1) 
where v and are defined as For an 8 ×8 DCT block, we obtain totally 64 components that are referred as
Further, the temporal frequency of the observed object can be considered as a function of velocity and spatial frequency of the object, which has been confirmed by Dong [9] . In order to calculate the velocity v and the spatial frequency α for each inter-coded macroblock, we introduce the parameters m H , m T , w, h, and f in accordance to the work in [6] . information than the flat quantization matrix because the HVS is not sensitive to this discarded information. We propose an HVS based quantization model as 
The proposed model in (7) indicates the relationship between the characteristics of HVS and quantization. Each transform coefficient in a block is quantized based on its sensitivity to HVS. Furthermore, the motion information, i.e. MV, is used to adjust the quantization parameter for each macroblock. Adaptation to motion information enables the proposed method to efficiently reduce the unnecessary information without affecting to subjective quality.
The proposed quantization method can be obtained by adding the HVS based quantization matrix into the flat quantization matrix
Fig .5 shows the proposed quantization matrices obtained from Equation (8) with an adjustment parameter value 2 = p and each component of matrix FLAT Q equals to 10.
Implementation of proposed algorithm
If the method is directly applied to each inter-coded macroblock, a mass of computations will be introduced. However, one can see that Equation (3) has a symmetric property, which means that if H m and T m are exchanged, the operation will only transpose the quantization matrix. Moreover, the signs of H m and T m do not affect to the resulting quantization matrix. Therefore, if the frame rate, the size of macroblock, and the search area are fixed, only a few of the proposed quantization matrices need to be constructed. For the aforementioned video sequence with a 32× 32 search area, only 25 HVS based quantization matrices are needed. So, the matrices can be initialized beforehand and the best matrix can be selected during the quantization process. In this way, a lot of computations can be saved with only a slight increase in memory usage. The proposed method can be applied for P-and B-frames. Since only forward MV is used for inter-coded P fames, the proposed model can be applied directly. While for B frames, a distance-based weighting strategy is used. The HVS based quantization is a weighted sum of the two proposed quantization models derived from forward MV and backward MV.
EXPERIMENTAL RESULTS
Subjective Evaluation
The proposed quantization method was applied to H.263 video codec to obtain experimental results. The method is aimed to improve subjective quality without reducing the objective quality. Therefore, the obtained results are focused on subjective evaluations. Good guidelines for subjective evaluation can be found from Recommendation ITU-R BT.500-11 [10] .
During each comparison, two video sequences were displayed synchronously on the screen. One was encoded and decoded by the modified codec. The other was processed by the standard codec. Observers did not know which sequence was processed by the modified codec. They simply gave their evaluations based on their own perceptual experience. After each comparison, the on-screen locations of the standard codec and the modified codec was exchanged randomly to avoid possible influences on the perceptions caused by spatial location differences. Finally, we combined and analysed evaluation results. This evaluation was carried out by 16 laypeople that were not familiar with video processing technology. Should subjective evaluation be taken by laypeople or professional is a controversial problem. But in recent years, more researchers prefer laypeople. As we know, laypeople constitute the main part of the end users in most cases.
Foreman test video sequence was used because it contains different type of local motion activity. The standard codec and the modified codec were used to produce two decoded video sequences under the same bit rate by adjusting quantization parameter (if not exactly the same, we choose a little lower bitrate for the proposed model). In the experiments, the frame rate was 30 fps, macroblock size was 16× 16 and the search area of motion estimation was 32× 32, the adjustment parameter p in Equation (7) was 2, and no frame was skipped during the processing. Table I list the subjective evaluation results.
Based on opinions of 16 observers, the proposed scheme could achieve better subjective video quality if compared to the standard coding schemes. Final results in Table I show that most observers think that the visual quality of the proposed method was better especially at low-bitrate. If compared to standard codec, the proposed model tends to allocate more bits to important spatial frequencies and fewer bits to the frequencies that are not so sensitive to HVS, without changing the overall bitrate. Normally, bit allocation is more influential on visual quality at low-bitrate than at high-bitrate. For instance, the proposed scheme can decrease visible block artifacts by assigning more bits to the most sensitive frequencies in low-bitrate applications. Fig.6 shows the differences in reconstructed frames between the proposed scheme and the standard codec. Since the areas within ellipse in Fig.6 have low motion activity and are more sensitive to HVS, the modified codec was using finer quantization within these areas. Therefore block antifacts are decreased, as shown in (c) and (d). The rectangle area contains fast hand movement, thus spatial frequencies in these blocks were attenuated more, as shown in (e) and (f). However, observers cannot perceive any degradation if the video is played at normal frame rate due to the HVS limitations. 
Objective Evaluation
We also compared the objective video quality based on the same experimental conditions as described in Section 4.1. The objective video quality is measured by Peak Signal to Noise Ratio (PSNR). According to the obtained results, the proposed model can achieve almost same objective quality as the standard codec. Fig.7 gives the comparison between the proposed quantization method and the standard quantization method by using H.263 video codec.
The experiments were carried out for different video test sequences such as Coastguard, Suzie, and so on. The same behaviour in objective quality evaluation was obtained for each video sequence. Furthermore, the utilization of the proposed method was also investigated during experiments. Generally, the more motion activity the video sequence contains, the higher the utilization ratio of the proposed adaptive quantization approach is. For video sequences with no motion or only low local motion activity such as Trevor, the utilization of the proposed method is about 23%. Table II shows the utilization of the proposed scheme at the quantization parameter of 10. "Total" means the number of intercoded DCT blocks in H.263 and "Proposed" is the number of blocks where HVS based quantization was applied. Fig. 7 shows comparison of objective video quality between the proposed quantization algorithm and the baseline H.263 standard, where (a) shows PSNR vs. bitrate between the luminance components and (b) is the comparison of the chrominance components between the proposed method and the baseline H.263 codec.
CONCLUSION
Block effect is an annoying artifact in digital video processing while its influence on objective quality of video data is relatively small. However, it may degrade subjective quality of video data significantly. In this paper, we analyzed the temporal characteristics of HVS in terms of spatial frequency and velocity. Furthermore, we proposed an adaptive inter quantization method by exploiting limitations of the human visual system. Experimental results show that the proposed model can improve the subjective video quality by decreasing visible block artifacts without increasing the average bitrate. Further, the objective video quality is nearly identical with the standard coding scheme. Best results can be expected for low-bitrate applications. If compared to the method in [6] , the proposed model requires fewer computations and can be implemented without noticeable increase in memory consumption. Computational savings also imply longer battery lifetime for digital applications.
The proposed method does not change bitstream syntax of the existing video coding standards. The modified encoder will still output standard-compliant bitstreams, which can be successfully decoded by any standard-compliant decoder. So it can be easily implemented on many quantization-based video codecs. The proposed method is useful for video applications at low bitrate such as video telephony and wireless communication. 
