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Abstract 
A new techique for combining the LMS and L M F  cost sunc- 
tions is proposed in this contribution. The resulting stochas- 
tic gradient adaptive algorithm uses a t ime varying mixing 
parameter to optimise a combination of the above cost func- 
t ions,  taking into consideration the noise statistics. Fur- 
thermore, the behaviour of the proposed algorithm is anal- 
ysed and convergence conditions are established. Simula- 
t ion results verify the ability of the algorithm to adapt itself 
to  the noise characteristics, illustrate its enhanced perfor- 
mance and support very well the theoretic analysis. The 
continuous adaptation of the mixing parameter adds f lex- 
ibility and enables rapid response of the algorithm to non  
stationarities. 
1. Introduction 
Stochastic gradient adaptive algorithms are quite popular 
and have been used in a wide variety of applications includ- 
ing array processing, system identification, channel equal- 
ization, echo and other interference cancellations, mainly 
due to their inherent simplicity. LMS is the mostly known 
such algorithm and its performance has been thoroughly 
investigated in the literature (e.g [4, 5, 7, 121). Its most 
attractive feature is its amenability to simple implemen- 
tation, while its main drawback is the degradation of its 
performance due to eigenvalue spread. 
The LMS algorithm belongs to a more general family, which 
attempts to optimize (minimize) the following cost function 
[I21 
J = E { e 2 " ( n ) )  I< = 1 , 2 , .  . . . (1) 
and is obtained by setting I< equal to 1, i.e., J = E { e 2 ( n ) } .  
For I< = 2, we obtain the second member of the family, i.e., 
J = E { e 4 ( n ) } ,  known as the Least Mean Fourth (LMF) 
algorithm. Walach and Widrow compared the two algo- 
rithms above and found out that under certain conditions 
the LMF outperforms LMS [12]. Furthermore, it is obvious 
that when far from the optimum (i.e., e(.) > 1 ) the LMF 
algorithm exhibits faster convergence. 
The LMS+F algorithm [8] was a first approach towards the 
combination of the advantages of the two algorithms. More 
precisely, LMS+F aimed a t  exploiting the faster initial con- 
vergence of the LMF algorithm, while retaining the desir- 
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able LMS characteristic of low misadjustment and immu- 
nity over the different distributions of noise, when around 
the optimum. 
A mixed criterion algorithm of this type, obtained though 
from a different perspective, was also presented in [3].  The 
proposed algorithm was derived in an attempt to minimise 
the variance of the square error subject to a constraint 
on the mean square error. The constrained minimisation 
method resulted in a weight update formula with a fixed 
preselected mixing parameter. However, no information 
was provided about the optimal value of the mixing param- 
eter or the constraint. The proposed combination appeared 
also in [l], where a constant mixing parameter X was used. 
In this contribution, the X selection criterion of [8] is mod- 
ified, so that the evolution of the X sequence takes into 
account the noise characteristics, enhancing thus the algo- 
rithm's performance. Moreover, the adaptive nature of the 
A, sequence adds flexibility to our algorithm. 
2. The LMS+F Adaptive Algorithm 
The following type of cost function is proposed 
where A, is a time varying scalar sequence and CY is a scaling 
factor, selected according to the following rule 
I ( 3 )  
,if E(e4,)  2 1 
A, - asgn{C: (n ) }  ,otherwise Ant1 = 
where sgn is the sign (s ignum) function, C:(n) = E { e i }  - 
3E{e:} is the kurtosis (fourth order cumulant) of the as- 
sumed zero mean error signal and CY is a scaling factor lying 
in the interval [0,1]. By choosing CY = 1.0 no "transient" 
behaviour is exhibited and the algorithm just alternates be- 
tween LMS and LMF. To preserve the unimodal character- 
istic of the mixed cost function, as both of the consisting 
functions are characterised by convexity, A, in (2) is con- 
fined to the closed interval [0,13. 
As it can be seen from the first part of ( 3 ) ,  when far from 
the optimum weight vector, i.e., e(.) > 1, A, increases, in- 
creasing therefore the convergence speed, but as the weight 
vector H ,  approaches its optimum value ( H o p t ) ,  A, ad- 
justs itself according to the noise distribution, enhancing 
therefore the algorithms's performance. The first part of 
the above formula implicitly assumes that the noise vari- 
ance is lower than unity. If this is not the case, it can be 
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either ignored or automatic gain control or normalisation 
with respect to the input power could be applied to enable 
the use of the above update equation, which significantly 
improves the initial convergence of the L,WS+F algorithm 
in non stationary environments [SI. Applying the steepest 
descent gradient search, and using the instantaneous value 
of the gradient instead of the mean, Ihe filter coefficient 
vector update equation for the cost function (2) becomes 
Hn+1 = H ,  + 2p ((1 - A,)e(n) + 2 ~ , ~ ~ ( 4 )  X n ,  (4) 
(5) 
where 
A 
e(.) = w, - x,'v, 
and the weight error vector is given by 
We can now proceed to analyse the proposed algorithm. 
3. Convergence analysis of t:he LMS-+F 
algorithm 
To facilitate our analysis we introduce the commonly used 
assumption that the various input vectors come from mutu- 
ally independent zero mean gaussian distributed sequences 
[2, 4, 5, 121. Although this is untrue in many applications, 
since consecutive input vectors share N - 1 entries, it is 
widely accepted to capture the first order behaviour and is 
extensively used in the literature to simplify the analysis 
producing at the same time reliable results [7] .  In our case, 
the assumption can be relaxed, in that we only require that 
the input sequence is uncorrelated with the filter weights. 
Other than that, no restriction applies to the nature of the 
input autocorrelation matrix R. 
We also approximate the conditional expectation terms of 
the form E{ezlVn} with the unconditional mean square es- 
timation error. For slow adaptation condiitions, the weight 
error vector oscilates around the mean value justifying par- 
tially the above assumption. Furthermore, according to  the 
central limit theorem, as the filter lengi,h increases, the dis- 
tribution of the error signal gets closer to the gaussian one. 
This assumption is not new and has led to analytic results 
which agreed well with the simulated behaviour of nonlin- 
ear algorithms [a, 61. 
Finally, the estimation error e ,  is assumed to follow a gaus- 
sian distribution. The above assumption is justified, when 
the weight vector H ,  varries much slower than the input 
vector X,; a condition corresponding to the slow adapta- 
tion case. This assumption has produced reliable results 
and was used succesfully in [6, 111. The approximate va- 
lidity of the above assumptions will be confirmed by the 
simulation results. 
By substracting WOpt from both sides of equation (4) 
using (6) and (5) results in 
v,+1 = v, +,U ((1 - A,)(% -- X,TV;I)) 
+ p (2A,(w, - x,'v$) x,. (7 )  
We wish now to develop a recursive equation for the time 
evolution of the correlation matrix of the weight error Yector 
V,. Using K ,  to denote this correlation matrix at time 
instant n, we have, by definition, 
K ,  E{VnVZ}. (8)  
Substituting (7) in (8) we obtain 
E{Vn+1V,T+,} = E{VnVn T 1 
+ E { p ((1 - An)en + 2~ne3,)  [Vnx,' + xnvnT]} 
+ E { p 2  ((1 - An)en + 2 ~ e 3 , ) ~ x n x Z ) .  (9) 
To obtain the individual terms on the right hand of the 
above equation we take conditional expectations (with re- 
spect to V,L) and then average over all v,. We thus obtain 
(10) 
Adopting a similar approach and applying Price's [lo] the- 
orem on the right hand terms of (9), we obtain [9] 
E { e3, (v,.x,T + X n V z ) }  = - 3 ~ 2 ,  (KnR + RKn) ,  (11) 
E { e ,  (I/,x,' + X,V:)} = - (K,R + RK,). 
E{eiX,X,T}= &R+2RKnR, (12) 
E { e",,X,'} = 3a2, R + ~ ~ U : ~ R K , R ,  (13) 
and 
E{e;X,X,'} = 15az,R + ~ O O ; ~ R K , R .  (14) 
Substituting (IO), (ll), (12), (13) and (14) in (9) we obtain 
the following equation for the error correlation matrix 
Kn+, = K n  - ~ ( ( 1 -  An) + ~ A ~ c Z , )  (KnR + RKn) 
+ p 2  ((1 - A,)2az, + 1 2 A , ( l -  A,)c~, + 60X:~:~) R 
+ p2 (2(IL - A,)2 + 48A(1 - A,) + 360A2u2n) RK,R, (15) 
Due to the form of the above equation, i.e., non linear, an 
exact convergence condition is difficult to find. To fascili- 
tate our analysis we introduce the concept of the distance 
Tn [I11 
Tn = tr[AKi] = tr[RK,] = E{(VzX , )2} .  (16) 
Adopting the approach in [4] we develop the following suf- 
ficient and necessary condition on the step size parameter 
that ensures mean square convergence 
2 ((1 - A n )  + 6An (CL + Tn)) 
O<pmax < (11 + I z ) ( N  + 213)~maz 1 (17) 
where 
11 = (1 - A , ) ~  + 12~,(1-  ~n)(20-;  + Tn), (18) 
(19) 1 2  = 6OA: (3a: + 3&Tn + T:) , 
1 3  = (1 - An)2 + 24A(1 - A,) + 180A2 (U: + T,)'(20) 
and ylnar stands for the maximum eigenvalue of the input 
correlation matrix R. 
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4. Simulation results 
In this final section we present and analyse the results ob- 
tained from simulations. The algorithm is applied to a sys- 
tem identification problem, where the system to be identi- 
fied is considered non stationary. The optimum filter coeffi- 
cients assume the following initial values HgPt = [0.2, 0.4, 
0.6, 0.8, 1.0, 1.0, 0.8, 0.6, 0.4, 0.21 and, after that, experi- 
ences random disturbances. The null vector ( 0 )  is chosen as 
the initial vector - starting point - Ho, and all the results 
are obtained by averaging over an ensemble of 100 runs. 
The parameter X is initialised to 1, i.e. we start with the 
LMF algorithm. The input is assumed gaussian distributed 
and both noise and input sequeIices are assumed to be zero 
mean i.i.d with input and noise variance equal to unity and 
0.1 respectively. The System mismatch (E{VzVn}) is se- 
lected as a performance measure. The mean square and 
the mean fourth value of the error are estimated using the 
following formula 
where k = 2,4 and the constant p is a memory controlling 
factor. The larger the value it assumes the "stronger" the 
memory of the system. Alternatively, a finite length moving 
window could be used. 
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Figure 2: Performance comparison between the L M S  (dot- 
ted line), the L M F  (dash dot line) and the L M S  + F al- 
gorithm (solid line) under gaussian distributed noise condi- 
tions 
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Figure 1: Performance comparison between the L M S  (dot- 
ted line), the L M F  (dash dot line) and the L M S  + F al- 
gorithm (solid line) under uniformly distributed noise con- 
ditions 
Figures 1,2 and 3 depict the performance behaviour of 
all the algorithms, namely LMS, LMF and L M S t F ,  un- 
der various noise conditions. The parameters of the above 
algorithms were chosen so as either to match the steady 
state error (misadjustment) or the convergence rate, de- 
pending on the insight in the performance of the mixed 
algorithm they provide. The chosen values are as follows: 
~ L M S  = 4.5 . ~ L M F  = ~ L M S + F  = 1.8. for 
the uniformly distributed noise case (figure 1) and pLMS = 
~ L M F  = ~ L M S + F  = 1.8.10-3 for the gaussian and laplacian 
distributed noise cases in figures 2 and 3 respectively. The 
random disturbances are assumed to follow a uniform dis- 
Figure 3: Performance comparison between the L M S  (dot- 
ted line), the L M F  (dash-dot line) and the L M S  + F al- 
gorithm (solid line) under laplacian distributed noise con- 
ditions 
tribution with variance c r i  = 0.3 in figure 1 and c r i  = 0.25 
in figures 2 and 3. 
In figure 1 we see that the L M S t F  algorithm behaves 
as the LMF providing fast convergence and low steady state 
error. To achieve the same steady state error with the LMS 
algorithm, we had to significantly decrease the convergence 
factor p .  
In figures 2 and 3 we observe that the LMS+F adopts 
the initial high tracking speed of the LMF algorithm but, as 
it approaches the optimum, it gradually changes to the LMS 
algorithm (laplacian noise case) or combines both criteria 
(gaussian noise case) to achieve a lower steady state error. 
The adaptability of the LMStFalgorithm to time vary- 
ing noise distributions is shown in figure 4, where its per- 
formance is also compared with that of LMS and LMF. As 
in the previous figures, the LMSfF exploits the fast initial 
convergence of the LMF algorithm and after that adopts the 
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Figure 4: Performance curves of the algorithms under time 
varying noise conditions (LMS: dotted, LMF: dash dot, 
LMS + F:  solid) 
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Figure 5: Comparison between the theoretically obt,ained 
upper bound on p (solid (g: = 0.1) and dashed (cr; == 0.3) 
lines) and and the ones obtained from simulations (stars 
(ut = 0.1) and circles (& = 0.3)) (A =z 6 = 1/2). 
performance criterion that exhibits the lower steady state 
error. 
Next, we focus our attention on the theoretically ob- 
tained upper allowable value for the convergence factor, 
which is a function of the parameter A. When X is allowed 
to take any value in the closed interval [0, I ]  the convergence 
condition i s  dictated by that of LMF (i.e.,X = l), since it 
poses more stringent convergence bounds. However, if, for 
any reason, the A, sequence is constrained to [0,6], where 
6 < 1, then the necessary and sufficient condition is ob- 
tained from equation (17) by setting X equal to 6. This  
latter case is depicted in figure 5, where a comparison be- 
tween the expected (Eq.17) and observed upper bounds is 
presented for two values of noise variance and b equal to 
1/2. It is easily observed that the simulation results are in 
good agreement with the theoretical ones, especially when 
f a r  from the optimum. The observed deviation from the the- 
oretic curves near the optimum is justified by noting that 
the theoretical results are obtained using averages, whereas 
in simulations, we deal with the instantaneous values of the 
stochastic variables. It can be also observed that,  when far 
from the optimum, the condition on the step size is domi- 
nated by the distance T, and is almost independent of the 
noise variance. 
5. Conclusions 
In this conitribution, a new technique for mixing the LMS 
and LMF cost functions was presented. I t  differs from what 
was previously suggested in that it is time varying and takes 
into account the noise distribution. The proposed algorithm 
was analysed and conditions regarding the behaviour and 
stability w'ere established. Simulation results verify the im- 
proved performance of the proposed algorithm and support 
well the theoretic results. 
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