Abstract If we have two information production processes with the same h-index, random removal of items causes one system to have a higher h-index than the other system while random removal of sources causes the opposite effect. In a Lotkaian framework we prove formulae for the h-index in case of random removal of items and in case of random removal of sources. In conclusion, we warn for the use of the h-index in case of incomplete data sets.
This problem will be studied for Lotkaian systems, i.e. systems that satisfy Lotka's law, meaning that their size-frequency function is a decreasing power law:
C [ 0; a [ 1; j ! 1:
It is well-known that this situation is equivalent with a system where the rank-frequency function g(r) is the law of Zipf:
B [ 0; 0\b\1; r 2 0; T where T denotes the total number of sources-see Egghe (2005) Exercise II.2.2.6 or Egghe and Rousseau (2006) where a proof is given in the Appendix. Also there, the following relations between the Lotkaian and Zipfian parameters are proved:
Also in Egghe and Rousseau (2006) it is proved that the h-index of such a system is given by
for all a [ 1.
Throughout this paper we will assume that we have two systems with equal h-index. The systems are denoted with index 1 and 2 respectively. So we have
C 1 , C 2 [ 0, a 1 , a 2 [ 1, j 1 , j 2 C 1 for Lotka's law and
denote the total number of sources in system 1 and 2, respectively). Since h 1 = h 2 we have, by (5) that
Furthermore we can assume that a 1 B a 2 (otherwise interchange the systems). But if a 1 = a 2 we have, by (10) that T 1 = T 2 . But
and similar for system 2. Hence a 1 = a 2 and T 1 = T 2 imply C 1 = C 2 implying that f 1 (j) = f 2 (j) for all j and hence both systems are equal which we exclude. So we can suppose
which is equivalent, by (4) with
It is intuitively clear (and proved exactly in Egghe 2010c) that in case (13) we have a graph of the rank-frequency functions as in Fig. 1 .
In the next section we will study the influence of random removal of items on both systems. Random removal will be described using systematic sampling in which items are reduced to a factor a where 0 \ a \ 1 (see the next section for more details). Denoting the h-indices of both systems after sampling by h 1 (a) and h 2 (a) we will prove that
In the third section we will similarly study the influence of random removal of sources. Again we will describe this using systematic sampling in which sources are reduced to a factor b where 0 \ b \ 1 (see the next section for more details). Denoting the h-indices of both systems after sampling by h Ã 1 ðbÞ and h Ã 2 ðbÞ we will prove that h
hence opposite to (14). According to (14), the first system has more impact than the second one; according to (15), the first system has less impact than the second one, while originally h 1 = h 2 .
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These results show that we have to be very careful when we use h-indices for measuring impact of systems where we have an incomplete data set (missing items and/or sources).
In the last section we study the influence of random sampling in items and sources (factors a and b respectively 0 \ a, b \ 1). Denoting their h-indices after sampling by h 1 (a, b) and h 2 (a, b) respectively we prove that
for all values of a and b such that a = b (although h 1 = h 2 ). So, also here, the above warning is applicable. Only in case a = b we prove
Random removal of items So we assume that nothing changes in the ranks (of sources) in both systems but that there is a number a, 0 \ a \ 1 such that the new rank-frequency functions are
and
respectively. Indeed, g 1 (r 1 ) and g 2 (r 2 ) denote item densities in r 1 and r 2 respectively, hence they are reduced by a factor a. We need the following proposition, proved in Egghe (2008a, b) (long proof) and in Egghe (2010d) (short proof). We reproduce the short proof for the sake of completeness.
Proposition 1 (Egghe) In Lotkaian systems where we have (1), hence (2), we have that the h-index h(a) after systematic sampling in the items (with factor a) equals
where h denotes the h-index of the original system.
Proof Since the new rank-frequency function equals ag(r) we have that r = h(a) is the hindex of this sampled system if and only if ag(r) = r or
Using (3) and (4), (22) reduces to (20) or (21). h Using the above Proposition 1, we can prove the following result.
Proposition 2 Let us have two systems as in (8) and (9) and assume (10) and (12) or (13). Then, denoting by h 1 (a) and h 2 (a) the h-indices of systems 1 and 2 after systematic sampling in the items, we have
Proof By Proposition 1 we have
But by (10) we have to show that
which is so since a 1 \ a 2 and 0 \ a \ 1. h
Random removal of sources
Let us have a Lotkaian system as in (1) or (2). Random removal of sources is modelled via systematic sampling in the sources. That means that we have a factor b, 0 \ b \ 1, such that the rank r 2 0; T is reduced to r* = br (hence now r Ã 2 0; bT and bT is the total number of sources after sampling).
We have the following proposition which was already proved in Egghe (2008a, b) (long proof) for which we here present a new short proof.
Proposition 3 (Egghe) In Lotkaian systems where we have (1), hence (2), we have that the h-index h*(b) after systematic sampling in the sources (with factor b) equals
Proof By definition of systematic sampling in the sources we have that the source which was originally on rank r is now on rank r* = br. Since no items are removed we hence have that the new rank-frequency function g*(r*) equals
By definition of the h-index we have that r* = h*(b) is the h-index of this sampled system if and only if g*(r*) = r* or, by (26)
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Using (3) and (4), (27) reduces to
hence proving (24) and (25). h Using the above proposition 3, we can prove the following result.
Proposition 4 Let us have two systems as in (8) and (9) and assume (10) and (12) 
Proof By Proposition 3 we have
By (10) we have to show that
which follows by (12) and since 0 \ b \ 1. h
Formulae (23) and (28) give contradictory impact assessments on the two systems. This shows that we have to be very careful when making impact conclusions on incomplete data (missing items and/or sources).
Important remark (as communicated to me by Prof. Q.L. Burrell to whom my sincerest thanks)
In Propositions 1 and 3 we prove exact formulae for the h-index in case of random removal of items and random removal of sources. Based on these formulae we could then prove the inequalities in Propositions 2 and 4. The latter results can also be proved more generally (without supposing the Lotkaian context) in a geometrical way (see also the intuitive assertion in Henzinger et al. 2010) .
Indeed, suppose we have a situation as in Fig. 1 . We approximate ''random removal'' by ''proportional reduction'' as in the rest of this paper. Then random removal of items boils down to lowering both curves in Fig. 1 by a factor a such that 0 \ a \ 1. This shows that the first bissectrix cuts g 2 (r 2 ) before g 1 (r 1 ), hence the h-index of the first system is strictly higher than the one of the second system. This generalizes Proposition 2. Similarly, random removal of sources boils down to shifting both curves in Fig. 1 to the left. Now the first bissectrix cuts g 1 (r 1 ) before g 2 (r 2 ), hence the h-index of the second system is now strictly higher than the one of the first system. This generalizes Propostion 4. Note that in this general setting we do not know how much larger one h-index is in comparison to the other: for this we need Propositions 1 and 3.
Random removal of items and sources
A consecutive application of the results in Propositions 1 and 3 yield the following proposition which was already proved in Egghe (2007) .
Proposition 5 (Egghe) In Lotkaian systems we have that the h-index h(a, b) after systematic sampling in the items and the sources (with factors a and b respectively) equals
Since a , b) , given that h 1 = h 2 . We have the following proposition.
Proposition 6 We have, in the notation above the following equivalencies
In this case we have that h
Proof (i) =[ (ii)
Since a = b we have that (31) and (32) reduce to
Hence (ii) follows from (10) since we assume
which is equivalent with
hence equivalent with a = b since a 1 = a 2 .
In case a = b we have that, by (31), h
So, only in the rare case that a = b we have that the h-indices of both systems remain equal after sampling. So, in most cases (a = b) we have that, although
can happen of course, dependent on the values a, b, a 1 , and a 2 ). So also here we must be very careful when making impact conclusions on incomplete data (missing items and/or sources).
Conclusions
In this paper we modeled the random sampling in items and/or sources by systematic sampling in these items and sources. We showed that, although two systems have the same h-index, we have different h-indices after sampling. Moreover, if the first system has a larger h-index after systematic sampling in the items than the second one, we have the opposite conclusion when we have systematic sampling in the sources.
As a consequence we conclude that we have to be very careful in drawing impact conclusions in the comparison of two systems. These results should be a warning to use the h-index and similar indices in evaluation studies (especially at the level of individual research).
These findings give an exact mathematical proof of an intuitive assertion in Henzinger et al. (2010) . We refer here to the analogous (intuitive) findings in Fig. 2 in Henzinger et al. (2010) . This is not in contradiction with their statement on page 471 that ''the h-index proved surprisingly stable under such perturbations'' (here perturbation means removing sources or items). What they mean is that removing x% of items or sources does not lead to a decrease of the h-index with x% but leads to a much lower percentage. Also this can be proved exactly based on formulae (21) or (25) We leave open to study the same problem for other impact measures (or h-type indices).
