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Re´sume´
Pour e´tudier la cohomologie de Hochschild d’alge`bres triangulaires T , nous constru-
isons une suite spectrale, dont les termes sont parame´tre´s par la longueur des trajec-
toires du carquois associe´ a` T , et qui converge vers HH∗(T ). Nous en explicitons les
composantes, et les diffe´rentielles au premier niveau qui s’e´crivent comme des sommes de
produits cup. Dans le cas n = 3, nous e´tudions les proprie´te´s de la diffe´rentielle au niveau
2. Enfin, nous appliquons ces re´sultats a` l’alge`bre des chemins d’un carquois sans cycles
oriente´s et les relions a` des re´sultats ante´rieurs sur l’alge`bre d’incidence d’un complexe
simplicial, et plus ge´ne´ralement sur l’alge`bre des morphismes de certaines cate´gories.
1 Introduction
D’apre`s Hochschild-Konstant-Rosenberg, si A est l’alge`bre des fonctions re´gulie`res sur
une varie´te´ affine V (en caracte´ristique 0), la cohomologie de Hochschild de A calcule les
sections globales du faisceau des champs de multi-vecteurs sur V . Plus ge´ne´ralement, les
invariants (co)homologiques de l’alge`bre A permettent de de´crire de nombreuses proprie´te´s
ge´ome´triques de V . L’ide´e de la ge´ome´trie non commutative est d’e´tendre ce type de re´sultats
au cadre d’alge`bres non commutatives. On pourra se re´fe´rer, par exemple, a` l’introduction
de l’article de Nest et Tsygan [NT] pour un aperc¸u synthe´tique sur ces questions. Un cas
particulie`rement inte´ressant d’alge`bres non commutatives est celui des alge`bres triangulaires,
qui jouent, dans ce contexte (au moins si leur sous-alge`bre diagonale est commutative), le
roˆle que jouent les alge`bres de Lie nilpotentes en the´orie des alge`bres de Lie. Comme nous
le verrons, les proprie´te´s de nilpotence des alge`bres de Lie triangulaires se refle`tent d’ailleurs
dans la suite spectrale de la cohomologie de Hochschild d’alge`bres triangulaires, introduite
et e´tudie´e dans cet article.
Ces groupes de cohomologie ont e´te´ tre`s e´tudie´s re´cemment dans le cas d’alge`bres de
taille 2 [C1, CMRS, GG, MP]. Rappelons en particulier les re´sultats de Cibils [C1] : la





est relie´e a` la cohomologie de Hochschild de
A = A1 ×A2 et aux groupes d’extension de M par une suite exacte longue de cohomologie.
De plus, le morphisme de connexion s’exprime comme un produit cup.
Nous ge´ne´ralisons ici la me´thode de Cibils aux alge`bres triangulaires de tailles supe´rieures.
Rappelons tout d’abord la construction d’une telle alge`bre. Soient A1, . . . , An des alge`bres
unitaires sur un corps k, et soit, pour tous 1 ≤ i < j ≤ n, un Aj-Ai-bimodule non nul
note´ jMi. On suppose que la collection de bimodules {jMi} est munie de morphismes µl,j,i :
1
lMj ⊗ jMi −→ lMi pour tous 1 ≤ i < j < l ≤ n (le symbole ⊗ de´signant le produit tensoriel
sous k), tels que les diagrammes













soient commutatifs, quels que soient 1 ≤ i < j < l < m ≤ n. L’alge`bre triangulaire T associe´e















la somme et le produit de deux e´le´ments e´tant donne´s par la somme et le produit des matrices
carre´es usuelles. La structure multiplicative de T est donne´e par les morphismes µl,j,i, et la
commutativite´ des diagrammes ci-dessus garantit l’associativite´ du produit de T . Un cas par-
ticulier d’alge`bres triangulaires est celui des alge`bres triangulaires tensorielles : les modules
i+αMi pour α ≥ 2 sont alors les produits tensoriels i+αMi+α−1 ⊗Ai+α−1 . . .⊗Ai+1 i+1Mi. Le
roˆle des morphismes µl,j,i est tenu dans ce cas par les surjections canoniques lMj ⊗k jMi ։
lMj⊗Aj jMi, et l’associativite´ du produit de T re´sulte de l’associativite´ du produit tensoriel.
Suivant [C1], pour e´tudier la cohomologie d’une alge`bre triangulaire T de taille n, nous
utiliserons son carquois, qui est de la forme
Q : e1 −→ e2 −→ · · · −→ en .
Les sommets de Q correspondent aux k-alge`bres Ai, les fle`ches aux bimodules i+1Mi, et les
chemins de longueur α (α ≥ 2) aux bimodules i+αMi. La cohomologie de Hochschild de T
s’exprime alors a` l’aide d’un complexe de Hochschild relatif [GS1], dont les composantes
sont parame´tre´es par les trajectoires du carquois Q de T . Cette parame´trisation induit une
filtration du complexe par la longueur des trajectoires de Q, et donc une suite spectrale, qui
converge vers la cohomologie de Hochschild de T . Le propos de cet article est d’e´tudier et de
de´crire cette suite spectrale (au-dela` du cas 2×2 qui, on l’a dit, a de´ja` e´te´ amplement e´tudie´).
Comme on pouvait l’espe´rer, les diffe´rentielles au niveau 1 s’expriment a` nouveau, dans le cas
ge´ne´ral, comme des produits cup. Dans le cas des alge`bres triangulaires tensorielles de taille
3, nous montrons que la diffe´rentielle au niveau 2 a des composantes nulles ; nous de´crivons
un cas particulier dans lequel la suite spectrale de´ge´ne`re au niveau 2.
Nous appliquons enfin ces re´sultats a` l’alge`bre des chemins d’un carquois sans cycles
oriente´s, qui est triangulaire. Nous explicitons sur un exemple de carquois le calcul de la suite
spectrale. Si le carquois provient d’un complexe simplicial, nous retrouvons un re´sultat de
Cibils [C2]. D’autre part, en conside´rant un carquois comme une cate´gorie, nous comple´tons
des re´sultats de Bendiffalah et Guin [BG] sur la cohomologie de certaines cate´gories.
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2 Cohomologie de Hochschild relative
La cle´ du calcul de la cohomologie de Hochschild d’une alge`bre triangulaire est la de´termi-
nation d’un complexe plus petit que le complexe de Hochschild classique, dont la cohomologie
est la cohomologie de Hochschild de l’alge`bre triangulaire. Nous donnons dans cette section
la construction d’un tel complexe, qui s’interpre`te comme un complexe de Hochschild relatif
[GS1].
Soit T l’alge`bre triangulaire de´finie dans l’introduction. Les alge`bres Ai e´tant suppose´es









Pour i = 1 . . . , n, on note ei ∈ R l’image de 1Ai par l’injection Ai →֒ T . Ces e´le´ments
forment un syste`me {e1, . . . , en} d’idempotents orthogonaux, tel que
∑
i ei = 1T . De plus, ce







i riei, ou` les ri sont des e´le´ments de k. Soit R
e = R⊗kR
op l’alge`bre enveloppante







Lemme 2.1 Pour tout morphisme de T -bimodules f : X −→ Y , il existe σ : Y −→ X
R-line´aire tel que fσf = f .





→֒ Y . Comme k est un corps, la surjection p admet une section k-line´aire,
et l’injection i admet une re´traction k-line´aire. La compose´e de ces deux applications donne
une application k-line´aire σ : Y −→ X telle que fσf = f . Nous allons construire a` partir
de σ une application σ′ R-line´aire ayant la meˆme proprie´te´. Pour cela, notons S = Re, et
conside´rons l’automorphisme de Se suivant :
Se = R⊗Rop ⊗Rop ⊗R
∼=
−→ R⊗Rop ⊗Rop ⊗R = Se
p⊗ qop ⊗ rop ⊗ s 7−→ p⊗ rop ⊗ qop ⊗ s.
Soit eS l’image de e⊗ e









Remarquons que Homk(Y,X) a une stucture de S
e-module a` gauche : si σ ∈ Homk(Y,X),
et p, q, r, s ∈ R, alors l’action de (p⊗ qop ⊗ rop ⊗ s) sur σ est donne´e par






Posons alors σ′ = eS .σ. D’une part, σ
′ est un morphisme de R-bimodules : en effet, pour






















D’autre part, σ′ ve´rifie la proprie´te´ demande´e, a` savoir fσ′f = f : en effet, comme f est un



























Proposition 2.2 Le complexe suivant
. . .→ T ⊗Rl+2
dl−→ T ⊗Rl+1 −→ . . . −→ T ⊗R T −→ T → 0
avec la diffe´rentielle
dl(t1 ⊗ . . .⊗ tl+2) =
l+1∑
i=1
(−1)i t1 ⊗ . . .⊗ titi+1 ⊗ . . .⊗ tl+2
est une re´solution projective de T par des T -bimodules.
PREUVE. Tout d’abord, on a une homotopie
sl : T
⊗Rl+1 −→ T⊗Rl+2
t1 ⊗ . . .⊗ tl+1 7−→ 1⊗ t1 ⊗ . . .⊗ tl+1,
qui donne l’exactitude du complexe. Il reste donc a` montrer que T ⊗Rl+2 est projectif pour
l ≥ 0. Soient, dans la cate´gorie des T -bimodules, un morphisme surjectif π : X ։ Y et

















Or, d’apre`s la relation d’adjonction
HomT −T (T
⊗Rl+2, Y ) ∼= HomR−R(T
⊗Rl, Y ),








D’apre`s le lemme 2.1, il existe un morphisme de R-bimodules σ : Y → X tel que πσπ = π.




















En appliquant a` nouveau la relation d’adjonction, on obtient le morphisme de T -bimodules
F : T ⊗Rl+2 −→ X qui donne la projectivite´ de T ⊗Rl+2. ♦
Corollaire 2.3 Le complexe suivant
H : 0→ XR −→ HomR−R(T , X) −→ . . . −→ HomR−R
(
T ⊗Rl, X
) δl−→ . . .
avec le cobord :
δ1x(t) = tx− xt




(−1)i f(t1 ⊗ . . .⊗ titi+1 ⊗ . . .⊗ tl+1)
+(−1)l+1f(t1 ⊗ . . .⊗ tl)tl+1.
calcule HH∗(T , X).
PREUVE. Il suffit d’appliquer le foncteur HomT −T ( − , X) a` la re´solution projective de









∀ l > 0 ,
HomT −T
(
T ⊗R T , X
)
∼= XR. ♦
Remarque 2.4 Les re´sultats de cette section sont un cas particulier d’une the´orie de co-
homologie relative de´veloppe´e par Gerstenhaber et Schack [GS1] (section 1). Nous avons
en fait construit le complexe de Hochschild de T relatif a` la sous-alge`bre R. La re´solution
donne´e a` la proposition 2.2 est une re´solution projective de T relativement a` R, ou re´solution
R-projective de T . Les proprie´te´s de l’e´le´ment e ∈ Re font de R une alge`bre se´parable ; c’est
pourquoi une re´solution R-projective de T est en fait une re´solution projective de T (lemme
2.1). Ainsi, la cohomologie du complexe relatif co¨ıncide avec la cohomologie de Hochschild
de T . Cibils a donne´ dans [C1] une autre de´monstration de la proposition 2.2, sans utiliser
la notion de cohomologie relative de Gerstenhaber et Schack.
3 Le carquois d’une alge`bre triangulaire
Le but de cette section est de fournir une parame´trisation des termes de la re´solution
projective donne´e dans la section pre´ce´dente (propostion 2.2). Pour cela, nous allons rappeler
la notion de carquois dans le cas d’une alge`bre triangulaire tensorielle [C1], puis l’adapter
dans le cas d’une alge`bre triangulaire quelconque.
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De´finition 3.1 Soit A un anneau. Un syste`me Q0 d’idempotents centraux de A est un en-
semble fini d’idempotents non nuls, centraux, orthogonaux, tel que
∑
e∈Q0
e = 1. Le carquois
d’un A-bimodule M non nul associe´ a` Q0 est un graphe oriente´ dont les sommets sonts les
e´le´ments de Q0 ; il existe une fle`che entre le sommet e et le sommet e
′ si et seulement si
e′Me 6= 0.
Soit T l’alge`bre triangulaire tensorielle de taille n de´finie dans l’introduction. On pose
M = 2M1 ⊕ . . . ⊕ nMn−1, et A = A1 × . . . × An. M posse`de naturellement une structure
de A-bimodule, induite par les actions de Ai+1 et Ai sur chaque i+1Mi, et l’action nulle
pour les autres facteurs de A. A posse`de un syste`me naturel d’idempotents centraux Q0 =
{e1, . . . , en}, les ei ayant e´te´ de´finis pre´ce´demment comme les images de 1Ai par l’injection
Ai →֒ A. Le carquois de M par rapport a` Q0 est
e1 −→ e2 −→ · · · −→ en.
Nous ferons re´fe´rence a` ce carquois comme le carquois de l’alge`bre T . Les k-alge`bres Ai
correspondent aux sommets ei du carquois, les bimodules i+1Mi correspondent aux fle`ches,
et les produits tensoriels de la forme k+αMk+α−1 ⊗Ak+α−1 . . . ⊗Ak+1 k+1Mk correspondent
aux chemins de longueur α dans le carquois.
De´finition 3.2 Une l-trajectoire d’un carquois Q est une suite (γl, . . . , γ1) de l chemins
conse´cutifs de Q, sans restriction sur la longueur des chemins (les sommets du carquois, qui
sont des chemins de longueur nulle, peuvent eˆtre inclus dans la composition d’une trajectoire).
On appelle longueur d’une l-trajectoire le nombre de chemins de longueur non nulle qui la
composent. On note |τ | la longueur de la l-trajectoire τ ; on a 0 ≤ |τ | ≤ l.
L’ensemble des l-trajectoires est note´ TRl(Q). Nous reprenons les notations de Cibils [C1]
associe´es au carquois Q d’un A- bimodule M :
– pour chaque sommet e de Q, on pose Me = Ae (c’est une sous-alge`bre de A) ;
– si a est une fle`che de Q, on pose Ma = t(a)Ms(a), ou` t(a) et s(a) de´signent respec-
tivement le but et la source de la fle`che a ; Ma est non nul par de´finition des fle`ches de
Q ;
– si γ = ap . . . a1 est un chemin de Q, alors on pose Mγ = Map ⊗As(ap) . . .⊗At(a1) Ma1 ;
– enfin, si τ = (γl, . . . , γ1) est une l-trajectoire, alors on pose Mτ =Mγl ⊗k . . .⊗k Mγ1 .
Soient A une k-alge`bre munie d’un syste`me d’idempotents centraux Q0, et M un A-
bimodule de carquois Q associe´ a` Q0. D’apre`s un re´sultat de Cibils [C1], si R =
∏
i k ei est
la sous-k-alge`bre de A engendre´e par Q0, et si TA(M) est l’alge`bre tensorielle de M sous A,







La proposition suivante permet d’appliquer ce re´sultat a` l’alge`bre triangulaire tensorielle T .
Proposition 3.3 Si A = A1× . . .×An, et M = 2M1⊕ . . .⊕ nMn−1, alors les alge`bres T et
TA(M) sont isomorphes.
PREUVE. On a, par de´finition de l’action de A sur M :
















j+1Mj ⊗A i+1Mi =
{
0 si j 6= i+ 1,
i+2Mi+1 ⊗Ai+1 i+1Mi sinon.




i+r+1Mi+r ⊗Ai+r i+rMi+r−1 ⊗Ai+r−1 . . .⊗Ai+1 i+1Mi pour 1 ≤ r ≤ n− 1,
et M⊗An = 0, ce qui donne l’isomorphisme annonce´. ♦
Dans le cas d’une alge`bre triangulaire quelconque T de taille n, par analogie avec le cas
tensoriel, on peut aussi lui associer le carquois
Q : e1 −→ e2 −→ · · · −→ en.
Le sommet ei de Q correspond toujours a` l’alge`bre Ai, la fle`che entre le sommet ei et ei+1
correspond au bimodule i+1Mi, et le chemin γ de longueur α ≥ 2 entre les sommets ei et ei+α
correspond maintenant au bimodule Mγ = i+αMi. Si τ = (γl, . . . , γ1) est une l-trajectoire, le
module correspondant est toujours Mτ =Mγl⊗k . . .⊗kMγ1 . Ainsi, la l
e puissance tensorielle





Cette de´composition de T ⊗Rl par les l-trajectoires de Q nous donne donc une parame´tri-
sation des termes de la re´solution projective de T donne´e par la proposition 2.2, R =
∏
i k ei









4 Une suite spectrale pour la cohomologie des alge`bres
triangulaires
4.1 La filtration du complexe de Hochschild relatif
Conside´rons le complexeH de´fini dans le corollaire 2.3, dont la cohomologie estHH∗(T , X) :
H : 0→ XR −→ HomR−R(T,X) −→ . . . −→ HomR−R
(
T⊗Rl, X
) δl−→ . . .
D’apre`s la de´composition de T ⊗Rl en fonction des l-trajectoires du carquois Q de T , le le







On en de´duit une filtration du complexe H parame´tre´e par la longueur des trajectoires de
Q ; on a pre´cise´ment
0 = FnHl ⊂ Fn−1Hl ⊂ . . . ⊂ F tHl ⊂ . . . ⊂ F 1Hl ⊂ F 0Hl = Hl,
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avec







La notation suivante permet d’exprimer le module associe´ a` une trajectoire en fonction
des composantes de l’alge`bre triangulaire :
Notation 4.1 Soient des entiers ordonne´s 1 ≤ k1 < k2 < . . . < kt+1 ≤ n, et des entiers
positifs ou nuls p1, . . . , pt+1. On note
pt+1
kt+1Mkt
pt . . . p2k2Mk1
p1 le produit tensoriel sous















Nous allons e´tudier la suite spectrale associe´e a` la filtration ci-dessus ; elle converge a
priori au niveau n vers HH∗(T , X). Afin de faciliter la lecture, nous allons traiter le cas
n = 3 en de´tail. Dans un second temps, nous formulerons les re´sultats pour n quelconque.








avec une application k-line´aire µ : 3M2⊗ 2M1 −→ 3M1 qui donne la structure multiplicative
de T . Avec la notation ci-dessus, la filtration du complexe H devient

F 0Hl = Hl = HomR−R(T
⊗Rl, X)

































F tHl = 0 si t ≥ 3 .


































Nous allons maintenant de´crire le niveau 1 de la suite spectrale : nous allons calculer les
























La de´monstration de cette proposition repose sur le lemme suivant :











qNp → . . .→ 1N1
ǫ
−→ N → 0
avec la diffe´rentielle
dl :
qNp −→ q−1Np ⊕ qNp−1
(b1, . . . , bq, x, a1, . . . , ap) 7−→
p−1∑
i=1
(−1)i+1 (b1, . . . , bibi+1, . . . , bq, x, a1, . . . , ap)
+ (−1)p+1 (b1, . . . , bq−1, bqx, a1, . . . , ap)




(−1)p+i+2 (b1, . . . , bq, x, a1, . . . , aiai+1, . . . , ap)
et ǫ : 1N1 −→ N
(b, x, a) 7−→ bxa
est une re´solution libre de N .
PREUVE DE LA PROPOSITION 4.2. Pour obtenir la premie`re composante de E1,l1 , il
suffit de remplacer dans le lemme 4.3N par 2M1, puis d’appliquer le foncteurHomA2−A1(− , 2X1)

































On trouve ainsi la premie`re composante de E0,l0 . Les deux autres composantes se traitent de
la meˆme manie`re. ♦
Proposition 4.4 Le terme E2,∗1 est Ext
∗
A3−A1(C, 3X1), ou` C est un complexe de chaˆınes
dont l’homologie est TorA2∗ (3M2, 2M1).
On peut se reporter a` [W] pour la notion de foncteur HyperExt, Ext∗. En particulier,









PREUVE. Soit C le complexe






2M1 → . . .→ 3M2
1
2M1 → 3M2 2M1 → 0
de diffe´rentielle de´finie par




(−1)i+1 (y, b1, . . . , bibi+1, . . . , bq, x)
+ (−1)q+1(y, b1, . . . , bq−1, bqx).
L’homologie de C est alors H∗(C) = Tor
A2
∗ (3M2, 2M1). En effet, C s’identifie au complexe
3M2⊗A2 Bar(2M1), ou` Bar(2M1) est la re´solution Bar de 2M1 comme A2-module a` gauche.





























−→ · · · → 13M2 2M1
1
↓ ǫq ↓ ǫ0




−→ · · · → 3M2 2M1
↓ ↓
0 0
La qe colonne de D est une re´solution libre de 3M2
q
2M1, du meˆme type que la re´solution
libre du lemme 4.3. L’expression des diffe´rentielles horizontales de D est semblable a` celle de
la diffe´rentielle de C.
Lemme 4.5 Le complexe double D est une re´solution de Cartan-Eilenberg de C par des
A3-A1-bimodules.
Ce lemme suffit pour conclure la preuve de la proposition : il reste a` appliquer a` D le































La cohomologie de ce complexe est alors Ext∗A3−A1(C, 3X1).
PREUVE DU LEMME 4.5. Il y a deux points a` ve´rifier :
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1. Pour tout q ≥ 0, les bords Bh∗,q(D) de la diffe´rentielle horizontale de D forment une
re´solution projective de Bq(C), le q
e bord de C.
2. Pour tout q ≥ 0, les groupes d’homologie Hh∗,q(D) par rapport a` la diffe´rentielle hori-
zontale de D forment une re´solution projective de Hq(C).





















(−1)r+1 1A3 ⊗ . . .⊗ 1A3 ⊗ dq ⊗ 1A1 ⊗ . . .⊗ 1A1 ,
ou` dq est la q
e diffe´rentielle de C. On a donc les identifications







































Ainsi, Bh∗,q(D) ։ Bq(C) est de la meˆme forme que le complexe donne´ au lemme 4.3 ; c’est





























donc Hh∗,q(D)։ Hq(C) est encore une re´solution libre. ♦
Nous avons donc comple`tement explicite´ les termes du niveau 1 de la suite spectrale ; la
ligne l est
HH l(A1, 1X1)
⊕ HH l(A2, 2X2)










Il nous reste maintenant a` expliciter les deux diffe´rentielles. Pour cela, rappelons tout d’abord
que pour f ∈ Homk(A
⊗kl
1 , 1X1) et θ ∈ EndA2−A1(2M1), on de´finit l’e´le´ment θ ` f de
Homk(2M1A
⊗kl
1 , 2X1) de la manie`re suivante :
θ ` f : 2M1A
⊗kl
1 −→ 2X1
(x, a1, . . . , al) 7−→ θ(x)f(a1, . . . , al),
le produit 2M1 ⊗ 1X1 −→ 2X1 e´tant induit par la structure de T -module a` gauche de X
T ⊗X −→ X . Le produit cup ainsi de´fini induit un produit en cohomologie :
EndA2−A1(2M1)⊗HH




En effet, on ve´rifie facilement que δ(θ ` f) = −θ ` δf . De la meˆme fac¸on, pour θ ∈
EndA3−A2(3M2) et f ∈ HomA2−A1(2M1A
⊗kl−1
1 , 2X1), on peut construire un e´le´ment θ ` f
de HomA3−A1(3M2 2M1A
⊗kl−1
1 , 3X1) de la manie`re suivante :
θ ` f : 3M2 2M1
l−1 −→ 3X1
(y, x, a1, . . . , al−1) 7−→ θ(y)f(x, a1, . . . , al−1);
cette construction induit aussi un produit cup en cohomologie :
EndA3−A2(3M2)⊗ Ext
l
A2−A1(2M1, 2X1) −→ Ext
l
A3−A1(C, 3X1).












est donne´e par la somme de produits cup :
f + g + h 7−→ 1
2M1 ` f + (−1)
l+1 g ` 1
2M1
+ 1
3M2 ` g + (−1)
l+1 h ` 1
3M2
+ 1
3M1 ` f + (−1)
l+1 h ` 1
3M1 ,











f + g + h 7−→ 1
3M2 ` f + (−1)
l+2 g ` 1
2M1 + δh,
ou` δh est de´finie pour h : q3M1
p −→ 3X1 par δh = (−1)







Les re´sultats de cette proposition de´coulent de calculs directs. Nous terminons l’e´tude du
cas n = 3 en donnant dans le cas des alge`bres triangulaires tensorielles une condition pour
que la suite spectrale de´ge´ne`re au niveau 2 :
Proposition 4.7 La suite spectrale de cohomologie associe´e a` l’alge`bre triangulaire ten-
sorielle 
 A12M1 k
3M2 ⊗ 2M1 3M2 A3


de´ge´ne`re au niveau 2.
La de´monstration de cette proposition repose sur le lemme suivant :
Lemme 4.8 Pour une alge`bre triangulaire tensorielle de taille 3
 A12M1 A2




la diffe´rentielle au niveau 2 de la suite spectrale de cohomologie associe´e
d0,l2 : E
0,l















En effet, dans ce cas, la proposition 4.7 en de´coule : comme HH∗(k, 2X2) = 0 si ∗ > 0, le





∩Ker d0,∗1 ; d’apre`s
le lemme la diffe´rentielle d0,∗2 est donc nulle.
PREUVE DU LEMME 4.8. Soit f ∈ Homk(A
⊗l
1 , 1X1) et h ∈ Homk(A
⊗l
3 , 3X3) des cocy-
cles. La diffe´rentielle horizontale applique´e a` f + h a quatre composantes :

1






3 2M1 , 3X2)
1
3M2⊗A22M1







3 3M2 ⊗A2 2M1 , 3X1).
Si f + h est dans Ker d0,l1 , alors ces quatre e´le´ments sont des cobords par rapport a` la







3 3M2 , 3X2)





3 3M2 ⊗A2 2M1 , 3X1) ,
tels que, pour x ∈ 2M1, y ∈ 3M2, a1, . . . , al ∈ A1 et c1, . . . , cl ∈ A3, les e´galite´s suivantes
soient ve´rifie´es :
φ(xa1, . . . , al) +
l−1∑
i=1
(−1)iφ(x, . . . , aiai+1, . . . ) + (−1)
lφ(x, . . . , al−1)al = xf(a1, . . . , al)
c1ψ(c2, . . . , y) +
l−1∑
i=1
(−1)iψ(. . . , cici+1, . . . , y) + (−1)
lψ(c1, . . . , cly) = h(c1, . . . , cl)y
χ(y⊗xa1, . . . , al) +
l−1∑
i=1
(−1)iχ(y⊗x, . . . , aiai+1, . . . ) + (−1)
lχ(y⊗x, a1, . . . )al = y⊗xf(a1, . . . , al)
c1ξ(c2, . . . , cl, y⊗x) +
l−1∑
i=1
(−1)iξ(. . . , cici+1, . . . , y⊗x) + (−1)
lξ(c1, . . . , cly⊗x) = h(c1, . . . , cl)y⊗x.
Pour obtenir un repre´sentant de d0,l2 (f + h), il reste a` appliquer a` φ, ψ, χ et ξ la deuxie`me
diffe´rentielle horizontale ; on obtient ainsi que




3 3M2 2M1 −→ 3X1
est donne´ par :
d0,l2 (f + h)
(
(y, x, a1, . . . , al−1) + (c1, . . . , cl−1, y
′, x′)
)
= yφ(x, a1, . . . , al−1)− χ(y⊗x, a1, . . . , al−1) + (−1)
l
(
ψ(c1, . . . , cl−1, y





Or d0,l2 (f + h) ne de´pend pas du choix des quatre e´le´ments φ, ψ, χ et ξ. Remarquons alors
que l’on peut de´finir χ et ξ en fonction respectivement de φ et de ψ, de fac¸on a` ce qu’ils
ve´rifient les e´galite´s demande´es, en posant :{
χ(y⊗x, a1, . . . , al−1) = yφ(x, a1, . . . , al−1)
ξ(c1, . . . , cl−1, y⊗x) = ψ(c1, . . . , cl−1, y)x .
Les morphismes χ et ξ sont bien de´finis, car φ et ψ sont A2-line´aires, respectivement a` gauche
et a` droite. En effet, la diffe´rentielle verticale applique´e a` φ a deux composantes : l’une dans
Homk(2M1A
⊗l
1 , 2X1), qui est par hypothe`se 12M1 ` f , et l’autre dansHomk(A2 2M1A
⊗l−1
1 , 2X1),




(b, x, a1, . . . , al−1) 7−→ bφ(x, a1, . . . , al−1)− φ(bx, a1, . . . , al−1)
est nulle ; ainsi φ est bien A2-line´aire a` gauche. On montre de la meˆme fac¸on que ψ est
A2-line´aire a` droite. En e´crivant alors χ et ξ sous la forme ci-dessus dans l’expression de
d0,l2 (f + h), on obtient d
0,l
2 (f + h) = 0. ♦
4.3 La suite spectrale pour n quelconque
Nous allons terminer cette section en donnant des re´sultats pour n ≥ 3. Sous des hy-
pothe`ses de projectivite´ sur certains modules, les termes du niveau 1 de la suite spectrale
seront des sommes de groupes d’extension. Dans le cas ge´ne´ral, il suffirait de remplacer
dans les calculs les foncteurs Ext par des foncteurs HyperExt emboˆıte´s. Par ailleurs, les
diffe´rentielles au niveau 1 s’expriment encore a` l’aide de produits cup.












pt . . .p2 k2Mk1
p1 , avecp1 + . . .+ pt+1 = l − t.








. . .pi+1 ki+1Mki kiMki−1 ⊗Aki−1 . . .⊗Ak2 k2Mk1
sont projectifs.
Proposition 4.9 Sous l’hypothe`se de projectivite´ ci-dessus, le niveau 1 de la suite spectrale
est donne´ par













kt+1Mkt ⊗Akt . . .⊗Ak2 k2Mk1 , kt+1Xk1
)
, t ≥ 2.
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Le calcul des termes E0, ∗1 et E
1, ∗
1 est le meˆme que dans le cas n = 3 et ne demande
pas d’hypothe`ses supple´mentaires. En revanche, nous allons utiliser le lemme suivant pour le
calcul de Et, ∗1 pour t ≥ 2 :
Lemme 4.10 Soient A une k-alge`bre, N et N ′ des A-modules respectivement a` droite et a`
gauche. Si N⊗kN
′ est projectif comme Ae-module, alors le complexe suivant :
R : . . .→ N l+1N ′
dl−→ N lN ′ → . . .→ N1N ′ → N N ′ → 0
de diffe´rentielle
dl : N
l+1N ′ −→ N lN ′
(x, a1, . . . , al, x





(−1)i (x, a1, . . . , aiai+1, . . . , al, x
′)
+ (−1)l (x, a1, . . . , al−1, alx
′)
est acyclique en degre´ ≥ 0, et son homologie en degre´ −1 est N⊗AN
′.
PREUVE. Il suffit de remarquer que R s’identifie au complexe (N ⊗k N
′) ⊗Ae Bar(A),
de diffe´rentielle d∗ = −1N⊗kN ′ ⊗ ∂∗+1, ou` (Bar, ∂) est la re´solution Bar de A. Le A
e-
module N ⊗k N
′ e´tant suppose´ projectif, le foncteur (N ⊗k N
′) ⊗Ae − est exact. Comme
Hl(Bar∗(A)) = 0 pour l > 0 et H0(Bar∗(A)) = A, on obtient :{





PREUVE DE LA PROPOSITION 4.9. Soit une suite d’entiers fixe´e 1 ≤ k1 < . . . < kt+1 ≤ n.
On reprend le complexe du lemme 4.3, en remplac¸ant N par kt+1Mkt









pt . . .p2 k2Mk1
p1 → · · · → kt+1Mkt
pt . . .p2 k2Mk1 → 0.
C’est une re´solution libre de kt+1Mkt
pt . . . p3k3Mk2
p2
k2Mk1 . On fait maintenant varier p2 dans








pt . . .p2 k2Mk1
p1 → · · · → kt+1Mkt











pt . . .1 k2Mk1
p1 → · · · → kt+1Mkt








pt . . . k2Mk1
p1 → · · · → kt+1Mkt






Les lignes de ce complexe double sont des re´solutions libres du type de celle donne´e au
lemme 4.3. En particulier, les lignes sont acycliques, donc le complexe total B2 l’est aussi.
On conside`re alors le sous-complexe S2 forme´ par la dernie`re colonne. On lui applique le
lemme 4.10 en supposant kt+1M
pt
kt




l’homologie de S2 est nulle en degre´ ≥ 0, et vaut kt+1M
pt
kt
. . .p3 k3Mk2 ⊗Ak2 k2Mk1 en degre´
−1. De la suite exacte longue d’homologie associe´e a` la suite exacte courte de complexes
0→ S2 → B2 → B2/S2 → 0, on tire :{




. . .p3 k3Mk2 ⊗Ak2 k2Mk1 .
On augmente alors B2/S2 par kt+1M
pt
kt
. . .p3 k3Mk2 ⊗Ak2 k2Mk1 , et on de´cale les indices d’un
cran. On a donc obtenu une re´solution libre de kt+1M
pt
kt









. . .p2 k2Mk1
p1 → . . .→ kt+1M
pt
kt
. . .p3 k3Mk2 ⊗Ak2 k2Mk1 → 0.
On ite`re alors ce proce´de´, en faisant varier successivement pi (2 ≤ i ≤ t) dans un complexe
double Bi, en supposant que kt+1M
pt
kt
. . .pi+1 ki+1Mki kiMki−1 ⊗Aki−1 . . .⊗Ak2 k2Mk1 est pro-
jectif comme Aeki -module. On obtient finalement une re´solution libre de kt+1Mkt⊗Akt . . .⊗Ak2







pt . . . p2k2Mk1
p1 → . . .→ kt+1Mkt ⊗Akt . . .⊗Ak2 k2Mk1 → 0.
Pour finir, on applique a` cette re´solution le foncteur HomAkt+1−Ak1 ( − , kt+1Xk1) et on sim-
plifie en utilisant la formule d’adjonction habituelle. On retrouve ainsi une des composantes
du terme Et,l0 de la suite spectrale, dont la cohomologie est donc
Ext∗Akt+1−Ak1
(
kt+1Mkt . . . k2Mk1 , kt+1Xk1
)
. ♦
Pour terminer, nous explicitons les diffe´rentielles au niveau 1 de la suite spectrale.
























Nous allons maintenant donner une expression des diffe´rentielles dt,l1 pour t > 0 ; pour
cela, rappelons que l’on note pour 1 ≤ i < j < l ≤ n
µl,j,i : lMj ⊗ jMi −→ lMi
les morphismes qui permettent de de´finir le produit de T .
Proposition 4.12 Soit
f : pt+1kt+1Mkt
pt . . . p2k2Mk1
p1 −→ kt+1Xk1 , avec p1 + . . .+ pt+1 = l − t,
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un repre´sentant d’un e´le´ment de la composante ExtlAkt+1−Akt
(
kt+1Mkt⊗Akt . . .⊗Ak2Mk1 , i+αXi
)
de Et,l1 . La diffe´rentielle d
t,l


















(−1)pt+1+...+pi+1+t−i+1f ◦ (1⊗pt+1+...pi+1+t−i ⊗ µki+1,α,ki ⊗ 1
⊗pi+...+p1+i−1).
5 Applications
5.1 Alge`bre des chemins d’un carquois sans cycles oriente´s
Nous conside´rons dans cette section l’alge`bre sur un corps k associe´e a` un carquois sans cy-
cles oriente´s. Nous montrons qu’elle est triangulaire, et que sa cohomologie peut eˆtre calcule´e
en utilisant la suite spectrale construite a` la section 4.
De´finition 5.1 Soit Q un carquois, et k un corps. L’alge`bre des chemins de Q sur k, note´e
kQ, est la k-alge`bre de base l’ensemble des chemins de Q, et dont le produit est donne´ sur la
base par la composition des chemins quand elle est possible, et par 0 sinon.
Nous allons conside´rer dans la suite deux types de carquois : les carquois sans cycles
oriente´s et les carquois a` niveaux. Un cycle oriente´ dans un carquois est un chemin dont le
but co¨ıncide avec la source. Un carquois sera dit a` n niveaux si on peut indexer ses sommets
par e11, . . . , e
i1
1 , . . . , e
1
n, . . . , e
in
n , de fac¸on a` ce qu’il n’existe pas de fle`che entre les sommets
eir et e
j
s si r > s.
Proposition 5.2 Soit Q un carquois connexe sans cycles oriente´s. Alors l’alge`bre des chemins
de Q est isomorphe a` une alge`bre triangulaire.
Cette proposition est une conse´quence imme´diate des deux lemmes suivants :
Lemme 5.3 Si Q est un carquois connexe sans cycles oriente´s, alors on peut ordonner les
sommets de Q de fac¸on a` obtenir un carquois a` niveaux.
Lemme 5.4 Si Q est un carquois a` niveaux, alors l’alge`bre kQ est triangulaire.
PREUVE DU LEMME 5.3 Rappelons tout d’abord qu’un carquois est un graphe oriente´
fini ; soit N le nombre de sommets du carquois sans cycles oriente´s Q. Nous allons montrer
que l’on peut munir Q d’une structure a` N niveaux ; cette construction n’est pas canonique,
et, dans la pratique, le nombre de niveaux de Q pourra eˆtre infe´rieur. Remarquons qu’il existe
(au moins) un sommet de Q qui n’est le but d’aucune fle`che ; nous dirons qu’un tel sommet
est initial. Une construction des niveaux de Q se fait par induction sur les sommets initiaux.
Soit e un sommet initial ; on de´finit le niveau 1 de Q comme le niveau de e. On conside`re alors
le carquois dont l’ensemble des sommets est Q \ {e}. Ce carquois n’a pas de cycles oriente´s,
il posse`de donc un sommet initial e′. On de´finit le niveau 2 de Q comme le niveau de e′. On
ite`re ce proce´de´ jusqu’au Ne sommet de Q, qui formera le niveau N . ♦
PREUVE DU LEMME 5.4 Si Q a n niveaux, on note pour tout r ∈ {1, . . . , n} e1r, . . . , e
ir
r
les sommets formant le niveau r de Q, et on conside`re la k-alge`bre Ar dont la base comme
k-espace vectoriel est {e1r, . . . , e
ir
r }. De plus, pour r ∈ {1, . . . , n − 1}, et s ∈ {r + 1, . . . , n},
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on conside`re sMr le k-espace vectoriel dont la base est l’ensemble des chemins de tous les e
i
r







nM1 · · · nMn−1 An

 ,
les applications µ : tMs ⊗k sMr → tMr e´tant induites par la composition des chemins de Q
quand elle est possible. ♦
Nous allons maintenant expliciter le calcul de la suite spectrale sur un exemple de carquois
sans cycles oriente´s :
c











La cohomologie de Hochschild de kQ a` valeurs dans kQ peut eˆtre calcule´e a` l’aide de la
suite spectrale construite a` la section 4. Soit H le complexe de Hochschild relatif de kQ par











, et dont la cohomologie est
HH∗(kQ). La suite spectrale associe´e a` la filtration de H par la longueur des trajectoires de
Q n’a au niveau 1 qu’une seule ligne non nulle :
R = k4
d0






En effet, les groupes d’extension de puissances de k sont nuls en degre´ positifs. Les deux
diffe´rentielles sont :
d0 : k4 −→ k ⊕ Endk2−k(k
4)⊕ Endk2−k(k
4)
(α, β, γ, δ) 7−→
(
(α− β) idk4 , φ, ψ
)
ou` φ et ψ sont les applications :
φ =
(
(β − γ)idk2 0














(λ, φ, ψ) 7−→ λ idk4 + φ − ψ.
On a ainsi : {
Ker d0 ∼= k , Ker d1 = k ⊕ Endk2−k(k
4) ,
Im d0 ∼= k3 , Im d1 = Endk2−k(k
4).
D’ou` les termes de niveau 2 de la suite spectrale, et donc les groupes HH∗(kQ) :
HH0(kQ) ∼= k , HH1(kQ) ∼= k6, HH∗(kQ) = 0 pour ∗ ≥ 2.
5.2 Liens avec des re´sultats ante´rieurs
La suite spectrale construite a` la section 4, et l’application aux carquois sans cycles ori-
ente´s, ge´ne´ralisent un re´sultat de Cibils sur l’alge`bre d’incidence d’un complexe simplicial.
Soit Σ un complexe simplicial de dimension finie. On associe a` Σ un carquois QΣ : les som-
mets sont les simplexes de Σ, et il existe une fle`che entre le sommet σ et le sommet τ si et
seulement si dim τ = dim σ+1 et le simplexe σ est contenu dans le simplexe τ . Ce carquois
a des niveaux naturels donne´s par la dimension des simplexes de Σ, ainsi l’alge`bre kQΣ est
triangulaire. Soit I l’ide´al de kQΣ engendre´ par les diffe´rences γ − γ
′, ou` γ et γ′ sont des
chemins de meˆmes extre´mite´s (de tels chemins sont dits paralle`les). L’alge`bre kQΣ/I est alors
l’alge`bre d’incidence du poset associe´ a` Σ sur k ; elle est encore triangulaire. D’apre`s Ger-
stenhaber et Schack [GS3], la cohomologie de Hochschild de l’alge`bre kQΣ/I a` valeurs dans
elle-meˆme est isomorphe a` la cohomologie simpliciale de Σ a` coefficients dans k. Utilisant cet
isomorphisme, Cibils a construit dans [C2] une suite spectrale de cohomologie convergeant
vers H∗(Σ, k), dont le niveau 1 est concentre´ sur la premie`re ligne. Ce re´sultat peut aussi
se de´duire de la suite spectrale construite a` la section 4 ; en effet, comme dans l’exemple
pre´ce´dent, la nullite´ des groupes d’extension supe´rieurs de puissances de k implique que seule
la premie`re ligne du niveau 1 de la suite spectrale est non nulle.
Par ailleurs, si C est une cate´gorie finie, on peut lui associer la k-alge`bre kC des morphismes
de C : sa base comme k-espace vectoriel est l’ensemble des morphismes de C, et son produit
est induit par la composition des morphismes. Par exemple, si l’on conside`re la cate´gorie
CQ induite par un carquois Q, les objets de CQ e´tant les sommets de Q, et les morphismes
de CQ les chemins dans Q, alors l’alge`bre des morphismes de CQ coın¨cide avec l’alge`bre des
chemins de Q. On peut de´finir la cohomologie de Hochschild d’une cate´gorie C comme la
cohomologie de Hochschild de l’alge`bre kC. Bendiffalah et Guin ont e´tudie´ dans [BG] la
cohomologie des cate´gories muscle´es. La suite spectrale construite a` la section 4 permet de
calculer la cohomologie des cate´gories dont l’alge`bre des morphismes est triangulaire. Ces
deux situations co¨ıncident pour une cate´gorie muscle, dont l’alge`bre est triangulaire de taille
2.
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