Abstract. The water wave theory traditionally assumes the fluid to be perfect, thus neglecting all effects of the viscosity. However, the explanation of several experimental data sets requires the explicit inclusion of dissipative effects. In order to meet these practical problems, the theory of visco-potential flows has been developed (see P. . Then, usually this formulation is further simplified by developing the potential in an entire series in the vertical coordinate and by introducing thus, the long wave approximation. In the present study we propose a derivation of dissipative Boussinesq equations which is based on two various asymptotic expansions of the Dirichlet-to-Neumann (D2N) operator. Both employed methods yield the same system at the leading order by different ways.
Introduction
The water wave problem has a long history which counts more than two hundred years [14] . Traditionally the fluid under consideration is supposed to be perfect which allowed to reveal several useful variational structures [52, 44, 67, 8] . However this assumption is not valid for all time scales and for all physical situations. The explanation of several laboratory experiments and some modeling problems require the explicit inclusion of weak dissipative effects. In the prominent work by J. Bona et al. (1981) [3] one can find the following passage emphasizing the importance of dissipative effects: ". . . it was found that the inclusion of a dissipative term was much more important than the inclusion of the nonlinear term, although the inclusion of the nonlinear term was undoubtedly beneficial in describing the observations."
Another more recent experimental study emphasizes more specifically the boundary layer effects [32] :
"A third source of experimental differences is residual boundary layer motions that are left behind as a solitary wave propagates in the channel. In both the co-and counterpropagating binary collision experiments solitary waves encounter the boundary-layer wakes of the other wave. This wake does have a small effect on wave speeds that can be significant in our data analysis. Detailed measurements of these boundary layer motions were not made; hence, it is not known how reproducible they are."
The complete model of viscous free-surface flows should consider two phases (air and water) separated by an interface. Each phase is described by incompressible Navier-Stokes equations with respective viscosities. Such numerical models currently exist [53, 29] , however they allow to simulate only a few wavelengthes in reasonable times. Consequently, several approximate models have been developed to take into account weak viscous effects. One of the first simplifications consists in replacing the upper light fluid by a free surface. This research direction was successfully pursued in several studies mentioned below.
Historically various dissipative terms have been incorporated in long wave equations such as Burgers [57] , KdV [50, 34, 31] or some Boussinesq type systems [36, 37, 7, 24, 20, 35, 23, 6] . Some attempt has been also made to incorporate ad-hoc dissipative terms into the complete water wave problem as well [45, 54, 55, 33, 66, 38] .
Recently, the theory of visco-potential flows has been developed for weakly dissipative regimes [42, 25, 43, 22, 21] . The main idea consists in writing the Helmholtz decomposition of the velocity field for linearized Navier-Stokes equations with free surface. These equations can be identically satisfied by a potential velocity field but not the boundary conditions. Then, the rotational part is expressed asymptotically (and hence, approximatively) in terms of the velocity potential and free surface elevation. In this way we introduce some corrections to boundary conditions on the free surface and/or on the bottom. In deep water case this question was studied by F. Dias et al. (2008) [17] . In the finite depth case the situation is more complex since a boundary layer at the bottom should be taken into account [42, 25] . This physical effect modifies the bottom boundary hal-00596804, version 3 -13 May 2013 condition by adding a nonlocal term in time which represents mathematically a half-order integral. Consequently, a memory effect is introduced into the model in the finite depth. Some attempt to the efficient discretization of this fractional integral has been performed during last years [59, 22, 6, 5] .
The main scope of the present study is to combine the visco-potential approach with Dirichlet-to-Neumann (D2N) operator formulation of the water wave problem [52, 67, 13, 12] which can be successfully used for water wave modeling purposes [10, 11, 41] . Using this novel visco-potential formulation and an asymptotic expansion of the D2N operator, we derive a long wave model of Boussinesq type. We underline that our derivation remains at the formal level. More theoretical study will be needed to justify our current developments.
The present study is organized as follows. In Section 2 we present the visco-potential formulation with D2N operator, while dissipative Boussinesq equations are derived in Section 3 following two different approaches presented in Sections 3.1 and 3.2. Finally, this study is ended by outlining main conclusions in Section 5. In Section 4 we discuss some results related to dissipative Boussinesq system and the dispersion relation analysis.
Mathematical modeling
Consider an ideal incompressible fluid of constant density ρ. The vertical projection of the fluid domain Ω is a subset of R 2 . The horizontal independent variables are denoted by x = (x, y) and the vertical one by z. The origin of the cartesian coordinate system is chosen such that the surface z = 0 corresponds to the still water level. The fluid is bounded below by the bottom z = −h(x, t) and above by the free surface z = η(x, t). We assume that the total depth H(x, t) := h(x, t) + η(x, t) remains positive H(x, t) ≥ h 0 > 0 at all times t ∈ [0, T ]. The sketch of the physical domain is shown in Figure 1 . Remark 1. We make the classical assumption that the free surface is a graph z = η(x, t) of a single-valued function. It means in practice that we exclude some interesting phenomena, (e.g. wave breaking phenomena) which are out of the scope of this modeling paradigm.
The governing equations of the classical water wave problem are the following [39, 56, 48, 64] :
1)
2)
3) 4) with φ the velocity potential (by definition the velocity field (u, v) = ∇ x,z φ), g the acceleration due to gravity force and ∇ = (∂ x , ∂ y ) denotes the gradient operator in horizontal Cartesian coordinates. Incompressibility leads to Laplace's equation for φ. The main difficulty of the water wave problem lies on the nonlinear free boundary conditions. Equations (2.2) and (2.4) express the free-surface kinematic condition and bottom impermeability respectively, while the dynamic condition (2.3) expresses the free surface isobarity. Remark 2. Surface tension effects can also be included in the water wave problem. In this case, the Bernoulli condition (2.3) has to be modified (see [18] for a general review of this topic):
where σ is the surface tension coefficient. However, this effect is not of primary importance in our study and, consequently, will be ignored.
Below we will need the unitary exterior normals to the fluid domain. It is straightforward to obtain the following expressions for the normals at the free surface and bottom respectively:n
Russian physicists A. Petrov (1964) [52] and V. Zakharov (1968) [67] proposed a more compact formulation of the water wave problem (2.1) -(2.4) based on the Hamiltonian structure. Let us introduce the trace of the velocity potential at the free surface:
This variable plays the role of generalized momentum in the Hamiltonian description of water waves [67, 15] . The second canonical variable is the free surface elevation η. Another important ingredient is the normal velocity at the free surface v n which is defined as:
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Using all these elements, the boundary conditions (2.2) and (2.3) on the free surface can be rewritten in terms of ϕ, v n and η [13, 12, 28] as following:
where we introduced the so-called classical Dirichlet-to-Neumann (D2N) D η operator [9, 12] , which maps the velocity potential at the free surface ϕ to the normal velocity v n :
This operator takes the free surface shape η(x, t) as a parameter and the velocity potential trace ϕ(x, t) as an argument (Dirichlet boundary condition). As a result it returns the normal velocity v n = 1 + |∇η| 2 ∂φ ∂n f z=η at the free surface (Neumann data) which explains the common name of this operator.
Remark 3. The function h(x, t) represents the ocean bathymetry (depth below the still water level, see Figure 1 ) and is assumed to be known. The dependence on time is included in order to take into account the bottom motion during, for example, an underwater earthquake [16, 26, 27] . Since in the present study we are mainly interested in quantifying a solitary wave amplitude decay under the viscous damping, we will take hereafter the even bottom case h(x, t) ≡ h = const.
Now we are going to introduce weak dissipative effects directly into the Petrov-Zakharov formulation (2.6) in the spirit of the visco-potential flows theory [42, 25, 21] :
where ν is the kinematic (molecular or eddy) viscosity and the modified D2N operatorD is defined as:
The local dissipative terms in (2.7) are due to viscous effects in the bulk of the fluid while the integral term in the bottom kinematic condition takes into account boundary layer effects at the bottom. For more details on the modeling and derivation of visco-potential flows formulation we refer to [42, 20, 22] . In the next Section we will simplify dynamic equations (2.7) by applying a long wave approximation.
Remark 4. The bottom kinematic boundary condition can be equivalently rewritten using the Laplace equation which is still valid on boundaries under the assumption of their regularity:
The notation can be greatly simplified if we apply the Laplace transform to both sides of the last identity [65, 30] :
where τ is the Laplace transform parameter (to shorten the notation the images of the Laplace transform are denoted by the same symbol).
We stress that the use of the Laplace transform is not fundamental to the subsequent derivation. Alternatively we could denote the half-integral by another symbol. We find it natural to use the apparatus of the operational calculus.
Dimensionless variables
In order to apply an asymptotic expansion in the following Section, we have to introduce dimensionless variables to reveal small parameters [2, 24, 19, 41] .
Unscaled independent variables are defined as follows:
where ℓ is a typical wavelength, h is the average water depth and √ gh gives the phase speed of infinitely long shallow water waves. The scaling of dependent variables needs one more characteristic length -the typical wave amplitude a:
In dimensionless variables the governing equations (2.7) take the following form (we dropped out the primes for the sake of convenience):
8) 9) and the D2N operatorD εη in unscaled variables becomes:
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Remark 5. In the light of Remark 4, the bottom boundary condition can be more conveniently rewritten in dimensionless variables using the Laplace transform:
We introduced above three classical scaling parameters: the nonlinearity ε := a h , the dispersion µ 2 := h ℓ 2 and the inverse Reynolds number also denoted by ν for the sake of
. First two parameters are classical in long wave theory [51, 1, 3, 63, 49, 2, 24] while the last one is less classical in this context and it is present due to viscous effects. In the so-called Boussinesq regime it is additionally assumed that nonlinearity and dispersion are of the same order, i.e. the Stokes-Ursell number [62] is of the order of unity:
The last assumption St ∼ 1 will be systematically used in the following Section. It will allow us to neglect higher order terms since:
D2N operator asymptotic expansions
In the current Section we simplify the water wave problem (2.7) by expanding asymptotically the D2N map. We apply two different methods which lead to the same result. The first method is called the shape derivative method and consists in expanding the D2N map in the nonlinearity parameter ε. The second method presented in Section 3.2 expands the velocity potential in powers of the dispersion parameter µ 2 . It is worth to point out that if the Stokes-Ursell number is of the order of one (the so-called Boussinesq regime [19] ), i.e. ε ∼ µ 2 , both methods lead to the same asymptotic model. To shorten the notation and make the derivation as clear as possible, we restrict our attention to the 2D case. The horizontal variable is denoted simply by x hereafter. Consequently, we will have to compute an asymptotic approximation to the following expression:
Shape derivative method
In this section we follow in great lines the study [40] . However, the original derivation procedure was greatly simplified to fit our particular purposes.
We know that the velocity potential φ(x, z) solves the following elliptic boundary-value problem:
3)
We will find a solution φ(x, z; t) to this problem in the form:
In the following the dependence on time will be omitted to shorten the notation. Now we have to construct zero and first order approximations φ (0) and φ (1) .
Solution in the fixed domain
It can be easily seen that the function φ (0) satisfies the following set of equations:
Since the domain is a strip, we can employ the Fourier transform in the horizontal variable x in order to solve this problem. Throughout this section byf (k) we will denote the Fourier transform of a function f (x) ∈ L 2 (R). In Fourier variable, we then solve the ODÊ
supplemented with boundary conditionsφ (0) =φ at z = 0 andφ
After some simple computations we find
where the pseudo-differential operator R ν (x, z)[·] is defined through its symbol which reads: 
which leads to the following term appearing in the D2N mapD εη (ϕ):
In the last expression we can neglect higher order viscous terms to obtain a simplified representation:
The shape derivative
The next step consists in computing the first order approximation φ (1) (x, z). The main problem is that in a difference with the previous case, the function φ (1) is defined on a perturbed domain. In order to proceed, we will make a change of variables to work on a fixed domain:
It is easy to see that the Jacobian J of the last transformation is equal to J = r
. Throughout this section all functions defined on the straightened domain Ω 0 will be denoted by tildes, e.g.φ(x, y(x, z)) = φ(x, z).
Let Φ ∈ C ∞ 0 (Ω ε ) be a test function. Then, equation (3.2) can be rewritten in a weak form:
or after performing the change of variables (3.6):
We can substitute into the last integral identity the asymptotic expansion (3.5) recasted in new variables:φ
At the lowest order it will give us the weak form of the Laplace equation (3.2) forφ (0) which is satisfied identically. At the first order in ε we obtain the following integral identity:
Switching back to the differential form and performing some simplifications yield this inhomogeneous elliptic PDE for the first order approximationφ (1) function:
yy +φ
This equation should be completed by appropriate boundary conditions which are obtained by expanding corresponding conditions (3.3), (3.4) of the complete problem:
In order to solve this problem we will consider the following ansatz for the solution:
y (x, y). 
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By direct substitution we can check that equation (3.7) and bottom boundary condition (3.9) are satisfied identically. The free surface condition (3.8) poses however some problems, sinceΦ
y (x, 0) = 0. Fortunately, this shortcoming can be easily corrected since the problem (3.7) -(3.9) is linear in velocity potential. Consequently, the ansatz (3.10) can be corrected to satisfy the free surface condition (3.8):φ
where the functionΨ(x, y) is a solution to the following problem:
The solution to these equations has been constructed in Section 3.1.1 (with viscous parameter ν = 0) and an application of operator R 0 concludes the construction of the shape derivative:
y (x, 0))]. Now we are able to obtain the asymptotic expansion of the D2N map (3.1). It can be performed directly in straightened variables (x, y), since one has:
After substituting expansion (3.5) for the velocity potentialφ into the rescaled version of D2N map definition (3.11) and truncating the expansion at O(ε + µ 2 ) terms, we obtain the following asymptotic expression which concludes this section:
where we retained only the leading order viscous effects O(ν 
Long wave expansion method
The developments presented in this section are mainly inspired by the study [41] . We recall that we expand here the velocity potential in powers of the dispersion parameter µ 2 : 13) hal-00596804, version 3 -13 May 2013
where the dependence on time can be postponed until considering the dynamic free surface boundary conditions. Substituting expansion (3.13) into equations (3.2) -(3.4) leads the following infinite sequence of elliptic problems:
where φ (−2) = φ (−1) ≡ 0 by definition and δ 0n is the usual Kronecker symbol (equal to 1 if n = 0 and equal to 0 otherwise). Since we are going to neglect all the terms of the order O(µ 4 ) and higher, we have to compute only first three terms (φ (0) , φ (1) and φ (2) ) in the asymptotic expansion (3.13). After some algebraic computations that we omit here, we obtain the following expressions of the first three solutions in the infinite hierarchy:
14)
After substituting relations (3.14) -(3.16) into the definition of the D2N map (3.1) and neglecting higher order terms, we derive exactly the same expression (3.12) forD εη (ϕ) as we obtained in the previous Section 3.1.2. Consequently, both derivation methods yield the same result at least for asymptotic orders considered in this study. We have to note that the second method seems to lead to the result in a more direct way. However, the theoretical and practical potential of the shape derivative method may not be fully explored yet. Each method allows to derive models that are relevant in the range of corresponding small parameters: the first one is suitable to derive a family of models with respect to the nonlinearity parameter ǫ, while the second one is relevant for the dispersion parameter µ at the price to solve a hierarchy of D2N problems.
Dissipative Boussinesq equations
In this section we derive a Boussinesq-type evolution system for viscous long water waves using the asymptotic expansion (3.12) of the D2N map derived above. Substituting expression (3.12) into evolution equations (2.8), (2.9) and neglecting higher order terms we obtain the following system of Boussinesq-type equations [25, 22] :
2) where u := ϕ x is the velocity defined at the free surface.
We can further improve dispersive properties of the derived Boussinesq system (4.1), (4.2) if we change the velocity variable to the depth averaged velocity [51] , for example.
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The choice of the velocity variable is far from being unique [4, 49, 2] , but we prefer not to enter into the debate.
The asymptotic representation (3.14) -(3.16) can be averaged over the water depth to provide us the corresponding expression for the depth-averaged velocity potential:
In order to invert this relation and, thus, express the velocity potential at the free surface ϕ in terms ofφ, it is better to work with Fourier transforms [2] :
The last relation can be easily inverted within the same asymptotic accuracy:
In physical space we obtain the requested relation between ϕ andφ:
The direct substitution of the last relation into governing equations (4.2), (4.1) and inverting the Laplace equation leads the following set of Boussinesq type equations which represent a viscid generalization of the celebrated Peregrine system over the flat bottom [51] :
whereū :=φ x is the depth-averaged velocity variable. To our knowledge this is the first dissipative Boussinesq system which contains a half-order derivative and a half-order integral in the same time.
Dispersion relation analysis
Let us consider the linearized version of the viscous Peregrine system (4.3), (4.4) with dimensionless parameters ε, µ 2 set for convenience to the unity (it is always possible by choosing the appropriate scaling): 5) hal-00596804, version 3 -13 May 2013
Equations (4.5), (4.6) can be analyzed if we apply the Fourier transform in space x → k and the Laplace transform [65] in time t → τ reducing these PDEs to a system of two linear equations. This analysis is relatively classical, consequently, we do not enter into algebraic details. The solvability condition for this system gives the required dispersion relation between the frequency τ and the wavenumber k:
The last relation is a polynomial equation of the degree five if we make a change of variables τ = z 2 . There is no general closed-form solution to this equation. However, it can be efficiently solved numerically for any given combination of parameters.
For comparison, the dispersion relation of the free surface Euler equations (the fluid is supposed to be perfect) takes the following classical form [48, 64] :
Below we make a comparison between the last relation with the dispersion relation (4.7) to viscous Peregrine equations (4.3), (4.4).
Numerical results and discussion
In this section we assess the performance of the derived above viscous Peregrine system in approximating the dispersive properties of the full Euler equations for a perfect fluid with a free surface. The dispersion relation analysis allows also to study the dissipative properties of the proposed model. For this purpose we consider another quantity of interest which is called the phase velocity defined as:
where the imaginary part c i (k) is responsible for the wave propagation phenomena and the real part c r (k) describes the dissipative properties of the system (small perturbations are damped if c r < 0 and amplified otherwise). The wave frequency τ is found for each value of the wavenumber k by solving numerically (Newton-type iterations initialized with relation (4.8)) equation (4.7) . In this way we obtained numerical results presented below. For the full Euler equations we use the exact analytical relation (4.8). Finally, the phase speed is obtained after a simple division operation by the wavenumber k.
Remark 6. The choice of the eddy viscosity for practical simulations of water waves is not obvious. However, in various experimental and theoretical studies researchers independently come to the conclusion that a value of ν ≈ 10 −3 m 2 /s fits very well available data [60, 3, 61] . The most recent experimental study of plunging breakers confirms this value again [58] . Consequently, we retain this value for our numerical illustrations as well. For comparison, the molecular viscosity of the water is of the order ν ≈ 10 model the energy dissipation phenomena in a laboratory wave tank, for example. Hence, this molecular viscosity should be replaced by its effective value.
On Figure 2 we show the imaginary part of the phase velocity for Euler and viscous Peregrine equations. For our numerical computations we fixed the viscosity parameter ν to be equal to 10 −3 (see Remark 6) . A zoom on long waves region is shown on Figure 2(a) hal-00596804, version 3 -13 May 2013
where we can see that the wave propagation is slightly slown down by viscous effects. Mathematically this effect is ascribed to nonlocal terms which are more important in magnitude for small wavenumbers kh. We can conclude that for kh < 2 the viscous Peregrine system provides a reasonnable approximation to full Euler equations. The behaviour of the phase velocity for shorter waves is shown on Figure 2(b) . The real part of the wave frequency τ is depicted on Figure 3 . On the left image in Figure 3 (a) one can see a zoom on the long wave region. The apparent transient behaviour at kh ≈ 1 corresponds to the change between the region where the nonlocal terms are dominant (kh < 1 for the present choice of ν) to the short wave region dominated by local diffusion (τ ≈ −2νk 2 for kh > 1).
Conclusions
In the present study we investigate further the derivation methods of dissipative Boussinesq equations [24, 22] . First, we recast the visco-potential formulation [42, 25] using the normal velocity at the free surface which is given by the so-called Dirichlet-to-Neumann map in the spirit of the Petrov-Zakharov formulation [52, 67] . Then, two completely different approaches have been employed to simplify this complete visco-potential formulation. The first method is called the shape derivative method [40] which expands the D2N map in powers of the nonlinearity parameter ε. The second method is more classical [46, 47, 41] and consists in expanding the velocity potential φ and, consequently, the D2N map in powers of the dispersion (or shallowness) parameter µ 2 . Both methods lead to the same asymptotic expression for the D2N map and thus, to the same dissipative Boussinesq type system. The shape derivative method seems to involve more computational work. However, we prefer to keep both methods in our exposition. The main reason is that in the absence of the Stokes number assumption (ε ∼ µ 2 ), two methods are fundamentally different since they involve expansions in different small parameters (nonlinearity and dispersion). Consequently, the shape derivative method is fully dispersive, while the long wave expansion is fully nonlinear if no additional assumptions are made on the magnitude of the second parameter (dispersion and nonlinearity, respectively). Moreover, we came up with two new Boussinesq type systems, one of them being a viscid generalization of classical Peregrine system [51] . Finally, the dispersion relation properties of the derived system were discussed as well.
In future investigations the decay rate of solutions to new systems at infinite times t → +∞ will be studied. These asymptotic estimations can be supported by several numerical simulations of a solitary wave decay rate. The effect of new viscous terms is to be revealed in future studies. 
