In this paper, we examine a class of algebras which includes Lie algebras, Lie color algebras, right alternative algebras, left alternative algebras, antiassociative Ž . algebras, and associative algebras. We call this class of algebras ␣, ␤, ␥ -algebras and we examine gradings of these algebras by groups with finite support. We generalize various results on associative algebras and finite-dimensional Lie algebras. Two of our main results are 
acts nilpotently on A on both sides, then A is sol¨able.
These results are used to examine the invariants of automorphisms and derivations. One such application is 
INTRODUCTION
In this paper, we examine group-gradings of a class of algebras which is nearly associative. Our motivation is to extend results on group-gradings and the invariants of derivations and automorphisms from associative algebras to various nonassociative algebras. The results we are interested in relate the identity component of an algebra to the entire algebra. The study of group-graded rings has proven quite useful in the study of the invariants of derivations and automorphisms, since the eigenvalues of derivations and automorphisms often induce group-gradings of the algebra with the invariants lying in the identity component.
It is well known for associative rings graded by a group G with finite support that if the identity component is zero then the algebra is nilpotent. As is shown in Example 3.8, this result does not even extend to Lie algebras graded by abelian groups. However, even for algebras more general then Lie algebras, a great deal can still be said for gradings by certain types of abelian groups.
The results on group-gradings that we will prove in this paper hold for a class of algebras sufficiently large to include Lie algebras, Lie color algebras, right alternative algebras, left alternative algebras, antiassociative algebras, and associative algebras. Our results will be an improvement over existing results on gradings of Lie algebras in two ways. The first is that our results hold for more general algebras. However, the larger improvement is that whereas most of the Lie algebra results hold for finite-dimensional Lie algebras, our results will hold for algebras over commutative rings. The arguments used for finite-dimensional Lie algebras often make use of Engel's theorem or Jacobson's work on weakly nil sets; however, our arguments will be primarily combinatorial in nature. At this point, we can define our class of nonassociative algebras.
DEFINITION. An algebra A over a commutative ring K is a left Ž . Ž . ␣,␤,␥ -algebra if there exists a multiplicatively closed set S s S A which generates A as a K-module and there exist functions ␣ , ␤, ␥ : S = S ª K such that for all x, y g S and z g A. 
Let L s [
L be a Lie color algebra where G is an abelian
Our first four examples all have the property that the values of ␣ s Ž . Ž . Ž . ␣ x, y , ␤s␤ x, y , and ␥ s ␥ x, y g K are constants. When this is the Ž . case we say that A is an ␣, ␤, ␥ -algebra with constant coefficients. It is easy to see that if the values of ␣ , ␤, and ␥ are constants, then we could choose all of A as our spanning set.
At this point, we need to define many of the objects we will be examining in this paper. We should note that since all of the groups which arise in this paper will be abelian, we will use additive group notation.
A where each A is a K-submodule of A and
Ž . G -graded right ␣ , ␤, ␥ -algebras and ␣ , ␤, ␥ -algebras are defined analogously.
Ž
. Ž . Note that for an ␣, ␤, ␥ -algebra A to be a G-graded ␣ , ␤, ␥ -algebra, it is not sufficient for A to be a G-graded algebra. It is also necessary, from property ii, that the grading be compatible with the spanning set S. However, it is clear that if A has constant coefficients, then this compatibility condition is automatically satisfied.
Ž . ␥ x, y , for all x, y g S. We will often denote ¨by x и¨.
y x x
Furthermore, we say that
Right A-modules and G-graded right A-modules are defined analogously.
is an associative K-algebra which we call the x associati¨e en¨elope of the action of A on V. For g g G, we let E be the
and so f s 0. As a result the sum E s Ý E is actually a direct sum,
hence E s [ E is an associative G-graded ring. This fact will be quite
Ž . set of all g g G such that B / 0. If supp B is finite, we say that B is g Ž . graded with finite support. Now suppose that supp V has finite support,
V has finite support, then E also has finite support. Ž . If A is a left ␣, ␤, ␥ -algebra and V is a left A-module, for any X : A, we can inductively define the sets X w nx и V as follows: X w0x и V s V and
In an analogous way, if A is a right ␣ , ␤, ␥ -algebra and V is a right A-module, we can define sets V и w nx X corresponding to the action of X on V on the right. If there exists an integer N such that X w N x и V s 0, we say that the action of X on V is left nilpotent. If V is both a left and right A-module such that X w N x и V s 0 s V и w N x X, then we say that the action of X is nilpotent on both sides.
For any algebra A, we can inductively define the sets A n as A 1 s A and
If there is some integer N such that A s 0, we say that A is left nilpotent. In an analogous way, we can also talk about A being right nilpotent.
Ž . Ž . For any ␣, ␤, ␥ -algebra A with spanning set S s S A , we can also inductively define the sets A Ž n. and S Ž n.
. In defining A Ž n. , we let A Ž1. be the additive group generated over K by AA and let A Ž nq1. be the additive group generated over K by
. In a similar manner, we can define
. If there is some integer N such that A Ž N . s 0, we say that A is solvable. Although the properties of being left and right nilpotent can be different, solvability is defined in a symmetric fashion. In Section 2, we will need the following Ž .
Ž n .
L EMMA 1.1. If A is a G-graded ␣, ␤, ␥ -algebra then so is A , for any Ž Ž1. . n Ž Ž1. . n n G 1. In addition, A A : A , for any n G 1.
Ž .
Proof. If S s S A is our spanning set for A then, since S is multiplicatively closed, it follows that S Ž n. is a multiplicatively closed spanning
: A , we proceed by induction with the n s 1 case being clear. Using the induction hypothesis along with the
We conclude this section with a straightforward observation which will be useful in Section 3.
In this section, we prove the three main results of this paper, all of Ž . which relate the structure of ␣ , ␤, ␥ -algebras to the structure of their identity components under various gradings. The first result deals with Ž . ␣,␤,␥ -algebras A which are graded by torsion free abelian groups. We will first require,
Ž . E V is the associati¨e en¨elope of the action of A on V, then the following are equi¨alent:
Proof. The equivalence of i and ii follows directly from the definition of E. Since V has finite support, so does E. A result of Cohen and Rowen w x CR says that if an associative ring R is graded with finite support by a group G, then R is nilpotent if and only if the identity component of R is nilpotent. Since E is an G-graded associative algebra, the equivalence of ii and iii then follows by applying the Cohen and Rowen result.
We can now prove the first main result of this paper. It generalizes work w x of Winter W on finite-dimensional Lie algebras which applied Jacobson's w x results J1, Chap. II, Section 2 on weakly nil sets.
G-graded left A-module with finite support, where G is a torsion g g G g free abelian group. If A acts nilpotently on V, then A also acts nilpotently on
Ž . Proof. Since V has finite support, it follows that E s E V also has finite support. Therefore in examining the action of E on V, we may assume that G is a finitely generated torsion free abelian group. As a result, we can fix an ordering -on G and we let --иии -be 1 2 n Ž . the ordering of the elements of supp V . Next, we let
Certainly, E is spanned over K by ‫ނ‬ and, by Lemma 2.1, it suffices to 0 show that the associative algebra E is nilpotent.
Ž . ‫,ނ‬ we define the length of B to be k and we denote this as l B s k. Next Ž . Ä < 4 we let w B s max g 1 F j F k and we note the important fact that for
Ž . It will suffice to construct a sequence of positive integers f n -f ny1 Ž . Ž .
We begin with the case where k s n. If N is a positive integer such that 
If we let B X be an element of ‫ނ‬ obtained by replacing
Continuing in this manner, we can repeatedly shift further and
further to the right until we obtain an element C g ‫ނ‬ such that is the
Ž . the largest element of supp V . As a result C V s 0, and so,
Ž . constructed and we will proceed to construct f k . We claim that f k s ŽŽ . Ž . . Ž . N n y k и f k q 1 q 1 will suffice. Note that the construction of f k depends only on N and n, which are respectively the index of nilpotency of Ž . the action of A on V and the size of supp V . By way of contradiction, we 0 Ž . may assume that there exist B , . . . ,
Ž . The first possibility is that for some B , w B q f supp V . We can and B s ( иии ( ( иии ( ; as before we can use the minimality of
further to the right. Continuing in this manner, we finally obtain the element C s ( иии ( ( g ‫ނ‬ with the property that B ( иии (
Ž . Therefore, we may assume that w B q g supp V , for all i. We i k Ž . now let t denote the number of i such that w B ) 0 and we will be i concerned with the size of t. The product B ( иии ( B is a composition
Ž . the property that w B s 0. However, whenever w B s 0 we know that
B is a composition of elements of the form , where x g S . Therefore,
Ž . Finally, we may assume that t G n y k и f k q 1 q 1. We know that Ž . the number of elements of supp V which are greater than is n y k. k Ž . Therefore, there exists some g g G such that at least f k q 1 q 1 of the Ž . Ž . B have the property that w B s g ) 0. Hence, if r s f k q 1 q 1,
there exists a subcollection B , . . . , B of the B with the property that
composition of functions, one of which must be of the form , where
f Ž k . Ž . x g S . As we have done before, the minimality of Ý l B allows us to
replace each B by some C g ‫ނ‬ with property that is the right-most
иии (C ( иии ( B lying between C and C . Therefore the product B (
the term deleted at the right and, for all l -r, let F be the
Since every C and D belongs to ‫,ނ‬ it follows
that each F also belongs to ‫.ނ‬ As a result, we can rewrite the product
we now have
We can now use the facts that each F g ‫,ނ‬ r y 1 s f k q 1 ,
As noted in the proof of Theorem 2.2, a bound for the index of nilpotence of the action of A on V can be found which depends only on the index of nilpotence of the action of A on V and the size of the 
We now move from torsion free abelian groups to finite cyclic groups. Our second main result generalizes work of Strade on finite-dimensional w x Ž . Lie algebras S, Theorem 1.5 to ␣, ␤, ␥ -algebras. Ž . Ž . w s w и w and we will define n w to be the minimum of l w and 1 2 1 Ž . Ž . Ž . l w . We will now proceed by induction on n w . If n w s 0, then either 2 w or w is equal to one of the x and we are done in this case. We now
Ž . suppose that n w ) 0 and we consider the case where 1 F l w F l w . Proof. We will prove the first inclusion by induction on n; the n s 0 case is clear because of our convention that A w0x и A s A. We will now 0 assume that the result holds for n and we will prove it for n q 1. Since A Ž . 
The proof of the second inclusion follows in an analogous 0 Ž . way using the fact that A is a left ␣ , ␤, ␥ -algebra.
Given elements a , . . . , a , b , . . . , b , x g A, we can inductively define a 1 n 1 n Ž . sequence of elements P a , . . . , a , x, b , . . . , b for i F n as follows:
Ž . It is clear that P a , . . . , a , x, b , . . . , b is a sum of nonassociative 
Lemma 2.7, we easily obtain the following: We can now prove Theorem 2.4.
Proof of Theorem 2.4. As in Lemma 2.6, we let T denote the subalgek bra of A generated by S j иии j S and, by convention, we let T s 0.
Ž . Our goal is to construct a sequence of positive integers f 0 -f 1 -иии Ž .
Žf Ž n ..
-f m y 1 with the property that A : T , for all 0 F n F m y 1. s A qT A qT :A qT . It is then easy to see, by induction on
Next we examine A Ž k . , for all k G 0, and we claim that
We proceed by induction on k with the k s 0 case being clear since A Ž0. s A and A w0x и A s A . Now, applying the induction hypothesis, Ž . Therefore, we may now assume that f n y 1 has been constructed and
Ž . A
: T , where n -m y 1. In fact, in attempting to construct f n , n Ž fŽny1..
Ž . we may assume that
The next step will be to show that for any . We now let B s A Ž k fŽny1.. , let Ž .
Žk fŽny1..
Ž . S B s S
l S , and, as in Lemma 2.6, we will let T B be the
is an ␣ , ␤, ␥ -algebra, we may assume from our work above that B : 
T . Combining all of these facts, we see that
thereby proving the desired conclusion for k q 1. Thus it is the case that
for all k G 1. However, we know from Lemma 2.8 that there is an integer inclusion from the paragraph above, we see that 
As a result, if we let f n s 2 N q 1 f n y 1 then f n has the desired Ž f Ž n..
property that A
: T , thereby concluding the proof. then L must be nilpotent. An important part of the proof consists of showing that L must be solvable, even when p is not prime. In light of Ž . Corollary 2.10, we see that this part of the result extends to all ␣ , ␤, ␥ -algebras. At this point, we can use Corollary 2.10 along with an adaptation of the original arguments to extend the result on Lie algebras graded by Ž . Ž . ŽŽ Ž1. . l . AF B . We begin with the claim that, for any l G 1, F A :
. . and a g S for t F p y 1. It suffices to show that a иии a a b иии
. Certainly we are done if any i s 0.
. l more, in Lemma 1.1, we saw that the set A has the property that
: A . Combining these two facts, we see that if is any Ä 4 permutation of the set 1, 2, . . . , p y 1 then there exist ␣ g K and
Since we may assume that all the i are nonzero, Ž2. Ž1. t w x we can apply a combinatorial lemma in HB, Lemma 10.8b , which states that there exists some permutation and positive integer s F p y 1 such that j q i q иии qi s 0 in ‫ޚ‬ . Therefore, we can find a permutation
иии a a b иии s 0, and so a иии a a b
Ž Ž1. . lq1 We now claim that for any l G 1, A : A . We proceed by 2 Ž Ž1. . 1 induction with the l s 0 case being clear as A s A . By applying the induction hypothesis along with the inclusion above, we obtain
Ž s.
1
. We claim that A : A . We proceed by induction with the s s 1 case being clear as A 2 s A Ž1. . If we apply the induction hypothesis Ž .
Ž1.
and the above inclusion with l s f p, s along with the fact that A is Ž . also an ␣, ␤, ␥ -algebra, we obtain
as desired. Finally, by Corollary 2.10, there is some integer N such that A Ž N . s 0.
As a result, A s 0 and A is left nilpotent.
We now combine Theorems 2.2 and 2.4 to obtain the third main result of this section. 
APPLICATIONS AND EXAMPLES
In the beginning of this section, we will apply our results on G-graded Ž . ␣,␤,␥ -algebras to the action of automorphisms and derivations of Lie Ž . color algebras and more general ␣, ␤, ␥ -algebras. After these applications, we will conclude this paper with several examples which show that, in many ways, the results obtained in Sections 2 and 3 are best possible. Ž . Recall that if an ␣ , ␤, ␥ -algebra A is graded by a group G, then A Ž . only becomes a G-graded ␣ , ␤, ␥ -algebra if the grading is compatible with the multiplicatively closed spanning set S. Therefore, if we decom-Ž . pose an ␣, ␤, ␥ -algebra A into the eigenspaces of a derivation or automorphism, this grading of A only makes A into a G-graded Ž . ␣,␤,␥ -algebra if we assume that our derivations and automorphisms are in some way homogeneous.
color algebra then we say that a derivation or automorphism is homoge-
Our first application will generalize g g w x w x work of Kreknin Kr and Winter W on Lie algebras. In their work, they looked at automorphisms of finite order of Lie algebras of arbitrary dimension and arbitrary automorphisms of finite-dimensional Lie algebras. They showed that if L s 0, then L must be solvable. We will extend these results to Lie color algebras of arbitrary dimension.
When studying finite-dimensional algebras over a field K, all automorphisms and derivations are automatically algebraic as K-linear transformations. In our situation, we will need to explicitly state that our automorphisms and derivations are algebraic as K-linear transformations. If the minimum polynomial satisfied over K by an automorphism or derivation has no multiple roots in any extension field of K, then we say that satisfies a separable polynomial. Proof. If we tensor L by K, the algebraic closure of K, we can extend the action of to L m K and the invariants of the action are now L m K. Since L is solvable if and only if L m K is solvable, we may assume that the ground field K is algebraically closed. As a result, we may assume that K contains all the eigenvalues of . Next, we let H be the subgroup of K U , the nonzero elements of K, generated by the eigenvalues of . Therefore H is a finitely generated abelian group and since all finite subgroups of K U are cyclic, it follows that H is of the form T = ‫ޚ‬ , where
where L is the eigenspace for . Furthermore, since each L is stable
␣,␤,␥ -algebra with homogeneous, multiplicatively closed spanning set S.
In the first case, if L s 0 then the identity component of L under the grading by H must also equal 0. In the second case, L is equal to the identity component of L under the grading by H. Therefore, in both cases the identity component of the grading acts nilpotently on L, thus by Theorem 2.12 L is solvable.
Finally, we consider the case where the order of is the prime number Ž . p p. If p equals the characteristic of K, then y 1 s 0. Since y 1 is a nilpotent linear transformation of L, it follows that if L s 0 then it must also be the case that L s 0. On the other hand, if p is not the characteristic of K, then the eigenvalues of are the p distinct pth roots of 1. As a result, L is now graded by the cyclic group of order p in such a way that the identity component is equal to 0. Therefore, by Theorem 2.11, L must be nilpotent.
We can now prove an analogous result for derivations. We must require that the ground field have characteristic 0, however, we obtain the stronger conclusion that L must be nilpotent. Proof. The proof is almost the same as that of Corollary 3.1. The main difference is that L is now graded by a subgroup of the additive group K.
Since K has characteristic 0, K is torsion free, therefore in both cases we can apply Theorem 2.2 as the identity component of the grading acts nilpotently on L. Thus L is nilpotent. 
Ž
. We also have a revised version of Corollary 3.4 for ␣, ␤, ␥ -algebras Ž . with constant coefficients. Since we are looking at ␣, ␤, ␥ -algebras, we once again must distinguish between an algebra being left nilpotent or right nilpotent. In Corollaries 3.2, 3.3, and 3.5, we saw that algebraic derivations of Ž . ␣,␤,␥ -algebras always act with a nonzero set of invariants, provided the algebra is not nilpotent. In our first example, we see that this is not the case for arbitrary nonassociative rings, regardless of the characteristic. We should point that all of our examples will be finite-dimensional, thus all of our derivations will automatically be algebraic. EXAMPLE 3.6. A simple nonassociative finite-dimensional algebra A of characteristic not equal to 2, with a derivation d such that A d s 0. If K is any field with characteristic not equal to 2 and n G 2 is an integer, let A Ä 4 be the vector space with basis x , . . . , x , x , . . . , x . In addition, if K yn y1 1 n has characteristic p, we will also assume that n -p. We now give A an algebra structure by defining x ( x s x if yn -i q j -n with i q j / x , it is easy to see that I contains every element of our basis. Thus We now show that our assumption that the field K has characteristic 0 in Corollaries 3.2, 3.3, and 3.5 is necessary. Ž . In Theorem 2.11, we see that if A is a ‫ޚ‬ -graded ␣ , ␤, ␥ -algebra p where A s 0, then A must be nilpotent. By Corollary 2.10, even if p fails 0 to be prime, then A must still be solvable. However, we conclude this paper with a short example which shows that A can fail to be nilpotent if p is not prime. 
