The mathematical theory of reproducing kernel Hilbert spaces (RKHSs) provides powerful tools for minimum variance estimation (MVE) problems. Here, we extend the classical RKHS-based analysis of MVE in several directions. We develop a geometric formulation of five known lower bounds on the estimator variance (Barankin bound, Cramér-Rao bound, constrained Cramér-Rao bound, Bhattacharyya bound, and Hammersley-Chapman-Robbins bound) in terms of orthogonal projections onto a subspace of the RKHS associated with a given MVE problem. We show that, under mild conditions, the Barankin bound (the tightest possible lower bound on the estimator variance) is a lower semicontinuous function of the parameter vector. We also show that the RKHS associated with an MVE problem remains unchanged if the observation is replaced by a sufficient statistic. Finally, for MVE problems conforming to an exponential family of distributions, we derive novel closedform lower bounds on the estimator variance and show that a reduction of the parameter set leaves the minimum achievable variance unchanged. Index Terms-Minimum variance estimation, exponential family, reproducing kernel Hilbert space, RKHS, Cramér-Rao bound, Barankin bound, Hammersley-Chapman-Robbins bound, Bhattacharyya bound, locally minimum variance unbiased estimator.
I. INTRODUCTION
W E CONSIDER the problem of estimating the value g(x) of a known deterministic function g(·) evaluated at an unknown nonrandom parameter vector x ∈ X , where the parameter set X is known. The estimation of g(x) is based on an observed vector y, which is modeled as a random vector with an associated probability measure [1] μ y x or, as a special case, an associated probability density function (pdf) f (y; x), both parametrized by x ∈ X . More specifically, we study the problem of minimum variance estimation (MVE), where one Manuscript aims at finding estimators with minimum variance under the constraint of a prescribed bias. Our treatment of MVE will be based on the mathematical framework and methodology of reproducing kernel Hilbert spaces (RKHS).
A. State of the Art and Motivation
The RKHS approach to MVE was introduced in the seminal papers [2] and [3] . On a general level, the theory of RKHS yields efficient methods for high-dimensional optimization problems. These methods are popular, e.g., in machine learning [4] , [5] . For the MVE problem considered here, the optimization problem is the minimization of the estimator variance subject to a bias constraint. The RKHS approach to MVE enables a consistent and intuitive geometric treatment of the MVE problem. In particular, the determination of the minimum achievable variance (or Barankin bound) and of the locally minimum variance estimator reduces to the calculation of the squared norm and isometric image of a specific vector-representing the prescribed estimator biasthat belongs to the RKHS associated with the estimation problem. This reformulation is interesting from a theoretical perspective; in addition, it may also be the basis for an efficient computational evaluation. Furthermore, a wide class of lower bounds on the minimum achievable variance (and, in turn, on the variance of any estimator) is obtained by performing projections onto subspaces of the RKHS. Again, this enables an efficient computational evaluation of these bounds.
A specialization to estimation problems involving sparsity constraints was presented in [6] - [8] . For certain special cases of these sparse estimation problems, the RKHS approach allows the derivation of closed-form expressions of the minimum achievable variance and the corresponding locally minimum variance estimators. The RKHS approach has also proven to be a valuable tool for the analysis of estimation problems involving continuous-time random processes [2] , [3] , [9] .
B. Contribution and Outline
The main contributions of this paper concern an RKHStheoretic analysis of the performance of MVE, with a focus on lower variance bounds, sufficient statistics, and observations conforming to an exponential family of distributions. First, we give a geometric interpretation of some well-known lower bounds on the estimator variance. The tightest of these bounds, i.e., the Barankin bound, is proven to be a lower 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
semi-continuous function of the parameter vector x under mild conditions. We then analyze the role of a sufficient statistic from the RKHS viewpoint. In particular, we prove that the RKHS associated with an estimation problem remains unchanged if the observation y is replaced by any sufficient statistic. Furthermore, we characterize the RKHS for estimation problems with observations conforming to an exponential family of distributions. It is found that this RKHS has a strong structural property, and that it is explicitly related to the moment-generating function of the exponential family. Inspired by this relation, we derive novel lower bounds on the estimator variance, and we analyze the effect of parameter set reductions. The lower bounds have a particularly simple form. The remainder of this paper is organized as follows. In Section II, basic elements of MVE are reviewed and the RKHS approach to MVE is summarized. In Section III, we present an RKHS-based geometric interpretation of known variance bounds and demonstrate the lower semi-continuity of the Barankin bound. The effect of replacing the observation by a sufficient statistic is studied in Section IV. In Section V, the RKHS for exponential family-based estimation problems is investigated, novel lower bounds on the estimator variance are derived, and the effect of a parameter set reduction is analyzed. We note that the proofs of most of the new results presented can be found in the doctoral dissertation [10] and will be referenced in each case.
C. Notation and Basic Definitions
We will use the shorthand notations N {1, 2, 3, . . .}, Z + {0, 1, 2, . . .}, and [N] {1, 2, . . . , N}. The open ball in R N with radius r > 0 and centered at x c is defined as
Boldface lowercase (uppercase) letters denote vectors (matrices). The superscript T stands for transposition. The kth entry of a vector x and the entry in the kth row and lth column of a matrix A are denoted by (x) k = x k and (A) k,l = A k,l , respectively. The kth unit vector is denoted by e k , and the identity matrix of size N × N by I N . The Moore-Penrose pseudoinverse [11] [12] , [13] .) The restriction of a function f (·) : D → R to a subdomain D ⊆ D is denoted by f (·) D . Given a multi-index p = ( p 1 · · · p N ) T ∈ Z N + , we define the partial derivative of order p of a real-valued function
(if it exists) [13] , [14] . Similarly, for a function f (· , ·) : D × D → R and two multi-indices p 1 ,
where f (x 1 , x 2 ) is considered as a function of the "supervector" (x T 1 x T 2 ) T of length 2N. Given a vector-valued function φ(·) : R M → R N and p ∈ Z N + , we denote the product
The probability measure of a random vector y taking on values in R M is denoted by μ y [1] , [15] - [17] . We consider probability measures that are defined on the measure space given by all M-dimensional Borel sets on R M [1, Sec. 10]. The probability measure assigns to a measureable set A ⊆ R M the probability
where I A (·) : R M → {0, 1} denotes the indicator function of the set A. We will also consider a family of probability measures {μ y x } x∈X parametrized by a nonrandom parameter vector x ∈ X . We assume that there exists a dominating measure μ E , so that we can define the pdf f (y; x) (again parametrized by x) as the Radon-Nikodym derivative of the measure μ y x with respect to the measure μ E [1] , [15] - [17] . (In general, we will choose for μ E the Lebesgue measure on R M .) We refer to both the set of measures {μ y x } x∈X and the set of pdfs { f (y; x)} x∈X as the statistical model. Given a (possibly vector-valued) deterministic function t(y), the expectation operation is defined by [1] 
where the subscript in E x indicates the dependence on the parameter vector x parametrizing μ y x (y) and f (y; x).
II. FUNDAMENTALS

A. Review of MVE
It will be convenient to denote a classical (frequentist) estimation problem by the triple E = X , f (y; x), g(·) , consisting of the parameter set X ⊆ R N , the statistical model { f (y; x)} x∈X , with y ∈ R M , and the parameter function g(·) : X → R P . Note that our setting includes estimation of the parameter vector x itself, which is obtained when g(x) = x. The result of estimating g(x) from y is an estimateĝ ∈ R P , which is derived from y via a deterministic estimatorĝ(·) : R M → R P , i.e.,ĝ =ĝ(y). We assume that any estimator is a measurable mapping from R M to R P [1, Sec. 13] . A convenient characterization of the performance of an estimatorĝ(·) is the mean squared error (MSE) defined as
We will write ε(ĝ(·); x) to explicitly indicate the dependence of the MSE on the estimatorĝ(·) and the parameter vector x. Unfortunately, for a general estimation problem E = X , f (y; x), g(·) , there does not exist an estimator g(·) that minimizes the MSE simultaneously for all parameter vectors x ∈ X [18] , [19] . This follows from the fact that minimizing the MSE at a given parameter vector x 0 always yields zero MSE; this is achieved by the estimatorĝ 0 (y) = g(x 0 ), which completely ignores the observation y.
A popular rationale for the design of good estimators is MVE. This approach is based on the MSE decomposition ε(ĝ(·); x) = b(ĝ(·); x) 2 2 + v(ĝ(·); x), (1) with the estimator bias b(ĝ(·); x) E x {ĝ(y)} − g(x) and the estimator variance v(ĝ(·); x) E x ĝ(y) − E x {ĝ(y)} 2 2 . In MVE, one fixes the bias for all parameter vectors, i.e., b(ĝ(·); x) ! = c(x) for all x ∈ X , with a prescribed bias function c(·) : X → R P , and considers only estimators with the given bias. Note that fixing the estimator bias is equivalent to fixing the estimator mean, i.e., E x ĝ(y)
The important special case of unbiased estimation is obtained for c(x) ≡ 0 or equivalently γ (x) ≡ g(x) for all x ∈ X . Fixing the bias can be viewed as a kind of regularization of the set of considered estimators [15] , [19] , because useless estimators like the estimatorĝ 0 (y) = g(x 0 ) are excluded. Another justification for fixing the bias is the fact that, if a large number of independent and identically distributed (i.i.d.) realizations {y i } L i=1 of the vector y are observed, then, under certain technical conditions, the bias term dominates in the decomposition (1) . Thus, in that case, the MSE is small if and only if the bias is small; this means that the estimator has to be effectively unbiased, i.e., b(ĝ(·); x) ≈ 0 for all x ∈ X .
For a fixed "reference" parameter vector x 0 ∈ X and a prescribed bias function c(·), we define the set of allowed estimators by
We call a bias function c(·) valid for the estimation problem E = (X , f (y; x), g(·)) at x 0 ∈ X if the set A(c(·), x 0 ) is nonempty. This means that there is at least one estimatorĝ(·) with finite variance at x 0 and whose bias equals c(·), i.e., b(ĝ(·); x) = c(x) for all x ∈ X . From (1), it follows that for a fixed bias c(·), minimizing the MSE ε(ĝ(·); x 0 ) is equivalent to minimizing the variance v(ĝ(·); x 0 ). Therefore, in MVE, one attempts to find estimators that minimize the variance under the constraint of a prescribed bias function c(·). Let
denote the minimum (strictly speaking, infimum) variance at x 0 for bias function c(·). If A(c(·), x 0 ) is empty, i.e., if c(·) is not valid, we set M(c(·), x 0 ) ∞. Any estimatorĝ (x 0 ) (·) ∈ A(c(·), x 0 ) that achieves the infimum in (2), i.e., for which v ĝ (x 0 ) (·); x 0 = M(c(·), x 0 ), is called a locally minimum variance (LMV) estimator at x 0 for bias function c(·) [2] , [3] , [15] . The corresponding minimum variance M(c(·), x 0 ) is called the minimum achievable variance at x 0 for bias function c(·). The minimization problem (2) is referred to as a minimum variance problem (MVP). By its definition in (2) , M(c(·), x 0 ) is a lower bound on the variance at x 0 of any estimator with bias function c(·), i.e.,
In fact, M(c(·), x 0 ) is the tightest lower bound, which is sometimes referred to as the Barankin bound.
If, for a prescribed bias function c(·), there exists an estimator that is the LMV estimator simultaneously at all x 0 ∈ X , then that estimator is called the uniformly minimum variance (UMV) estimator for bias function c(·) [2] , [3] , [15] . For many estimation problems, a UMV estimator does not exist. However, it always exists if there exists a complete sufficient statistic [15, Th. 1.11 and Corollary 1.12], [20, Th. 6.2.25] . Under mild conditions, this includes the case where the statistical model corresponds to an exponential family.
The variance to be minimized can be decomposed as
c(·) l . It follows that the minimization of v(ĝ(·); x 0 ) in (2) can be reduced to P separate problems of minimizing the component variances v(ĝ l (·); x 0 ), each involving the optimization of a single scalar componentĝ l (·) ofĝ(·) subject to the scalar bias constraint b(ĝ l (·); x) = c l (x) for all x ∈ X . Therefore, without loss of generality, we will hereafter assume that the parameter function g(x) is scalar-valued, i.e., P = 1.
B. Review of the RKHS Approach to MVE
A powerful mathematical toolbox for MVE is provided by RKHS theory [2] , [3] , [21] . In this subsection, we review basic definitions and results of RKHS theory and its application to MVE, and we discuss a differentiability property that will be relevant to the variance bounds considered in Section III.
An RKHS is associated with a kernel function, which is a function R(· , ·) : X × X → R with the following two properties [21] :
There exists an RKHS for any kernel function R(· , ·) : X × X → R [21] . This RKHS, denoted H(R), is a Hilbert space equipped with an inner product · , · H(R) such that, for any x ∈ X ,
Relation (4), which is known as the reproducing property, defines the inner product f, g H(R) for all f (·), g(·) ∈ H(R) because (in a certain sense) any f (·) ∈ H(R) can be expanded into the set of functions {R(·, x)} x∈X . In particular, consider two functions f (·), g(·) ∈ H(R) that are given as
Then, by the linearity of inner products and (4),
1) The RKHS Associated with an MVP: Consider the class of MVPs that is defined by an estimation problem E = X , f (y; x), g(·) , a reference parameter vector x 0 ∈ X , and all possible prescribed bias functions c(·) : X → R. With this class of MVPs, we can associate a kernel function R E,x 0 (· , ·) : X × X → R and, in turn, an RKHS H(R E,x 0 ) [2] , [3] . (Note that, as our notation indicates, R E,x 0 (· , ·) and H(R E,x 0 ) depend on E and x 0 but not on g(·) or c(·).) We assume that
where the probability is evaluated for some underlying dominating measure μ E . We can then define the likelihood ratio as
We consider ρ E,x 0 (y, x) as a random variable (since it is a function of the random vector y) that is parametrized by x ∈ X . Furthermore, we define the Hilbert space L E,x 0 as the closure of the linear span 1 of the set of random variables
It can be shown that it is sufficient to define the inner product only for the random variables ρ E,x 0 (y, x) x∈X [2] . We will assume that
The assumptions (5) and (8) (or variants thereof) are standard in the literature on MVE [2] , [3] , [23] , [24] . They are typically satisfied for the important and large class of estimation problems arising from exponential families (cf. Section V). The inner product · , · RV :
The RKHS induced by R E,x 0 (· , ·) will be denoted by
. This is the RKHS associated with the estimation problem E = X , f (y; x), g(·) and the corresponding class of MVPs at x 0 ∈ X . (Note that R E,x 0 (· , ·) and H E,x 0 do not depend on g(·).) Assumption (5) implies that the likelihood ratio ρ E,x 0 (y, x) is measurable with respect to the underlying dominating measure μ E . Furthermore, ρ E,x 0 (y, x) is the Radon-Nikodym derivative [1] , [16] of the probability measure μ y x induced by f (y; x) with respect to the probability measure μ y x 0 induced by f (y; x 0 ) (cf. [1] , [22] , and [25] ). It is important to observe 1 A detailed discussion of the concepts of closure, inner product, orthonormal basis, and linear span in the context of abstract Hilbert space theory can be found in [2] and [22] .
that ρ E,x 0 (y, x) does not depend on the dominating measure μ E underlying the definition of the pdfs f (y; x). Thus, the kernel R E,x 0 (· , ·) given by (9) does not depend on μ E either. Moreover, under assumption (5), there exists the Radon-Nikodym derivative of μ y x with respect to μ y x 0 . This implies, trivially, that μ y x is absolutely continuous with respect to μ y x 0 , or, equivalently, that μ y x 0 dominates the measures {μ y x } x∈X [1, p. 443 ]. Therefore, we can use the measure μ y x 0 as the base measure μ E for the estimation problem E.
The two Hilbert spaces L E,x 0 and H E,x 0 are isometric. In fact, as proven in [2] , a specific congruence (i.e., isometric mapping of functions in
The isometry J[ f (·)] can be evaluated for an arbitrary func-
2) RKHS-Based Analysis of MVE: An RKHS-based analysis of MVE is enabled by the following central result. Consider an estimation problem E = X , f (y; x), g(·) , a fixed reference parameter vector x 0 ∈ X , and a prescribed bias function c(·) : X → R, corresponding to the prescribed mean function γ(·) c(·)+ g(·). Then, as shown in [2] and [3] , the following holds:
• The bias function c(·) is valid for E at x 0 if and only if γ(·) belongs to the RKHS H E,x 0 , i.e.,
• If the bias function c(·) is valid, the corresponding minimum achievable variance at x 0 is given by
and the LMV estimator at x 0 is given bŷ
This result shows that the RKHS H E,x 0 is equal to the set of the mean functions γ(x) = E x {ĝ(y)} of all estimatorsĝ(·) with a finite variance at x 0 , i.e., v(ĝ(·); x 0 ) < ∞. Furthermore, the problem of solving the MVP (2) can be reduced to the computation of the squared norm γ(·) 2 H E,x 0 and the isometric image J[γ(·)] of the prescribed mean function γ(·), viewed as an element of the RKHS H E,x 0 . This is especially helpful if a simple characterization of H E,x 0 is available. Here, following the terminology of [3] , what is meant by "simple characterization" is the availability of an orthonormal basis (ONB) for H E,x 0 such that the inner products of γ(·) with the ONB functions can be computed easily.
If such an ONB of H E,x 0 cannot be found, the relation (11) can still be used to derive lower bounds on the minimum achievable variance M(c(·), x 0 ). Indeed, because of (11), any lower bound on γ(·) 2
Denoting the orthogonal projection of γ(·) onto U by γ U (·),
Chapter 4] and thus, from (11) ,
for an arbitrary subspace U ⊆ H E,x 0 . In particular, let us consider the special case of a finite-dimensional subspace U ⊆ H E,x 0 that is spanned by a given set of functions
can be evaluated very easily due to the following expression [10, Th. 3.1.8]:
where the vector γ ∈ R L and the matrix G ∈ R L×L are given elementwise by
If all u l (·) are linearly independent, then a larger number L of basis functions u l (·) entails a higher dimension of U and, thus,
; this implies that the lower bound (13) will be higher (i.e., tighter). In Section III, we will show that some well-known lower bounds on the estimator variance are obtained from (13) and (15), using a subspace U of the form (14) and specific choices for the functions u l (·) spanning U.
3) Regular Estimation Problems and Differentiable RKHS: Some of the lower bounds to be considered in Section III require the estimation problem to satisfy certain regularity conditions.
Definition II.1: An estimation problem E = X , f (y; x), g(·) satisfying (8) is said to be regular up to order m ∈ N at an interior point x 0 ∈ X o if the following holds:
• For every multi-index p ∈ Z N + with entries p k ≤ m, the partial derivatives ∂ p f (y;x) ∂x p exist and satisfy
where r > 0 is a suitably chosen radius such that
exists, the expectation operation commutes with partial differentiation in the sense that, for every multi-index (17) or equivalently
for all x ∈ B(x 0 , r ), (18) provided that the right hand side of (17) and (18) is finite.
• For every pair of multi-indices p 1 , p 2 ∈ Z N + with p 1,k ≤m and p 2,k ≤ m, the expectation
depends continuously on the parameter vectors x 1 , x 2 ∈ B(x 0 , r ). We remark that the notion of a regular estimation problem according to Definition II.1 is somewhat similar to the notion of a regular statistical experiment introduced in [17, Sec. I.7].
The RKHS H E,x 0 associated with a regular estimation problem E has an important structural property, which we will term differentiable. More precisely, we call an RKHS H(R) differentiable up to order m if it is associated with a kernel R(· , ·) : X × X → R that is differentiable up to a given order m. The properties of differentiable RKHSs have been previously studied, e.g., in [26] - [28] . As shown in [10, Th. 4.4.3] , if E is regular up to order m at x 0 , then H E,x 0 is differentiable up to order m.
It will be seen that, under certain conditions, the functions belonging to an RKHS H(R) that is differentiable up to any order are characterized completely by their partial derivatives at any point x 0 ∈ X o . This implies via (10) together with identity (20) below that, for a regular estimation problem, the mean function γ(x) = E x {ĝ(y)} of any estimatorĝ(·) with finite variance at x 0 is completely specified by the partial derivatives
. Further important properties of a differentiable RKHS have been reported in [9] and [27] . In particular, for an RKHS H(R) that is differentiable up to order m, and for any x 0 ∈ X o and any p ∈ Z N + with p k ≤ m, the following holds:
is an element of H(R), i.e., r (p)
exists.
• The inner product of r (p)
x 0 (·) with an arbitrary function f (·) ∈ H(R) is given by
Thus, an RKHS H(R) that is differentiable up to order m contains the functions r (p)
x 0 (x) p k ≤m , and the inner products of any function f (·) ∈ H(R) with the r (p)
x 0 (x) can be computed easily via differentiation of f (·). This makes function sets r (p) x 0 (x) appear as interesting candidates for a simple characterization of the RKHS H(R). However, in general, these function sets are not guaranteed to be complete or orthonormal, i.e., they do not generally constitute an ONB. An important exception is given by certain estimation problems E involving an exponential family of distributions, which will be studied in Section V-D.
Consider an estimation problem E = X , f (y; x), g(·) that is regular up to order m ∈ N at x 0 ∈ X o . According to (10), the mean function γ(·) of any estimator with finite variance at x 0 belongs to the RKHS H E,x 0 . Since E is assumed regular up to order m, H E,x 0 is differentiable up to order m. This, in turn, implies 2 via (10) and (20) that the partial derivatives of γ(·) at x 0 exist up to order m. Therefore, for the derivation of lower bounds on the minimum achievable variance at x 0 in the case of an estimation problem that is regular up to order m at x 0 , we can always tacitly assume that the partial derivatives of γ(·) at x 0 exist up to order m; otherwise the corresponding bias function c(·) = γ(·)− g(·) would not be valid, i.e., there would not exist any estimator with mean function γ(·) (or, equivalently, bias function c(·)) and finite variance at x 0 .
III. RKHS FORMULATION OF KNOWN VARIANCE BOUNDS
Consider an estimation problem E = X , f (y; x), g(·) and an estimatorĝ(·) with mean function γ(x) = E x {ĝ(y)} and bias function c(x) = γ(x) − g(x). We assume thatĝ(·) has a finite variance at x 0 , which implies that c(·) is valid andĝ(·) ∈ A(c(·), x 0 ); hence, A(c(·), x 0 ) is nonempty. Then, γ(·) ∈ H E,x 0 according to (10) . We also recall from our discussion further above that if the estimation problem E is regular at x 0 up to order m, then the partial derivatives (13), it follows that the variance ofĝ(·) at x 0 is lower bounded as
where U is any subspace of H E,x 0 . The five variance bounds to be considered are obtained via specific choices of U.
A. Barankin Bound
For a (valid) prescribed bias function c(·), the Barankin bound [23] , [29] is the minimum achievable variance at x 0 , i.e., the variance of the LMV estimator at x 0 , which we denoted M(c(·), x 0 ). This is the tightest lower bound on the variance, cf. (3). Using the RKHS expression of M(c(·), x 0 ) in (11), the Barankin bound can be written as (22) with γ(·) = c(·)+g(·), for any estimatorĝ(·) with bias function c(·). Comparing with (21) , we see that the Barankin bound is obtained for the special choice U = H E,x 0 , in which case γ U (·) = γ(·) and (21) reduces to (22) .
In the literature [23] , [29] , the following expression of the Barankin bound is usually considered. Let D {x 1 , . . . , x L } ⊆ X with finite size L = |D| ∈ N, and let a (a 1 · · · a L ) T with a l ∈ R. Then the Barankin bound can be written as [23, Th. 4] v(ĝ(·);
where ρ E,x 0 (y, x l ) is the likelihood ratio as defined in (6) and A D is defined as the set of all a ∈ R L for which the denominator E x 0 l∈[L] a l ρ E,x 0 (y, x l ) 2 does not vanish.
Note that our notation sup D⊆X , L∈N, a∈A D is intended to indicate that the supremum is taken not only with respect to the elements x l of D but also the number of elements (size of D), L. We will now verify that the bound in (23) can be obtained from our RKHS expression in (22) . We will use the following result derived in [ 
where A D is the set of all a ∈ R L for which l,l ∈[L] a l a l × R(x l , x l ) does not vanish.
We will furthermore use the fact-shown in [ 
Using (24) in (25), we obtain
From (9) and (7), we have R E,x 0 (x 1 ,
, and thus the denominator in (26) becomes
whence it also follows that A D = A D . Therefore, (26) is equivalent to (23) . Hence, we have shown that our RKHS expression (22) is equivalent to (23) .
B. Cramér-Rao Bound
The Cramér-Rao bound (CRB) [18] , [30] , [31] is the most popular lower variance bound. Since the CRB applies to any estimator with a prescribed bias function c(·), it yields also a lower bound on the minimum achievable variance M(c(·), x 0 ) (cf. (3)).
Consider an estimation problem E = X , f (y; x), g(·) that is regular up to order 1 at x 0 ∈ X o in the sense of Definition II.1. Letĝ(·) denote an estimator with mean function γ(x) = E x {ĝ(y)} and finite variance at x 0 (i.e., v(ĝ(·); x 0 ) < ∞). Then, this variance is lower bounded by the CRB v(ĝ(·);
where b(x 0 ) ∂γ(x) ∂x x=x 0 and J(x 0 ) ∈ R N×N , known as the Fisher information matrix associated with E, is given elementwise by
Since the estimation problem E is assumed regular up to order 1 at x 0 , the associated RKHS H E,x 0 is differentiable up to order 1. This differentiability is used in the proof of the following result [10, Sec. 4.4.2] .
Theorem III.2: Consider an estimation problem that is regular up to order 1 at a reference parameter vector x 0 ∈ X o in the sense of Definition II.1. Then, the CRB in (27) is obtained from (21) by using the subspace
with the functions
C. Constrained Cramér-Rao Bound
The constrained CRB [32] - [34] is an evolution of the CRB in (27) for estimation problems E = X , f (y; x), g(·) with a parameter set of the form
where f(·) : R N → R Q with Q ≤ N is a continuously differentiable function. We assume that the set X has a nonempty interior. Moreover, we require the Jacobian matrix F(x) ∂ f(x) ∂x ∈ R Q×N to have rank Q whenever f(x) = 0, i.e., for every x ∈ X . This full-rank requirement implies that the constraints represented by f(x) = 0 are nonredundant [33] . Under these conditions, the implicit function theorem [34, Th. 3.3] , [13, Th. 9.28] states that for any x 0 ∈ X , with X given by (29) , there exists a continuously differentiable map r(·) from an open set O ⊆ R N−Q into a set P ⊆ X containing x 0 , i.e.,
The constrained CRB in the form presented in [33] reads
where b(x 0 ) = ∂γ(x) ∂x x=x 0 , J(x 0 ) is the Fisher information matrix defined in (28) , and U(x 0 ) ∈ R N×(N−Q) is any matrix whose columns form an ONB for the null space of the Jacobian matrix F(x 0 ), i.e.,
The next result is proved in [10, Sec. 4.4.2] .
Theorem III.3: Consider an estimation problem that is regular up to order 1 in the sense of Definition II.1. Then, for a reference parameter vector x 0 ∈ X o , the constrained CRB in (31) is obtained from (21) by using the subspace
where r(·) is any continuously differentiable function of the form (30) .
D. Bhattacharyya Bound
Whereas the CRB depends only on the first-order partial derivatives of f (y; x) with respect to x, the Bhattacharyya bound [35] , [36] involves also higher-order derivatives. For an estimation problem E = X , f (y; x), g(·) that is regular at x 0 ∈ X o up to order m ∈ N, the Bhattacharyya bound states that v(ĝ(·);
where the vector a(x 0 ) ∈ R L and the matrix B(x 0 ) ∈ R L×L are given elementwise by a(x 0 ) l
The following result is proved in [ 
While the RKHS interpretation of the Bhattacharyya bound has been presented previously in [3] for a specific estimation problem, the above result holds for general estimation problems. We note that the bound tends to become higher (tighter) if L is increased in the sense that additional functions u l (·) are used (i.e., in addition to the functions already used). Finally, we note that the CRB subspace U CR in Theorem III.2 is obtained as a special case of the Bhattacharyya bound subspace U B by setting L = N, m = 1, and p l = e l in (33) .
E. Hammersley-Chapman-Robbins Bound
A drawback of the CRB and the Bhattacharyya bound is that they exploit only the local structure of an estimation problem E around a specific point x 0 ∈ X o [35] . As an illustrative example, consider two different estimation problems E 1 = X 1 , f (y; x), g(·) and E 2 = X 2 , f (y; x), g(·) with the same statistical model f (y; x) and parameter function g(·) but different parameter sets X 1 and X 2 . These parameter sets are assumed to be open balls centered at x 0 with different radii r 1 and r 2 , i.e., X 1 = B(x 0 , r 1 ) and X 2 = B(x 0 , r 2 ) with r 1 = r 2 . Then the CRB at x 0 for both estimation problems will be identical, irrespective of the values of r 1 and r 2 , and similarly for the Bhattacharyya bound. Thus, these bounds do not take into account a part of the information contained in the parameter set X . The Barankin bound, on the other hand, exploits the full information carried by the parameter set X since it is the tightest possible lower bound on the estimator variance. However, the Barankin bound is difficult to evaluate in general.
The Hammersley-Chapman-Robbins bound (HCRB) [37] - [39] is a lower bound on the estimator variance that takes into account the global structure of the estimation problem associated with the entire parameter set X . It can be evaluated much more easily than the Barankin bound, and it does not require the estimation problem to be regular. Based on a suitably chosen set of "test points" {x 1 , . . . , x L } ⊆ X , the HCRB states that [37] v(ĝ(·);
where the vector m(x 0 ) ∈ R L and the matrix V(x 0 ) ∈ R L×L are given elementwise by m(x 0 ) l γ(x l ) − γ(x 0 ) and 
The HCRB tends to become higher (tighter) if L is increased in the sense that test points x l or, equivalently, functions u l (·) are added to those already used. 
F. Lower Semi-Continuity of the Barankin Bound
For a given estimation problem E = X , f (y; x), g(·) and a prescribed bias function c(·), it is sometimes of interest to characterize not only the minimum achievable variance M(c(·), x 0 ) at a single parameter vector x 0 ∈ X but also how M(c(·), x 0 ) changes if x 0 is varied. The following result is proved in Appendix A.
Theorem III.6: Consider an estimation problem E = X , f (y; x), g(·) with parameter set X ⊆ R N and a prescribed bias function c(·) : X → R that is valid at all x 0 ∈ C for some open set C ⊆ X and for which the associated prescribed mean function γ(·) = c(·) + g(·) is a continuous function on C. Furthermore assume that for any fixed
Then, the minimum achievable variance M(c(·), x), viewed as a function of x, is lower semi-continuous on C.
A schematic illustration of a lower semi-continuous function is given in Fig. 1 . The application of Theorem III.6 to the estimation problems considered in [40] -corresponding to the linear/Gaussian model with a sparse parameter vectorallows us to conclude that the "sparse CRB" introduced in [40] cannot be maximally tight, i.e., it is not equal to the minimum achievable variance. Indeed, the sparse CRB derived in [40] is in general a strictly upper semi-continuous 3 function of the parameter vector x, whereas the minimum achievable variance M(c(·), x) is lower semi-continuous according to Theorem III.6. Since a function cannot be simultaneously lower semi-continuous and strictly upper semi-continuous, the sparse CRB cannot be equal to M(c(·), x).
IV. SUFFICIENT STATISTICS
For some estimation problems E = X , f (y; x), g(·) , the observation y ∈ R M contains information that is irrelevant to E, and thus y can be compressed in some sense. Accordingly, let us replace y by a transformed observation z = t(y) ∈ R K , with a deterministic mapping t(·) : R M → R K . A compression is achieved if K < M. Any transformed observation z = t(y) is termed a statistic, and it is said to be a sufficient statistic if it preserves all the information that is relevant to E [1] , [15] - [18] , [41] . In particular, a sufficient statistic preserves the minimum achievable variance (Barankin bound) M(c(·), x 0 ). In the following, the mapping t(·) will be assumed to be measurable.
For a given reference parameter vector x 0 ∈ X , we consider estimation problems E = X , f (y; x), g(·) for which there exists a dominating measure μ E such that the pdfs { f (y; x)} x∈X are well defined with respect to μ E and condition (5) is satisfied. The Neyman-Fisher factorization theorem [15] - [18] then states that the statistic z = t(y) is sufficient for E = X , f (y; x) , g(·) if and only if f (y; x) can be factored as
where h(·; x) and k(·) are nonnegative functions and the function k(·) does not depend on x. Relation (36) has to be satisfied for every y ∈ R M except for a set of measure zero with respect to the dominating measure μ E . The probability measure on R K (equipped with the system of K -dimensional Borel sets, cf. [1, Sec. 10] ) that is induced by the random vector z = t(y) is obtained as μ z x = μ y x t −1 [16] , [17] . According to Section II-B1, under condition (5), the measure μ y x 0 dominates the measures {μ y x } x∈X . This, in turn, implies via [16, Lemma 4 ] that the measure μ z x 0 dominates the measures {μ z x } x∈X , and therefore that, for each x ∈ X , there exists a pdf f (z; x) with respect to the measure μ z x 0 . This pdf is given by the following result. (Note that we do not assume condition (8) .)
Lemma IV.1: Consider an estimation problem E = X , f (y; x), g(·) satisfying (5), i.e., which is such that the Radon-Nikodym derivative of μ y x with respect to μ y x 0 is well defined and given by the likelihood ratio ρ E,x 0 (y, x). Furthermore consider a sufficient statistic z = t(y) for E. Then, the pdf of z with respect to the dominating measure μ z x 0 is given by
where the function h(z; x) is obtained from the factorization (36) .
Proof: The pdf f (z; x) of z with respect to μ z x 0 is defined by the relation
which has to be satisfied for every measurable set A ⊆ R K [1] . Denoting the pre-image of A under the mapping t(·) by
where step (a) follows from [1, Th. 16.12] and (b) is due to the fact that the Radon-Nikodym derivative of μ y x with respect to μ y x 0 is given by ρ E,x 0 (y, x) (cf. (6)), as explained in Section II-B1. Comparing (39) with (38) , we conclude that h(z;x) h(z;x 0 ) = f (z; x) up to differences on a set of measure zero (with respect to μ z x 0 ). Note that because we require t(·) to be a measurable mapping, it is guaranteed that the set t −1 (A) = y t(y) ∈ A is measurable for any measurable set A ⊆ R K .
Consider next an estimation problem E = X , f (y; x) , g(·) satisfying (8) , so that the kernel R E,x 0 (· , ·) exists according to (9) . Let z = t(y) be a sufficient statistic. We can then define the modified estimation problem E X , f (z; x), g(·) , which is based on the observation z and whose statistical model is given by the pdf f (z; x) (cf. (37) ). The following theorem states that the RKHS associated with E equals the RKHS associated with E.
Theorem IV.2: Consider an estimation problem E = X , f (y; x), g(·) satisfying (8) and a reference parameter vector x 0 ∈ X . For a sufficient statistic z = t(y), consider the modified estimation problem E = X , f (z; x), g(·) . Then, E also satisfies (8) and furthermore R E ,x 0 (· , ·) = R E,x 0 (· , ·) and
= E x 0 f (z;
where, as before, step (a) follows from [1, Th. 16.12] . From (40) , we conclude that if E satisfies (8) then so does E . Moreover, from R E ,x 0 (· , ·) = R E,x 0 (· , ·) in (40), it follows that H E ,
Intuitively, one might expect that the RKHS associated with a sufficient statistic should be typically "smaller" or "simpler" than the RKHS associated with the original observation, since in general the sufficient statistic is a compressed and "more concise" version of the observation. However, Theorem IV.2 states that the RKHS remains unchanged by this compression. One possible interpretation of this fact is that the RKHS description of an estimation problem is already "maximally efficient" in the sense that it cannot be reduced or simplified by using a compressed (yet sufficiently informative) observation.
V. MVE FOR THE EXPONENTIAL FAMILY
An important class of estimation problems is defined by statistical models belonging to an exponential family. Such models are of considerable interest in the context of MVE because, under mild conditions, the existence of a UMV estimator is guaranteed. Furthermore, any estimation problem that admits an efficient estimator, i.e., an estimator whose variance attains the CRB, must be necessarily based on an exponential family [15, Th. 5.12] . In this section, we will characterize the RKHS for this class and use it to derive lower variance bounds.
A. Review of the Exponential Family
An exponential family is defined as the following parametrized set of pdfs { f (y; x)} x∈X (with respect to the Lebesgue measure on R M ) [15] , [42] , [43] : Many well-known statistical models are special instances of an exponential family [43] . Without loss of generality, we can restrict ourselves to an exponential family in canonical form [15] , for which Q = N and u(x) = x, i.e.,
Here, the superscript ( A) emphasizes the importance of the cumulant function A(·) in the characterization of an exponential family. In what follows, we assume that the parameter space is chosen as
From the normalization constraint R M f ( A) (y; x) dy = 1, it follows that the cumulant function A(·) is determined by the sufficient statistic φ(·) and the weight function h(·) as
The moment-generating function of f ( A) (y; x) is defined as
Note that
Assuming a random vector y ∼ f ( A) (y; x) , it is known [42, Th. 2.2], [43, Proposition 3.1] that for any x ∈ X o and p ∈ Z N + , the moments E x φ p (y) exist, i.e., E x φ p (y) < ∞, and they can be calculated from the partial derivatives of λ(x) according to
Thus, the partial derivatives ∂ p λ(x) ∂x p exist for any x ∈ X o and p ∈ Z N + . Moreover, they depend continuously on x ∈ X o [42] , [43] .
B. RKHS Associated with an Exponential Family Based MVP
Consider an estimation problem E
with an exponential family statistical model { f ( A) (y; x)} x∈X as defined in (41) , and a fixed x 0 ∈ X . Consider further the RKHS H E ( A) ,x 0 . Its kernel is obtained as
Because (44) and (45) are equal, we see that condition
< ∞ for all x 1 , x 2 ∈ X . Since x 0 ∈ X ⊆ N , we have λ(x 0 ) < ∞. Furthermore, λ(x) = 0 for all x ∈ X . Therefore, (8) is satisfied if and only if λ(x 1 + x 2 − x 0 ) < ∞. We conclude that for an estimation problem whose statistical model belongs to an exponential family, condition (8) is equivalent to
Furthermore, from (45) and the fact that the partial derivatives ∂ p λ(x) ∂x p exist for any x ∈ X o and p ∈ Z N + and depend continuously on x ∈ X o , we can conclude that the RKHS H E ( A) ,x 0 is differentiable up to any order. We summarize this finding in the following lemma.
Lemma V.1: Consider an estimation problem E ( A) = X , f ( A) (y; x), g(·) associated with an exponential family (cf. (41) ) with natural parameter space N . We assume that X ⊆ N and that X satisfies condition (46) for some reference parameter vector x 0 ∈ X . Then, the kernel R E ( A) ,x 0 (x 1 , x 2 ) and the RKHS H E ( A) ,x 0 are differentiable up to any order m.
Next, by combining Lemma V.1 with (20), we will derive simple lower bounds on the variance of estimators with a prescribed bias function.
C. Variance Bounds for the Exponential Family
If X o is nonempty, the sufficient statistic φ(·) is a complete sufficient statistic for the estimation problem E ( A) , and thus there exists a UMV estimatorĝ UMV (·) for any valid bias function c(·) [15, p. 42] . This UMV estimator is given by the conditional expectation 4
whereĝ 0 (·) is any estimator with bias function c(·), i.e., b(ĝ 0 (·); x 0 ) = c(x) for all x ∈ X . The minimum achievable variance M(c(·), x 0 ) is then equal to the variance ofĝ UMV (·) at x 0 , i.e., M(c(·), x 0 ) = v(ĝ UMV (·); x 0 ) [15, p. 89 ]. However, it may be difficult to actually construct the UMV estimator via (47) and to calculate its variance. In fact, it may be already a difficult task to find an estimatorĝ 0 (·) whose bias function equals c(·). Therefore, it is still of interest to find simple closed-form lower bounds on the variance of any estimator with bias c(·). Theorem V. 
where the vector n(x 0 ) ∈ R L and the matrix S(x 0 ) ∈ R L×L are given elementwise by
respectively. Here, p≤p l denotes the sum over all multiindices p ∈ Z N + such that p k ≤ (p l ) k for k ∈ [N], and p l p N k=1 (p l ) k p k . A proof of this result is provided in Appendix B. This proof shows that the bound (48) is obtained by projecting an appropriately transformed version of the mean function γ(·) onto the finite-dimensional subspace U = span r (p l )
x 0 (·) l∈ [L] of an appropriately defined RKHS H(R), with the functions r (p l )
x 0 (·) given by (19) . If we increase the set r (p l )
x 0 (·) l∈ [L] by adding further functions r (p ) x 0 (·) with multi-indices p / ∈ {p l } l∈ [L] , the subspace tends to become higher-dimensional and in turn the lower bound (48) becomes higher, i.e., tighter.
The requirement of a finite variance v(ĝ(·); x 0 ) in Theorem V.2 implies via (10) that γ(·) ∈ H E ( A) ,x 0 . This, in turn, guarantees via (20)-which can be invoked since due to Lemma V.1 the RKHS H E ( A) ,x 0 is differentiable up to any order at x 0 -the existence of the partial derivatives ∂ p γ(x) ∂x p x=x 0 . Note also that the bound (48) depends on the mean function γ(·) only via the local behavior of γ(·) as given by the partial derivatives of γ(·) at x 0 up to a suitable order.
Evaluating the bound (48) requires computation of the moments E x 0 φ p (y) . This can be done by means of message passing algorithms [43] .
For the choice L = N and p l = e l , the bound (48) is closely related to the CRB obtained for the estimation problem E ( A) . 4 The conditional expectation in (47) can be taken with respect to the measure μ y x for an arbitrary x ∈ X . Indeed, since φ(·) is a sufficient statistic, E x {ĝ 0 (y)|φ(y)} yields the same result for every x ∈ X .
In fact, the CRB for E ( A) is obtained as [15, Th. 2.6.2] v(ĝ(·);
with n(x 0 ) l = ∂γ(x) ∂ x l x=x 0 and the Fisher information matrix given by
i.e., the covariance matrix of the sufficient statistic vector φ(y) .
On the other hand, evaluating the bound (48) for L = N and p l = e l and assuming without loss of generality 5 that
with n(x 0 ) as before and
Thus, the only difference is that the CRB in (51) involves the covariance matrix of the sufficient statistic φ(y) whereas the bound in (52) involves the correlation matrix of φ(y).
D. Reducing the Parameter Set
Using the RKHS framework, we will now show that, under mild conditions, the minimum achievable variance M(c(·), x 0 ) for an exponential family type estimation problem
is invariant to reductions of the parameter set X . Consider two estimation problems E = X , f (y; x), g(·) and E = X , f (y; x), g(·) X -for now, not necessarily of the exponential family type-that differ only in their parameter sets X and X . More specifically, E is obtained from E by reducing the parameter set, i.e., X ⊆ X . For these two estimation problems, we consider corresponding MVPs at a specific parameter vector x 0 ∈ X and for a certain prescribed bias function c(·). More precisely, c(·) is the prescribed bias function for E on the set X , while the prescribed bias function for E is the restriction of c(·) to X , c(·) X . We will denote the minimum achievable variances of the MVPs corresponding to E and E by M(c(·), x 0 ) and M c(·) X , x 0 , respectively. From (23) , it follows that M c(·) X , x 0 ≤ M(c(·), x 0 ), since taking the supremum over a reduced set can never result in an increase of the supremum.
The effect that a reduction of the parameter set X has on the minimum achievable variance can be analyzed conveniently within the RKHS framework. This is based on the following result [21] : Consider an RKHS H(R 1 ) of functions f (·) :
Furthermore, the norm of an elementf (·) ∈ H(R 2 ) is equal to the minimum of the norms of all functions f (·) ∈ H(R 1 ) that coincide withf (·) on D 2 , i.e.,
Consider an arbitrary but fixed f (·) ∈ H(R 1 ), and let
which holds for all f (·) ∈ H(R 1 ).
Let us now return to the MVPs corresponding to E and E . From (55) with D 1 = X , D 2 = X , H(R 1 ) = H E,x 0 , and H(R 2 ) = H E ,x 0 , we can conclude that, for any x 0 ∈ X ,
Here, we also used the fact that γ(·) X = c(·) X + g(·) X . The inequality in (56) means that a reduction of the parameter set X can never result in a deterioration of the achievable performance, i.e., in a higher minimum achievable variance. Besides this rather intuitive fact, the result (53) has the following consequence: Consider an estimation problem E = X , f (y; x), g(·) whose statistical model { f (y; x)} x∈X satisfies (8) at some x 0 ∈ X and moreover is contained in a "larger" model { f (y; x)} x∈X withX ⊇ X . If the larger model { f (y; x)} x∈X also satisfies (8), it follows from (53) that a prescribed bias function c(·) : X → R can only be valid for E at x 0 if it is the restriction of a function c (·) :X → R that is a valid bias function for the estimation problemẼ = X , f (y; x), g(·) at x 0 . This holds true since every valid bias function for E at x 0 corresponds to a mean function that is an element of the RKHS H E,x 0 , which by (53) consists precisely of the restrictions of the elements of the RKHS HẼ ,x 0 , which by (10) consists precisely of the mean functions corresponding to bias functions that are valid for E at x 0 . For the remainder of this section, we restrict our discussion to estimation problems E ( A) = X , f ( A) (y; x), g(·) whose statistical model is an exponential family model. The next result characterizes the analytic properties of the mean functions γ(·) that belong to an RKHS H E ( A) ,x 0 . A proof is provided in Appendix C. x 0 (x) p∈Z N + defined in (19) . Moreover, by (20) , for any f (·) ∈ H E ( A) ,x 0 and any p ∈ Z N + , there is r 
with an open parameter set X ⊆ N satisfying (46) for some x 0 ∈ X , and a prescribed bias function c(·) that is valid for E ( A) at x 0 . Furthermore consider a reduced parameter set (y; x) , g(·) denote the estimation problem that is obtained from E ( A) by reducing the parameter set to X 1 , and let c 1 (·) c(·) X 1 . Then, the minimum achievable variance for the restricted estimation problem E ( A) 1 and the restricted bias function c 1 (·), denoted by M 1 (c 1 (·), x 0 ), is equal to the minimum achievable variance for the original estimation problem E ( A) and the original bias function c(·), i.e.,
A proof of this theorem is provided in Appendix D. Note that the requirement x 0 ∈ X o 1 of the theorem implies that the reduced parameter set X 1 must contain a neighborhood of x 0 , i.e., an open ball B(x 0 , r ) with some radius r > 0. The message of the theorem is that, for an estimation problem based on an exponential family, parameter set reductions have no effect on the minimum achievable variance at x 0 as long as the reduced parameter set contains a neighborhood of x 0 .
VI. CONCLUSION
The mathematical framework of reproducing kernel Hilbert spaces (RKHS) provides powerful tools for the analysis of minimum variance estimation (MVE) problems. Building upon the theoretical foundation developed in the seminal papers [2] and [3] , we derived novel results concerning the RKHSbased analysis of lower variance bounds for MVE, of sufficient statistics, and of MVE problems conforming to an exponential family of distributions. More specifically, we presented an RKHS-based geometric interpretation of several well-known lower bounds on the estimator variance. We showed that each of these bounds is related to the orthogonal projection onto an associated subspace of the RKHS. In particular, the subspace associated with the Cramér-Rao bound is based on the strong structural properties of a differentiable RKHS. For a wide class of estimation problems, we proved that the minimum achievable variance, which is the tightest possible lower bound on the estimator variance (Barankin bound), is a lower semi-continuous function of the parameter vector. In some cases, this fact can be used to show that a given lower bound on the estimator variance is not maximally tight. Furthermore, we proved that the RKHS associated with an estimation problem remains unchanged if the observation is replaced by a sufficient statistic.
Finally, we specialized the RKHS description to estimation problems whose observation conforms to an exponential family of distributions. We showed that the kernel of the RKHS has a particularly simple expression in terms of the momentgenerating function of the exponential family, and that the RKHS itself is differentiable up to any order. Using this differentiability, we derived novel closed-form lower bounds on the estimator variance. We also showed that a reduction of the parameter set has no effect on the minimum achievable variance at a given reference parameter vector x 0 if the reduced parameter set contains a neighborhood of x 0 .
Promising directions for future work include the practical implementation of message passing algorithms for the efficient computation of the lower variance bounds for exponential families derived in Section V-C. Furthermore, in view of the close relations between exponential families and probabilistic graphical models [43] , it would be interesting to explore the relations between the graph-theoretic properties of the graph associated with an exponential family and the properties of the RKHS associated with that exponential family. 
= E x 0 φ p l +p l (y) .
Note that the application of (20) was based on the differentiability of H(R). Comparing (68), (69), and (70) with (48), (49), and (50), respectively, we conclude that the theorem is proved.
APPENDIX C PROOF OF LEMMA V.3
For E ( A) = X , f ( A) (y; x), g(·) and x 0 ∈ X , we consider a function γ(·) : X → R belonging to the RKHS H E ( A) ,x 0 . The idea of the proof is to reduce the characterization of γ(·) to that of the LMV estimatorĝ (x 0 ) (·) for prescribed mean function γ(·). This estimator is guaranteed to exist since γ(·) ∈ H E ( A) ,x 0 , and it is given byĝ (x 0 ) (·) = J[γ(·)] (see (12) ). Trivially, v ĝ (x 0 ) (·); x 0 = M(c(·), x 0 ) < ∞ and E x ĝ (x 0 ) (y)} = γ(x) for all x ∈ X . For later use, we also note that 
For any exponential family based estimation problem E ( A) = X , f ( A) (y; x), g(·) , it follows from [42, Th. 2.7] that the mean function E x {ĝ(·)} of any estimatorĝ(·) is analytic 7 on the interior T o of the set T x ∈ N E x {|ĝ(y)|} < ∞ . Furthermore, T can be shown to be a convex set [42, Corollary 2.6] . In particular, the mean function γ(x) of the LMV estimatorĝ (x 0 ) (·) is analytic on the interior T o 0 of the convex set T 0
x ∈ N E x {|ĝ (x 0 ) (y)|} < ∞ . However, here we are interested in the behavior of E x ĝ (x 0 ) (y)} = γ(x) on the domain X . Therefore, we will next verify that X ⊆ T 0 .
Using the Hilbert space H x 0 t (y) E x 0 {t 2 (y)} < ∞ and associated inner product t 1 (y), t 2 (y) RV = E x 0 {t 1 (y)t 2 (y)}, we obtain for an arbitrary x ∈ X ⊆ N where (a) follows from the Cauchy-Schwarz inequality in the Hilbert space H x 0 . Thus, we have verified that E x ĝ (x 0 ) (y) < ∞ on X , which implies that X ⊆ T 0 . Moreover, we have
This is implied 8 by X ⊆ T 0 together with the fact that (by assumption) X is an open set. Next, we will show that because of the analyticity of γ(·) on T o 0 , the fact that all partial derivatives of γ(·) vanish at x 0 implies that γ(x) = 0 for all x ∈ T o 0 , and, in turn, by (72) that γ(x) = 0 for all x ∈ X . Let us consider the restrictions
of γ(·) on line segments R x 1 ax 1 + (1 − a)x 0 a ∈ (−ε, 1 + ε) , where x 1 ∈ T o 0 and ε > 0. Here, ε is chosen sufficiently small such that the vectors x a x 0 − ε(x 1 − x 0 ) and x b
x 1 + ε(x 1 − x 0 ) belong to T o 0 , i.e., x a , x b ∈ T o 0 . Such an ε can always be found, since x 0 ∈ T o 0 (due to (72)) and x 1 ∈ T o 0 (by assumption). As can be verified easily, any vector in R x 1 is a convex combination of the vectors x a and x b , which both belong to T o 0 . Therefore we have R x 1 ⊆ T o 0 for any x 1 ∈ T o 0 , as the interior T o 0 of the convex set T 0 is itself a convex set [44, Th. 6.2], 9 i.e., the interior T o 0 contains any convex combination of its elements.
The function γ Since the partial derivatives of γ(·) at x 0 , ∂ p γ(x) ∂x p x=x 0 , are assumed to vanish for every p ∈ Z N + , the (ordinary) derivatives of arbitrary order of the scalar function γ R x 1 (a) vanish at a = 0 (cf. [13, Th. 9.15] ). According to [14, Corollary 1.2.5], since γ R x 1 (a) is an analytic function, this implies that γ R x 1 (a) vanishes everywhere on its open domain (−ε, 1 + ε). This, in turn, implies that γ(·) vanishes on every line segment R x 1 with arbitrary x 1 ∈ T o 0 and, thus, γ(·) vanishes everywhere on T o 0 . By (72), we finally conclude that γ(·) vanishes everywhere on X .
