We construct efficient robust truncated sequential estimators for the pointwise estimation problem in nonparametric autoregression models with smooth coefficients. For Gaussian models we propose an adaptive procedure based on the constructed sequential estimators. The minimax nonadaptive and adaptive convergence rates are established. It turns out that in this case these rates are the same as for regression models.
Introduction
One of the standard linear models in the general theory of time series is the autoregressive model (see, for example, [1] and the references therein). Natural extensions for such models are nonparametric autoregressive models which are defined by
where S(·) is unknown function, the design x k = k/n and the noise (ξ k ) 1≤k≤n are i.i.d. unobservable centered random variables, i.e. E ξ 1 = 0.
It should be noted that the varying coefficient principle is well known in the regression analysis. It permits the use of a more complex forms for regression coefficients and, therefore, the models constructed via this method are more adequate for applications (see, for instance, [9] , [23] ). In this paper we consider the varying coefficient autoregressive models (1.1). There is a number of papers which consider these models such as [7] , [8] and [4] . In all these papers, the authors propose some asymptotic (as n → ∞) methods for different identification studies without considering optimal estimation issues. To our knowledge, for the first time the minimax estimation problem for the model (1.1) has been treated in [3] in the nonadaptive case, i.e. for the known regularity of the function S. Then, in [2] it is proposed to use the sequential analysis method for the adaptive pointwise estimation problem in the case when the unknown Hölder regularity is less than one, i.e when the function S is not differentiable. It turns out that it is only the sequential analysis method allows to construct an adaptive pointwise estimation procedure for the models (1.1). That is why, in this paper, we study sequential estimation methods for the smooth function S. We consider the pointwise estimation at a fixed point z 0 ∈]0; 1[ in the two cases: when the Hölder regularity is known and when the Hölder regularity is unknown, i.e. the adaptive estimation. In the first case we consider this problem in the robust setting, i.e. we assume that the distribution of the random variables (ξ j ) j≥1 in (1.1) belongs to some functional class and we consider the estimation problem with respect to robust risks which have an additional supremum over all distributions from some fixed class. For nonparametric regression models such risks was introduced in [14] for the pointwise estimation problem and in [16] for the quadratic risks. Later, for the quadratic risks the same approach was used in [20] for regression model in continuous time. Motivated by this facts, we consider the adaptive estimation problem for the Gaussian models (1.1). More precisely, we assume that the function S belongs to a Hölder class with some unknown regularity 1 < β ≤ 2. Unfortunately, we can not use directly the sequential procedure from [2] for the adaptive estimation of such functions. Since to obtain an optimal rate for the function with β > 1 we have to take into account the Taylor expansion of the function S at z 0 of the order 1. To study the Taylor expansion for sequential procedures one needs to control the behavior of the stopping time. Indeed, one needs to keep the stopping time near of the number of observations. This can not be done by the procedure from [2] since one needs to use the unknown function S. In this paper we construct a sequential adaptive estimate for smooth functions and we find an adaptive minimax convergence rate for smooth functions. In Section 2, we present the standard notations used in sequel of the paper. We describe in detail the statement of the problem and main results in Section 3. In Section 4, we will study some properties of kernel estimators for the model (1.1) and in Section 5, we study properties of stopping time for constructed sequential procedure. Section 6 is devoted to the asymptotic upper bound and lower bound for the risk of the sequential kernel estimators. In Section 7 we illustrate the obtained results by numerical examples. Finally, we give the appendix which contains some technical results.
Sequential procedures 2.1 Main conditions
We assume that in the model (1.1) the i.i.d. random variables (ξ k ) 1≤k≤n have a density p (with respect to the Lebesgue measure) from the functional class P ς defined as
where ς ≥ 1 is some fixed parameter. Note that the (0, 1)-Gaussian density belongs to P.
In the sequel we denote this density by p 0 . It is clear that for any q > 0
where E p is the expectation with respect to the density p from P ς . To obtain the stable (uniformly with respect to the function S ) model (1.1), we assume that for some fixed 0 < ε < 1 and L > 0 the unknown function S belongs to the ε -stability set
3)
where C 1 [0, 1] is the Banach space of continuously differentiable [0, 1] → R functions and S = sup 0≤x≤1 |S(x)|. Similarly to [14] and [3] we make use of the family of the weak stable local Hölder classes at the point z 0
where
and β = 1 + α is the regularity parameter with 0 < α < 1. Moreover, we assume that the weak Hölder constant ǫ
We assume that the regularity β ≤ β ≤ β, where β = 1 + α and β = 1 + α for some fixed parameters 0 < α < α < 1.
Remark 2.1. Note that for the regression models the weak Hölder class was introduced in [14] for the efficient pointwise estimation. It is clear that it is more large than usual one with the same Hölder constant, i.e.
It should be noted also that for diffusion processes the local weak Hölder class was used in [13] and [15] for sequential and truncated sequential efficient pointwise estimation respectively. Moreover, in [17] these sequential pintwise efficient estimators were used to construct adaptive efficient model selection procedures in L 2 for diffusion processes.
Nonadaptive procedure
First, we study a nonadaptive estimation problem for the function S from the functional class (2.4) of the known regularity β = 1 + α. As we will see later to construct an efficient sequential procedure we need to use S as a procedure parameter. So we propose to use the first ν observations for the auxiliary estimation of S(z 0 ). In this step we use usual kernel estimate, i.e. 6) where the kernel Q(·) is the indicator function of the interval [−1; 1]; u j = (x j − z 0 )/h and h is some positive bandwidth. In the sequel for any 0 ≤ k < m ≤ n we set
i.e. A ν = A 0,ν . It is clear that to estimate S(z 0 ) on the basis of the kernel estimate with the kernel Q we can use the observations (y j ) k * ≤j≤k * , where
Here [a] is the integral part of a number a. So for the first estimation we chose ν as
Next, similarly to [2] , we use a some kernel sequential procedure based on the observations (y j ) ν≤j≤n . To transform the kernel estimator in the linear function of observations we replace the number of observations n by the following stopping time 10) where {∅} = n and the positive threshold H will be chosen as a positive random variable measurable with respect to the σ -field {y 1 , . . . , y ν }. Therefore, we get 11) where the correcting coefficient κ H on the set {A ν,τ H ≥ H} is defined as
and κ H = 1 on the set {A ν,τ H < H}. Now, to obtain an efficient estimate we need to use the all n observations, i.e. asymptotically for sufficiently large n the stopping time τ H ≈ n. Similarly to [19] , one can show that τ H ≈ γ(S) H as H → ∞, where
Therefore, to use asymptotically all observations we have to chose H as the number observations divided by γ(S). But in our case we use k * − k * observations to estimate S(z 0 ), Therefore, to obtain optimal estimate we need to define H as (k * −k * )/γ(S). taking into account that k * − k * ≈ 2nh and that γ(S) is unknown we define the threshold H as 13) where S ν is the projection of the estimator S ν in the interval ] − 1 + ε, 1 − ε[, i.e.
In this paper we chose the bandwidth h in the following form 14) where the sequence κ n > 0 such that κ * = lim inf n→∞ nκ n > 0 and lim n→∞ n δ κ n = 0 (2.15) for any 0 < δ < 1.
Adaptive procedure
We will construct an adaptive minimax sequential estimation for the function S from the functional class (2.5) of the unknown regularity β. To this end we will use the modification of the adaptive Lepskii method proposed in [2] based on the sequential estimators (2.11).
We set
Moreover, we chose the bandwidth h in the form (2.14) with κ n = 1/d n , i.e. we seť
We define the grids on the intervals [β , β] and [α , α] as
for 0 ≤ k ≤ m with m = [ln d n ] + 1, and we set
Replacing in (2.9) and (2.13) the parameters h and α we defině
Now using these parameters in the estimators (2.6) and (2.11) we setŠ k = S * h k (z 0 ) anď
In particular, if β = 1 and β = 2 we getλ * = 4(2/15) 1/2 . We also define the optimal index
The adaptive estimator is now defined as
It should be noted that in the difference from the usual adaptive pointwise estimation (see, for example, [21] , [12] , [2] and al.) the thresholdλ in (2.19) does not depend on the parameters L > 0 and L * > 0 of the Hölder class (2.5).
3 Main results
Robust efficient estimation
The problem is to estimate the function S(·) at a fixed point z 0 ∈]0, 1[, i.e. the value S(z 0 ). For this problem we make use of the risk proposed in [3] . Namely, for any estimate S = S n (z 0 ) (i.e. any measurable with respect to the observations (y k ) 1≤k≤n function) we define the following robust risk
where E S,p is the expectation taken with respect to the distribution P S,p of the vector (y 1 , ..., y n 0 ) in (1.1) corresponding to the function S and the density p from P ς .
With the help of the function γ(S) defined in (2.12), we describe the sharp lower bound for the minimax risks with the normalizing coefficient
where η is a Gaussian random variable with the parameters (0, 1/2). Now we give the upper bound for the minimax risk of the sequential kernel estimator defined in (2.11).
Theorem 3.2. The estimator (2.6) with the parameters (2.13) -(2.14) and κ n = n −1 satisfies the following inequality
where η is a Gaussian random variable with the parameters (0, 1/2).
Remark 3.3. Theorems 3.1 and 3.1 imply that the estimator (2.6), with the parameters (2.14) is asymptotically robust efficient with respect to class P ς .
Adaptive estimation
Now we consider the Gaussian model (1.1), i.e. assume that the random variables (ξ j ) j≥1 are N (0, 1). The problem is to estimate the function S at a fixed point z 0 ∈]0, 1[, i.e. the value S(z 0 ). For any estimateS n of S(z 0 ) (i.e. any measurable with respect to the observations (y k ) 1≤k≤n function), we define the adaptive risk for the functions S from 4) where N(β) is defined in (2.16), E S = E S,p 0 is the expectation taken with respect to the distribution P S = P S,p 0 . First we give the lower bound for the minimax risk. We show that with the convergence rate N(β) the lower bound for the minimax risk is strictly positive. Now we give the upper bound for the minimax risk of the sequential kernel estimator defined in (2.11).
First we give the lower bound for the minimax risk. We show that with the convergence rate N(β) the lower bound for the minimax risk is strictly positive.
, the risk (3.4) admits the following lower bound:
where the infimum is taken over all estimatorsS n .
The proof of this theorem is given in [2] . To obtain an upper bound for the adaptive risk (3.4) of the procedure (2.21) we need to study the family (S * h ) α≤α≤α .
Theorem 3.5. The sequential procedure (2.11) with the bandwidth h defined in (2.14) for κ n = ln n/n satisfies the following property
Using this theorem we can establish the minimax property for the procedure (3.4).
Theorem 3.6. The estimation procedure (3.4) satisfies the following asymptotic property 
Properties of S ν
We start with studying the properties of the estimate (2.13). To this end for any q > 1 we set
(q − 1) q/2 . Now we obtain a non asymptotic upper bound for the tail probability for the deviation
Proof. First, we write the estimation error as follows
Q(u j ) y j−1 ξ j and
Note that |B ν | ≤ Lh for any S ∈ Θ ε,L . Putting v = ι/2 we can write
Now, for any R → R function f and numbers 0 ≤ k ≤ m − 1 we set
Using this function we can estimate the first term on the left-hand side of (4.3) as
Therefore, using here Lemma 8.3 we get
where the coefficient ̺ * q is defined in (4.1). The last term on the right-hand side of (4.3) can be estimated as
Now in view of the Burkhölder inequality, it comes
, and after applying the Hölder inequality, we obtain
Therefore,
Hence Proposition 4.1 Proposition 4.2. Let the bandwidth h be defined by the conditions (2.14)-(2.15). Then, for all m ≥ 1 and 0 < δ < 1
Proof. By applying Proposition 4.1 for a = δ ǫ, we obtain that for sufficiently large n ≥ 1, for which δ ǫ > 2Lh, and for any m ≥ 1 and q > m/(1 − α)
Taking into account here the conditions (2.15) we come to Proposition 4.2.
Properties of stopping time τ H
First we need to study some asymptotic properties of the term (2.7).
Proposition 5.1. Assume that the threshold H is chosen in the form (2.13) and the bandwidth h satisfies the conditions (2.14) -(2.15). Then for any m ≥ 1 lim sup
Proof. Using the definition of H in (2.13) we obtain
Taking into account that ε 2 ≤ γ(S) ≤ 1, we obtain
This yields
Therefore for δ < ε 4 /8 and sufficiently large n ≥ 1 we obtain that
Lemma 8.3 and Proposition 4.2 imply Proposition 5.1. Now for any weighted sequence (w j ) j≥1 we set
Proposition 5.2. Assume that the threshold H is chosen in the form (2.13) and the bandwidth h satisfies the conditions (2.14) -(2.15). Moreover, let (w j ) j≥1 be a sequence bounded by a constant w * , i.e. sup j≥1 |w j | ≤ w * . Then
Proof. It is clear that Z n = 0 if A ν,n < H, and on the set {A ν,n ≥ H} this term can be estimated as
Taking into account that n j=ν+1
Moreover, note that
Therefore,Lemma 8.3 and Proposition 4.1 imply immediately (5.3).
Proofs

Proof of Theorem 3.1
First, similarly to the proof of Theorem 2.1 from [3] we choose the corresponding parametric functional family S u,δ (·) in the following form
with the function V δ defined as
where Q δ (u) = 1 {|u|≤1−2δ} + 21 {1−2δ≤|u|≤1−δ} with 0 < δ < 1/4 and g is some even nonnegative infinitely differentiable function such that g(z) = 0 for |z| ≥ 1 and
g(z) dz = 1. One can show (see [14] ) that for any b > 0 and 0 < δ < 1/4 there exists n * = n * (b, L, δ) > 0 such that for all |u| ≤ b and n ≥ n *
Therefore, in this case for any n ≥ n * ϕ n sup
where γ * (n, b) = inf |u|≤b γ −1/2 (S u,δ ). The definitions (2.12) and (6.1) imply that for any
Therefore, by the same way as in the proof of Theorem 2.1 from [3] we obtain that for any b > 0 and 0 < δ < 1/4
It is easy to check that σ 
Proof of Theorem 3.2
First we setκ
Then taking this into account we can represent the estimate error as
First we study the term B n (h). To this end we introduce
It is clear that for any
Therefore, using Proposition 5.2 for the sequence (5.2) with w j = b * j we obtain lim sup
Moreover, putting
Using the definition of Ω h (z 0 , S) in (2.4) we can represent the first term as
Note now that for any S from U
and, therefore,
The last bounds imply immediately lim sup
Taking into account Lemma 8.3 in (6.6) we get lim sup
Therefore, in view of (6.5)
To study the last term in (6.3) note that the definition of the stopping time in (2.10) implies sup
Therefore, in view of Lemma 8.5 we obtain 
Proof of Theorem 3.5
First, note that the representation (6.4) implies
Indeed, setting
we can represent B n (h) as
Using now Proposition 5.2 for the sequence (5.2) with w j = u j we obtain that lim sup
We can represent this term as
where Q 1 (u) = Q(u) u. Moreover, taking into account here, that
To estimate the last term in (6.11) note, that for any function S from H (β) (ε, L, L * ) and for k * ≤ j ≤ k * the coefficients (6.10) can be estimated as
Now the property (6.12) implies the inequality (6.9). Therefore, using Proposition 5.1 and the inequality (6.7) in (6.8), we come to Theorem 3.2.
Proof of Theorem 3.6
First of all, note that the coefficient φ defined in (2.13) will be more than one for sufficient large n for which ǫ ≤ 1/2. So, using the representation (6.4), we get for any 1 ≤ j ≤ m
, the random functions B n (h) and ζ n (h) are defined in (6.4). We set
This means that
Therefore, taking into account the definition of m in (2.18), we obtain that for any fixed integer
(6.14)
These inequalities and Theorem 3.5 imply
We start with the term I 1 . We have
The inequalities (6.14)-(6.15) imply immediately lim sup
Now we study the term I 2 . From (6.13) it follows that
where I * 1
Note now, that for any 0 ≤ j ≤ i 0 and for sufficiently large n (for which ln d n ≥ m/2) we get
So, Proposition 5.1 and the inequality (6.9) yield lim sup
Let us consider now the last term (6.17). To this end note that for 0 ≤ j
Taking into account thatȟ j+1 /ȟ j ≤ e, we can rewrite the last inequality as
Now, taking into account the inequality (6.7), we get
whereλ 1 =λ/2 and ζ * = max 1≤j≤m | ζ n (ȟ j )|. In view of the Hölder and Chebyshev inequalities and making use of the upper bound (8.11) we obtain
where the term I * 2 (S) is defined in (6.17) . Using these bounds in (6.18) we get
Let us estimate the term Υ * n . To this end note, that for any 0 ≤ j < i 0 and for sufficiently large n (for which ln d n ≥ m/2)
and
whereȟ(β) is defined in (2.17) . Similarly for any 0 ≤ l ≤ j ≤ i 0 we get
This means that the sequence (υ * j ) j≥1 is bounded, i.e.
The last term in (6.19) can be estimated through Lemma 8.10, i.e.
Therefore, for sufficiently large n (whenλ 1 √ ln n ≥ 1) we get that
Now the definition of the parameterλ in (2.19) yields lim sup
Hence Theorem 3.6.
Numerical examples
We illustrate the obtained results by the following simulation which is established using .
Nonadaptive estimation
In this section we illustrate the results obtained in the case of nonadaptive estimation The purpose is to estimate, at a given point z 0 , the function S defined over [0; 1] by
for z 0 = 1/ √ 2 and α = 0, 3. Taking into account that for this function
we obtain that for any
the function (7.1) belongs to the class U (β) n (ε, L, ǫ * n ) with β = 1, 3. The numerical results approximate the asymptotic risk of a estimators defined in (2.11) used due to the calculation of an expectation (it performs an average for M = 30000 simulations) and the finite number of observations n. Here we calculate for the estimator the quantity
For the standard Gaussian random variables (ξ j ) j≥1 in (1.1), and by varying the number of observations n, we obtain different risks listed in the following table: we obtain: 
Numerical result for non sequential kernel estimator
Now we give the numerical results for the kernel estimator defined aŝ
For the standard Gaussian random variables (ξ j ) j≥1 in (1.1), and by varying the number of observations n, we obtain different risks listed in the following table:
n 1000 5000 10000 20000 R n 0.046 0.026 0.02 0.015
Adaptive estimation
In this case we estimate the function (7.1) for z 0 = 1/ √ 2 and α = 0, 7. Obviously, that this function belongs to class H (β) (ε, L, L * ) with β = 1, 7, L * = 1 and for any ε and L satisfying the conditions (7.2).
In the adaptive estimation we take the lower regularity β = 1.6 and the higher regularity β = 1.8.
We model the sequential adaptive procedure S a,n = S * h defined in (2.21). Numerical results approximate the asymptotic risk for this procedure by the calculation of an expectation via M = 30000 simulations.
By varying the number of observations n, we obtain different risks listed in the following table: In this section, we study the deviation (4.4) for the model (1.1).
Lemma 8.1. For any q > 1 and 0 < ε < 1 the random variables y k in (1.1) satisfy the following inequality: sup
where r * q is defined in (4.1).
Proof. From (1.1) we obtain that for any k ≥ 1
Therefore, for S ∈ Θ ε,L and 1 ≤ k ≤ n,
Moreover, the Hölder inequality gives 
Thus, taking into account the definition (2.2) we get for any p ∈ P ς
Hence Lemma 8.1. Now we need the following Burkhölder inequality from [24] .
where the coefficient b * q is defined in (4.1).
Now we study the deviation (4.4).
Assume also that the bandwidth h satisfies the condition (2.14) -(2.15). Then for any R > 0 and q > 1 lim sup
where f 1 = f + ḟ and ̺ * q is defined in (4.1).
Proof. First of all, note that
Moreover, from the model (1.1) we find
Then we can write ̺ k,m (f ) as follow
where κ = (1 + κ * )/κ * . Now we note, that in view of the first condition in (2.15) for sufficient large n nκ n ≥ κ , where κ = (1 + κ * )/κ * . Therefore, for sufficiently large n we get
Furthermore, note that (M k,j ) k<j≤m is a martingale. So, by applying the Burkhölder inequality (8.2) and, taking into account that k * − k * ≤ 2nh, we get
2 S(x j ) y j−1 ξ j + ξ We recall, that the function f and its derivativeḟ are bounded by R. Therefore, taking into account that for all S ∈ Θ ε,L and k * ≤ j ≤ k * the deviation |S(x j ) − S(z 0 )| ≤ Then, taking this into account in (8.6) we obtain the upper bound (8.3). Hence Lemma 8.3.
Uniform limit theorem
In this section we study the following sequence ζ n (h) = ζ n (h) 1 (A ν,n ≥H) , (8.8) where ζ n (h) defined by (6.4) , the bandwidth h is defined (2.14) and the threshold H is given in (2.13). We will make use of the following result. ζ n =⇒ ζ ∼ N (0, 1) uniformly in p ∈ P ς and S ∈ Θ ε,L .
Proof. First for some 0 < δ < 1 we set m j = Q(u j )y j−1ξj 1 {ν<j≤n} + δξ j 1 {j>n} , wherey j = y j 1 {|y j |≤δ 2Ȟ 1/2 } ,Ȟ = E pξ Taking 
