We relate two sequential models of PCF: the sequential algorithm model due to Berry and Curien and the strongly stable model due to Bucciarelli and the author. More precisely, we show that all the morphisms araising in the strongly stable model of PCF are sequential in the sense that they are the \extensional projections" of some sequential algorithms. We de ne a model of PCF where morphisms are \extensional" sequential algorithms and prove that any equation between PCF terms which holds in this model also holds in the strongly stable model.
Introduction
In previous works ( BE1, BE2, BE4, E] ), we introduced the notion of strong stability as an alternative way to deal with sequentiality. Our rst observation was that the de nition of sequentiality that Kahn and Plotkin have proposed in KP] could be expressed as a preservation property. To express sequentiality of functions, one needs domains equipped with a suitable notion of \cell". The domain is then equipped with a \ lling relation" between states (elements of the domain) and cells. The intuition is that, if a pair (x; ) is in this relation, then the cell which should be considered as a \place" (typically, an index in a cartesian product) is lled in the datum x by some \value".
Several values may ll the same cell, but in a given datum, a cell can be lled only by one value. Typically, in a cartesian product of two domains corresponding to ground types (natural numbers, booleans: : :), there are two cells corresponding to the two components of the product. We observed that a fundamental property of cells which always holds in the frameworks where Kahn-Plotkin sequentiality makes sense is linearity. This means rst that, if two bounded states ll the same cell, then their greatest lower bound (glb) also lls this cell (because, in that case, the cell is lled by the same value in both states) and second that, if the least upper bound (lub) of two states lls a cell, then one of the two states must ll that cell. This fundamental property has an important corollary: the set of cells of a cartesian product of two domains equipped with cells must be a subset of the disjoint union of their sets of cells. Actually, in a
To appear in Annals of Pure and Applied Logic cartesian product, any element is of the shape (x; y), and one has (x; y) = (x; ?)_(?; y) and so if (x; y) lls a cell, it must be the case that (x; ?) or (?; y) ll that cell (but not both since ? does never ll any cell). This property means that the cells always perform a suitable decomposition of objects, at least when they are built up out of \ground domains" by terms of rst order operations like products. (For higher types, which are built using \function spaces", things become more complicated, and the goal of this paper is precisely to give a new insight on what happens.) For practical reasons, we add an empty cell ? to any set of cells associated with a domain. This cell is lled by no element of the domain.
In that framework, we can formulate the Kahn-Plotkin de nition as follows: a function f : X ! Y between two domains equipped with cells is sequential if, for any state x of X and any cell of Y such that f(x) does not ll , there exists a cell of X, not lled by x and which is lled by any x 0 , state of X greater than x such that f(x 0 ) be lled. This can be easily understood if the function f is seen as a deterministic process. Let us assume, in order to simplify a bit, that the target domain Y has only one cell di erent from ?. Now for f(x), there are only two possibilities: either it is unde ned (the only cell is empty) or it is de ned (the only cell is lled). Assume that we are in the rst case. Then there are two possibilities: Either, whatever additional information we give to its input, the process f is unable to ll its output. This situation is described by the Kahn-Plotkin de nition: take = ?, the empty cell. Or the process is stuck somewhere in its computation because, in its input datum x, it has found a hole (un lled cell) . Since the process is deterministic, it cannot decide that, after all, this lacking information could be replaced by something else: it really needs to be lled in x in order to ll its output cell. This is precisely what the Kahn-Plotkin de nition says: if we increase the information x to a greater piece of data x 0 in such a way that the only cell of Y be lled in f(x 0 ), then the cell where the computational process was stuck in x must be lled in x 0 .
In order to use this idea of sequentiality for building a model of a functional language like PCF, we need to de ne a suitable notion of \function space". The most natural idea is the following: if X and Y are domains equipped with cells, take as space of functions from X to Y the set Z of all Kahn-Plotkin sequential functions from X to Y equipped with a suitable order and a suitable set of cells. The problem is that, until now, all the natural attempts in that direction have failed; it seems impossible to nd a set of cells on Z such that the evaluation function (which takes a function, an argument and applies the function to the argument) be Kahn-Plotkin sequential.
In order to get out of this di culty, there are two kinds of approaches up to now. The rst one consists in changing the notion of sequential morphisms: this is the \sequential algorithms" approach. A sequential algorithm is roughly a sequential function equipped with a Skolem function for the 89 sequence of quanti ers in the KahnPlotkin de nition of sequentiality. In a sequential algorithm, the sequential function will sometimes be called \extensional component" and the Skolem function \intensional component". For the set Z of sequential algorithms from X to Y , it is possible to nd an order and a notion of cell such that Z be the exponentiation of X and Y , but both these notions use in a very strong way the intensional components of sequential algorithms. This approach has been developed by Berry and Curien C1] and has now interesting developments in the direction of models of linear logic L, C2, AJ] which have strong analogies with the game-theoretic model proposed by Blass Bl] . This approach has been very successful since it has allowed for a new characterization of the fully abstract model of PCF AJM, HO]. With Bucciarelli, we also developed an abstract theory of sequential algorithms BE3] .
The other approach consists in reformulating the Kahn-Plotkin condition. The rst result in this direction is the cartesian closedness of the category of dI-domains and stable functions, discovered by Berry. A stable function is a continuous function which commutes to the glb's of nite and bounded sets of data. However, stability only captures \local sequentiality", that is sequentiality restricted to bounded subsets of domains. Actually, there are stable functions which are not sequential. In the same spirit, we observed with Bucciarelli that Kahn-Plotkin sequentiality could be expressed as a glb's-preservation property, for some sets of data which are not necessarily bounded.
Let us be a bit more speci c. In a domain X equipped with a suitable set of cells, let us call \linearly coherent set" any nite and non-empty subset A of X which has the following property: for any cell , if all the elements of A ll the cell , then the glb of A lls the cell . Intuitively, this can be reformulated as follows: if all the elements of A ll a given cell , then they all ll with the same value. We observed that a function from X to Y is Kahn-Plotkin sequential if and only if it sends any linearly coherent set to a linearly coherent set and commutes to the glb's of linearly coherent sets. Obviously, any nite and bounded subset of X is linearly coherent (and so, as it is well known, any sequential function is stable), but the converse is false. For instance, any nite set which contains ? (the minimum of X, the datum which does not ll any cell) is linearly coherent, since it is impossible to nd a cell which is lled by all the elements of such a set of data. So, rather than considering domains equipped with cells, it became natural to consider domains equipped with a \coherence", that is, a suitable subset of the set of nite and non-empty subsets of the domain, which are called \coherent". We have studied this notion in the framework of qualitative domains and dI-domains, and in both cases, we could prove cartesian closedness. A morphism between two domains equipped with a coherence is a continuous function which sends coherent sets on coherent sets and commutes to the glb's of coherent sets. More recently, we have found a simpli ed framework for dealing with strong stability, namely the framework of hypercoherences E] which also gives rise to a new model of linear logic, and we shall use this theory of strongly stable functions in the sequel. A hypercoherence is a very simple structure (a hypergraph) which naturally gives rise to a qualitative domain equipped with a coherence. All the constructions that we performed on general qualitative domains with coherence (cartesian product and function space), when restricted to qualitative domains with coherence induced by hypercoherences, give rise to qualitative domains with coherence induced by hypercoherences. Furthermore, these constructions are more easily expressed directly in terms of hypercoherences than in terms of qualitative domains with coherence.
Between two domains equipped with linear coherences, we know that strong stability corresponds exactly to Kahn-Plotkin sequentiality (typically, ground types and products of them will be interpreted as domains equipped with linear coherences). But the coherence induced on the exponentiation (function space) of two such domains equipped with linear coherences is generally not linear. So a very natural question arises: are strongly stable functionals Kahn-Plotkin sequential? Unfortunately, as it is stated, this question does not make any sense. Actually, there is in general no notion of cell on the space of strongly stable functions from a domain to another domain which makes the evaluation sequential. (Remember that there is a notion of cell for function spaces only in the framework of sequential algorithms). What we present here is a construction which shows that \any strongly stable function" (not exactly any, but at least those which arise in the strongly stable model of PCF) is the \extensional component" (in a generalized sense) of a sequential algorithm. More precisely, we construct a CCC where objects are triples (E; X; ). In such a triple, E is a \sequential structure", that is a domain E equipped with a set of cells E and an additional structure called \ac-cessibility relation", X is a hypercoherence, and is a function from E to qD (X) (the qualitative domain induced by X). The function has to be linear, strongly stable (w.r.t. the linear coherence induced by E on E and the coherence induced by the hypercoherence X on qD (X)) and onto. This last requirement is absolutely essential for our purpose; the intuition behind such a triple (E; X; ) is the following: E is a space of sequential algorithms, qD (X) is a space of strongly stable functions, and is the \forgetful" operation which sends any sequential algorithm on its (generalized) extensional component. Then, saying that is onto means that any strongly stable function is in some sense the extensional component of a sequential algorithm.
When one tries to perform this construction, two main problems arise: First of all, not all sequential algorithms can be \projected" on strongly stable functions, but only the \extensional" ones. Consider the following well known counter-example. From Bool 2 to Bool (where Bool is the type of booleans), one can de ne a \strict and" program, that is a program which computes the \and" of its two arguments in such a way that both of these arguments are used, even when one of them is \false". More precisely, one can de ne two essentially di erent such silly \and" programs: the rst one uses rst its rst argument, and the second one uses rst its second argument. These programs are called respectively \left strict and" and \right strict and". In the strongly stable model of PCF, these two programs have exactly the same semantics, but their interpretations as sequential algorithms are di erent, and even unbounded. However, the extensional components of these sequential algorithms are equal to the unique strongly stable interpretation of the two programs. It is possible to de ne a sequential algorithm of type (Bool 2 ! Bool) ! Bool which sends the \left strict and" on \true" and the \right strict and" on \false". Now this sequential algorithm cannot be projected on a strongly stable functional, since that functional should send on di erent values one and the same strongly stable function. We solve this problem by adding an extensionality constraint on sequential algorithms. This constraint is naturally expressed using the \projections" . Secondly, the requirement that should be onto is not su cient for building the exponentiation in our category in general. We need a kind of \uniform surjectivity" which is expressed as a lifting property. Surprisingly enough, proving the lifting property for the extensional projection of the exponentiation becomes then a simple abstract categorical calculation.
In that way, we build a category where the objects are the triples (E; X; ) previously described (with satisfying the lifting condition), and a morphism between two such objects (E; X; ) and (F; Y; 0 ) is a sequential algorithm from E to F which is extensional with respect to and 0 . We prove that this category is cartesian closed.
When we de ne the exponentiation (G; Z; ) of two objects (E; X; ) and (F; Y; 0 ) we take of course for Z the hypercoherence which is the exponentiation of X and Y in the category of hypercoherences and general strongly stable functions. Then the surjectivity of states that any strongly stable function from X to Y is the extensional component of some sequential algorithm. The model of PCF constructed in this way can be considered as a model of \exten-sional sequential algorithms". We can de ne a functor from this model to the model of hypercoherences and strongly stable functions, using the extensional projections . This functor is full and commutes to the cartesian product and exponentiation. Then it is easy to see that any equation (or inequation) on PCF which holds in the model of extensional sequential algorithms also holds in the model of hypercoherences and strongly stable functions. In this technical sense, we can say that the model of hypercoherences and strongly stable functions is \sequential". We consider this result as very important because it establishes a strong connection between the \explicit" approach to sequentiality (sequential algorithms) and the \implicit" one (strongly stable functions). This means that strong stability has a computational interpretation, and this fact was not obvious at rst sight.
The paper consists of three sections. In the rst section, we recall some basics of domain theory, and the ground de nitions and results of the theory of strongly stable functions. We also describe brie y the model of hypercoherences. In the second section, we give an abstract theory of sequential algorithms. This theory is analogous to the one presented in BE3], but the objects we consider here satisfy an additional requirement (internal sequentiality) which is essential for relating strong stability to sequentiality. We had to perform again all the constructions of BE3] in this modi ed framework. The last section contains the construction of our model of extensional sequential algorithms, and the proof of the syntactic result mentioned above. A very short appendix outlines the syntax of PCF and the notion of model considered here. Obviously, the relation v is a preorder on E. If E is a set, we denote by P n (E) the set of its nite and non-empty subsets. We write x n E when x is a nite and non-empty subset of E.
Contents
If E and F are sets, if F is a set of functions from E to F and if x 2 E, we denote by F(x) the set ff(x) j f 2 Fg.
Preliminaries in domain theory
If D is a poset and x; x 0 2 D, the notation x " x 0 means that x and x 0 are bounded in D.
We shall use the abbreviations \lub" for \least upper bound" and \glb" for \greatest lower bound".
A complete partial order (cpo for short) is a poset where any directed family has a lub.
De nition 2 A cpo D is bounded complete i any bounded subset of D has a lub.
We shall use the abbreviation bccpo for \bounded-complete cpo".
Observe that a bccpo has always a least element (the lub of ;) which will be denoted by ?.
In a bccpo, any non-empty subset has a glb. Actually, one can de ne equivalently a bccpo as a cpo which has a least element and where any non-empty subset has a glb. 1.3 Traces
We de ne the notion of trace of a stable function, which allows for a \concrete" representation of these functions and simpli es the study of the function spaces in the stable case.
In 
Qualitative domains and coherence spaces
We are now interested in a special kind of dI-domains.
De nition 14 Let (V; ) be a poset with a least element ?. An atom in V is an element of V which is di erent from ? and which has no other lower bounds than ?
and itself.
De nition 15 A dI-domain D is said to be atomic if all its prime element are atoms. Now we de ne a \concrete" representation of atomic dI-domains based on G1].
De nition 16 A qualitative domain (qD for short) is a set E such that:
If e 2 E and e 0 e, then e 0 2 E. E is closed under directed unions. The elements of E are sometimes called states of the qD E.
If E is a qualitative domain, then E (ordered by ) is an atomic dI-domain, where the isolated elements are the nite elements of E and the prime elements are the elements of E which are singletons. Conversely, if D is an atomic dI-domain, then the set of all subsets of jDj which are bounded in D is a qualitative domain.
This establishes a one-to-one correspondence between atomic dI-domains and qualitative domains.
If E is a qualitative domain, the set jEj = fa j fag 2 Eg is called web of E (so the web of E is the set of prime elements of E, if we consider E as a dI-domain).
The interesting property of qualitative domains is the following:
Proposition 8 The category of qualitative domains and stable functions is a full sub-CCC of the category of dI-domains and stable functions.
There is a sub-class of the class of qualitative domains which is also of interest in the theory of stable functions:
De nition 17 A qualitative domain E is said to be a coherence space if it has the following property: for any x jEj, if 8a; a 0 2 x fa; a 0 g 2 E then x 2 E. So a coherence space E is completely de ned by a re exive and symmetric relation on jEj. Observe that a coherence space can also be viewed as a dI-domain which is atomic and where a family of points is bounded as soon as it is pairwise bounded (this property is sometimes called coherence in the literature).
Proposition 9 The category of coherence spaces and stable functions is a full sub-CCC of the category of qualitative domains and stable functions.
If E is a qualitative domain, we de ne the coherence space E ? as follows: E ? = jEj and fa; a 0 g 2 E ? i a = a 0 or fa; a 0 g = 2 E. Then we consider E ? as a set of questions on E and we say that a data x 2 E answers a question 2 E ? i x \ 6 = ;. If x answers then it is easily checked that x \ is a singleton. Observe that E ? is the space of traces (in the sense of de nition 13) of all linear open subsets (see de nition 5) of E, considered as a dI-domain, so our notations are consistent.
dI-domains with coherence
In BE4], we have developed a theory of strongly stable functions in the framework of dI-domains with coherence. Let us give the main de nitions and results of this theory.
De nition 18 A dI-domain with coherence (dIC for short) is a pair (E; C (E) ) where E is a dI-domain and C (E) is a subset of P n (E) satisfying the following properties:
For any u 2 E, the singleton fug is in C (E) . If A 2 C (E) and if B 2 P n (E) satisfy B v A, then B 2 C (E) . If D 1 ; : : :; D n (with n 1) is a family of directed subsets of E such that, for any u 1 2 D 1 ; : : :; u n 2 D n one has fu 1 ; : : :; u n g 2 C (E) , then f W D 1 ; : : :; W D n g 2 C (E) .
By abuse of notation, we shall sometimes denote a dIC (E; C (E)) simply by E. If E is a dIC, the elements of C (E) will be called the coherent subsets of E.
And now we de ne a notion of morphism between two such objects:
De nition 19 Let E and F be two dIC's. A strongly stable function f : E ! F is a function f : E ! F which is Scott-continuous and such that, for any A 2
Observe that any strongly stable function is stable, because any non-empty, nite and bounded subset of a dIC is coherent. The category of dIC's and strongly stable functions will be denoted by dIC. Proposition 10 The category dIC is cartesian closed.
We do not give the proof which can be found in BE4]. We just describe the cartesian product and the exponentiation in that category. So, let E and F we two dIC's.
The cartesian product of E and F is the dI-domain E F equipped with the following coherence:
C (E F ) = fC 2 P n (E F ) j C 1 2 C (E) and C 2 2 C (F)g :
The projections and the pairing of two functions are de ned are usual.
The exponentiation is more di cult to describe. First of all, the set of all strongly stable functions from E to F, equipped with the stable order, is a dI-domain G. Now on G we want to de ne a coherence C (G) such that, at least, the evaluation morphism Ev : G E ! F de ned by Ev(f; u) = f(u) be strongly stable. We simply take the greatest (with respect to inclusion) coherence satisfying this last requirement. That is:
We denote by E ! F this exponentiation (G; C (G)), which lies in the category dIC and satis es the required conditions.
Hypercoherences
In E], we have introduced the notion of hypercoherence as a simpli ed framework where strong stability makes sense. We recall here the basic de nitions and the properties of this model of PCF that we use in the sequel.
De nition 20 A hypercoherence X is a pair (jXj ; ? (X)) where jXj is an enumerable set (the web) and ? (X) is a subset of P n (jXj) (the atomic coherence) such that, for any a 2 jXj, one has fag 2 ? (X). If X is a hypercoherence, we denote by ? (X) and call strict atomic coherence of X the set of all elements of ? (X) which are not singletons (observe that X can be described by ? (X) as well as by ? (X)).
Out of a hypercoherence, we de ne a qualitative domain with coherence, that is a dI-domain with coherence where the underlying dI-domain is a qualitative domain.
De nition 21 Let X be a hypercoherence. We de ne qD (X) and C (X) as follows :
qD (X) = fx jXj j 8u n jXj u x ) u 2 ? (X)g and C (X) = fA n qD (X) j 8u n jXj u < A ) u 2 ? (X)g : qD (X) will be called the qualitative domain generated by X and its elements will be called the states of qD (X), and C (X) will be called the state coherence generated by X. The couple (qD (X); C (X)) will be denoted by qDC (X). The set of nite states of qD (X) will be denoted by qD n (X). The set of elements of C (X) which have at least two elements will be denoted by C (X).
It is clear that qD (X) is always a qualitative domain, and its web is jXj by our only requirement about hypercoherences. Observe also that qDC (X) is a dIC.
The morphisms between hypercoherences that we shall consider in this paper are the strongly stable functions. There is also a notion of linear morphisms between hypercoherences; their theory is developed in E] . If X and Y are hypercoherences, a strongly stable function from X to Y is a strongly stable function from the dIC qDC (X) to the dIC qDC (Y ).
We denote by HCohFS the category of hypercoherences and strongly stable functions.
Let X and Y be hypercoherences. Let X Y be the hypercoherence de ned by jX Y j = jXj + jY j and w 2 ? (X Y ) if w n jX Y j and (w 2 = ; ) w 1 2 ? (X)) and (w 1 = ; ) w 2 2 ? (Y )) : Let X ! Y be the hypercoherence Z whose web is the set of all (x; b) where x 2 qD (X) is nite and b 2 jY j, and whose atomic coherence is given by: w 2 ? (Z) if w 2 P n (jZj) and w 1 2 C (X) ) ( In that proposition, the exponentiation qDC (X) ! qDC (Y ) is of course taken in the category dIC (and similarly for the cartesian product), and its domain component is the set of traces of all strongly stable functions from qDC (X) to qDC (Y ) ordered by inclusion, which is isomorphic to the set of all strongly stable functions from qDC (X) to qDC (Y ) stably ordered; this domain is a qualitative domain.
So the category of hypercoherences and strongly stable functions is equivalent to a full sub-CCC of dIC.
2 An abstract theory of sequential algorithms
As already mentioned in the introduction, Concrete Data Structures (CDS's) provide a semantics of PCF where all terms are interpreted by sequential algorithms, that is, basically, sequential functions equipped with an explicit \evaluation strategy" which speci es how the function explores its input. An exhaustive account of sequential algorithms on CDS's can be found in C1]. Let us just say that a CDS is a structure out of which one can de ne a domain (the domains de nable in this way are called \concrete domains") which is naturally equipped with a set of \cells". An element of the domain is then obtained by lling some cells with values. An important component of a CDS is its \accessibility relation": given an element x of the associated domain, there are some cells which are said to be accessible from x. This means that we are allowed to increase x by lling some of these cells by values. Among all CDS's, Curien pointed out in C1] that the subclass of sequential CDS's has good closure properties. A CDS is sequential if its accessibility relation satis es a condition which means intuitively that, given a cell and an element x of the associated domain, there is a \deterministic" way of making this cell accessible from x. This condition is called \internal sequentiality".
In BE3], we have developed a theory of sequential algorithms where, instead of considering CDS's, we axiomatize directly a notion of domain equipped with \cells" or \questions", which are described as linear open subsets of the domain. We called these objects \sequential structures". In this work, we observed that sequential structures had to be equipped with an accessibility relation in order to make the category of sequential structures and sequential algorithms cartesian closed.
The object of this section is to give a precise account of the theory of sequential structures. In contrast with BE3], the sequential structures presented here will have to satisfy a further axiom which corresponds to the internal sequentiality of sequential CDS's.
The sequential structures presented here are probably slightly more general than sequential CDS's, but this is not the real technical reason why we introduce them. The point is that, for the purpose of section 3, sequential structures seem easier to handle than CDS's.
Sequential structures and sequential algorithms
Since !-algebraicity and I-property in the \extensional" sequential structures that we shall introduce in section 3 will be a bit problematic, we introduce the notion of sequential structure in two steps.
De nition 22 A pre-sequential structure (PSS for short) is a tuple E = (E ; E ;`E) where E is a bounded complete cpo, E is an enumerable subset 1 of E ? containing ? and locally separating E , and`E E E is a binary relation satisfying the following axioms:
(PSS1) For any u 2 E , u`E ?. For If E is a PSS, if u 2 E , we denote by E u the set f 2 E j u`E g. For u 2 E , let juj be the set f 2 E j u 2 g. If u 0 u, we know that if ju 0 j = juj then u = u 0 by local separation. But if u is compact, then juj is nite, since E is a sequential structure. So if u is compact, u has nitely many lower bounds.
Lemma 4 Let E be a PSS, and let u; u 0 2 E be bounded. Let 2 E . If u`E and u 0`E , then u^u 0`E . This property will be called internal stability.
Proof: Let u; u 0 2 E be bounded, and let 2 E be such that u`E and u 0`E . Assume that u^u 0 6 E . Let 0 2 E be an internal sequentiality index for at u^u 0 . By internal sequentiality, we have u 2 0 and u 0 2 0 , whence the contradiction, by stability of 0 . Now we introduce the notion of sequential algorithm which, as already mentioned, is reminiscent of the notion of abstract algorithm de ned in C1].
De nition 24 Let E and F be PSS's. A sequential algorithm from E to F is a pair (f; ') where f : E ! F is a Scott-continuous function, and for all u 2 E , ' u is a function F f(u) ! E u Lemma 5 If (f; ') is a sequential algorithm, then f is a stable function.
The proof is easy, it is similar to the proof of lemma 4.
De nition 25 Let E and F be PSS's. Let (f; '); (g; ) : E ! F be sequential algorithms. One says that (f; ') is stably less than (g; ) and writes (f; ') (g; ) i f is extensionally less than g and, for any u 2 E and 2 F f(u) , if ' u ( ) 6 = ?, then g(u) = 2 and u ( ) = ' u ( ). De nition 26 Let E,F and G be PSS's. The identity algorithm E ! E is the pair (Id; ) where Id is the identity and u is the identity for all u 2 E . It will often be simply denoted by Id.
If (f; ') : E ! F and (g; ) : F ! G are two sequential algorithms, their composition (h; ) : E ! G is given by h(u) = g(f(u)) and u ( ) = ' u ( f(u) ( )) and will be denoted by (g; ) (f; ').
One should check that (g; ) (f; ') is actually a sequential algorithm. We leave this veri cation to the reader (the proof can also be found in BE3]). And so we de ne a category where the objects are sequential structures and the morphisms are sequential algorithms. Let us call SeqSt this category.
Strongly stable functions and sequential algorithms on sequential structures
The goal of this section is to relate formally the notion of \sequential function" (ie. continuous function having an \evaluation strategy") to the notion of \sequential algorithm" (ie. continuous function equipped with an \evaluation strategy"). More precisely, we want to relate sequential algorithms to strongly stable functions (w.r.t. the linear coherence on a sequential structure, see below the precise de nition). The internal sequentiality condition will be essential in order to relate sequential functions to strongly stable functions. We rst de ne a notion of sequential functions between sequential structures.
De nition 27 Let E and F be sequential structures and let f : E ! F be a Scottcontinuous function. One says that f is sequential if for all u 2 E , for all 2 F f(u) , there exists 2 E u such that, for all u 0 u, if f(u 0 ) 2 then u 0 2 . Such an is called sequentiality index of f for at u.
Here we can notice a slight di erence between our notion of sequentiality and the Kahn and Plotkin's notion. They would have said:
\One says that f is sequential if, for all u 2 E , for all 2 F f(u) either there is no u 0 u such that f(u 0 ) 2 or there exists 2 E u such that, for all u 0 u, if f(u 0 ) 2 then u 0 2 ." Actually, in our framework, Kahn and Plotkin's de nition is equivalent to ours, because we have added in the sets of questions the empty question ?.
Now we prove that a sequential function can be endowed with an \evaluation strategy", giving rise to a sequential algorithm in the sense of de nition 24. This proof does not use the internal sequentiality axiom.
Proposition 12 Let E and F be sequential structures. If (f; ') : E ! F is a sequential algorithm, then f is a sequential function. Conversely, if f : E ! F is a sequential function, there exists ' such that (f; ') is a sequential algorithm E ! F. Proof: The rst part of the proposition is obvious (by the de nition of sequential algorithms). Now let f : E ! F be a sequential function. We de ne the family (' u ) by well founded induction on the nite elements of E (which is a dI-domain).
Let u 0 ; u 1 ; : : : be an enumeration of all nite elements of E such that, if u < u n , then the index i of u in the enumeration is such that i < n. (Such an enumeration is easy to build from a given enumeration, because there are only nitely many elements below a nite element.) We de ne ' un by induction on n.
Let n 2 !. We assume (inductive hypothesis) that ' u i is de ned for all i < n and that, for i; j < n, 2 ' u j ( ) and u j = 2 ' u i ( ), then ' u i ( ) = ' u j ( ). This coherence condition corresponds to the permanence condition. Observe that when we assume that u i u j , that condition is exactly the permanence of the sequentiality index between u i and u j . Now, let 2 F f(un) . There are two cases: (a) Either there exists i < n such that u i u n , 2 F f(u i ) and u n = 2 ' u i ( ). In that case, we choose such an index i and we set ' un ( ) = ' u i ( ). This cell does not depend on the choice of i. Actually, if j < n is another index satisfying the same condition, then u i and u j are bounded by u n , and we have u i = 2 ' u j ( ) and u j = 2 ' u i ( ), because u n = 2 ' u j ( ) and u n = 2 ' u i ( ). So, by inductive hypothesis, ' u i ( ) = ' u j ( ). (b) Or, for all i < n, if u i u n and 2 F f(u i ) , then u n 2 ' u i ( ). Then, we choose a sequentiality index of f for at u n . We set ' un ( ) = . Let u u n and let 2 F f(un) be such that f(u) 2 . If there exists i < n such that u i u n , 2 F f(u i ) and u n = 2 ' u i ( ) = , then ' un ( ) = (case (a)). But we have u u i and f(u) 2 , so by inductive hypothesis, we conclude that u 2 . If there is no such i (case (b)), we have chosen for = ' un ( ) a sequentiality index of f for at u n , so we conclude directly that u 2 . So condition (1) holds for u n in both cases. Now let us check condition (2). So let j < n be such that u j and u n are bounded, let 2 F f(u j ) \ F f(un) be such that u j = 2 ' un ( ). There are two cases:
Either (a) holds, then we have taken ' un ( ) = ' u i ( ) where i < n is such that u i u n , 2 F f(u i ) and u n = 2 ' u i ( ). Assume that u n = 2 ' u j ( ). Then we have u i = 2 ' u j ( ) since u i u n , and so, by inductive hypothesis (2), we have ' u i ( ) = ' u j ( ). Or (b) holds. We prove that u n 2 ' u j ( ) and that will prove that our second hypothesis holds for the sequence u 1 ; : : :; u n . Let k < n be such that u k = u j^un . Then we know that 2 F f(u k ) (because f is stable), and we have u n 2 ' u k ( ) by our hypothesis about u n . So, since u j and u n are bounded, we must have u j = 2 ' u k ( ), and thus, by inductive hypothesis, ' u j ( ) = ' u k ( ) and we conclude. This achieves the construction of ' u for all u 2 E nite. If u 2 E is not nite and if 2 F f(u) , there are two cases: Either there exists u 0 u nite such that 2 F f(u 0 ) and u = 2 ' u 0 ( ) and then we take ' u ( ) = ' u 0 ( ). This does not depend on the choice of u 0 because of condition (2).
Or there is no such u 0 . Then we take ' u ( ) = ?. And now ' u is de ned for all u 2 E . Proving that (f; ') is a sequential algorithm is easy, using conditions (1) and (2).
Lemma 6 A function f : E ! F is sequential i it satis es the following condition: For all u 2 E and all 2 F , if f(u) = 2 , there exists 2 E such that u = 2 , and, for all u 0 u, if f(u 0 ) 2 , then u 0 2 . This condition will be called global sequentiality.
Proof: We use in an essential way the internal sequentiality of E and F.
First, let f be sequential, and let us prove that f is globally sequential. Let 2 F be such that f(u) = 2 . If 2 F f(u) , then a sequentiality index of f for at u satis es the required condition. Otherwise, by internal sequentiality, we can nd 0 2 F such that 0 2 F f(u) and, if v f(u) and 2 F v , then v 2 0 . Now let be a sequentiality index of f for 0 at u. Let u 0 u be such that f(u 0 ) 2 . Then there exists v f(u 0 ) such that 2 F v , and thus such that v 2 0 . So we have f(u 0 ) 2 0 , and thus u 0 2 .
If f is globally sequential, the proof that f is sequential is similar to the previous one. One must use internal sequentiality in E.
De nition 28 Let E be a sequential structure. A subset A of E is linearly coherent if it is nite and satis es the following condition: for all 2 E , if for all u 2 A one has u 2 , then V A 2 . We denote by C L (E) the set of all linearly coherent subsets of E.
Let E and F be sequential structures. A function f : E ! F is strongly stable if it is Scott-continuous and, for all A 2 C L (E), one has f(A) 2 C L (F) and f( V A) = V f(A).
The proof of the following result can be found in BE4].
Proposition 13 A function f : E ! F is globally sequential i it is strongly stable.
We can summarize the content of this section as follows: Proposition 14 If (f; ') : E ! F is a sequential algorithm, then f is strongly stable.
Conversely, if f : E ! F is strongly stable, one can nd ' such that (f; ') is a sequential algorithm from E to F.
Properties of the stable order
We establish now some properties of the poset of sequential algorithms from one PSS to another. More precisely, we prove that this poset is a bccpo and that composition of sequential algorithms is a continuous operation. This result will be essential when we shall deal with nite retractions for function spaces.
Lemma 7 Let E and F be two PSS's, and let (f; '); (g; ) : E ! F be two sequential algorithms. If (f; ') (g; ), then f is stably less than g.
Proof: Let u u 0 . We have f(u) f(u 0 )^g(u). Let 2 F be such that f(u 0 )^g(u) 2 , and assume that f(u) = 2 . By internal sequentiality, we can assume that f(u)`F . By sequentiality, we have u 0 2 ' u ( ). Hence ' u ( ) 6 = ?, and hence by stable ordering g(u) = 2 , and this is a contradiction.
De nition 29 Let g(u) = W (f;')2D f(u). Let 2 F g(u) . If there exists (f; ') 2 D such that 2 F f(u) and ' u ( ) 6 = ?, then u ( ) = ' u ( ) and otherwise, u ( ) = ?. This does not depend on the choice of (f; ') because D is directed for the stable order of sequential algorithms. Let us prove that (g; ) is indeed a sequential algorithm. Let u; u 0 2 E be such that u u 0 , and let 2 F g(u) . By internal continuity, we can nd (f; ') 2 D such that f(u)`F . Since D is directed, we can assume that all its elements have that property.
Assume that g(u 0 ) 2 . Let (f; ') 2 D be such that f(u 0 ) 2 . By sequentiality, we have u 0 2 ' u ( ), hence ' u ( ) 6 = ?, hence u ( ) = ' u ( ) and thus u 0 2 u ( ). Assume that u 0 = 2 u ( Let us prove that (l; ) is a sequential algorithm. Let u; u 0 2 E be such that u u 0 , and let 2 F l(u) . Assume that l(u 0 ) 2 . Then f(u 0 ) 2 or g(u 0 ) 2 . Assume that f(u 0 ) 2 . We know that f(u) = f(u 0 )^l(u) (since f is stably less than l) and hence f(u)`F , by internal stability. By sequentiality of (f; '), we conclude. Assume that u 0 = 2 u ( ). We can assume that f(u 0 )`F or g(u 0 )`F , otherwise the result is obvious. Assume for instance that f(u 0 )`F . Since f(u) = f(u 0 )l (u), we get by internal stability f(u)`F . We can assume that u ( ) = ' u ( ) (if this is not the case, make the same reasonment with (g; )). We conclude using permanence of (f; ').
Continuity of is easy to check.
Again, we omit the proof that (l; ) is actually the lub of (f; ') and (g; ).
Since AS(E; F) is bounded complete, it has glb's for all non-empty subsets. These glb's are hard to characterize in general, but the case of two bounded algorithms is easy and important for what follows.
Lemma 10 Let (f; '); (g; ) 2 AS(E; F) be two sequential algorithms which are bounded.
Then their glb (l; ) is de ned by This characterization makes sense precisely because (f; ') and (g; ) are bounded. Actually, this forces ' u ( ) and u ( ) to have the same value when they are both de ned and di erent from ?.
We omit the veri cation that (l; ) is actually a sequential algorithm, and that it is the glb of (f; ') and (g; ) in AS(E; F).
Lemma 11 Composition is a Scott-continuous function from AS(E; F) AS(F; G)
(equipped with the product order) to AS(E; G).
Proof: We prove rst that composition is monotone. Let (f; '); (f 0 ; ' 0 ) 2 AS(E; F) and (g; ); (g 0 ; 0 ) 2 AS(F; G) be such that (f; ') (f 0 ; ' 0 ) and (g; ) (g 0 ; 0 ). Let (h; ) = (g; ) (f; ') and (h 0 ; 0 ) = (g 0 ; 0 ) (f 0 ; ' 0 ). Obviously, h h 0 extensionally. Let u 2 E and 2 G h(u) , and assume that = u ( ) 6 = ?. Let = f(u) ( ), we have = ' u ( ). Since (f; ') (f 0 ; ' 0 ), we have f 0 (u)`F and ' 0 u ( ) = ' u ( ). Since 6 = ?, we have also 6 = ?, and hence, since (g; ) (g 0 ; 0 ), we have g 0 (f(u))`G and 0 f(u) ( ) = . By sequentiality and permanence of (g 0 ; 0 ) we have 0 f 0 (u) ( ) = 0 f(u) ( ) because f 0 (u) = 2 . So we conclude. Let D AS(E; F) AS(F; G) be directed. The two projections D 1 AS(E; F) and D 2 AS(E; F) of D are directed. Let (l; ) = W D 1 and (m; ) = W D 2 . Let (k; ) = (m; ) (l; ) and (k 0 ; 0 ) = W f(g; ) (f; ') j ((f; '); (g; )) 2 Dg. We have (k 0 ; 0 ) (k; ) because composition is monotone. So let us prove the converse inequality. Let u 2 E and 2 G k(u) be such that u ( ) 6 = ?. Using the fact that D is directed, we can nd a couple ((f; '); (g; )) 2 D such that g(f(u))`G and u ( ) = ' u ( f(u) ( )). By de nition of (k 0 ; 0 ) we have also k 0 (u)`G and 0 u ( ) = ' u ( f(u) ( )), and we conclude.
Finite retractions
The object of this section is to de ne the nite retractions, which are a tool for specifying in a \uniform" way algebraicity for PSS's. This tool is very useful for proving algebraicity for the spaces of \extensional" sequential algorithms that we shall de ne in section 3. We have used the same tool in BE2] for a similar reason. Let us stress that our terminology is non-standard: what we call here \retraction" is usually called \projection" in the litterature of denotational semantics. We prefer to avoid the use of the word \projection" here because it will be used with a completely di erent meaning in the sequel.
We have here to deal with a stupid problem: in a PSS E, there may exist elements of E di erent from ? which are not lled by any element of E . Obviously, these elements do not play any role in the structure of E, but we are obliged either to reject them by a speci c axiom, but this would complicate all the theory of PSS's, or to take them carefully under consideration when de ning the nite retractions which have to generate in a nite way the whole structure of E, including these dummy questions .
For the sake of simplicity, we have chosen this second solution.
De nition 30 Let E be a PSS. A dummy question of E is an element of E such that for any u 2 E one has u = 2 . A dummy set of E is a subset V of E any element of which is a dummy question of E.
De nition 31 Let E be a PSS. A retraction on E is a continuous function r : E ! E such that r Id for the stable order.
If r is a retraction on E, we denote by jrj the set jrj = f 2 E j 9u 2 E r(u) 2 g
Observe that a retraction r is stable and satis es r r = r. This is due to the fact that r Id for the stable order. Let r be a retraction on a PSS E and let V be a dummy set of E. We de ne a family of functions r;V u : E r(u) ! E u Proof: We rst prove that (r; r;V ) is a sequential algorithm. Let 2 E r(u) and let v 2 E be such that v u.
Assume rst that r(v) 2 . Then obviously 2 jrj. Furthermore, since r(u) = r(v)^u, we have u = 2 . Hence r;V u ( ) = and v 2 r;V u ( ) since v r(v). Assume now that v = 2 r;V u ( ). If r;V u ( ) = ?, we obviously have also r;V v ( ) = ?. Otherwise, we know that 2 jrj V , that r;V u ( ) = and hence that v = 2 .
So we conclude that r;V v ( ) = . The continuity of r;V is left to the reader. Now we check that (r; r;V ) Id. So let u 2 E and 2 E r(u) be such that r;V u ( ) 6 = ?. This implies that u = 2 , and hence u ( ) = and this concludes the proof.
Lemma 13 Let E be a PSS.
Let r and s be two retractions on E and let V and W be two dummy sets of E such that V W. If, for all u 2 E one has r(u) s(u), then (r; r;V ) (s; s;W ). Let (r n ) n2! is a family of retractions of E such that r n (u) r n+1 (u) for all n 2 ! and u 2 E and W n2! r n (u) = u. Let (V n ) n2! be a family of dummy sets of E such that V n V n+1 for all n 2 ! and such that S n2! V n is the set of all dummy questions of E. Then _ n2! (r n ; rn;Vn ) = (Id; ) :
Proof: We keep the notations of the lemma.
Let u 2 E and 2 E r(u) , and assume that r;V u ( ) 6 = ?. This means that 2 jrj V and that u = 2 . Since jrj jsj and V W, we have 2 jsj W, and since s(u) u, we have s(u) = 2 and we conclude.
Let (r; ) = W n2! (r n ; rn;Vn ). Then obviously r = Id. Let u 2 E and let 2 E u . Let n be such that r n (u)`E (we can nd such an index n by internal continuity). If is not dummy, we can assume that 2 jr n j. If is dummy, we can assume that 2 V n . In both cases, we have rn;Vn u ( ) = , and thus u ( ) = .
De nition 32 Let E be a PSS. A nite retraction on E is a retraction r on E such that:
The set r(E ) is nite. The set jrj is nite. De nition 33 Let E be a PSS. A generating system of nite retractions (GSFR for short) on E is a family of nite retractions (r n ) n2! on E such that:
For all n 2 ! and u 2 E , r n (u) r n+1 (u). For all u 2 E , W n2! r n (u) = u. Observe that if (r n ) n2! is a GSFR on E, one actually has r n r n+1 for the stable order, and not only for the extensional order. This is due to the fact that r n Id and r n+1 Id in the stable order.
Proposition 15 Let E be a PSS. If E admits a GSFR, then E is a sequential structure. Proof: Let (r n ) n2! be a GSFR on E.
First, since (r n ) n2! is a stably increasing family of stable functions with nite images and having Id as lub, we know by standard considerations that E is a dI-domain (see for instance B1]). So we only have to prove that any isolated element of E answers only to a nite number of questions of E . So let u 2 E be isolated and let n 2 ! be such that r n (u) = u. Let 2 E be such that u 2 . Then obviously 2 jr n j, which is nite by hypothesis, and we are done.
From now on, we call sequential structure only a PSS equipped with a GSFR.
Substructures
The notion of sub-PSS that we introduce now is essential for the theory of extensional sequential algorithms presented in section 3. Actually, roughly speaking, the space of extensional sequential algorithms will be a sub-PSS of the space of all sequential algorithms.
De nition 34 Let E be a PSS and let S E . One says that S de nes a sub-PSS of
(1) S is a multiplicative sub-bccpo of E .
(2) For any u 2 S and any 2 E , if u 2 , then there exists u 0 2 S such that u 0 u and u 0`E .
Let E be a PSS, and let S de ning a sub-PSS of E. We know that S is a bccpo, since E is. Observe rst that any element of E can be seen as a linear open subset of S. So we consider E as a set of linear open subsets of S which obviously separates S locally. Now if we set F = S, F = E and if we take for`F the restriction of`E to S (that is, if u 2 S and 2 E , we say that u`F i u`E ), then the tuple (F ; F ;`F) becomes a PSS, because of condition (2) in the previous de nition. The PSS de ned in this way from S will be called the \sub-PSS of E de ned by S". Lemma 14 Let E and E 0 be PSS's. Let S E and S 0 E 0 which de ne the sub-PSS's F and F 0 of E and E 0 respectively. Let (f; ') : E ! F be a sequential algorithm such that, for any u 2 S one has f(u) 2 S 0 . Then, by restriction to S, (f; ') de nes a sequential algorithm from F to F 0 .
The proof is completely straightforward.
One of the main interests of nite retractions is that they are easily transferred to substructures:
Lemma 15 Let E be a sequential structure, and let (r n ) be its associated sequence of nite retractions. Let S E be a sub-bccpo of E de ning a sub-PSS F of E. If, for any n 2 ! and for any u 2 S one has r n (u) 2 S, then the family (r n ) de nes a GSFR for F.
Again, the proof is completely straightforward.
In the situation described by the previous lemma, we shall say that S de nes a sequential substructure of E, or that the sub-PSS of E de ned by S is a sequential substructure of E.
The category of sequential structures and sequential algorithms
The main goal of this section is to prove that the category of sequential structures and sequential algorithms is cartesian closed.
The rst step is to de ne the cartesian product. This is essentially trivial.
Let E and F be two sequential structures. Let G be de ned by: the dI-domain G is the product of the dI-domains E and F , and G is the disjoint sum of E and F , with bottoms collapsed, that is G = (f1g E ) (f2g F ) and (1; ?) = (2; ?) = ?. Then we de ne (u; v) 2 , for (u; v) 2 G and 2 G as follows: (u; v) 2 (1; ) i u 2 and (u; v) 2 (2; ) i v 2 . The accessibility relation is de ned similarly: (u; v)`G (1; ) i u`E , and (u; v)`G (2; ) i v`F .
Proposition 16 G is a sequential structure, and it is the cartesian product E F of E and F in the category SeqSt. Proof: It is easy to prove that all the required conditions are ful lled by G. Let us just check internal sequentiality and build a GSFR for this product.
Let us rst check internal sequentiality. Let (u; v) 2 G and 2 G be such that (u; v) = 2 and (u; v) 6 G . Assume that is of the shape (1; ). Then u = 2 and u 6 E , and thus, since E enjoys internal sequentiality, there exists 0 2 E u such that, for any u 0 u, if u 0`E , then u 0 2 . Now, it is clear that (1; 0 ) is an index of internal sequentiality in G for at (u; v). So G has a structure of PSS.
Next, if (r n ) is the GSFR of E and if (s n ) is the GSFR of F, it is clear that the family (t n ) n2! de ned by t n (u; v) = (r n (u); s n (v)) is a GSFR for G.
To nish, let us just say that the rst projection (p 1 ; 1 ) : G ! E is de ned by p 1 (u; v) = u and 1 (u;v) ( ) = (1; ) ; that the second one is de ned similarly, and that, if (f; ') : H ! E and (g; ) : H ! F are sequential algorithms, their pairing (h; ) : H ! G is de ned by:
h(w) = (f(w); g(w)) w (1; ) = ' w ( ) w (2; ) = w ( ) :
Now we describe the exponentiation in the category SeqSt. Let E and F be two sequential structures. We stepwise de ne a sequential structure K which is the exponentiation of E and F in SeqSt.
First, K is AS(E; F), the poset of sequential algorithms from E to F. We know that it is a bounded complete cpo. We de ne now K , the set of cells for sequential algorithms.
De nition 35 An element of K is a pair (u 0 ; ) where u 0 2 E is nite, and 2 F . We collapse all the cells of the shape (u 0 ; ?) on ? 2 K . Observe that K is an enumerable set, since E is !-algebraic and F is enumerable. Now we de ne the lling and accessibility relations of K.
De nition 36 Let (f; ') 2 K and (u 0 ; ) 2 K . (f; ') 2 (u 0 ; ) i f(u 0 ) 2 and u 0 minimal with that property (and then one says that (f; ') lls (u 0 ; ) extensionally), or f(u 0 )`F , ' u 0 ( ) 6 = ? and if u < u 0 and f(u)`F , then u 0 2 ' u ( ) (and then one says that (f; ') lls (u 0 ; ) intensionally). Furthermore, one never has (f; ') 2 ?. { g(u 0 ) 2 and u 0 is minimal with that property. Since g(u 0 ) = W (f;')2D f(u 0 ), there exists (f; ') 2 D such that f(u 0 ) 2 . The minimality of u 0 for this (f; ') is obvious, since (f; ') (g; ).
{ g(u 0 )`F , u 0 ( ) 6 = ?, and if u < u 0 and g(u)`F , then u 0 2 u ( ).
Let (f; ') 2 D be such that f(u 0 )`F and u 0 ( ) = ' u 0 ( ). Let u < u 0 be such that f(u)`F . By permanence for (f; '), we have ' u ( ) 6 = ?, so ' u ( ) = u ( ). Hence u 0 2 ' u ( ), and thus (f; ') 2 (u 0 ; ). { Either f i (u 0 ) 2 and u 0 minimal, for i = 1 and for i = 2. In that case, we have g(u 0 ) 2 and the minimality of u 0 is obvious. { Or, for both values of i, we have f i (u 0 )`F , ' i u 0 ( ) 6 = ?, and if u < u 0 is such that f i (u)`F , then u 0 2 ' i u ( ). By internal stability, we have g(u 0 )`F . Furthermore, we know that ' 1 u 0 ( ) = ' 2 u 0 ( ), and u 0 ( ) is the common value of these two expressions. So we have u 0 ( ) 6 = ?. The minimality of u 0 is easily checked.
We shall often use the following \minimization principle":
Lemma 17 Let (f; ') 2 K , let u 2 E and let 2 F f(u) . Let us denote by A(f; '; u; ) the set of all nite lower bounds u 0 of u such that f(u 0 )`F and u = 2 ' u 0 ( ). Then either A(f; '; u; ) is empty or it has a least element u 1 , and one has ' u 1 ( ) = ' u ( ). Furthermore, if ' u ( ) 6 = ?, then A(f; '; u; ) is not empty, and one has (f; ') 2 ( V A(f; '; u; ); ). And, if ' u ( ) = ? and A(f; '; u; ) 6 = ;, then (f; ')`K ( V A(f; '; u; ); ).
The proof of this fact is left to the reader.
Lemma 18 K separates K locally. Proof: Let (f; '); (g; ) 2 K be such that (f; ') (g; ) and j(f; ')j = j(g; )j. We have to prove that (g; ) (f; '). Let u 2 E , we prove that g(u) f(u). Let 2 jg(u)j. Then by stability of g and , we can nd u 0 u nite and minimal such that g(u 0 ) 2 . Then we have (u 0 ; ) 2 j(g; )j = j(f; ')j. But since (f; ') (g; ), we cannot have f(u 0 )`F and ' u 0 ( ) 6 = ?, so in fact f(u 0 ) 2 , and hence f(u) 2 , thus by local separation in F we have f(u) g(u). Now let u and be such that g(u)`F and u ( ) 6 = ?. Using the minimization principle, we can nd u 0 u nite such that (g; ) 2 (u 0 ; ), and this lling is intensional, because g(u 0 )`F and u 0 ( ) = u ( ). We know that (f; ') 2 (u 0 ; ), and since we have f(u 0 ) = 2 (because f(u 0 ) g(u 0 )), we must have f(u 0 )`F and ' u 0 ( ) 6 = ?, and hence, since (f; ') (g; ), we have ' u 0 ( ) = u 0 ( ) = u ( ), so by sequentiality and permanence of (f; ') we get f(u)`F and ' u ( ) = u ( ) and we conclude.
Lemma 19 Let (f; ') and (u 0 ; ) be such that (f; ') 2 (u 0 ; ). Then there exists (g; ) 2 K such that (g; ) (f; ') and (g; )`K (u 0 ; ). Proof: We have f(u 0 ) 2 or f(u 0 )`F . So we can choose v f(u 0 ) such that v`F . We de ne (g; ) as follows:
( ' u^u 0 ( ) if f(u^u 0 )`F , u = 2 ' u^u 0 ( ) and u u 0 ) 6 = ?
otherwise .
We prove rst that (g; ) is a sequential algorithm. Let u; u 0 2 E be such that u u 0 , and let 2 F g(u) .
Assume that g(u 0 ) 2 , that is f(u 0^u 0 )^v 2 . Thus one has f(u^u 0 )`F , otherwise one would have f(u^u 0 ) 2 (since g(u)`F ), and this would lead to a contradiction, since f(u^u 0 ) and f(u 0^u 0 )^v are bounded. So, by sequentiality of (f; '), we get u 0^u 0 2 ' u^u 0 ( ). From that, we can also deduce that u = 2 ' u^u 0 ( ) (since u and u 0^u 0 are bounded). Last, one has 6 = , since v = 2 and v 2 . So we conclude that u 0 2 u ( ). Assume that u 0 = 2 u ( ). We prove that u 0 ( ) = u ( ), considering several cases:
{ If f(u^u 0 ) 6 F , this means that f(u^u 0 ) 2 , and the same will hold for u 0 since u 0 u. So u 0 ( ) = ?. { If f(u^u 0 )`F and u 2 ' u^u 0 ( ), assume that f(u 0^u 0 )`F and u 0 = 2 ' u 0^u 0 ( ). We have u 0 2 ' u^u 0 ( ) (since u 0 u), and thus ' u^u 0 ( ) 6 = ' u 0^u 0 ( ) (since u 0 = 2 ' u 0^u 0 ( )), hence u 0^u 0 2 ' u^u 0 ( ) (by permanence), and this is a contradiction, since u and u 0^u 0 are bounded. So once again we get u 0 ( ) = ?. { If f(u^u 0 )`F and u = 2 ' u^u 0 ( ), but u u 0 and = , then we also have u 0 u 0 , and thus u 0 ( ) = ?. { Assume now that we are in the interesting case, that is: f(u^u 0 )`F , u = 2 ' u^u 0 ( ) and u u 0 ) 6 = . Then we know that u 0 = 2 ' u^u 0 ( ) (this is our hypothesis) hence u 0^u 0 = 2 ' u^u 0 ( ), hence f(u 0^u 0 )`F and ' u^u 0 ( ) = ' u 0^u 0 ( ), and thus u 0 = 2 ' u 0^u 0 ( ). Assume that u 0 u 0 and = . Then we certainly have u 6 u 0 , that is u^u 0 < u 0 . Thus, since (f; ') 2 (u 0 ; ), we have u 0 2 ' u^u 0 ( ), that is u 0 2 u ( ) and this is contradictory because u 0 u 0 . So u 0 u 0 ) 6 = , and thus
The continuity property is easy. Now, we check that (g; ) (f; '). The fact that, for all u 2 E , g(u) f(u) is obvious. Let u and be such that g(u)`F and u ( ) 6 = ?. Then we know that f(u^u 0 )`F and u = 2 ' u^u 0 ( ). Thus f(u)`F and ' u ( ) = ' u^u 0 ( ) = u ( ) and we conclude.
Last we check that (g; )`K (u 0 ; ). First, we have g(u 0 ) = v`F and u 0 ( ) = ?. Next, let u < u 0 be such that g(u)`F . Remember that (f; ') 2 (u 0 ; ). We have f(u) = 2 by the minimality property of u 0 , and thus f(u)`F and u 0 2 ' u ( ). But we have u ( ) = ' u ( ) because u^u 0 = u and u 6 u 0 and we conclude.
Lemma 20 K enjoys the internal continuity property. Proof: Let (u 0 ; ) 2 K and let D K be directed and such that W D`K (u 0 ; ).
Let (g; ) = W D. One has g(u 0 )`F , and since g(u 0 ) = W (f;')2D f(u 0 ), one can nd, by internal continuity of F, an algorithm (f 0 ; ' 0 ) 2 D such that f 0 (u 0 )`F . Furthermore, for any u 2 E such that u < u 0 and g(u)`F , one has u 0 2 u ( ). Hence, for any such u, one can nd (f u ; ' u ) 2 D such that f u (u)`F and ' u u ( ) = u ( ) (by the characterization of (g; ) = W D given in the proof of lemma 8). Since D is directed, and since there are only nitely many u 2 E such that u u 0 , we can nd (f; ') 2 D which is greater than (f 0 ; ' 0 ) and all the (f u ; ' u )'s. It is clear now that (f; ') satis es (f; ')`K (u 0 ; ).
Lemma 21 K enjoys the internal sequentiality property. Proof: Let (f; ') 2 K and (u 0 ; ) 2 K be such that (f; ') = 2 (u 0 ; ) and (f; ') 6 K (u 0 ; ). We distinguish two cases:
Assume rst that f(u 0 )`F . Then we can also assume that ' u 0 ( ) = ?, otherwise there is no (g; ) (f; ') such that (g; )`K (u 0 ; ) and we can take ? as internal sequentiality index. We have A(f; '; u 0 ; ) 6 = ; (this set contains u 0 ); let u 1 be the glb of this set. We know that (f; ')`K (u 1 ; ), let us check that (u 1 ; ) is an internal sequentiality index. Let (g; ) (f; ') be such that (g; )`K (u 0 ; ). Then we have g(u 0 )`F , and also g(u 1 )`F , since f(u 1 ) g(u 1 ) g(u 0 ). But u 1 < u 0 (because (f; ') 6 K (u 0 ; ), (f; ')`K (u 1 ; ) and u 1 u 0 ), so u 0 2 u 1 ( ) (because (g; )`K (u 0 ; )), and thus u 1 ( ) 6 = ?. Let now u 2 E be such that u < u 1 and g(u)`F . Then we have f(u)`F , because f(u) = g(u)^f(u 1 ). Thus, by the minimality property of u 1 , we have u 1 2 ' u ( ), thus ' u ( ) 6 = ?, hence u ( ) = ' u ( ), so u 1 2 u ( ) and we conclude.
Assume now that f(u 0 ) 6 F . Then we can assume that f(u 0 ) = 2 . Let 0 be an internal sequentiality index for at f(u 0 ). Let u 1 = V A(f; '; u 0 ; 0 ). We distinguish two subcases: { Assume rst that ' u 1 ( 0 ) 6 = ?. Let (g; ) be such that (g; ) (f; '), and assume that (g; )`F (u 0 ; ). Since (f; ') (g; ) and ' u 1 ( 0 ) 6 = ?, we have g(u 1 )`F 0 and u 1 ( 0 ) = ' u 1 ( 0 ). But we have g(u 0 )`F , and thus g(u 0 ) 2 0 (since 0 is an internal sequentiality index), hence by sequentiality, u 0 2 u 1 ( 0 ), that is u 0 2 ' u 1 ( 0 ) and this is a contradiction. So there is no such (g; ), and we can take ? as internal sequentiality index. { Assume now that ' u 1 ( 0 ) = ?. Then we have (f; ')`K (u 1 ; 0 ). Let (g; ) be such that (g; ) (f; ') and (g; )`K (u 0 ; ). Then we have g(u 0 )`F and thus g(u 0 ) 2 0 , hence u 0 2 u 1 ( 0 ) and u 1 ( 0 ) 6 = ?. If u < u 1 is such that g(u)`F 0 , we have f(u)`F 0 because f(u) = g(u)^f(u 1 ), and thus u 1 2 ' u ( 0 ), so u ( 0 ) = ' u ( 0 ). Thus (g; ) 2 (u 1 ; 0 ) and hence (u 1 ; 0 ) is an internal sequentiality index for (u 0 ; ) at (f; ').
Proposition 17 K is a PSS.
It is a consequence of the previous lemmas. The only properties that we have not proved are PSS1 and PSS3. The corresponding veri cations are easy and left to the reader.
We want now to build a GSFR for K, so that K equipped with this GSFR will be a sequential structure.
Lemma 22 Let r and s be nite retractions on E and F respectively. Let V and W be nite dummy sets of E and F respectively. Then the map S r;V;s;W (that we simply note S here) which is de ned by S : K ! K (f; ') 7 ! (s; s;W ) (f; ') (r; r;V ) is a nite retraction on K.
Proof: First, we know that S is well de ned and continuous (by lemma 11). Let (f; ') 2 K . Then the algorithm (g; ) = S(f; ') is de ned by:
For u 2 E , g(u) = s(f(r(u))). For u 2 E and 2 F g(u) , u ( ) = ( = ' r(u) ( ) if 2 jsj W and f(r(u)) = 2 and 2 jrj V and u = 2 . ? otherwise We prove rst that S Id for the stable ordering. The fact that this inequation holds in the extensional ordering is a consequence of lemmas 11 and 12. So let (f; '); (f 0 ; ' 0 ) 2 K be such that (f; ') (f 0 ; ' 0 ). Let (g; ) = S(f; ') and let (g 0 ; 0 ) = S(f 0 ; ' 0 ). We just have to prove that (h; ) (g; ) where (h; ) = (g 0 ; 0 )^(f; ').
Using the stable inequalities r Id, s Id and f f 0 , we get: g(u) = s(f 0 (r(u))^f(u)) = g 0 (u)^s(f(u)) = g 0 (u)^f(u)^s(f 0 (u)) = h(u) since g 0 (u) s(f 0 (u)). Now let u 2 E and 2 F h(u) be such that = u ( ) 6 = ?. This implies that f(u)`F and ' u ( ) = , and also that 2 jsj W, 2 jrj V , s(f 0 (r(u)))`F , f 0 (r(u)) = 2 and ' 0 r(u) ( ) = . The only thing we have to check is that ' r(u) ( ) = . But if this were not the case we would have by permanence u 2 ' r(u) ( ), hence 0 = ' r(u) ( ) 6 = ?, and hence, since (f; ') (f 0 ; ' 0 ), we would conclude that ' 0 r(u) = 0 6 = which is contradictory. Now let u 0 be a nite element of E and be an element of F , and assume that (g; ) 2 (u 0 ; ). By the minimality condition on u 0 , it is clear that r(u 0 ) = u 0 since r(u 0 ) u 0 . So u 0 2 r (E ) . Furthermore, we must have s(f(u 0 )) 2 or 2 jsj W. So in both cases 2 jsj W. But both sets r(E ) and jsj W are nite. So there are only nitely many (u 0 ; ) such that (g; ) 2 (u 0 ; ).
To conclude the proof, we just have to check that S takes only a nite amount of di erent values. But, for (f; ') 2 K , observe that (g; ) = S(f; ') has the following properties :
The function g takes its values in s(F ) and is completely known when its values on r(E ) are known. Since both these sets are nite, there are only nitely many possible such g's. Let u 2 E . If 2 F g(u) and if u ( ) 6 = ?, then certainly 2 jsj W and u ( ) 2 jrj V . Since both these sets are nite, there are only nitely many possible u 's. Observe furthermore that u is completely determined by r(u) .
Since there are only nitely many possible values for r(u), we conclude that there are only nitely many possible 's. Now let (r n ) n2! and (s n ) n2! be GSFR's for E and F respectively. Let (V n ) n2! and (W n ) n2! be increasing families of nite dummy sets of E and F respectively such that S n2! V n contains all the dummy questions of E and similarly for S n2! W n . Such families of dummy sets exist because E and F are enumerable. For n 2 !, let us simply denote by S n the nite retraction S rn;Vn;sn;Wn .
Lemma 23 The family (S n ) n2! is a GSFR for K. This is a consequence of lemmas 11 and 13.
So now K can be considered as a sequential structure, equipped with its GSFR (S n ) n2! .
To complete the proof that the category SeqSt is cartesian closed, we give the evaluation map and we describe the exponential transposition.
Lemma 24 Let (Ev; ") : K E ! Proof: Let (f; ') 2 K , u 2 E and 2 F f(u) . The proof that (f; '; u)`K E " (f;';u) ( ) is straightforward. We prove sequentiality and permanence for (Ev; "). Continuity is left to the reader. Let (g; ) 2 K be such that (g; ) (f; ') and v 2 E be such that v u.
We prove rst sequentiality. Assume that g(v) 2 . We have to prove that (g; ; v) 2 " (f;';u) ( ). We distinguish several cases. { First, if ' u ( ) 6 = ?, then we know that g(u)`F and u ( ) = ' u ( ). By sequentiality of (g; ), we have v 2 u ( ) and we conclude. { Assume now that ' u ( ) = ? and that A(f; '; u; ) is non-empty, and let u 0 be its glb. We have to prove that (g; ) 2 (u 0 ; ). If g(u 0 ) 2 , then u 0 is minimal with that property since, if u < u 0 satis es g(u) 2 , then f(u) = g(u)^f(u 0 ), thus f(u)`F , thus ' u ( ) 6 = ? by minimality of u 0 . So assume that g(u 0 )`F . Since g(v) 2 we have v 2 u 0 ( ) and thus u 0 ( ) 6 = ?. If u 1 < u 0 satis es g(u 1 )`F then we also have f(u 1 )`F (since f(u 1 ) = f(u 0 )^g(u 1 )), and then by minimality of u 0 we get u 0 2 ' u 1 ( ) = u 1 ( ) and we conclude. { Last assume that ' u ( ) = ? and that A(f; '; u; ) = ;. Then we know that for any u 0 u nite such that f(u 0 )`F we have u 2 ' u 0 ( ) (and thus u is not nite). Let v 0 v be nite such that g(v 0 ) 2 (such a v 0 can be found since g is continuous). Let u 0 = v 0^u . We have f(u 0 ) = f(v 0 )^f(u) = g(v 0 )^f(v)^f(u) = g(v 0 )^f(u) and hence f(u 0 )`F , and hence we get u 2 ' u 0 ( ) so ' u 0 ( ) 6 = ?, hence, since (f; ') (g; ), we have g(u 0 )`F and u 0 ( ) = ' u 0 ( ). Then, since g(v 0 ) 2 , we get by sequentiality v 0 2 ' u 0 ( ). On the other hand we have seen that u 2 ' u 0 ( ), hence u 0 = u^v 0 2 ' u 0 ( ) and this is a contradiction, so that case is impossible.
Now we prove permanence, so assume that (g; ; v) = 2 " (f;';u) ( ). Again we have to distinguish cases.
{ First, assume that ' u ( ) 6 = ?. Then we have g(u)`F and u ( ) = ' u ( ), hence v = 2 u ( ) and we conclude by permanence of (g; ). { Assume now that ' u ( ) = ? and that A(f; '; u; ) 6 = ;. Let u 0 be the glb of that set. Then f(u 0 )`F , ' u 0 ( ) = ? and u 0 is minimal with this property. If we had g(u 0 ) 2 then u 0 would be minimal with this property, and this is impossible, since by hypothesis (g; ) = 2 (u 0 ; ). Actually, assume that there exists u < u 0 such that g(u) 2 . Then we have f(u)`F (since f(u) = f(u 0 )^g(u)) and thus ' u ( ) 6 = ? (since u 0 is minimal such that ' u 0 ( ) = ?), whence the contradiction because (f; ') (g; ). So g(u 0 )`F . Similarly we get u 0 ( ) = ? (and thus g(v) `F and v ( ) = ?). The minimality of u 0 with respect to that property is clear (use again the fact that (f; ') (g; )), so " (g; ;v) ( ) = (u 0 ; ) (since u v), and we conclude. { Last, assume that ' u ( ) = ? and that A(f; '; u; ) = ;. We check rst that g(v)`F . If this were not the case we would have g(v) 2 , thus we could nd v 0 v nite such that g(v 0 ) 2 . Setting u 0 = v 0^u , we would get
, so f(u 0 )`F , so u 2 ' u 0 ( ), hence also g(u 0 )`F and u 0 ( ) = ' u 0 ( ). By sequentiality of (g; ), one would also get v 0 2 u 0 ( ), and so v 0^u 2 u 0 ( ) and this would be a contradiction. One checks similarly that v ( ) = ?. Last we prove that A(g; ; v; ) = ;. So let v 0 2 A(g; ; v; ). Let u 0 = v 0^u . As above, one checks that f(u 0 )`F , and u 2 ' u 0 ( ). So g(u 0 )`F and u 0 ( ) = ' u 0 ( ). Hence v 0 = 2 u 0 ( ) (since u 2 u 0 ( )), hence v 0 ( ) = ' u 0 ( ) 6 = ? and this is in contradiction with our hypothesis that v 0 2 A(g; ; v; ).
The sequential algorithm (Ev; ") will be our evaluation morphism.
Lemma 25 Let G be a sequential structure and let (f; ') : G E ! F be a sequential algorithm. Then one de nes a sequential algorithm (g; ) : G ! K by setting:
g ( And last: (g; ) enjoys sequentiality and permanence. All these veri cations are rather easy and we leave them to the reader (see also BE3] for more details).
To prove that K is the exponentiation of E and F in the category SeqSt, it remains to check that some categorical equations relating evaluation and exponential transpose hold. For these veri cations, we refer to BE3]. The exponentiation K of E and F will be denoted by AS(E; F) in the sequel.
So now we conclude:
Proposition 18 The category SeqSt is cartesian closed.
Extensional projections
We have now enough material about sequential algorithms for the construction of the category of \extensionally projected sequential structures" we aim at.
Two particular sequential structures
We rst de ne a sequential structure which corresponds to the \vertical" domain of natural numbers. This sequential structure will be useful for proving continuity for the projections of sequential algorithms. Let ! be the sequential structure de ned by:
! is the total order of natural numbers, completed by a top >. (? = 0 < 1 < : : : < >) ! is the set of all questions (n) (for n 2 !), plus an empty question ?, where (n) is de ned by:
The accessibility relation is de ned by:
k`! (n) i k = n :
Next we de ne a family of sequential structures which will be useful for proving strong stability of the projections of sequential algorithms. More precisely, we shall show that any coherent set in a hypercoherence can be seen as the image by a strongly stable function of a coherent set in a cartesian product of \ at hypercoherences". Let n > 0 be an integer. We denote by I n the sequential structure de ned by:
I n is the at domain with non-bottom elements 1; : : :; n and a bottom ?. I n is the set f?; g where is de ned by u 2 i u 6 = ?. One has u`I n i u = ?. De ne also a hypercoherence J n by jJ n j = f1; : : :; ng and ? (J n ) = ffig j i 2 jJ n jg.
Let n 1. We denote by e i the element (n ? i + 1; : : :; n ? 1; ?; 1; : : :; n ? i) of (I n?1 n ) (for i = 1; : : :; n), so that e 1 = (?; 1; 2; : : :; n ? 1) e 2 = (n ? 1; ?; 1; : : :; n ? 2)
. . . e n = (1; 2; : : :; n ? 1; ?)
Then observe that fe 1 ; : : :; e n g 2 C L (I n?1 n ) but that no proper subset (with cardinality 2) of fe 1 ; : : :; e n g is in C L (I n?1 n ). Actually, if A is such a subset of fe 1 ; : : :; e n g, there exists clearly an index j 2 f1; : : :; ng such that, for any x 2 A, the j-th component of x is di erent from ? (take a j such that e j = 2 A). Then since A is not a singleton, these j-th components have di erent values because we have de ned the e i 's as circular permutations of e 1 . It follows that A is not linearly coherent. Of course, there are many other ways of de ning the e i 's in such a way that the family fe 1 ; : : :; e n g be \minimal" coherent.
Observe also that, up to a canonical isomorphism, ((I n?1 n ) ; C L (I n?1 n )) is simply qDC (J n?1 n ), and e i , considered as an element of qD (J n?1 n ), is the state f(1; n ? i + The lifting property is the basic requirement about ESS's. It insures that is onto, and in an uniform way. Speci cally, as we shall see, it insures that for any state coherent subset A of qD (X), on can nd a linearly coherent subset of E which is projected by on A.
Strong stability and linearity of are essential technical requirements for the construction of the exponentiation in the category of ESS's we are de ning.
The -atness condition is technically essential, as it will become clear in the following proofs. It has also an intuitive meaning: the accessibility structure of E is purely intensional; it has no extensional counterpart in X.
The morphisms are simply sequential algorithms satisfying an extensionality requirement expressed in terms of :
De nition 38 Let P = (E; X; ) and Q = (F; Y; 0 ) be two ESS's.
An extensional sequential algorithm (or simply sequential algorithm) from P to Q is a sequential algorithm (f; ') : E ! F which is -extensional, that is: if u; u 0 2 E satisfy (u) = (u 0 ), then 0 (f(u)) = 0 (f(u 0 )).
De nition 39 The category ESS is the category whose objects are the ESS's and whose morphisms are the (extensional) sequential algorithms between ESS's.
Let us now state and prove the lemma which is the key of our construction:
Lemma 27 Let P = (E; X; ) be an ESS. If x 0 x 1 : : : is an increasing !-chain in X, then there exists and increasing !-chain u 0 u 1 : : : in E such that (u i ) = x i for all i. If x 1 ; : : :; x n 2 qD (X) are such that fx 1 ; : : :; x n g 2 C (X), then there exist u 1 ; : : :; u n 2 E such that fu 1 ; : : :; u n g 2 C L (E) and (u i ) = x i for all i. Proof: Let x 0 x 1 : : : be an increasing !-chain in qD (X). Let f : ! ! qD (X) be de ned by f(n) = x n and f(>) = W n2! x n . Then f is obviously Scott-continuous. Furthermore, f is strongly stable because any non-empty and nite subset of fx i g is bounded and thus coherent, and the preservation of non empty (linearly coherent) glb's is obvious since ! is totally ordered. So, by the lifting property of , there exists a sequential function f 0 : ! ! E such that f 0 = f. Let u i = f 0 (i) (for i 2 !). Then u 0 u 1 : : : is an increasing !-chain such that (u i ) = x i for all i.
Let A = fx 1 ; : : :; x n g 2 C (X). We consider the function f A : (I n?1 n ) ! qD (X) introduced in lemma 26. This function is strongly stable and satis es f A (e i ) = x i for all i. By the lifting property, we can nd a sequential function f 0 : (I n?1 n ) ! E such that f A = f 0 . Let u i = f 0 (e i ). Since f 0 is strongly stable, we have fu 1 ; : : :; u n g 2 C L (E) and we conclude, since for all i we have (u i ) = (f 0 (e i )) = f A (e i ) = x i .
As an easy consequence of this lemma, it appears that, in an ESS (E; X; ), the function is surjective (onto).
Proposition 19 Let P = (E; X; ) and Q = (F; Y; 0 ) be ESS's. Then R = (E F; X Y; 0 ) is an ESS, and it is the cartesian product of P and Q in the category ESS.
The proof is a straightforward veri cation. Now, let P = (E; X; ) and Q = (F; Y; 0 ) be two xed ESS's. We want to de ne their exponentiation, an ESS (H; Z; ).
For Z, we have no choice: we take X ! Y , the exponentiation of X and Y in the category HCohFS. Now we de ne H as a sub-PSS of AS(E; F). Let L be the poset of extensional sequential algorithms from P to Q, ordered by the stable ordering of sequential algorithms.
Lemma 28 The poset L is a multiplicative sub-bccpo of AS(E; F). Proof: Let B L be bounded in AS(E; F). Let (g; ) be its lub in AS(E; F). It will be su cient to prove that (g; ) 2 L, i.e. to prove that (g; ) satis es the extensionality requirement. Let u; u 0 2 E be such that (u) = (u 0 ). Then we have
For bounded binary meets, we proceed similarly, using the stability of 0 .
Lemma 29 The poset L de nes a sub-PSS of AS(E; F). Proof: Let (f; ') 2 L and let (u 0 ; ) be such that (f; ') 2 (u 0 ; ). We have to prove that there exists (g; ) 2 L such that (g; ) (f; ') and (g; )`A S(E;F) (u 0 ; ).
We construct (g; ) as in the proof of lemma 19, but we use furthermore the fact that we can choose our v such that 0 (v) = ;. This insures that, for any u 2 E , we have 0 (g(u)) = ;, and thus (g; ) is extensional for a trivial reason. Now let H be the sub-PSS of AS(E; F) de ned by L. We know that E is equipped with an extensional GSFR (r n ) n2! , and that F is equipped with an extensional GSFR (s n ) n2! . From these, we build a GSFR (S n ) n2! for AS(E; F) as we did when we stated and proved lemma 23. It is easily checked that, if (f; ') 2 L, then one has S n (f; ') 2 L for any n 2 !. ( W u i ) ). Hence, since 0 and f are continuous, we conclude. Let x 1 ; : : :; x n 2 qD (X) be such that fx 1 ; : : :; x n g 2 C (X). By lemma 27, we can nd a family u 1 ; : : :; u n 2 E such that fu 1 ; : : :; u n g 2 C L (E) and (u i ) = x i for i = 1; : : :; n. We have fg(x i )g i=1;:::;n = f 0 (f(u i ))g i=1;:::;n , thus fg(x i )g i=1;:::;n 2 C (Y ), since f and 0 are strongly stable. Furthermore, since is strongly stable, we have ( Let us check rst that is monotone. Let (f; ') 2 E and (f 0 ; ' 0 ) 2 E be such that (f; ') (f 0 ; ' 0 ), let g = (f; ') and g 0 = (f 0 ; ' 0 ). Let x; x 0 2 qD (X) be such that x x 0 , and let u; u 0 2 E be such that u u 0 , and (u) = x and (u 0 ) = x 0 (such u and u 0 can be found, by lemma 27). We have g(x) = 0 (f(u))
because f f 0 (for the stable ordering), and because 0 is stable (for it is strongly stable).
Let B H be a bounded family of extensional sequential algorithms, and let (h; ) be its lub. By monotonicity of , the set (B) is bounded. We know that for u 2 E , h(u) = W (f;')2B f(u). Let g = (h; ). We have to prove that g = W (B) . Let x 2 qD (X) and let u 2 E be such that (u) = x. We have Let (f 1 ; ' 1 ); : : :; (f n ; ' n ) be a family of elements of H such that f(f 1 ; ' 1 ); : : :; (f n ; ' n )g 2 C L (H). For i = 1; : : :; n, let g i = (f i ; ' i ). { First, we prove that V g i = (f; ') where (f; ') = V n i=1 (f i ; ' i ). Let g = (f; '). Since is monotone, we certainly have g V g i . Let x 2 qD (X) and let u 2 E be such that (u) = x. The set E = f((f i ; ' i ); u) j i = 1; : : :; ng is in C L (H E) (for E 1 2 C L (H) and E 2 2 C L (E)), and since Ev is sequential and thus strongly stable, we have Ev( V E) = V Ev (E) , that is f(u) = V f i (u). So g(x) = 0 ( V f i (u)). But Ev(E) 2 C L (F) and 0 is strongly stable, thus g(x) = V (g i (x)). Since ( V g i )(x) V (g i (x)) (because the stable ordering is contained in the extensional ordering), we conclude that indeed g = V g i . { We prove next that fg i g i=1;:::;n 2 C (Z). So let x 1 ; : : :; x m 2 qD (X) be such that fx 1 ; : : :; x m g 2 C (X). Let I be a pairing of f1; : : :; ng and f1; : : :; mg. Let u 1 ; : : :; u n 2 E be such that fu 1 ; : : :; u n g 2 C L (E) and (u i ) = x i for all i. We know that the set I = f((f i ; ' i ); u j ) j (i; j) 2 Ig is in C L (H E) (for I 1 2 C L (H) and I 2 2 C L (F)) and hence Ev(I) 2 C L (F) (because Ev is sequential, and thus strongly stable). Since 0 is strongly stable, we get 0 (Ev(I)) 2 C (Y ), that is fg i (x j ) j (i; j) 2 Ig 2 C (Y ). Now we have to show that ( V g i )( V x j ) = V (i;j)2I (g i (x j )). But we have seen above that V g i = g where g = ( V (f i ; ' i )), so ( V g i )( V x j ) = g( V x j ). But g( V x j ) = 0 (f( V u j )), where (f; ') = V (f i ; ' i ) (since ( V u j ) = V x j , and by de nition of g). Since Ev is strongly stable, we have V (Ev(I)) = Ev( V I), that is V (Ev(I)) = f( V u j ). So we get, applying 0 to both members of this last equation, and using the strong stability of 0 , V (i;j)2I (g i (x j )) = g( V x j ) and we conclude. So is strongly stable, and this achieves the proof of the lemma.
Lemma 33 The function has the lifting property. Proof: Let G be a sequential structure, and let h : G ! qD (Z) be a strongly stable function. We consider h as a morphism in the category dIC, which is cartesian closed (see section 1.5). In that category, we can transpose h in h 0 : G qD (X) ! qD (Y ) which is strongly stable. But : E ! qD (X) is also a morphism in that category, so, in dIC, we can construct l = h 0 (Id ) : G E ! qD (Y ), which is strongly stable. But 0 enjoys the lifting property, so we can nd a strongly stable m : G E ! F such that 0 m = l. Since m is strongly stable, we can nd a such that (m; ) : G E ! F is a sequential algorithm. Now, let (k; ) : G ! AS(E; F) be the exponential transpose of (m; ) in the category SeqSt of sequential structures and sequential algorithms.
In fact, (k; ) is a sequential algorithm G ! H. We just have to prove that, if w 2 G , then k(w) 2 H . Let (f; ') = k(w). We have to prove that this sequential algorithm is extensional. But if u 2 E , we have f(u) = m(w; u), so 0 (f(u)) = l(w; u) = h 0 (w; (u)), and the extensionality is obvious and we can apply lemma 14.
Now we check that k = h. Let w 2 G . The function g = (k(w)) is de ned by g(x) = 0 (m(w; u)), where u 2 E is such that (u) = x (for x 2 qD (X)). So g(x) = h 0 (w; x) = h(w)(x), by de nition of the exponentiation in dIC, and we conclude.
Lemma 34 The triple (H; Z; ) is an ESS. Proof: There remain only a few things to prove. For all n 2 !, the nite retraction S n is -extensional. Let (f; '); (f 0 ; ' 0 ) 2 H be such that (f; ') = (f 0 ; ' 0 ). Let (g; ') = S n (f; ') and (g 0 ; ' 0 ) = S n (f 0 ; ' 0 ). Let x 2 qD (X), and let u 2 E be such that (u) = x. We have (g; ')(x) = 0 (g(u)) = 0 (s n (f(r n (u)))) = 0 (s n (f 0 (r n (u)))) because 0 (f(r n (u))) = 0 (f 0 (r n (u))) since (f; ') = (f 0 ; ' 0 ), and because (s n ; n ) is extensional. And we conclude. If (f; ')`H (u 0 ; ), then we have seen in the proof of lemma 29 how to build an algorithm (g; ) 2 H such that (g; ) (f; ') and (g; )`H (u 0 ; ). Furthermore, we constructed (g; ) in such a way that, for any u 2 E , one has 0 (g(u)) = ;. This clearly means that (g; ) = ; and we conclude that`H is -at. And this achieves the proof. Lemma 35 The ESS (H; Z; ) is the exponentiation of P and Q in the category ESS. Proof: We de ne evaluation and abstraction using lemmas 24 and 25 and the fact that H is a sub-PSS of AS(E; F). Let us prove for instance that (Ev; ") is indeed an extensional sequential algorithm H E ! F. We just have to prove extensionality.
Let (f; '); (f 0 ; ' 0 ) 2 H be such that (f; ') = (f 0 ; ' 0 ), and let u; u 0 2 E be such that (u) = (u 0 ). We have 0 (Ev(f; '; u)) = 0 (f(u)) = (f; ')( (u)) by de nition of = (f 0 ; ' 0 )( (u 0 )) by hypothesis = 0 (Ev(f 0 ; ' 0 ; u 0 )) :
The remainder is left to the reader.
The exponentiation of P and Q in ESS will be denoted by P ! Q]. Theorem 1 The category ESS is cartesian closed.
In fact, it is a -category and thus a model of PCF.
Comparison with the model of hypercoherences
If P = (E; X; ) is an ESS, let us denote by (P) the hypercoherence X and if Q = (F; Y; 0 ) is another ESS and (f; ') : P ! Q a sequential algorithm, let us denote by (f; ') = (f; ') : X ! Y its extension (which is a morphism in HCohFS, as we have seen).
Proposition 20 The operation is a functor ESS ! HCohFS which commutes to cartesian product and exponentiation.
Proof: Let P = (E; X; ), Q = (F; Y; 0 ) and R = (G; Z; 00 ) be ESS's. First, let us check that is functorial. If x 2 qD (X) and u 2 E is such that (u) = x, we have (Id)(x) = (u) = x. Then, let (f; ') : P ! Q and (g; ) : Q ! R be sequential algorithms. We have ( (g; ) (f; '))(x) = (g; )( 0 (f(u))) = 00 (g(f(u)) = ((g; ) (f; '))(x) Next, by de nition of product and exponentiation in ESS we have (P Q) = (P) (Q) and ( P ! Q]) = (P) ! (Q)]. It remains simply to check that the projections (of the cartesian product) and the evaluation morphism (of the exponentiation) are preserved by the functor . Let us check this property for the evaluation.
So let g 2 qD ( X ! Y ]), and let x 2 qD (X). Let u 2 E be such that (u) = x, and let (f; ') : P ! Q be a sequential algorithm such that (f; ') = g. We have (Ev; ")(g; x) = 0 (Ev((f; '); u)) = 0 (f(u)) = g(x)
and we conclude. 
