Abstract. Hyperbolic conservation laws of the form ut + div f(t, x; u) = 0 with discontinuous in (t, x) flux function f attracted much attention in last 20 years, because of the difficulties of adaptation of the classical Kruzhkov approach developed for the smooth case. In the discontinuous-flux case, non-uniqueness of mathematically consistent admissibility criteria results in infinitely many different notions of solution. A way to describe all the resulting L 1 -contractive solvers within a unified approach was proposed in the work [Andreianov, Karlsen, Risebro, 2011] . We briefly recall the ideas and results developed there for the model one-dimensional case with f(t, x; u) = f l (u)1 1x<0 + fr(u)1 1x>0 and highlight the main hints needed to address the multi-dimensional situation with curved interfaces.
Introduction
Consider the Cauchy problem for scalar conservation laws under the general form u t + div f(t, x; u) = 0,
for (t, x) ∈ (0, +∞) × R N , N ≥ 1. The main ideas that underlie the modern theory of (1) go back to Hopf, Oleïnik, Lax, Vol'pert and Kruzhkov (cf. the fundamental text of Dafermos [43] ). These ideas achieved their classical form in the work [52] , where the concept of Kruzhkov entropy solution was firmly established, supplied with a collection of well-posedness techniques.
The work [52] dealt with the case of sufficiently smooth dependence of f on (t, x; u); at the present stage of the theory, well-posedness is achieved for Lipschitz in all variables flux f (bounds derived from a maximum * The author was supported by the French ANR project CoToCoLa * * The author is deeply indebted to Clément Cancès, Darko Mitrović and Karima Sbihi for the collaborations which are at the origin of results presented in this survey. He also thanks Nina Aguillon, Shyam S. Ghoshal, Cyril Imbert, Kenneth H. Karlsen, Régis Monneau, Nils Henrik Risebro and Nicolas Seguin for stimulating discussions. 1 Laboratoire de Mathématiques, CNRS UMR 6623, Université de Franche-Comté, Besançon, France principle permit to include the case of local in u Lipschitz regularity of f). An entropy solution of (1) is an L ∞ function u satisfying for all constant k ∈ R, |u − k| t + div sign(u − k)(f(t, x; u) − f(t, x; k)) + sign(u − k)div f(t, x; k) ≤ 0
in the sense of distributions, with appropriately taken into account initial conditions (see [52] and [60] ).
In the special case of (t, x)-independent f, less regularity of f in unknown u is needed. Such fluxes f can be included under the assumption of mere continuity if space dimension is equal to one, while Hölder continuity of order 1 − 1/N is a sufficient condition for space dimension N > 1; we refer to [7, 18, 27, 29, 53] for this line of research, see also [65] for related results based on different techniques. Classical results concern L ∞ or L 1 ∩ L ∞ data; extensions to L 1 and to L 1 + L ∞ exploit the notions of kinetic ( [63] and references therein) and renormalized ( [28] ) solutions.
Most of classical models based on (1) (such as the LWR vehicular traffic model, the Buckley-Leverett model for flows in porous media, etc.) lead to Lipschitz continuous f. Finer developments that require to deal with discontinuous fluxes f attracted much attention in the two last decades. Discontinuity of f in u appears in some models with implicit constitutive relations. This was treated in slightly different ways in [32, 56] and in [48] ; recently in [47] , a combined approach was proposed in view of obtaining well-posedness results for L 1 ∩ L ∞ data under the least restrictive assumptions of f. The techniques of the u-discontinuous case are based upon a monotone, possibly multivalued change of unknown that permits to exploit the original techniques of [52] or the technique of [65] ; as a result, the authors obtain a unique "entropy solution" semigroup that inherits the L 1 contraction property known from the case of Lipschitz flux.
The situation is drastically different when it comes to the case of (t, x)-discontinuous flux f. In the sequel, we will always assume (at least local) Lipschitz continuity of f in u, but concentrate on the difficulties coming from x or (t, x)-discontinuity 1 
.
Except for § 1.3 and § 2.3, we will limit our attention to the model one-dimensional problem with f(t, x; u) = f l (u)1 1 x<0 + f r (u)1 1 x>0 .
The Cauchy problem for the evolution equation (1) with the flux f of the form (4) has been addressed in a number of works; let us refer to [15] and references therein for analysis of well-posedness of the Cauchy problem (1) , (4), (2) . Let us only say that there is no hope to "uniquely extend" the Kruzhkov theory to the x-discontinuous flux case. Indeed, the key feature of this problem, first observed by Adimurthi, Mishra and Veerappa Gowda in [3] , is the following:
there exist infinitely many L 1 -contractive "entropy solution" semigroups for (1), (4) .
In practice, each of these solvers can be characterized by some distinctive admissibility condition imposed on solutions; we further discuss this issue in the sequel, starting from § 1.1. Actually, these different solvers (solution semigroups) may correspond to different modeling assumptions, cf. the work of C. Cancès and the author [9] . One sees in [9] that some kind of interface coupling should be explicitly prescribed for ensuring well-posedness of (1),(4), (2) , these conditions being a part of the model one wishes to consider. Making explicit such coupling conditions is also mandatory for its consistent numerical approximation and most importantly, for the identification of the underlying modelling assumptions.
Let us point out an elementary, although somewhat unexpected -at a first glance 2 -analogy between problems (1) with piecewise continuous in (t, x) flux and much better studied boundary-value problems. Indeed, the situation of non-uniqueness (NU) can be compared with the well known situation for the Laplace equation in a bounded regular domain Ω of R N with exterior unit normal ν. Namely, the problem
has infinitely many L 1 -contractive solution maps S β : f → u (defined as variational or as renormalized solutions, according to the integrability of f , see, e.g., [23] ) that correspond to different boundary conditions (BC, for short) which can take the general form H N −1 -a.e. on ∂Ω, (γ sol u)(t) , (γ flux.ν (F · ν))(t) ∈ β.
Here β (called BC graph in the sequel) is a maximal monotone graph in R × R; F := −∇u is the flux governing the distribution of u in (5); and γ sol , γ flux.ν are the appropriately defined trace operators. For example, the family of Robin boundary conditions λu + (1 − λ) ∂u ∂ν = 0 with different values of λ ∈ (0, 1) corresponds to the family of BC graphs β = {(z, λ 1−λ z) | z ∈ R}; the Neumann condition corresponds to the BC graph β = R × {0}, while the Dirichlet condition corresponds to the multivalued BC graph which can be described by β = {0} × R. Further boundary conditions of the above type may be of interest in applications, such as obstacle conditions 3 . The situation remains almost the same if the boundary-value problem for the Laplace equation (5) is replaced with the initial-boundary value problem (IBVP, for short) for the scalar conservation law u t + div F = 0 where F = f(u). The main difference here is that the BC graph β has to be appropriately projected in order to ensure well-posedness of the problem (we refer to [21] , which main idea and result will be briefly recalled in the sequel).
In this note, we claim that the multiplicity of solvers comes from the fact that the discontinuity surface ({(t, x) | t > 0, x = 0} for the flux f given by (4)), called interface in the sequel, plays the role of an embedded boundary. We put forward the fact that different L 1 -contractive solution semigroups in (NU) actually correspond to different choices of interface coupling conditions for problem (1) , (4) . The latter can be expressed mimicking the formalism of "dissipative boundary conditions" exploited in the work [21] of K. Sbihi and the author. Namely, one asks (formally) that the traces
of an admissible solution u and the associated traces of the normal to the interface flux
for some subset H of R 2 × R 2 verifying an appropriate "maximal monotonicity" condition (see Section 4 below). Relations of the kind (7) should be seen as interface coupling conditions which supplement the equation (1), (4) . They relate the traces of the restrictions u l := u| x<0 and u r | x>0 of u (the functions u l,r are assumed to be local solutions in the Kruzhkov sense of the corresponding conservation laws u t + f l,r (u) = 0, in their respective domains of definition) and the corresponding flux values F l,r on the interface. This abstract formalism allows 2 In contrast to boundary conditions, known to be a part of the definition of a differential operator and always made explicit in PDE literature, the choice of some particular interface coupling often remained a hidden assumption in the works devoted to discontinuous-flux conservation laws. 3 We refer to [23] and references therein for some results on problems of the kind (5),(6) with general maximal monotone graphs β, including the delicate case of x-dependent BC graphs corresponding, e.g., to non-homogeneous and / or mixed boundary conditions.
for conservative formulations (F l + F r = 0 is required, meaning that u is a weak solution to (1),(4)) and more generally, it is suitable for problems with non-conservative coupling at the interface (see [17, 22] for an example). By analogy with the classical terminology, let us call problems of the kind (1),(4), (2) , (7) initial-interface value problems (IIVP, for short).
Let us briefly discuss the sense to be given to (7) in our setting of first-order conservation laws. The existence of traces of the solution and of the flux is ensured by the delicate "regularity" results of [54, 61] that follow from the kinetic approach to conservation laws (cf. [63] ) and from the technique of parametrized H-measures ( [59] ). Due to this subtle regularity, (7) makes sense pointwise on the interface. Nonetheless, conditions (7) should not be considered literally. Indeed, in the case of scalar conservation law (1), (4) we have the functional dependence F l = f l (u l ), F r = −f r (u r ), therefore the above ICC (7) is over-determined unless H has a very particular shape. Therefore, if one wants to give sense to the problem (1),(4) supplied with an ICC (7) of general form, the condition (7) has to be relaxed. This occurs quite similarly to the way in which the Dirichlet boundary condition for a scalar conservation law is relaxed to yield the celebrated Bardos-LeRoux-Nédélec condition ( [26] ). Similarly to what happens for the general initial-boundary value problems for conservation laws (see § 4.1 and [21] ), the relaxation can be interpreted as a projection procedure. Given a monotone graph H ⊂ R 2 × R 2 , one should consider the "closest" to H monotone graph H satisfying the functional constraint
(with, in addition, F l +F r = 0 in the case of a conservative interface coupling). This means that in the definition of solutions to IIVP for discontinuous-flux conservation laws, the general formal ICC graph H in (7) should be replaced with the projected effective ICC graph H. The projection procedure, based on the use of Godunov numerical fluxes corresponding to nonlinearities f l,r , is described in Section 4 below.
We expect that the IIVP of the form (1),(4),(2),(7) with the interpretation of (7) via the appropriate projection procedure enjoy well-posedness. Moreover, in some cases such problem can be efficiently approximated by a scheme that uses only the fluxes f l,r and the formal ICC graph H. In this note, we do not prove for IIVP (1),(4),(2),(7) precise results analogous to those of [21] for IBVP; this work is postponed for further research. Our goal is to provide some insight to the idea, illustrate it by examples, and advocate for the usefulness of the above interpretation in terms of interface coupling conditions of the whole variety (NU) of solvers for discontinuous-flux problems (1), (4) .
The outline of the paper is as follows. Section 1 recalls some of the known ideas and results originating from the work [15] of N.H. Risebro, K.H. Karlsen and the author. A basic convention on what is called "solution" is fixed in § 1.1. The framework of L 1 -dissipative germs and associated G-entropy solutions is briefly recalled in § 1.2. We devote a special attention to the multi-dimensional problem (1) (actually, the same tools are needed for the one-dimensional case with coupling condition which varies along the interface) in § 1.3 and Appendix, where we collect key observations on important technical details needed for extension of the approach of [15] . Let us stress that the idea of such extension is, however, rather straightforward -except in what concerns construction of solutions and justification of existence, which may become a fairly delicate issue. In § 1.4, main aspects of application of the germ approach and some of its shortcomings are summarized, then two recent developments and a new one are briefly described. These developments are detailed in Section 2, Section 3 and finally in Section 4 that is devoted to interface coupling conditions. Details for Section 2 can be found in the work [19] of D. Mitrović and the author; for Section 3, we refer to the work [11] (see also [8, 10] ) of C. Cancès and the author. Section 4, which idea was already outlined in this introduction, transposes the tools of the works [20, 21] of K. Sbihi and the author (recalled in § 4.1) from the case of boundary-value problems to the case of interface coupling problems. The idea of such analogy originates from the [50] of C. Imbert and R. Monneau on Hamilton-Jacobi equations with discontinuous hamiltonians on networks.
Preliminaries: approach by L
1 -dissipative germs
On different notions of solution and admissibility conditions
Let us make precise the following convention. In the sequel, considering conservation laws (1) with piecewise regular in (t, x) flux with jump discontinuities arranged along a locally finite number of sufficiently regular interfaces (the union of interfaces being denoted by Σ), we will call "solution" any weak solution of the problem satisfying the Kruzhkov entropy inequalities locally in each subdomain of regularity of the flux (t, x) → f(t, x; ·). In some parts of the paper, conservativity at interfaces (i.e., the requirement that u be a weak solution of (1)) will be relaxed.
Throughout this note, we will be interested in different kinds of admissibility conditions that should be imposed on "solutions", in the above sense, in order to achieve well-posedness results. These conditions will be formulated in various ways.
1.2. Germs and G-entropy solutions for the model problem(s) (1), (4) Our starting point is the theory developed in [15] in order to encompass all different L 1 -contractive semigroups of solution (in the sense of § 1.1) for the model discontinuous-flux conservation law (1), (4) . In [15] , these semigroups were put in one-to-one correspondence with subsets of R × R called L 1 -dissipative germs. Roughly speaking, a germ G prescribes explicitly the possible jumps in u at the interface {x = 0}, in particular, one has (u l , u r ) ∈ G if u l 1 1 x<0 + u r 1 1 x>0 is an admissible solution in a neighbourhood of the interface {x = 0}. Moreover, in practice one tends either to describe all possible solutions of this form (which leads to the notion of maximal germs), or to fix a smallest possible collection of such solutions which fully determines the admissibility of all other solutions (this leads to the notion of definite germs). Let us recall these definitions (see [15] for details and motivations).
We say that G is maximal, if it is not a strict subset of some other L 1 -dissipative germ. We say that G is definite, if there exists a unique maximal L 1 -dissipative germ containing G. Such unique maximal extension of G is denoted G * in this case. We say that G * is complete, if for every Riemann datum u 0 (x) = u l 1 1 x<0 + u r 1 1 x>0 , u l,r ∈ R, there exists a solution in the sense of § 1.1 which is self-similar (i.e., u(t, x) = U (x/t)) and such that (1) traces u l (·) (from the left) and u r (·) (from the right) of u(·, ·) on the interface {x = 0} fulfill the relation u l (t) , u r (t) ∈ G * , for a.e. t > 0.
4 Later, non-conservative germs were considered, see in particular [22] . In this case, the conservativity condition f l (u l ) = fr(ur)
should be omitted. 5 The traces u l,r exist in the case of genuinely nonlinear fluxes f l,r because u is a Kruzhkov entropy solution in domain {x = 0}
(see [61] ). In general, the definition is a bit more involved because Temple kind singular mappings V l,r should be used to guarantee existence of traces of V l,r u l,r of V l,r (u). The germ G in (9) is then replaced by the corresponding reduced germ defined by
For the sake of simplicity, we will assume throughout this note that traces u l,r exist, which corresponds to V l,r = Id within the framework of [15] .
The above definition readily leads to a uniqueness proof. In order to justify existence, one needs in addition the completeness of the maximal extension G * of G and one exploits the adapted entropy inequalities (cf. [24, 30] ), shown to be equivalent to the admissibility criterion (9):
where
is the entropy flux associated to η(x; ·). These definitions lead to the following well-posedness result which is the main claim of the theory of [15] .
there exists one and only one G-entropy solution to the discontinuous-flux conservation law (1) with flux (4).
We refer to [15] (see also [6] for a succinct presentation) for precisions and details.
Some tools for the multi-dimensional problem
There are few works devoted to the multi-dimensional case of problem (1) . Actually, similar difficulties arise in the one-dimensional case with curved interfaces, and even in the model case (1), (4) with the interface coupling governed by a variable in time family of germs.
Extension of the general theory of [15] is essentially straightforward in what concerns uniqueness of solutions: we refer in particular to [12] and [14] for two complementary examples. Let us denote the interface by Σ, and let σ ∈ Σ be its generic point. The key tool for such extensions is to associate a solution to a family of germs G(·) variable along the interface. Recall that germs are associated to some given fluxes f l,r . Here, we mean that G(σ) is an L 1 -dissipative germ associated with scalar functions f l,r (σ; ·) which are the normal components (in the direction of some arbitrarily fixed unit normal vector to the interface Σ, for f r (σ; ·); in the opposite direction, for f l (σ; ·)) of the vector-valued one-sided traces at σ ∈ Σ of the flux function f(t, x; ·). In compliance with the result of Theorem 1.3, for a.e. (with respect to the natural Hausdorff measure on Σ) point σ ∈ Σ, G(σ) should be a definite L 1 -dissipative germ such that G * (σ) is complete (in practice, we will mainly think of maximal L 1 -dissipative germs). On can define the admissibility either by prescribing possible trace values analogously to (9) : u l (σ), u r (σ) ∈ G * (σ) for a.e. σ ∈ Σ (11) where u l,r (·) are the traces of u on Σ in the direction of the already fixed unit normal vector to Σ (for u r ) and in the opposite direction (for u l ) 6 . Alternatively, one can define the admissibility of solutions using a suitably extended family of inequalities of the kind (10), see (12) below. As in the model one-dimensional case of § 1.2, both formulations are usually needed to establish uniqueness and existence (or, more generally, convergence of approximate methods) for the corresponding solutions, called G(·)-entropy solutions.
Let us stress that the family of germs G(σ) σ∈Σ cannot be arbitrary. To make the presentation concise, let us limit our attention to the situation where one considers one-dimensional homogeneous flux (4) with straight interface Σ = {(t, 0) | t > 0, x = 0 } parametrized by σ = t, and the admissibility is governed by a family of germs G(t) t>0 . One encounters such situation, e.g., in the constrained road traffic model introduced in [41] and revisited in [12] . Some measurability condition should be required on the family G(t) in this case. Indeed, consider the setting of [15, § 4.5] : to be specific, let us take f l,r : R → R bijective, with f l an increasing and f r a decreasing function. In this situation, every maximal L 1 -dissipative germ is a singleton of the form
• f l (a))}. A non-measurable choice of t → a(t) would lead to a family of germs G(t) = G a(t) for which existence of solution fails, indeed, (11) cannot hold because t → u l (t) = u(t, 0 − ) must be measurable while (11) leaves no other choice than u l (t) = a(t). So, existence of a sufficiently rich family of measurable in (t, x) functions u which traces u l,r on Σ fulfill (11) is an implicit measurability requirement on the considered family of germs. Further, in formulations of kind (10), measurability restriction appears explicitly as follows. Given a family G(t) t>0 of maximal L 1 -dissipative germs, we require that
hold (with the same notation as in (10)) where the right-hand side features a suitably defined remainder term R G(·) sitting on the interface Σ = {x = 0}. Then in order that (12) make sense, for all fixed k l,r the map t → R G(t) (k l , k r ) has to be measurable with respect to the one-dimensional measure on the interface. Observe that the choice of R G(·) is strongly restricted. Indeed, in order that for solutions (in the sense of § 1.1) of (1), (4) equivalence between (11) and (12) hold, one needs the following properties to hold for a.e. t > 0:
Roughly speaking, because G(t) is definite, (13) implies (11) via a localization argument; while (14) is needed in order that solutions verifying (11) satisfy (12) for all (k l , k r ) ∈ R × R. In [15] and in several subsequent works, for Lipschitz continuous fluxes f l,r the following choice was suggested:
Measurability of t → dist (k l , k r ), G(t) is however a delicate issue, because t → G(t) is a set-valued map, moreover, the geometry of G(t) may undergo instantaneous changes under continuous change of t. We refer to Appendix for a further discussion of this technical issue, leading to a more involved that (15) choice of the remainder terms R G(·) (k l , k r ) in adapted entropy inequalities (12) . Let us describe two applications. In [12] , we developed a convergence proof for a finite volume scheme for approximation of solutions of the constrained road traffic model of [41] ; it was based on formulation (12) with remainder terms R G(t) given as in (15), with G(·) = G F(·) computed from the time-dependent constraint F(·). The measurability of t → R G(·) (k l , k r ) was evident in view of the explicit description of G F(·) and the measurability of F(·). In [14] existence and uniqueness of vanishing viscosity admissible solutions was proved in a multi-dimensional setting, with only one sufficiently regular interface Σ. Let us stress that the proof used only the characterization (11) , where the family of germs underlying the admissibility criterion was derived from the model case (4) studied in § 2.1
7
. Therefore the issue of defining and proving measurability of this family of germs was not addressed; heuristically, one can say that the fact that it should be seen as measurable is actually contained in the existence result. However, the proof of [14, Prop. 9] of equivalence of the admissibility conditions (11) and (the suitably adapted version of) (12) for solutions of (1) in the sense of § 1.1 is not fully precise: indeed, the measurability of t → R G(t) (k l , k r ) was not justified. For this reason, in Appendix we provide a tentative definition of measurability of a general parametrized family of germs, and state that this notion is applicable to the problem with which [14, Prop. 9] is concerned.
Towards more convenient admissibility criteria
In § 1.2, § 1.3, admissibility conditions for solutions of (1) in the sense of § 1.1 were expressed under the two equivalent forms: 7 To be specific, the family G(σ) σ∈Σ consists of the vanishing viscosity germs G V V of one-dimensional model cases (4) (see § 2.1) associated with fluxes f l,r (σ, ·) where scalar σ-dependent one-dimensional fluxes f l,r are the normal components, at every point σ ∈ Σ, of the vector-valued fluxes on each side from Σ. We refer to [14] for the precise formulation.
1. the explicit requirement that the couples (u l , u r ) of one-sided traces of an admissible solution belong to a specific subset
2. the requirement that an admissible solution satisfies some global (up-to-the-interfaces) entropy inequalities, adapted from (3). In these inequalities one replaces the constants k by more general (namely, piecewise constant) functions k(.). As explained in § 1.3, one may need to incorporate into the adapted entropy inequalities some singular k(.)-dependent source terms.
Equivalence means that the adapted entropy inequalities of 2. implicitly prescribe the restriction 1. on traces of solutions; and vice versa, solutions with traces prescribed by 1. automatically fulfill the adapted entropy inequalities of 2.. Roughly speaking, formulations of kind 1. are most appropriate for uniqueness proofs; those of kind 2. seem better suited for existence analysis and study of convergence of various kinds of approximations. Yet in some situations we are aware of (see, e.g., [14] ), formulation 1. should be used both for uniqueness and convergence analysis; in these situations, the existence analysis relies on quite indirect arguments, where the maximality of the underlying germ G and explicit knowledge of a sufficiently rich family of "obvious" solutions (e.g., obvious limits for the approximation procedure used in the construction) is required.
Both formulations 1. and 2. have considerable drawbacks. In general, serious work is needed in order to identify the germ G in 1. that encodes specific modeling assumptions at interfaces. Designing conditions of kind 2. may require less work, because the knowledge of a definite subset of a germ G (which is sometimes fairly small, see, e.g., [9, 30] ) is enough to write down the adapted entropy inequalities. However, the latter advantage disappears if the family of germs should vary along the interface. In this relation, it would be very interesting to develop tools in order to derive from modelling assumptions formulations 2. of the kind (12) (with some natural remainder terms), because they may not require the explicit knowledge of the underlying germ. At the present stage, only artificial formulations with R G ((k l , k r )) = const dist((k l , k r ), G) (or even worse, see (56) in Appendix) are available for the general case.
But for the case of vanishing viscosity solutions (see § 2.1), a much more natural entropy formulation (17) based only on Kruzhkov entropies like (3) with a remainder term (i.e., a formulation of the kind 2.) is appropriate: it works under an additional and rather strong restriction on the geometry of the fluxes (see (18) ). In Section 2 we discuss the possibility of replacing (17) by singular Kruzhkov entropy inequalities which are easy to interpret and to discretize numerically, and which do not require condition (18) in order to be applicable. We call these new inequalities singular because they are not stable with respect to convergence of solutions in the natural for first-order conservation laws L 1 loc -topology. For this reason, it turns out that these intuitively appealing inequalities are quite difficult to exploit in rigorous well-posedness analysis: to be specific, both existence and uniqueness proof are based on the identification of the underlying germ (approach 1.).
Next, in Section 4 we propose a variant of condition 1. where G is not given explicitly, but deduced from a specific coupling condition determined by a transmission map. A transmission map γ tends to prescribe the value of u r as a monotone (possibly multivalued) function 8 of u l : u r ∈ γ(u l ). Many well-studied situations enter the framework of transmission maps (e.g.,the vanishing capillarity solutions for Buckley-Leverett equation, see § 3.2.2 and the non-conservative one-dimensional fluid-particle interaction model of [55] , see § 3.2.3). As a result, new simple finite volume schemes for these models are derived, see § 3.3.
Finally, in Section 4 we show that formulation of kind 1. can be implicitly prescribed in terms of interface coupling conditions (ICC) of the kind (7). The transmission map approach is easily reformulated in terms of ICC. We provide some facts of interest concerning interface coupling conditions in general situations with conservative and non-conservative coupling of conservation laws across an interface, and three examples.
Singular Kruzhkov entropy inequalities for characterization of vanishing viscosity limits
A number of works was devoted to studying limits, as ε → 0, of solutions u ε of regularized equation (1):
This is the classical vanishing viscosity approach; for Lipschitz continuous fluxes f, it leads to the Kruzhkov notion of admissibility for equation (1).
Vanishing viscosity limits for discontinuous-flux conservation laws
In the discontinuous-flux setting, this approach boils down to fixing one specific notion of admissibility. This notion of admissibility can be described intrinsically, i.e., without appealing to the approximating sequence u ε for a given vanishing viscosity limit u. To our knowledge, for the model one-dimensional case with flux (4) two characterizations were firmly established: (VV.a) the characterization by an Oleinik-like admissibility condition due to Diehl, see [44] (this approach generalizes the "Γ-condition" developed by the same author and the early "minimal jump condition" of [46] ); (VV.b) the characterization as G V V -entropy solutions, with an explicit description of the associated "vanishing viscosity germ" G V V , see [14, 15] . Further, in many practical cases (including the fluxes of the form f(t, x; u) = k(x)f (u) with piecewise constant k) one can rely upon (VV.c) the characterization by a natural (though rough) Kruzhkov-like inequalities (17) , first proposed in [66] (this admissibility condition appeared in a number of works including [2, 25, 64] , the strongest results being proved by Karlsen, Risebro and Towers in [51] ). For the case (1),(4), the entropy inequalities of approach (VV.c) read:
where δ 0 is the Dirac measure concentrated at the origin. The proof of the fact that vanishing viscosity limits fulfill (17) is rather simple and it is very natural. Concerning uniqueness, it is proved in [51] that under the crossing condition
inequalities (17) select, for a given initial datum u 0 ∈ L ∞ (R), at most one weak solution to (1), (4) . We see that this weak solution is the unique vanishing viscosity limit associated with u 0 (it exists whenever the vanishing viscosity approximations converge). However, it is proved in [15] that whenever (18) fails, some Riemann problems for (1),(4) have non-unique solutions satisfying (17) .
Our goal is to demonstrate that one can strengthen inequalities (17) so that they become able to characterize the vanishing viscosity limits also when the crossing condition (18) fails.
Singular values and singular Kruzhkov entropy inequalities
In the unpublished work [58] , D. Mitrović proposed a new set of entropy inequalities for characterization of vanishing viscosity limits. In the model case (1), (4) , it reads as follows:
Here, p u (·) can be seen as the value on the interface {x = 0} of some specific everywhere defined Borel representative of the solution u. The values of p u are not observable in practice, therefore we call them "singular values". Accordingly, we will say that (19) are singular Kruzhkov entropy inequalities. Inequalities (19) make sense and they represent the required strengthening of inequalities (17) .
Indeed, well-posedness of (1), (4), (2) under the admissibility condition (19) is a particular case of the result of [19] . Uniqueness of solutions satisfying singular Kruzhkov entropy inequalities can be obtained by a painstaking case study. Both uniqueness and existence (via convergence of vanishing viscosity method) can be proved indirectly, with the help of the germ approach of § 1.2. Roughly speaking, the principle of the existence proof in [19] is the same as in [14] , up to serious technical difficulties relevant for the setting of § 2.3 below.
Unfortunately, it seems that a direct proof of convergence of vanishing viscosity approximations u ε to a solution u of (1), (4) satisfying (19) is compromised. Indeed, it is easy to obtain the analogue of (19) for solutions u ε of (16), (4): it is enough to take p u ε (t) := u ε (t, 0). However, we lack arguments showing strong compactness of p ε (·) ε , which precludes us from using simple arguments of dominated convergence.
To sum up, in [19] we have established another intrinsic characterization of vanishing viscosity limits which, in contrast to (VV.c), is applicable to fluxes which crossing is not restricted: (VV.c ) the characterization by singular Kruzhkov entropy inequalities of the kind (19) , see [19] (see also [42] ).
To conclude, let us observe that approach (VV.c ) is based upon the fact that heuristically, the vanishing viscosity limit solutions are continuous -up to an interface layer -across the interface. The same idea of suitably relaxed continuity across the interface leads to a fourth characterization, which will be added to this list in § 3.2.1: (VV.d) the characterization of admissibility in terms of the transmission map γ = Id := {(u, u) | u ∈ R}, see [11] and the next section.
Existence for the multi-dimensional case: adapted viscosities
Under a multi-dimensional analogue of the crossing condition (18), uniqueness of solutions to the Cauchy problem for (1) with piecewise regular fluxes satisfying the analogue of admissibility condition (17) is well known (see [51] ). Recently, two works advocated that singular Kruzhkov entropy inequalities, which take the form
(in the sense of distributions) yield an admissibility criterion for (1) in the multidimensional case with inhomogenous fluxes, without any crossing restrictions on the fluxes. Here,
is the Jordan decomposition of the Radon measure div f(t, x; k) into its absolutely continuous part and its singular part. Observe in passing that the difficulties discussed in § 1.3 and in Appendix are not present in formulations (19) , (20) : indeed, measurability of p u is a part of the definition.
In [42] , it was proved that BV solutions satisfying inequalities of the kind (20) are unique for a quite general flux function f with SBV dependence in (t, x), SBV being the special class of functions of bounded variation lacking the Cantor part. Existence of such solution is an open question. Less general piecewise Lipschitz functions f with Lipschitz continuous jump manifolds were considered in [19] ; but also less regular (merely L ∞ ) solutions were studied. In the latter framework, both uniqueness and existence of solutions was proved. The proof of uniqueness does not truly differ from the model case; it is because uniqueness arguments support localization based, roughly speaking, on a local rectification of the interfaces. At the same time, our existence arguments require a delicate modification of the basic vanishing viscosity approximation. Roughly speaking, we first rectify the interfaces either with local Lipschitz changes of variables (using a partition of unity), or by a global change of variables which must have singularities (e.g., at the lower-dimensional manifolds where different pieces of interfaces intersect). Then the isotropic homogeneous viscosity in transformed coordinates is pulled back to the original coordinates; this yields a specific adapted viscosity operator. What we show in [19] is that, under rather non-restrictive assumptions on the interfaces (several examples are given) and under the genuine nonlinearity assumption on the fluxes f(t, x; ·), the resulting approximate solutions exist and converge to a solution of (1) admissible in the sense of the singular Kruzhkov entropy inequalities (20) .
Transmission maps and hybridized Finite Volume schemes
Let us present a construction that provides an implicit description of a particular family of germs. As the examples of § 3.2 shows, this description is sometimes readily obtained from basic modeling considerations.
Formalism of transmission maps and associated well-posedness results
Given nonlinearities f l,r (·) in problem (1), (4) we denote by God l,r (·, ·) the corresponding Godunov numerical fluxes. Recall that the Godunov fluxes are defined by
and in particular, they are non-decreasing in the first argument and non-increasing in the second argument. Now, given a maximal monotone graph γ in R × R (called transmission map in the sequel), consider the following pair of Cauchy-Dirichlet problems
in addition, denoting by u l (·), u r (·) the left and right traces of u(·, ·) at {x = 0}, we require the conservativity relation (later relaxed, see § 3.2.3 below) for a.e. t > 0 f l (u l (t)) = f r (u r (t)).
Here measurable functionsū l,r (·) stand for additional unknowns of the problem subject to the transmission condition encoded by γ:
Solving (22), (23), (24) (i.e., finding u and the two auxiliary unknown functionsū l,r ) is a way to produce solutions to (1),(4), (2) in the sense postulated in § 1.1. It is shown in [11] that each choice of γ corresponds to a choice of a notion of admissibility, and that the resulting problem is well posed under some additional assumptions on f l,r (which amount to the completeness of the germ G[γ] defined below). Let us briefly explain the results of [11] . In order to analyze the admissibility notion encoded in (22) , (23), (24) , let us first recall that in general, the left and right "effective traces" u l,r (·) of u(·, ·) at {x = 0} differ from the prescribed left and right "desired traces" u l,r (·). Indeed, it is well known that the Dirichlet problem is over-determined (see [26] and § 4.1 below). In the definition of solution to the Cauchy-Dirichlet problems (22), we use the standard Bardos-LeRoux-Nédélec relaxation procedure. Thus, the unknown desired tracesū l,r can be eliminated as functions of the effective traces u l,r . To do this, recall that according to the Bardos-LeRoux-Nédélec procedure, for a.e. t > 0 u l,r (t) ∈ I l,r (ū l,r (t)), where (25) holds iff for a.e. t > 0 f l (u l (t)) = God l (u l (t),ū l (t)), God r (ū r (t), u r (t)) = f r (u r (t)) (26) (the asymmetry in the expressions is due to the difference in the orientation of the exterior normal vector to the domains {t > 0, x < 0} and {t > 0, x > 0}, i.e., to the fact that the definitions of f ν l,r in terms of f l,r differ the one from the other by the sign "−"). Now we are in a position to relate the transmission conditions (23), (24) to a specific L 1 -dissipative germ. According to the above analysis, given a solution u to (1),(4),(2) in the sense (22), (23), (24) 
The description (27) , (28) Given nonlinearities f l,r and a transmission map (a maximal monotone graph) γ ∈ R × R,
This fact readily follows from the definition of G[γ] and the monotonicity of the Godunov fluxes God l,r (·, ·).
In addition, it is proved in [11] that in the case of unimodal ("bell-shaped") functions f l,r with compact support, G[γ] is a complete germ and therefore, it is a maximal L 1 -dissipative germ. In particular, the model (1),(4) associated with a transmission map γ is well posed. Moreover, it is shown that every germ can be obtained from some well-chosen transmission map γ.
However, for fluxes of general (non-bell-shaped) form there may exist germs that are not of the form G[γ] for any transmission map γ, see [11, § 2.3].
Examples. Extension to non-conservative coupling.
Let us give three examples, the latter one requiring an extension of the transmission map approach to non-conservative coupling.
Vanishing viscosity limits revisited: the map γ = Id
To start with, we revisit the particular and important admissibility notion(s) discussed in § 2.1,2.2. In fact, the simplest transmission map γ = Id serves to describe the solutions of (1),(4) admissible in the sense of the classical vanishing viscosity criterion (and in the sense of the characterizations (VV.a), (VV.b), (VV.c ), see § 2). The proof is given in [11] .
The interest of this characterization by the identity transmission map (already mentioned above as (VV.d)) is that it fully reduces the understanding of vanishing viscosity limits to the continuity -up to an interface layer described in terms of Godunov fluxes -of solution u across the interface. There is a simple link to the characterization (VV.c ) described in § 2: namely, the valueū l (·) =ū r (·) corresponding to a solution of (22) , (23), (24) with γ = Id can be taken as the singular value p u (·, 0) in the singular Kruzhkov entropy inequalities (19) . This observation permits to stress the fact that, unfortunately, stability (with respect to the a.e. convergence) of admissible solutions in the sense (22) , (23) , (24) is very difficult to prove directly, because convergence of the corresponding desired traces (≡ singular values) cannot be established. Actually, we were unable to study these solutions without making appeal to the characterization (VV.b) with the germ
However, let us stress that the characterization (VV.d) enables for a particularly simple numerical approximation of vanishing viscosity limits, see § 3.3. Actually, the idea of this numerical approximation appeared in the early work [40] . This approximation can also be applied in the multi-dimensional setting, even if the convergence analysis would be an involved task.
Vanishing capillarity limits in the Buckley-Leverett context
Continuity of u ε in more precise second-order models (cf. (16) above) is not necessarily relevant from physical grounds. The eloquent and important example is provided by one-dimensional hyperbolic Buckley-Leverett models considered as limits, as ε → 0, of the vanishing capillarity models
We refer to the works of Cancès et al. [33] [34] [35] [36] [37] for a description of solutions of the above models with ε > 0. The model case with flux (4) corresponds to a medium consisting of two rocks (on the left and on the right from the interface {x = 0}) with distinct physical properties. In this case, the finer model (29) contains nonlinearities λ(x; u) = λ l (u)1 1 x<0 + λ r (u)1 1 x>0 , π(x; u) = π l (u)1 1 x<0 + π r (u)1 1 x>0 , with distinct λ l,r (·) and π l,r (·); the nonlinearities π l,r are capillary pressure profiles, and their shape strongly affects the behavior of u ε and of the limits, as ε → 0, of u ε .
Given π l,r (·), the vanishing capillarity limits can be characterized intrinsically in terms of the associated germs (see [9] ); but the transmission map approach provides a much more concise and easy-to-remember admissibility criterion. Namely, the weak formulation of approximate problems (29) means in particular that π(·; u ε (·; ·)) is continuous (in the sense of coinciding right and left traces) across the interface; physically, this corresponds to the continuity of the pressure, while the saturation undergoes an abrupt change on the border between the two rocks. Thus we have π l (u ε (t, 0 − )) = π r (u ε (t, 0 + )) for approximate solutions. This property is inherited at the limit, under the form π l (ū l ) = π r (ū r ) whereū l,r are interpreted as the desired traces of the vanishing capillarity limit. Thus, the vanishing capillarity approximation corresponds to the transmission map γ π l,r :=
r (p) | p ∈ R} (to be precise, π l,r (·) are defined on [0, 1], and their inverses have to be extended to maximal monotone maps; we refer to [33, 36] and [31] for details). It is proved in [10, 11] that the vanishing capillarity limits corresponding to given π l,r (·) are indeed characterized as the solutions of (22), (23), (24) with the associated transmission map γ π l,r .
To conclude the discussion of this example, let us mention that the multi-dimensional analogue of the problem considered here has a different nature. In this case, a hyperbolic equation for the saturation u is coupled to an elliptic equation for velocity v. In this setting, no well-posedness theory is available because of the lack of regularity of the velocity field v; however, there is a natural adaptation of the numerical strategy based on transmission map, as exposed in § 3.3 below. We refer to [8] for the description of the multi-dimensional model of flow in porous meduim consisting of two physically different rocks, for the associated IMPES kind finite volume scheme, and for numerical examples.
The non-conservative case and the Burgers-particle model
Assume that we are given a transmission map γ and in addition, to every point of γ we can associate a prescribed size of jump in the flux across the interface. In this case, instead of including the conservativity condition (23) into the definition of the germ, one has to fix a function ψ defined on γ ⊂ R 2 which prescribes the defect of conservation of u at the interface. The germ (28) corresponds to ψ ≡ 0; given any dissipation map ψ monotone w.r.t. the natural order on γ, i.e., ψ : γ → R, ψ(ū l ,ū r ) ≥ ψ(u l , u r ) wheneverū l ≥ u l andū r ≥ u r , one can apply the same arguments as for the case ψ ≡ 0 and define
and God r (ū r , u r ) − God l (u l ,ū l ) + ψ(ū l ,ū r ) = 0 .
As for the conservative case
Let us provide one example of such non-conservative coupling with a transmission map γ and a dissipation map ψ. The following equation introduced in [55] models the resistance of a small particle located at x = h(t) to motion of a one-dimensional fluid governed by the Burgers equation:
Here δ 0 (·) is the Dirac measure sitting at the origin, and the factor −λ(u−h (t)) models the influence on the fluid of the particle located at x = h(t) and moving with the relative (w.r.t. the fluid) velocity (h (t)−u). Actually, in the coupled Burgers-particle model of [55] , also the retroaction of the fluid on the particle is present; in this case, the particle evolution is governed by the drag force
The meaning of (31), (32) is not obvious because of the possible discontinuity of u at (t, h(t)); the precise meaning, derived from regularization of is explained in [16, 55] . A well-posedness theory of (31), (32) was constructed in [16, 17] on the basis of the "germ" formalism (the extension of germs to the non-conservative coupling is straightforward). The analysis of the interface coupling is essentially contained in the study of the motionless particle case h ≡ 0, see [22] . The L 1 -dissipative (non-conservative) germ underlying the theory of (31) with h ≡ 0 is given by
Let us interpret the results of [22] in terms of transmission and dissipation maps. Given λ > 0, we set
It is easy to check that the germ G λ in (33) is precisely G[γ λ , ψ λ ] obtained from γ λ , ψ λ by procedure (30).
Numerical approximation based on transmission maps
Given an L 1 -dissipative germ, construction of numerical approximations of G-entropy solutions is delicate. There is a general method which is however quite heavy because it requires the a priori knowledge of completeness of G * and the knowledge of the Riemann problem at the interface; then the Godunov numerical flux at the interface can be obtained and used to produce a global finite volume scheme (see [15, § 6.3] for details). In some examples we are aware of, much simpler convergent schemes can be designed (see [12, 38] for an example of road traffic model and [16, 22] for schemes developed for non-conservative example (31)).
In the particular case of germs G(γ) obtained from a given transmission maps γ, the knowledge of the Riemann solver is not necessary because the Godunov flux can be obtained by a simple calculation that involves the expressions of γ and of left and right Godunov fluxes God l,r . Indeed, the transmission map γ leads to the following expression of numerical flux at the interface:
While the point (ū l ,ū r ) ∈ γ defining F γ (a, b) in (34) may not be unique, all the different choices give the same value of F γ (a, b) . Existence of such points (ū l ,ū r ) ∈ γ actually requires some a priori conditions 9 that ensure that the image of p → God r (ū r (p), b) − God l (a,ū l (p)) contains zero; here,
In is easy to extend the definition of the fluxes for the non-conservative case: in this situation, the left flux F 
,ū r (p)) = 0 with parametrization (35) . (36) The definition of numerical fluxes (34) requires solution of one nonlinear scalar equation per time step (because of this additional unknown, we say that the scheme is hybridized). In practice, numerical resolution of equations appearing in (34) or more generally, in (36) is quite fast using the regula falsi method (see [10] for a particular example). Based on the fluxes God l,r (·, ·)) applied for x < 0 and x > 0 and on the new flux F γ (·, ·) applied at {x = 0}, it is easy to construct a finite volume scheme which is almost explicit (except for the above mentioned scalar equation to be solved per time step).
It is shown in [11] that F γ is exactly the Godunov numerical flux associated with the Riemann solver at the interface. More importantly, any other consistent with f l,r monotone numerical fluxes R l,r can be used in (34) in the place of God l,r ; the resulting scheme for the discontinuous-flux problem (1),(4) subject to admissibility condition is monotone and convergent. We refer to [11] for numerical examples using in particular the Rusanov numerical fluxes for R l,r .
Finally, let us point out that it is easy to obtain from the transmission map not only the Godunov flux at interface, but also the interface Riemann solver. To this end, denote by R l (a, b), R r (a, b) the Riemann solvers for the fluxes f l , f r respectively, where a1 1 x<x0 +b1 1 x>x0 (with x 0 < 0 and x 0 > 0. respectively) are the Riemann data. Now, consider Riemann data corresponding to a jump at the interface point x 0 = 0. Then, (1) given a and b, one has to findū l,r from (34) (or, more generally, from (36)); (2) with a andū l at hand, take in the domain {x < 0} the waves of negative speed given by R l (a,ū l ); (3) withū r and b at hand, take in the domain {x > 0} the waves of positive speed given by R r (ū r , b); (4) juxtapose the so obtained solutions in the two subdomains separated by the interface {x = 0}. If the Riemann solvers are discretized by replacing rarefactions with sequences of small non-entropic shocks, it is enough to have in discretized rarefactions a shock of zero speed: one obtains a discretized Riemann solver for the interface. This permits, in particular, to apply the wave-front tracking construction for numerical approximation of solutions of (22), (23), (24) . To sum up, the wave-front tracking construction requires the knowledge of the Riemann solvers R l,r and the resolution, at each time where a wave reaches the interface, of the scalar nonlinear equation in (34) or (36) . At the same time, the analysis of such wave-front tracking algorithm is not straightforward because, first, BV estimates may fail in the discontinuous-flux setting (see [1] ); and second, the bound of the total number of fronts may prove to be delicate. In applications, singular mappings and Temple kind functionals may prove useful, see, e.g., [41] .
Interface coupling conditions
In this section, we introduce a rather natural formalism for describing possible coupling of Kruzhkov entropy solutions to (1),(4) in the subdomains {x > 0}, {x < 0} across the interface {x = 0}. It is inspired by the 9 It is obvious that some discontinuous-flux problems may not admit solutions for any data; the simplest example, in the conservative situation, is when the ranges of f l and fr are disjoint. While approximations (numerical ones, or by vanishing viscosity regulatization, etc.) can sometimes be defined, uniform bounds on these approximations may fail to exist; which leads to a lack of convergence of approximate solutions and explains non-existence of solutions for the limit problem.
works [20, 21] of K. Sbihi and the author, which setting is recalled in § 4.1 below, and by the observations made by C. Imbert and R. Monneau in [50] in the related context of Hamilton-Jacobi equations on networks.
Boundary conditions for scalar conservation laws revisited
For simplicity, consider the IBVP for a scalar conservation law with flux f such that f = 0 on intervals:
where β is a maximal monotone graph in R × R, and the trace of u exists in the strong sense due to the results of [61] . The second line in (37) stands for a (formal) boundary condition. The classical Dirichlet condition
In the general case, one can consider β depending on the point of the boundary (e.g., for the case where u D depends on t). Monotonicity of β, which can be expressed as
is a natural property to be required of a boundary condition of the form we consider. Indeed, it ensures L 1 -contractivity of the solution semigroup (like for the problem in the whole space, as established by Kruzhkov [52] ). In fact, assume that u,û are two solutions verifying
where F[·] represents some procedure to compute the flux from the solution (one has F = f (u) for problem (37) ; but one can also think of F = f (u) − εu x for its vanishing viscosity approximation). Assume that the respective traces of the solutions and the associated normal fluxes (denoted by operator γ) exist in a strong sense, and assume for a moment that the satisfy literally the interface conditions, i.e., for a.e. t > 0 (γu)(t),
From the local Kruzhkov entropy formulation of (37) one deduces that the local Kato inequalities hold:
Then, we can take test function ξ ∈ C ∞ 0 (R * + × R) and approximate it with truncated test function ξξ h , the truncation ξ h being zero in a neighbourhood of the boundary {x = 0} and converging to 1 a.e., as h → 0. Due to existence of strong traces, one finds 10 at the limit h → 0 the up-to-the-boundary Kato inequality
now with test functions ξ ∈ C ∞ 0 (R * + × R) + . The last inequality is due to (39) and to the monotonicity of β. Taking (by approximation) ξ ≡ 1 1 [t1,t2] (t), we find that for t 1 < t 2 there holds u(
. This means that at least formally, the boundary condition of the form (u, f (u))| x=0 − ∈ β with monotone β contributes to dissipate the L 1 distance between solutions of (37). In particular, monotonicity 10 The computation is rigorous for
More generally, e.g. for F [u] = f (u) − εux, one has to consider the multi-valued function sign max in the right-hand side of (41) and to use finer arguments (cf. [13, 45] ) in order to deduce that the contribution of the boundary terms to the Kato inequality is dissipative.
assumption on β settles the question of uniqueness of solutions. Actually, all classical boundary conditions (Dirichlet, Neumann (zero-flux), Robin, obstacle) are of the maximal monotone kind. Now, it is evident (and well known, at least for the Dirichlet BC case) that in general, existence of solutions to (37) (in the local Kruzhkov entropy sense, with boundary condition satisfied pointwise) is compromised. This is due to the fact that the couple u(t, 0 − ), f (u(t, 0 − )) of solution and flux traces must belong to the graph of the flux function f ; yet it may happen that the intersection of β and f is reduced to a point, or even that this intersection is empty. The relaxed formulation of the Dirichlet boundary condition proposed by Bardos, LeRoux, Nédélec [26] provided the following interpretation of the condition " u(t, 0 − ) = u D " : at every point of the boundary, u(t, 0 − ) should belong to some set I(u D ) ⊂ R (made explicit in (25) of Section 3) which depends on u D and on the graph of f (·). This subset is in general much larger that the singleton {u D }. The relevancy of the BLN interpretation is due to the fact that approximation of the Dirichlet problem by second-order equations (the vanishing viscosity approximation) produces limits that are precisely the Bardos-LeRoux-Nédélec solutions (see [26] ). In order to generalize the approach and the result of [26] , let us reformulate it as follows:
whereβ is the one among all maximal monotone subgraphs of {(z, f (z) | z ∈ R} that is the closest one to β. The precise meaning of "the closest one" and several characterizations ofβ (given f and β) are given in [21] . Actually, the operation β →β is a projection
11
. Here, we focus on the characterization ofβ in terms of the Godunov flux God : R 2 → R associated with f :
To briefly summarize the results of [21] , let us say that given a maximal monotone graph β, for every L ∞ initial datum, there exists a unique L ∞ function u which solves (37) in the sense that u is a Kruzhkov entropy solution away from the boundary, and it fulfills the boundary condition in the projected sense (42), (43) . Moreover, u is the limit of approximations based on the vanishing viscosity regularization of problem (37)
12

.
Let us stress that the monotonicity of β implies the monotonicity ofβ, which is crucial for uniqueness. The maximality of β implies the maximality ofβ, which is a sufficient condition for existence of solutions in the above sense; but β need not be maximal in general.
The framework of interface coupling conditions
Now, let us suggest an analogous formulation for the model discontinuous-flux conservation law (1), (4) . Throughout this section, f l,r are fixed continuous functions of R. Assuming that all the trace values mentioned hereafter exist, we are intended to relate not just two values (the solution and the flux at the interface) as in § 4.1 but the four values u l , u r , F l , F r , defined as functions of the interface point. As above, we limit our attention to homogeneous (not dependent on the point chosen on the interface) interface coupling conditions. Here u l (t) and u r (t) are the trace values of u(t, ·) at x = 0 − and x = 0 + , respectively; while F l (t) and F r (t) are the traces at time t of the normal outgoing fluxes on the boundaries of the subdomains {x < 0} and {x > 0}, respectively. It is implicitly assumed, writing equation (1), (4) , that u is a weak solution and therefore there holds the conservativity relation
11 Therefore the result of [21] is typical of singular limit problems: the boundary condition, satisfied in the literal sense for the approximate vanishing viscosity problems with ε > 0, is projected as ε → 0 on the subset of all boundary conditions that can be possibly realized at the limit ε = 0: e.g., the BLN condition can be seen as the projection of the Dirichlet boundary condition. 12 To be precise, one may need a preliminary approximation of β by a sequence of rapidly growing graphs, in order to ensure uniform L ∞ bounds on approximate solutions. This difficulty is not present for Dirichlet or obstacle conditions, but the use of such two-step approximation may be necessary, for instance, to give sense to the zero-flux boundary condition (see [20, 21] ).
In the sequel, we will say that the situation (44) is a conservative interface coupling condition. In general we are sometimes interested in relaxing the requirement (44) (this is needed to study situations with non-conservative coupling as in § 3.2.3). By analogy with the setting of § 4.1, we will see the set of all points u l , u r ; F l , F r ∈ R 4 allowed by a given ICC as a graph H ⊂ R 2 × R 2 . The notion of monotonicity suitable for graphs in R × R cannot be directly copied here, because there is no total order relation on R 2 . Instead, motivated by the definition of L 1 -dissipativity of germs, one could define the suitable notion of monotonicity of H ⊂ R 2 × R 2 by the relation
We will take a slightly less restrictive definition of monotonicity:
where we have used the notation
i.e., Definition 4.1 (1-monotonicity). We say that a subset H of R 2 × R 2 is 1-monotone if inequalities (46) hold. If the strengthened inequalities (45) hold, we say that H is fully 1-monotone.
Observe that the positivity of sums of the form (u l −û l )(F l −F l ) + (u r −û r )(F r −F r ) would give rise to a different notion of monotonicity (we could call it 2-monotonicity). The 1-monotonicity introduced here is adapted to problems with underlying L 1 -contraction property (witnessed via a Kato inequality): the argument is analogous to the one that led from (38) to (41) in § 4.1.
In the sequel, let us denote by H the set of all 1-monotone graphs in R 2 × R 2 , and denote by H 0 the set of all conservative 1-monotone graphs in R 2 ×R 2 . Further, we will say that H is canonical if for all u l , u r ; F l , F r ∈ H there holds F l = f l (u l ) and F r = −f r (u r ). Accordingly, we will denote by H the set of all canonical 1-monotone graphs in R 2 × R 2 ; the notation H 0 will be used for the subset of H consisting of conservative graphs. Now, we are in a position to define the projection operator : H → H by
(God l,r being the Godunov fluxes associated with f l,r , as given in (21)). Indeed, the projected ICC graph H is canonical by definition; in order to see that it is 1-monotone (due to the 1-monotonicity of H), we prove the following:
Proposition 4.2. Assume H is 1-monotone. Then H defined by (48) is fully 1-monotone.
One can also observe that the projection of a conservative graph is conservative: H ∈ H 0 implies H ∈ H 0 .
Proof of Proposition 4.2. The monotonicity of H results from the monotonicity of the Godunov fluxes God l,r . The proof is by a straightforward case study. Given two points
we take the associated points ū l ,ū r ; F l , F r , ū l ,ū r ;F l ,F r ∈ H (with the notation of (48)) and consider different cases of ordering of values u l,r ,û l,r in relation with ordering ofū l,r ,ū l,r . Our claim is that in all cases,
It is enough to look separately at the subscripts l, r; let us write "l" to shorten the notation.
We have the following collection of cases, which covers all logical possibilities.
• sign (u l −û l ) = sign (ū l −ū l ) = 0: in this case, the two sides of the desired inequality (49) are identical.
• sign (u l −û l ) = −sign (ū l −ū l ) = 0: in this case, there are two symmetric possibilities that are treated analogously. For instance, consider the situation where u l <û l butū l >ū l . Then by the definition of u l ,ū l and from the monotonicity of God l (·, ·) (non-decreasing in the first variable, non-increasing in the second one) we have
• u l coincides withū l orû l coincides withū l : here, the result is achieved by a minor extension of the above arguments, keeping in mind the definition (47) of the bracket.
In conclusion, we have justified (49) ; now the 1-monotonicity of H is an immediate consequence of the 1-monotonicity of H. Finally, observe that for canonical graphs 1-monotonicity and full 1-monotonicity coincide, due to the continuity of f l,r .
To sum up, the projection operator associates to a 1-monotone (conservative) graph H some particular canonical 1-monotone (conservative) graph H. It can be checked that is a projection, namely, • = . However, further characterizations of the projected ICC graph H should be developed in order to say in which precise sense it could be seen as the closest among all canonical graphs to the graph H (a property of this kind is expected in view of the results of [21] on projection of BC graphs). Now, according to the idea explained in the introduction and by analogy with the boundary-value problems of § 4.1, we will say that a solution u of (1),(4) (in the sense of § 1.1) satisfies the interface coupling condition (ICC) prescribed by a 1-monotone graph H if the defined hereabove traces u l,r (·) and F l,r (·) of the solution and of the flux, respectively, fulfill
This represents a relaxation of the overdetermined condition u l (t), u r (t) ; F l (t), F r (t) ∈ H, in the spirit of the celebrated Bardos-LeRoux-Nédélec condition. By analogy with the BLN kind interpretation of boundary-value problems, we will say that H ∈ H is a formal ICC graph, while the corresponding projection H ∈ H is the associated effective ICC graph.
Let us establish a simple relation between canonical 1-monotone graphs (in the conservative case) and the (conservative) L 1 -dissipative germs. This will also provide a first, trivial though fundamental example of ICC graph H. We have • Assume G is an L 1 -dissipative germ. Then
• Moreover, H is maximal among all conservative (resp., among all) canonical 1-monotone graphs if and only if G is maximal among all (respectively, among all non-conservative) L 1 -dissipative germs.
The justification of Proposition 4.3 is straightforward, based on the fact that for canonical ICC graphs there holds (with the notation q l,r for the Kruzhkov entropy fluxes, see § 1.2):
Remark 4.4. Because of Proposition 4.3, existence and uniqueness of solutions -in the sense of § 1.1) -of (1), (4), (2) which are admissible in the sense of (ADM H ) follow readily from the corresponding results for G-entropy solutions, where G is the domain of the projected germ H.
Let us stress that we do not claim in this note that solutions in the above sense can be obtained by some reasonable approximation procedure constructed starting from the formal ICC graph H. This is however known (see § 3.3) for the particular case of ICC graphs determined by a transmission map: this will be our first non-trivial example in § 4.3.
We do not claim neither that H is a maximal canonical 1-monotone graph whenever H is a maximal 1-monotone graph (however, this would be a natural property to think of and it is true for the examples given below in § 4.3). Let us observe that such property would not be particularly informative 13 . Indeed, in order to clearly assess the approach to admissibility by ICC graphs, one needs to design some approximation procedure which does not involve the effective ICC graph H but only the formal ICC graph H, and that lead to solutions admissible in the sense (ADM H ). Maximality of H would be required for existence of the so constructed approximate solutions; the fact that H contains sufficiently many elements would be a consequence of convergence of such hypothetic approximation schemes. These questions are left for further research.
Examples of interface coupling conditions
In addition to the above relations between ICC and L 1 -dissipative germs, let us provide three non-trivial examples where the formulation of ICC can be related to modeling assumptions taken on the interface.
ICC determined by a transmission maps
Let γ ⊂ R × R be a transmission map, i.e., a maximal monotone graph linking autorized couples of desired trace values (ū l ,ū r ) on the interface. We can also take a monotone dissipation map ψ : γ → R.
Then, we define the associated interface coupling condition with the graph
It is immediate to check that H is 1-monotone (notice that it is fully 1-monotone only if γ can be assimilated to the graph of a strictly increasing continuous function). It is also easy to see that H is maximal 1-monotone.
The meaning of this ICC is precisely the one expected from the description of transmission maps in § 3. For instance, in the conservative case ψ ≡ 0, the pointwise condition (7) with the ICC graph H given by (50) means that (u l (t), u r (t)) are expected to take values in γ, while the value of the flux (equal to F l (t) and to −F r (t) due to the conservativity) is left arbitrary: this is precisely the relations (23),(24).
Interface coupling condition for limited-flux LWR model
Let us consider one concrete example where the transmission map approach was only partly successful. Consider f l ≡ f r defined by f l,r (u) = V max u(1 − u) for u ∈ [0, 1] and extended by zero outside the interval [0, 1]. Then equation (1) with the flux (4) (which turns out to be continuous) is a classical LWR model for road traffic. Colombo and Goatin in [41] introduced the conservative model based on LWR, but where the point x = 0 played the role of an embedded interface. Indeed, it was required (withe the notation of the previous sections) that the flux traces F l = −F r = f l,r (u l,r ) at {x = 0} be upper bounded by a given function of time, that we will call F(·) (this model was already mentioned in § 1.3). For the sake of simplicity, consider F(·) ≡ const ∈ (0, V max /4). In this case, the underlying L 1 -dissipative germ that we denote G F was described in [12] .
In [11, § 4.5] we proposed a transmission map that corresponds to this model; however, among infinitely many suitable maps the one we fixed appeared is a particularly simple but not a particularly natural choice. The ICC of § 4.3.1 defined using the transmission map of [11, § 4.5] would be a suitable interface coupling condition for the model of [41] . However, in order to provide a more natural ICC for the same model, let us consider the graph in R 2 × R 2 given by
This ICC simply means that we have two choices for the interface coupling. First, the transmission map Id (which, as we know, leads to Kruzhkov admissible solutions in the case f l = f l ) can be used for the flux values below the critical level F. Second, non-physical (w.r.t. the non-constrained LWR model, where the car density u cannot have decreasing jumps) shocks are authorized at the flux level F. By a straightforward case study, we see that H F is a 1-monotone conservative graph in R 2 × R 2 . As explained at the end of § 4.2, we do not investigate about the maximality of H F not only because it is a relatively heavy task, but also because it is not useful: simpler information is available for the projected germ H F . Indeed, it is not difficult to see that the L 1 -dissipative germ which is the domain of H F contains all the couples that were identified as belonging to the germ G F : these couples correspond to all Kruzhkov admissible shocks at flux levels not exceeding F and to the unique stationary non-classical shock precisely at the flux level F. Because we know that the domain of H F is an L 1 -dissipative germ and in addition, we know from [12] that G F is a maximal L 1 -dissipative germ, we conclude that they coincide. With the notation of Proposition 4.3, we conclude that
In particular, the effective ICC graph H F corresponding to the formal graph H F is a maximal canonical 1-monotone graph in R 2 × R 2 .
To conclude the discussion of this example, let us make two observations. First, the above recipe works also in the case where the flux f l,r is not unimodal but has several extrema (see [39] ). The ICC graph (51) encodes the same admissibility condition as the transmission map constructed in [11] (see [11, Fig. 1]) . Second, recalling that in general, F is a t-dependent function one gets here a natural example of inhomogeneous ICC given by the family of graphs H F(t) t>0 .
Inflow-outflow conditions of the Robin type
Finally, let us give another example that may make sense in applications. Consider a couple of monotone continuous functions A l,r : R → R (e.g., A l,r (u) = λ l,r 1−λ l,r (u) for some parameters λ l,r ∈ (0, 1)). Define
This is a conservative ICC which prescribes the interface flux (from the left to the right) as the difference of inflow of the Robin kind (inflow at rate A(u l ) if the left trace solution value is u l ) and of the outflow of the same kind (outflow at rate A(u r ) if the right trace solution value is u r ). Thus, in this example we have two Robin boundary-value problems coupled by a global conservation property (to be compared with (22) , where we have two Dirichlet problems coupled via a transmission map).
The 1-monotonicity of H given by (52) is checked by a straightforward calculation. Provided u l =û l and u r =û r , given ( u l , u r ; F l , F r ), (û l ,û r ;F l ,F r ) ∈ H we have due to the monotonicity of A l,r : u l −û l , F l −F l + u r −û r , F r −F r = A l (u l ) − A l (û l ) + A r (u r ) − A r (û r ) + sign (u l −û l ) A r (u r ) − A r (û r ) + sign (u r −û r ) A l (u l ) − A l (û l ) ≥ 0.
The restrictions u l =û l and u r =û r are dropped using the upper semicontinuity of the bracket (47) . The maximality of H can also be easily checked.
On the interest of the ICC formalism
To sum up, in this section we proposed the admissibility conditions of the form (ADM H ) as a natural remedy to the non-uniqueness situation (NU). Indeed, the generality of ICC formulations shed light on the intrinsic non-uniqueness of solutions to discontinuous-flux problem (without prescribing an ICC, these problem become under-determined); and we hope that it can be helpful in modelling practice. Indeed, given an applied problem, it is not an easy task to point out the appropriate family of adapted entropy inequalities or the underlying germ. In contrast, at least in some cases the ICC behind a given physical situation can be easily identified from heuristic considerations (cf. § 4.3.2 for one example). Paying attention to interface coupling conditions relevant for a given model, much as one takes care of boundary conditions while considering PDEs in a bounded domain, may help to avoid hidden assumptions, to identify the appropriate coupling and in particular, to deduce the underlying germs and adapted entropy inequalities. As we already know, germs and adapted entropy inequalities are convenient technical tools that permit to assess well-posedness. At the same time, as shows the example of transmission maps, natural and relatively simple numerical schemes can be derived as soon as the underlying ICC is identified.
Appendix: measurable families of germs
A parametrized family of germs G(·) underlying the notion of G(·)-entropy solution for discontinuous-flux problems with germs variable along interface Σ cannot be taken completely arbitrary, because of measurability issues. Because the map σ ∈ Σ → G(σ) ∈ 2 R×R is a set-valued map, defining its measurability is not straightforward. In order to avoid too strong and difficult-to-verify measurability requirements (such as, e.g., the requirement that for all (k l , k r ) ∈ R × R, the characteristic function of the set {σ ∈ Σ | (k l , k r ) ∈ G(σ)} be measurable) let us provide a notion of measurability suitable for the use which is made of subsets G(σ) of R × R in analysis of discontinuous-flux conservation laws. It is easily seen that measurability is most natural for maximal L 1 -dissipative germs, therefore we will limit our attention to the case where G(σ) is maximal for a.e. σ ∈ Σ ("a.e." being taken with respect to the natural Hausdorff measure on Σ). As in § 1.3, for the sake of simplicity of the presentation let us limit the exposition to the case of the model one-dimensional problem with fluxes (4) but with a family G(t) t>0 of maximal L 1 -dissipative germs associated with f l,r in (4). In this case, Σ = {t > 0} and the fluxes f l,r (·) with which the germ G(t) is associated do not depend on t. Extension of the below Definition 4.5 and Proposition 4.6 to the general case is straightforward, up to heavy notational technicalities.
Our main tool is the"topology" on germs suggested in [15, formula (3.14) ]. We use it to define open neighbourhoods of germs. Namely, given a number ρ > 0 and a germ G associated with a couple of continuous scalar functions f l,r (with the corresponding Kruzhkov entropy fluxes denoted by q l,r (·, ·)), we set O ρ (G) = (c l , c r ) ∈ R × R sup (a l ,ar)∈G q r (c r , a r ) − q l (c l , a l ) < ρ . 
in the sequel, we assume that G is maximal and therefore we can write G for G * . Thus the family O ρ (G), ρ > 0, is a family of open neighbourhoods of G shrinking to G as ρ decreases to zero. Definition 4.5. A family of germs G(·) on Σ is called measurable, if for all (k l , k r ) ∈ R × R and all ρ > 0, the set t ∈ Σ (k l , k r ) ∈ O ρ (G(t)) (55) is measurable (w.r.t. the standard one-dimensional Hausdorff measure on Σ = {(t, x) | t > 0, x = 0 }).
The above notion of measurability, although it is probably not the ultimate one, allows for the following proposition which is crucial for defining G(·)-entropy solutions. For the sake of simplicity, we state it for the case of globally Lipschitz flux functions. 
Then R G(·) (k l , k r ) is a measurable function on Σ = {t > 0}.
Proof. By definition, the characteristic function 1 1 (k l ,kr)∈O 1/n (G(σ)) of the set given in (55) The measurability of t → R G(t) (k l , k r ) is now straightforward: we have just seen that R G(·) is obtained from measurable functions by inf (on countable sets) and lim operations.
Remark 4.7. The remainder function R G(·) (·, ·) defined by (56) has all the properties required in § 1.3. Indeed, in addition to the measurability proved in Proposition 4.6, this remainder function fulfills both (13) and (14) . The justification of (14) is analogous to the calculation given in [15, page 43] (this is where the additive term 1 n in the definition (56) plays a role). The justification of (13) may require some a priori integrability assumption on R G(·) (k l , k r ) .
The properties of Proposition 4.6 and Remark 4.7 make the remainder functions defined by (56) exploitable in adapted entropy inequalities (12) , see § 1.3.
To conclude this Appendix, let us point out that the "vanishing viscosity" family of germs used in the work [14] of K.H. Karlsen, N.H. Risebro and the author is measurable in the sense of Definition 4.5. The proof is omitted; it is rather straightforward, starting from a piecewise constant approximation of the maps σ → f l,r (σ; ·) ∈ C(R), where f l,r (σ, ·) are the one-sided traces at σ ∈ Σ of the normal component of the vector-valued fluxes f(t, x; ·).
