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Preface 
This Ph.D. project entitled “Analysis of High-Frequency Smart Meter Energy Consumption Data” has been 
conducted at the Department of Management Engineering at the Technical University of Denmark (DTU) 
from August 2015 to July 2018. The thesis has been submitted to the Department of Management 
Engineering in partial fulfillment of the requirements of acquiring the Ph.D. degree. The work is co-founded 
by DTU and the Danish Innovation Found as part of the interdisciplinary research project CITIES and was 
supervised by Senior Researcher Per Sieverts Nielsen (DTU) and Professor Henrik Madsen (DTU). 
The thesis investigates the applicability of smart meter electricity data and smart meter district heating 
data for consumption clustering, it is divided into two parts: part one introduces the thesis background and 
motivation. It includes a brief overview of the theory applied, the results obtained and a discussion of the 
results in a larger setting. The latter part is a collection of the four research papers that have been written 
during the Ph.D. study. 
 
Alexander Martin Tureczek, July 2018. 
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English Summary  
As society moves towards increasing electrification in areas such as transportation, the future peak 
electricity demand may very well exceed the capacity of the electricity grid. Consumption flexibility is 
expected to play an important role in peak shawing and smart meters can help analyze demand. Electricity 
smart meters are capable of recording consumption at very high frequency, down to the minute. These 
recordings allow for unprecedented consumption insights and identification of consumption patterns and 
flexibility. This thesis investigates the ability of electricity smart-meter consumption data to be used for 
consumption clustering to identify consumer types and enable diverse tariff structures and thus incentivize 
flexible consumption patterns.  
Through a systematic literature review the state of the art in smart meter consumption clustering is 
outlined and evaluated, the systematics of the review ensure reproducibility of the results. The review 
identifies that simple methods such as K-Means and Hierarchical clustering are prevailing; though more 
advanced methods are applied but their complexity and lack of improved cluster structures render them as 
unpopular choices. The review recognizes that smart-meter consumption data collected for billing purposes 
are applicable for clustering, but that the clusters are ambiguous, and their long-term stability is 
questionable.  
The lessons from the review are applied to a Danish electricity consumption dataset containing readings 
from more than 32,000 smart meters. The results obtained from the Danish data are comparable to 
international studies of electricity smart-meter consumption data. Furthermore, the analysis of the data 
introduces autocorrelation features to successfully improve the clustering potential of K-Means to include 
temporal dependencies. The clusters produced are still ambiguous but clustering is finer grained and 
within-cluster variance is reduced. It is investigated if the results from the review and the electricity data 
are readily applicable for clustering of smart-meter district heating consumption data. The methods used 
for electricity data are successfully applied to cluster consumption for district heating heat exchange 
stations, without change in methodology. The results are similar to those of electricity consumption 
clustering with equivalent conclusions regarding clustering of consumption data with temporal 
components.  
This thesis further investigates the time stability of the developed clusters by introduction of a novel 
methodology; Varatio able to evaluate if households are clustered together over time. Varatio applies 
variance ratios to compare clustering solutions. The analysis of cluster stability shows that the smart meter 
consumption clusters produced by K-Means are highly unstable, with stability of clusters being less than 
20% of the meters.    
The thesis concludes that smart-meter data can be applied to identify consumption clusters, but the 
current prevailing methodology produce academically viable clusters with limited practical applicability. 
There are structures in the data that the methodology currently applied are unable to manage e.g. reduce 
the within cluster variance to such a degree that the clusters are uniquely defined and identifiable. Further 
research into methods for time series clustering is needed to control the cluster variance and enable 
distinct consumption clusters.  
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Danish Summary 
Den stigende elektrificering af samfundet i særdeleshed transport, vil have stor indflydelse på fremtidens 
spidsbelastning af el nettet, og vil i perioder kunne overstige nettets kapacitet. Det er forventet at 
forbrugsfleksibilitet vil komme til at spille en vigtig rolle i reduktion af spidsbelastningen. Smarte elmålere, 
smart meters, er i stand til at aflæse forbrug på minut basis. Disse målere åbner for forbrugsmålinger på et 
hidtil uset detaljeniveau til brug for identificering af forbrugsmønstre og fleksibilitet. Denne afhandling 
undersøger mulighederne for at anvende elforbrugsmålinger til kategorisering af forbrug med deraf 
følgende forbrugstyper. Dette kan assistere i udvikling af specifikke el-abonnementer som kan tilskynde til 
forbrugsfleksibilitet.  
Gennem en systematisk litteratur gennemgang evalueres forskningsresulter i energi forbrugskategorisering. 
Systematikken sikre at resultaterne er reproducerbare. Litteratur gennemgangen identificerer K-Means og 
Hierarkisk clustering som de mest anvendte metoder til kategorisering af energi forbrug. Mere avancerede 
metoder er anvendes sporadisk, men deres kompleksitet opvejer ikke de marginale forbedringer i 
kategorierne. Gennemgangen finder også at smart meter forbrugsdata kan anvendes til at identificere 
forbrugsmønstre, men at de identificerede mønstres stabilitet over tid er tvivlsom.  
Læring fra litteraturgennemgangen er anvendt til analyse af Danske elforbrugsdata fra mere end 32.000 
husstande. Resultaterne af analyserne af danske data er identiske med resultaterne fra sammenlignelige 
internationale studier. Dertil har analyserne udført i denne afhandling introduceret autokorrelation 
features til at forbedre K-Means clusteringen ved at inkludere autokorrelation. De kategorier som bliver 
identificeret i de danske data er ikke unikke, grundet kategori-variation som resulterer i overlap mellem 
grupperne. Det undersøges også om metoderne fra elforbrugsanalyserne direkte kan anvendes på 
fjernevarmeforbrugsdata. Det konkluderes at fjernvarmeforbrugsdata kan forbrugsklassificeres med 
samme metoder som anvendes til elforbrugsklassificering. Resultaterne for fjernevarmedata er identiske 
med resultaterne for elforbrugsdata, og konklusionerne for autokorrelation ligeså. 
Ydermere evaluerer denne afhandling stabiliteten af de identificerede forbrugskategorier via en nyudviklet 
metode; Varatio, som er i stand til at analyserer om kategorierne er stabile over tid. Varatio anvender 
varians forhold til at sammenligne forbrugskategorier over tid. Analysen af stabiliteten viser at 
forbrugskategorierne beregnet med K-Means er ustabile over tid. 
Denne afhandling konkluderer at el- og fjernvarmeforbrugsdata fra digitale smart-målere kan anvendes til 
at identificere forbrugskategorier. Men at den for tiden fremherskende metode kan beregne 
forbrugskategorier så er den praktiske anvendelse begrænset. Der er for stor variation i de enkelte grupper 
hvilket resulterer i at grupperne overlapper. Dette skyldes at der er underliggende strukturer i data som de 
anvendte metoder ikke er i stand til at håndtere. For at kunne generere unikke forbrugskategorier er mere 
forskning i tidsrække klassificering nødvendigt. 
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Essential Terms and Definitions 
Alphabetically ordered 
 
ACF – Autocorrelation Function – a measure of time dependence in data. In smart meter consumption 
data, it measures the influence of previous consumption reading to the current. It does so for a specified 
time step, e.g. hourly and for a specified period e.g. 24 hours.   
AVA – AffaldVarme Aarhus – At municipality owned district heating supplier. AVA is supplying greater 
Aarhus with district heating. As partner in the CITITES project AVA has kindly provided this thesis with 
consumption analyzed in paper 3. 
CDI – Cluster Dispersion Index – A method for evaluating similarities between clusters created by for 
instance K-Means. See CVI. 
CITIES – Center for IT-Intelligent Energy Systems in Cities - The research this thesis is part of. The overall 
aim of the project is an integrated analysis of the Danish energy system encompassing all aspects from 
production to consumption.  
CVI – Cluster Validation Index – a general term for a family of metrics evaluating cluster solutions from the 
K-Means algorithm.  
Clustering - the statistical process of subdividing data into homogeneous groups which exhibit smaller 
variance than the original data. Clusters are mathematically distinguishable via clustering methods. Each 
cluster in a clustering solution has cluster profile or cluster definition. 
Cluster Interval – In clustering often the optimal number of clusters is unknown. Therefor an interval in the 
range of expected optimal is traversed to identify the optimal cluster number. In this thesis this interval is 
denoted K and the optimal is denoted k*. 
Data cleaning – data cleansing – is the process of refining the data to achieve analytical quality. This 
includes identification of missing, outliers and the handling of such cases.  
DBI – Davies-Bouldin Index - A method for evaluating similarities between clusters created by for instance 
K-Means. See CVI. 
DC - District Heating – An efficient heating technology using water a medium for distributing heating to 
large areas of buildings.  
DSO – Distribution System Operator – A utility responsible for the electricity or district heating distribution 
network. The part of the energy system that reaches end-users. 
GDPR – General Data Protection Regulation – A European Union legislation on data protection and privacy, 
which utilities must adhere to.  
HX – Heat Exchange Station – The district heating exchange stations are large substations converting 120oC 
transmission grid water to 80oC distribution grid water for the end-users. It is the district heating equivalent 
to electricity transformation stations. 
XII 
 
MIA – Mean Index Adequacy - A method for evaluating similarities between clusters created by for 
instance K-Means. See CVI. 
Preprocessing of data – is the process of preparing data for analysis. In this thesis preprocessing is a data 
transformation which extracts features from the data prior to clustering. In contrast to “data cleaning” 
which refines to achieve analytical quality. See data cleaning. 
SE – SydEnergi – SE is an electricity utility supplying large parts of southern Denmark with electricity. As 
partner in the CITITES project SE has kindly provided this thesis with consumption analyzed in paper 2 and 
4. 
TSO – Transmission System Operator – The operator of the high-voltage electricity grid, or the 120oC 
District heating water in Denmark.  
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1. Introduction 
This thesis is divided into seven independent chapters each is self-containing and contributing to the overall 
results and conclusion. Chapter 1 outlines the motivation of the research including a brief description of the 
long-term targets of the Danish energy system, and consumption clustering. Furthermore, this chapter 
presents the research questions of the thesis, the four papers included and the contributions that the Ph.D. 
study conveys. Chapter 2 introduces the concept of smart metering, describes the datasets applied 
throughout the papers and outlines the software used to achieve the results. The theoretical framework 
applied is outlined in chapter 3 including novel contributions of the thesis, especially in section 3.4 which 
presents Pseudo Cross-Validation and section 3.7 presenting Varatio. Chapter 4 outlines the results of the 
four papers along with a brief description of each papers scientific outline, methodology, results and 
conclusions. The results are discussed in chapter 5, followed by a conclusion and outlook in chapter 6. 
1.1. Motivation and Background 
Denmark has set itself a long-term target of phasing out its use of fossil fuels by introducing 100% 
renewable energy by 2050 [1]. Many different technologies are earmarked as playing an integral part in the 
Danish transition. The current Danish energy mix consists of several different renewable and fossil-based 
sources, with substantial penetrations of wind energy [2], biomass [3] and solar fields [4][5]. The large 
amount of wind energy introduces high volatility into electricity-generating capacity. Electricity generation 
is expected to be 84% reliant on renewable sources by 2020 [2], which even now periodically exceed 
demand [6].  
Without technology to store electricity large volatility in electricity production requires high degree of 
flexibility in consumption as electricity must be consumed when produced. Flexibility in consumption can 
reduce maintenance costs, limit grid expansion and overall better use of resources, especially with volatile 
electricity production. It is believed that consumption flexibility can be motivated through differences in 
individual household consumption profiles and that smart meters may hold the key to identifying 
consumption archetypes. Furthermore, increased electrification of the future society also increases the 
need for flexible consumption to avoid extensive and expensive grid investments to cope with additional 
consumption [7].  
The Danish energy-supply system is divided into two major components, electricity and district heating 
(DH). District heating systems are extensively developed in all major cities and many rural districts, with a 
total of 430 district heating utilities and more than 60,000 kilometers of pipes. The total penetration of DH 
in Denmark is 64% of households [8], and incorporates large pit-storage facilities which ensure stable heat 
supply throughout the year [9], [10]. The large penetration of DH, making the Danish energy system 
globally unique, significantly reduces the overall need for electricity consuming heat pumps. The reduced 
demand for heat pumps also reduces household flexibility as heating is a significant part of household 
energy consumption. Furthermore the lack of heat pumps in Denmark also impacts the total electricity 
consumption in comparison to countries using electricity for heating. 
Previous research projects have focused on separate aspects of the energy system, consequently neglecting 
the overall effects of cost, consumption, and production optimization that are achievable through an 
integrated approach to energy flexibility analysis, encompassing the entire system. Notable research 
projects focusing on the individual aspects include IPower [11], Ensymora [12], EcogridEU [13], Flexpower 
[14] and 4DH [15]. All but 4DH focus on electricity, while 4DH focus on district heating.  
2 
 
The Center for IT-Intelligent Energy Systems in Cities (CITIES) research project [16], of which this thesis 
forms a part, aims to establish an integrated approach to energy systems analysis in order to harness the 
flexibility of combined energy-efficiency analyses, rather than optimizing individual aspects of the energy 
mix. The CITIES project consists of seven work packages (WPs), each with their own specific focus: 1) 
Demand, 2) Production, 3) Integration, 4) Aggregation and Markets, 5) Forecasting and Control, 6) 
Simulation and Planning, and 7) Decision Support. These seven WPs evaluate the entire energy system from 
production to distribution and final consumption. This enables the energy system to be analyzed as a single 
integrated entity and the flexibility gained through an integrated approach to be assessed. This thesis is 
embedded in WP1 – Demand, which through a data driven approach, contributes to the subtask of 
analyzing consumption characteristics and profiles for evaluating end-user consumption flexibility. 
Digital technologies are predicted to be an essential component in understanding and optimizing the 
energy system and consumption behavior. An important technology that the modern energy system uses is 
smart meters. One prospective task of smart-metering is to unveil consumption patterns in order to 
facilitate the identification of end-user flexibility. Danish electricity utilities are required by law to install 
smart meters with all consumers by the end of 2020 [17]. These meters are capable of monitoring 
consumption at very high frequencies, down to the minute. The resulting data allow household 
consumption to be monitored in unprecedented detail in order to integrate the end-user much more 
closely to the energy system, not only as a consumer, but also as a supplier of information on consumption 
and demand. The widespread installation of smart meters across the European Union is expected to exceed 
72% in 2020 and to initiate energy savings immediately [18], [19]. 
Although, with the European Union’s general data protection regulation (GDPR), smart-meter data 
increases operational complexity for the utility companies, smart meters are expected to play a vital role in 
how utilities operate and optimize. Especially when identifying consumption flexibility and for the purpose 
of tariff development. Currently the smart-meter data that are collected and stored are used for the 
automatic billing of consumption. Few utilities use the data for consumer engagement, for example, by 
enabling households to view their consumption through mobile phone apps [20]. Society and utilities at 
large are interested in identifying and assessing the potential of smart-meter data beyond automatic billing. 
The promised potential from smart meters for demand flexibility or customer acquisition, whether through 
value propositions such as apps, tailored tariff structures catering for specific customers or the ability to 
have optimal control of appliances, has yet to be realized [21]–[24].  
The application of smart-meter consumption data for analysis is a relatively new research field, 
predominantly addressing household electricity consumption behavior in countries that use electricity for 
heating. A few regions around the globe have been driving the research. In Europe, Italy has been driving 
the initial research into smart-meter data acquisition through the early installation of smart meters. In 
particular, [25] and [26] have been extensively cited for their initial analyses of smart-meter data for 
consumption profiling to aid in tariff development. The Republic of Ireland has conducted a study of 
approximately 4,000 dwellings, which have been combined with survey data, and subsequently opening 
this material to researchers [27] and [28]. Japan and South Korea have likewise combined survey data with 
smart-meter data for profiling consumer types within clusters [29]–[31]. Also, studies of consumer profiling 
have been undertaken in the United States and Canada [32]–[34]. The common feature in the assessed 
papers is the use of electricity for heating. The papers all successfully apply smart-meter data to cluster 
consumers for investigation of consumption flexibility, although the resulting clusters may be academically 
viable their practical applicability is questionable [35]. The applicability of the results in a Danish setting 
with the large penetration of district heating is unexplored and therefore not necessarily evident. 
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This thesis contributes to the literature of smart meter consumption clustering by applying the state of the 
art in consumption clustering to the two major components of the Danish energy system. It does so by 
showing the applicability of the methods for electricity and district heating consumption data from the 
Danish energy system. Through a novel framework, pseudo cross-validation, I extend cross-validation to the 
cluster selection process of K-Means thereby reducing selection bias for increased solution generalizability. 
Furthermore, I present Varatio, a novel method for easy evaluation of the persistence of clusters across 
time. The methods aid in generalizability and evaluation of stability of the consumption cluster solutions. 
1.2. Scope of the thesis 
The CITIES research project aims at identifying flexibility in the energy system from production to end-use. 
As part of WP1 the scope of this dissertation was originally envisioned to analyze consumer behavior, and 
identify consumption flexibility using smart meter energy consumption data from Danish utilities. Paper 1 
identified nine different themes in the field of smart meter consumption data analysis shown in Figure 1. 
The borderline group contains papers where the preliminary analysis could not establish if smart meter 
data were used in the study.  
 
Figure 1 -–  Smart meter data analysis themes identified in paper 1. Clustering of consumption is the main focus of 22% of the 
studies analyzed. It will also be the focus of this PhD study. 
The analysis of end-user consumption at household level is a tremendous task. A simpler task is to identify 
households which behave in similar fashion, enabling development of consumer profiles which encompass 
groups of consumers allowing for the analysis of consumers types rather than individuals. Though the title 
of this thesis could encompass each of the nine topics, clustering (red) was selected as the most relevant 
for end-user behavior and flexibility analysis as part of WP1. Therefore, clustering consumers together in 
homogeneous consumer types has been the main focus of the thesis. 
During the process of identifying and assessing relevant literature in paper 1, it became apparent that the 
methods employed in the current state of the art in profiling energy consumption, using smart meter data, 
are inadequate. The clustering of consumers proved to be a non-trivial task requiring methodology capable 
of exploiting intrinsic information in data, methodology which does not yet exist. This insight has shifted 
the focus of this project from solely analyzing energy consumer behavior, to also identifying and alleviating 
Borderline 30% 
Clustering 22% 
Economics 0% 
Meter Control 12% 
Non-Intrusive Load 
Monitoring 8% 
Policy 3% 
Privacy  5% 
Smart Grid 8% 
Water 12% 
Identified Themes In Smart Meter Analysis 
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gaps in the methodology for energy consumption clustering, with subsequent application to the Danish 
case in papers 2, 3 and 4.  
This dissertation evaluates end-user behavior in the Danish energy system by using high-frequency smart-
meter energy consumption data to evaluate consumer behavior. Consumption behavior has been analyzed 
through the acquisition of smart-meter electricity and district-heating data from SydEnergi (SE) and 
AffaldVarme Aarhus (AVA) respectively. The composition of the Danish energy system, with its reduced 
electricity demand for heating outlined above, presents a different scenario for consumption clustering 
than examined in other studies. This makes the thesis and its contributions novel and relevant to the 
current literature on consumption clustering.  
This thesis will focus solely on consumption clustering. The selected scope is unfortunately limiting the 
opportunity for a thorough and comprehensive discussion of several important topics related to the 
application of smart meter consumption data. Topics such as; forecasting, identification of specific 
appliances (NILM), legislation and data privacy, are out of scope. The thesis does however fully 
acknowledge the importance of each of these topics. Even within the scope, this dissertation cannot 
produce an exhaustive analysis of smart meter data’s capability to identify consumption archetypes. It is a 
contribution to the field of smart meter consumption clustering and clustering methodology in general, 
with offset in K-Means clustering.   
1.3. Research Objectives 
This thesis revolves around five research objectives regarding smart-meter data for consumption clustering. 
The objectives form a natural progression in that they examine successively the applicability of smart-meter 
consumption data (Q1) current research (Q2), the application of existing knowledge to Danish smart meter 
data (Q3, Q4), and finally the development of novel methods that drive the field forward (Q5).  
Q 1) Is it possible to cluster electricity consumption patterns using smart-meter electricity or 
district heating time-series data collected for billing purposes? This question is focused on 
identifying the potential for utilities to apply smart-meter consumption data for clustering. A 
general question underlining papers 1, 2, 3, and 4.  
 
Q 2) Analysis and evaluation of the current state of the art in smart-meter consumption 
clustering. This objective covers the identification of the prevailing methodology, prominent data 
sets and pioneering papers in this field, as well as identification of potential gaps and pitfalls. Paper 
1 conducts a systematic literature review, analyzing and critically evaluating the field.  
 
Q 3) Application of the prevailing methodology identified in (Q2) applied to Danish smart-meter 
electricity data for consumption clustering. Paper 2 analyzes such data, applies the main methods 
uncovered in (Q2) and attempts to alleviate the identified pitfalls.  
 
Q 4) Application of the prevailing methodology identified in (Q2) applied to district-heating smart-
meter data for consumption clustering in Denmark. Paper 3 analyzes data from district-heating 
exchange stations to evaluate the applicability of the methodology from electricity smart-meter 
clustering in a district-heating setting. Suggestions are made for alleviating and circumventing the 
gaps and pitfalls identified for smart-meter clustering in (Q2). 
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Q 5) Evaluation of the stability of attained clustering solutions for electricity data. This objective 
concerns the applicability of consumption clustering and the stability of the solution for electric 
utilities looking at smart-meter clustering for value propositions. Paper 4 evaluates cluster stability 
over time and develops methodologies for estimating it.  
The ambition of the five research objectives is to investigate the potential application of smart-meter data 
for consumption clustering. Investigation of the current literature on smart meter consumption clustering 
enables identification of gaps and potential pitfalls. Applying the knowledge from the literature to Danish 
consumption data will confirm if it is applicable in a Danish setting. As district heating is widespread in 
Denmark, the applicability to heating profiles is relevant. Finally the thesis will investigate how to assess the 
stability of achieved cluster solutions; this is needed for generalizability and to promote the applicability of 
the cluster solutions outside academia.  
1.4. Peer-Reviewed Journal Papers Submitted 
The foundation of this thesis is the four research papers that are submitted and appended to this 
dissertation. Papers 1, 2, and 3 have already been published, and paper four is being submitted for review 
at the present time. Below is a brief description of the main objectives of each paper.  
Paper 1) Structured Literature Review of Electricity Consumption Classification Using Smart Meter 
Data (published). On an adaptation of Okoli’s methodology for systematic review and subsequent 
investigation of the current trends and prevailing methodologies in consumption clustering. The 
systematic review process conducted here ensures the reproducibility of the paper findings and 
evaluation. 
 
Paper 2) Electricity Consumption Clustering Using Smart Meter Data (published). The methodologies 
identified in paper 1 are evaluated in relation to Danish smart-meter electricity data. Efforts are 
directed at reproducing the results within a Danish setting and filling the gaps identified in paper 1. 
This paper applies prominent methods from the literature and introduces novel applications of 
statistical and mathematical methods to improve consumption clustering.  
 
Paper 3) Clustering District Heat Exchange Stations Using Smart Meter Consumption Data 
(published). Using the insights gained in paper 1 and the methodology developed and applied in 
paper 2, paper three investigates their applicability to district-heating consumption data.  
 
Paper 4) Evaluating Generalizability of Smart Meter Electricity Consumption Clusters. This paper 
investigates the temporal stability of clustering solutions created using smart-meter electricity 
data. It develops a methodology for evaluating and quantifying cluster stability across time.  
The aim of all four papers is to ensure consistency and a natural progression from initial identification of 
the current state of the art to application in Denmark and finally to propose improvements to the current 
literature. The contribution of each of the papers to the research objectives and the progression is outlined 
in Table 1.  
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Research 
Objectives  
Theme       Paper 1 Paper 2 Paper 3 Paper 4 
Q1 Consumption clustering x x x x 
Q2 State of the art x    
Q3, Q4 Clustering  x x x 
Q3, Q5 Electricity Data  x  x 
Q3, Q4, Q5 Method Development  x x x 
Q4 District Heating Data   x  
Q5 Cluster Stability    x 
Table 1 - Overall themes of the four papers and their relation to the research objectives.   
 
1.5. Contributions 
The four papers included in this dissertation contribute to the literature in the following five key respects:  
Paper 1 conducts a comprehensive analysis of the concurrent state-of-the-art in smart-meter consumption 
clustering, conducted through a systematic review which identifies influential studies, methodologies, 
datasets and results. 2099 unique academic writings are included in the analysis, outlining the frequent 
application of common methods that are not sufficiently equipped to analyze data with temporal 
components.  
Papers 2 and 3 identify the existence of temporal dependencies in smart-meter data. This is shown using 
autocorrelation and is identified for electricity and district-heating consumption data. The existence of 
temporal components in the smart-meter data is not surprising, as they represent repeated measurements 
from the same meter. Paper 1 shows that this has never been investigated in the literature on smart-meter 
clustering before, and hence has never before been exploited to improve the clustering. Papers 2 and 3 
propose methods for remedying this gap.   
Papers 2 and 3 further show how K-Means clustering described in 3.2 can be improved by careful 
preprocessing of the input data to enable the algorithm to handle temporal components in the data. This 
has been applied successfully to electricity and district-heating data. Data transformation was conducted 
using the autocorrelation features described in 3.5 and the wavelet features described in 3.6. The two 
transformations deliver radically different solutions. The wavelet clusters are comparable to the normalized 
clusters in creating identical clustering solutions and cluster compositions, but they compress data. 
Autocorrelation features are able to deliver finer-grained cluster solutions and significantly reduce data 
dimensionality.   
 Papers 2, 3 and 4 apply a novel adaptation of cross-validation for unsupervised learning. The adaptation 
uses the cluster validation indices (CVI) described in 3.3 as pseudo cross-validation to identify variability. 
This approach is an unsupervised equivalent to cross-validation for supervised learning. The 
implementation applied in papers 2, 3 and 4 reports the average, minimum, and maximum values for each 
CVI, analysis of the distribution can produce statistical confidence bands. The method is a framework for 
generalizing the cluster selection in K-Means.  
Paper 4 develops a variance evaluation methodology to quantify the stability of the clusters over time. The 
method evaluates the ratio between the actual variances between two periods, and is described in 3.7. 
Through this measure it is possible to assess the stability of the clustering solution at different time periods. 
This methodology is not confined to application in smart-meter clustering but is general in its definition and 
applicability. Table 2 produces an overview of each paper’s contribution to the literature. 
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Contribution Paper 1 Paper 2 Paper 3 Paper 4 
Systematic Review X    
Pseudo-Cross Validation  X X X 
Autocorrelation Features  X X X 
Wavelet Features  X X  
Varatio    X 
Electricity Data Clustering  X  X 
District Heating Data Clustering    X  
Table 2 – The four papers’ contributions to the literature. Pseudo-Cross-Validation and Varatio are novel methods developed in the 
papers. The systematic review uncovers the state of the art in smart meter consumption clustering. Autocorrelation features and 
wavelet features represent novel application of methodology not used before in smart meter data clustering. The data analyzed 
introduce Danish smart meter data from electric and district heating utilities to the literature. 
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2. Smart Meters, Data and Software  
This chapter briefly discusses smart meters as a product and concept for metering consumption, including 
the legislation on the rollout of smart meters. Data sets from SydEnergi (SE) and AffaldVarme Aarhus (AVA) 
analyzed in this thesis are described, along with description of the data cleaning and the software utilized 
for purposes of data processing and modelling.   
2.1. Smart Meters and Smart Meter Data 
Smart meters are digital replacements for the analog meters installed with end-users and are used to meter 
their energy consumption. Unlike smart metering, measuring consumption using analog meters requires 
twice-yearly manual readings by the utility company or the consumer. Smart meters are the digital 
counterparts of analog meters and are capable of reading and reporting consumption at very short time 
intervals, typically every fifteen to sixty minutes depending on energy type. The “smart” in smart meters is 
for the moment tied to the ability to read consumption at high frequencies and to transmit these readings 
automatically to the utility company, thus eliminating the need for manual readings.  
Danish law state that by the end of 2020 all Danish electric utilities must ensure the installation of smart 
meters with all end-users [17]. The relevant act further lists the requirements for the meters’ ability to 
transmit the data to a third party and for the consumers to be able to access their consumption data. In 
addition, the recording frequency must be at least every fifteen minutes, and the data thus generated must 
be stored in a centralized data hub run by Energinet, the owner and operator of the Danish high-voltage 
transmission grid and gas net.  
The European Commission has placed a high priority on promoting the installation of electricity smart 
meters across the European Union and projects the penetration of smart meters to reach 72% by 2020, 
with many member states exceeding 80% [18]. It is estimated that each meter delivers benefits worth of 
€309, distributed between production, distribution and consumption. In addition, the electricity smart-
meter and smart-grid rollout can reduce emissions in the EU by between 3-9% and annual household 
consumption by similar amounts [19]. The European Commission expects that leveraging the potential of 
smart meters will help reduce energy waste and help the EU to reach its climate target.  
Smart meters are anticipated to play an integral role in the reduction of energy waste in the European 
Union. Through vast amounts of consumption data, it is expected that consumption flexibility can be 
identified and that the data can help design new tariff structures to leverage this flexibility and thus reduce 
grid strain through peak shawing. The study of smart-meter data, especially for electricity, is a very active 
research field. Smart-meter data have been analyzed for clustering, resulting in disparate consumption 
profiles. Paper 1 provides an overview of smart-meter data analysis that has been conducted by both 
methodology and country.  
This thesis is structured around the analysis of two distinct data sets supplied by AffaldVarme Aarhus, a 
municipality-owned district-heating producer and supplier, and by SydEnergi, an electricity utility company 
serving southern Denmark. 
2.2. SydEnergi Electricity Smart Meter Data 
The electricity utility company SydEnergi (SE) has provided a data set containing meter readings from more 
than 260,000 meters in its supply district from January to December 2011 inclusive. More than 220,000 
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meters record every fifteen minutes, while the remaining meters record hourly consumption. SydEnergi’s 
distribution area covers southern Denmark, this being reflected in the data set, as all Danish consumer 
types are included, from individual street lights to households and large public and industrial consumers. In 
total there are eighteen types of households, not all of which are habitable year-round and 132 types of 
public and industrial buildings. Subsets of SydEnergi’s data for the city of Esbjerg, focusing solely on 
households connected to district heating, are analyzed in papers 2 and 4. Each paper has different 
requirements regarding the data-cleaning process, of which it provides a detailed discussion. SydEnergi’s 
smart-meter data are supplied at the atomic level and contains information about individual meters and 
locations. As these data are sensitive, the papers only show aggregated results in graphs and for individual 
anonymized meters.  SydEnergi’s smart-meter dataset includes per meter attributes, such as; postal code, 
road id, housing category etc. These attributes are utilized for the selection of specific housing types in 
papers 2 and 4 and are defined precisely therein. In Table 3 anonymized outputs from eight meters are 
shown to give a sense of the data.  
 
 ELECTRICITY METER ID (ANONYMIZED) 
TIME STAMP 1 2 3 4 5 6 7 8 
01-01-2011 00:00 0.31 0.33 1.17 0.24 0.11 1.14 3.25 10.1 
01-01-2011 01:00 0.28 0.35 1.18 0.23 0.17 1.05 2.67 9.7 
01-01-2011 02:00 0.34 0.36 1.34 0.25 0.16 1.06 0.85 8.1 
01-01-2011 03:00 0.27 0.25 1.23 0.23 0.16 1.17 0.82 11.4 
01-01-2011 04:00 0.24 0.36 1.22 0.26 0.15 1.15 0.81 11.7 
01-01-2011 05:00 0.24 0.35 1.15 0.23 0.16 1.13 0.89 12.2 
01-01-2011 06:00 0.27 0.24 1.16 0.24 0.21 1.22 2.66 13.4 
01-01-2011 07:00 0.29 0.23 1.14 0.22 0.15 1.11 3.00 11.9 
01-01-2011 08:00 0.84 0.25 1.13 0.23 0.22 1.13 2.76 15.7 
01-01-2011 09:00 2.07 0.26 1.22 0.26 0.19 1.15 2.76 16.4 
Table 3 – Anonymized output from eight electricity meters. Consumption is measured in kWh. The data has been anonymized such 
to ensure data privacy in compliance with GDPR 
  
2.3. AffaldVarme Aarhus Heat Exchange Stations 
The data provided by AffaldVarme Aarhus (AVA) contain smart meter readings from 53 heat-exchange 
stations (HX). Heat-exchange stations are the equivalents of electric transformation stations for district 
heating and link the transmission grid for water pressurized at 120oC with the 80oC distribution grid water. 
Heat-exchange stations supply an area with district heat, the smart-meter data readings being aggregated 
within the area serviced by the station.    
The readings supplied by AVA contain hourly readings from January 2017, and the aggregated data cover 
thousands of individual household meters. The aggregation makes it impossible to identify individual 
households in the data, making the data non-sensitive in any respect. A subset containing data from 
January 2017 is analyzed in paper 3. Table 4 shows output of the AVA data with readings from the first 
seven hours of January 1st, 2017, for several heat-exchange stations.  
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 HEAT-EXCHANGE STATION ID  
TIME STAMP 101 102 103 104 105 106 107 108 
01-01-2017 00:00 1.1 3.8 3.5 3.7 3.5 12.7 2.9 7.1 
01-01-2017 01:00 1 4 3.4 3.8 3.6 12.5 3 7.3 
01-01-2017 02:00 1 4 3.5 3.7 3.4 12.5 3 7.2 
01-01-2017 03:00 1 3.8 3.6 3.8 3.4 12.5 3.1 7 
01-01-2017 04:00 1.1 3.9 3.7 3.9 3.4 12.3 3.1 7.1 
01-01-2017 05:00 1.1 3.9 3.5 3.8 3.3 12.4 2.9 7.4 
01-01-2017 06:00 1 4.1 3.7 3.9 3.3 12.8 3 7.4 
Table 4 - View of the district heating consumption data as supplied by AVA. The dataset includes the date in the format dd-mm-yyyy 
HH:MM. The Heat-Exchange Station ID is the unique identifier for each station. The value at each time stamp is MWh consumed 
energy for heating. 
Prior to analysis, the data are cleaned to ensure analytical integrity. This process removes meters 
containing missing values and corrects outliers; the exact process is described in paper 3. Relevant for all 
types of meter data is the high dimensional nature of the data. Each time step represents one dimension, 
resulting in 96 dimensions per day with recordings every fifteen minutes.  
2.4. Data Cleaning 
The data supplied from AVA and SE was of almost pristine quality with very little data cleaning needed. This 
quality of the data I attribute to the fact that it is the exact same data used for billing and thus strict 
requirements are enforced to ensure correctness. At AVA and probably also SE they have workers looking 
at the data to ensure correctness. Despite this focus on ensuring data correctness, I did however; 
encounter some outlying data in the HX data from AVA. Paper 3 describes the process of correcting these. 
Also for SE data I did encounter few meter which exhibited flat consumption or other unexplainable traits. 
In all cases where data cleaning was needed, steps were taken to reduce correction bias due to the 
cleaning. For AVA data was it necessary to impute data as described in paper 3. In the subset selection of 
the SE data for paper 2 some meter were discarded because of undesirable traits relating to meters not 
working properly, details are described in the paper. The number of meter discarded for SE is described in 
paper 2 and represents a very small fraction of the entire dataset, and none were discarded for outlying 
values.  
2.5. Software 
This section briefly describes the software adopted for the modeling performed in the papers 2, 3 and 4.  
The Python programming language version 3.6.x [36] was applied as base for the development of the 
different calculations needed to create the results for this thesis. The Python language was selected 
because of it ability for fast prototyping by alleviating the need for rigorous and stringent class and method 
declarations. The following Python packages were applied. 
The data structuring and manipulation was primarily done using Pandas 0.20.1 [37]. For the numerical 
computations and matrix calculations, especially for calculating the cluster validation indices Numpy 1.12.1 
[38], [39] was applied. For the Wavelet analysis PyWavelet 0.5.2 [40] was utilized, and the statsmodels 
0.8.0 [41] package delivered the statistical confidence band for selection of significant coefficients. 
SKlearn 0.18.1 [42] delivered the machine learning framework for doing K-Means clustering and various 
other models. Scipy 0.19.0 [43] was utilized as support library for Numpy when doing scientific 
11 
 
computations. Matplotlib 2.0.0 [44] delivered the framework for visualizing the results. Many packages 
applied are included in the python standard library.   
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3. Theoretical Background 
This chapter will describe the theory adopted in all four papers. The section is structured such that methods 
that are prerequisites to other methods are introduced first. Section 3.1 starts by introducing and 
discussing statistical learning, which it links to the smart-meter data described in chapter 2. Then the K-
Means clustering algorithm is introduced in section 3.2. The selection of the best solutions in K-Means is 
based on cluster validation indices (CVIs), which are described in section 3.3. A novel approach to cross-
validation for unsupervised learning is presented in section 3.4. Autocorrelation features are introduced in 
section 3.5, with a brief subsequent discussion wavelet features in sections 3.6. In section 3.7 Varatio, a 
novel method for estimating stability of clusters by applying knowledge of variance structures is 
introduced. This chapter will mainly deal with statistical theory but concludes with a description of Okoli’s 
method for systematic literature in section 3.8. 
3.1. Statistical Learning: Clustering versus Classification  
Identifying differences in consumption patterns by applying smart-meter data on electricity consumption is 
a delicate exercise. If the clusters are constructed exclusively from smart-meter consumption data without 
knowledge of the true underlying categories, unsupervised methods are required. Conversely, if any 
category information is available, mapping the smart-meter data to these categories requires supervised 
methods. This thesis distinguishes between classification and clustering as supervised versus unsupervised, 
the former including information about the actual categories of, for example, consumers, while the latter 
does not.  
3.1.1. Supervised Classification 
In Supervised classification, input data matrix 𝑋𝑋 is mapped onto a category vector 𝑌𝑌�⃗  using (non)-linear 
function(s). In this approach, regression analysis is one of the most widely applied methods. There also 
exists a well-developed framework for mapping and validation by means of residuals in order to evaluate 
the difference between observed and calculated categories. 
In the case of supervised classification, knowledge is available about the actual underlying categories. In 
perfect classification this equates conceptually to:   
 
 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑙𝑙𝑙𝑙𝑙𝑙𝑘𝑘 𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝐶𝐶𝑙𝑙𝐶𝐶𝑙𝑙 (𝑑𝑑𝐶𝐶𝐶𝐶𝐶𝐶) (1) 
 
Usually there is a discrepancy between the observed and calculated categories, but it is still manageable to 
calculate the residuals between them. Much of the statistical framework addresses evaluation of the 
residuals obtained through regression. In mathematical form, supervised learning can be described as:  
 
 𝐶𝐶𝑖𝑖 = 𝑓𝑓(𝑥𝑥𝑖𝑖) + 𝜖𝜖𝑖𝑖 (2) 
 
 
where i denotes the i’th observation, and 𝑓𝑓can be any type of function, linear or non-linear, linking 
observations 𝑥𝑥𝑖𝑖 in 𝑋𝑋 to the corresponding observation 𝐶𝐶𝑖𝑖  in the response 𝑌𝑌�⃗ . The term 𝜖𝜖𝑖𝑖 is the residual 
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accounting for the difference between observed and estimated. It is an unstructured error term where 
elements are identically and independently distributed, usually following the standard normal distribution.  
3.1.2. Unsupervised Clustering 
In Unsupervised clustering, input data matrix 𝑋𝑋 has no known corresponding mapping category vector 𝑌𝑌�⃗ . 
Rather the data are split into k clusters, which by some similarity measure are evaluated as being more 
homogenous than the overall data 𝑋𝑋. The omission of categories for mapping exploited in supervised 
classification makes it difficult to directly validate the clustering produced in unsupervised clustering. This is 
attributable to the inability to calculate residuals as the discrepancy between the true categories and the 
estimated clusters. To circumvent the missing residuals, a large number of cluster validation indices (CVI) 
have been proposed and tested. The most prevalent CVI’s in smart-meter data-clustering are identified in 
paper 1 and described in section 3.3. Prominent methods for unsupervised clustering include K-Means 
described in 3.2 and hierarchical clustering. 
As unsupervised clustering does not include knowledge about the categories, we must identify some other 
measure capable of splitting the dataset into subsets, thereby creating more homogeneous clusters 
capable of identifying individual categories. Clustering is not easily expressed in one enclosed mathematical 
form, and several different measures have been developed. They employ different approaches to create 
splits in the data, often using a Euclidian distance measure. The distance measure chosen can heavily 
influence the resulting clusters [45].  
It is impossible to evaluate residuals using unsupervised methods as there is no notion of difference 
between the categories and the clusters. Typically multiple clustering solutions are created, and the best is 
selected.  
Needing measures to evaluate the clustering and to avoid the trivial case of assigning one cluster to each 
observation, thereby reducing the cluster variation to 0, a number of cluster validation indices are used. 
These indices evaluate the intra-cluster distance and relate it to the inter-cluster distance. Often the indices 
favor clustering solutions that minimize the intra-cluster distance while maximizing the inter-cluster 
distance. The concept is inspired by the residuals in supervised learning. This thesis has applied 
unsupervised learning to clustering smart-meter consumption data. 
3.1.3. Temporal Components 
Smart-meter data is recorded over time, potentially including a temporal component that can convey 
significant information about the consumption. The clustering techniques applied in smart-meter 
consumption clustering do not take this temporal component into account [35], consequently a very 
important feature of the data is not included in the clustering. The impact of a temporal component can be 
significant as shown in Figure 2, where the temporal component (right) enables the identification of 
structures not identifiable without (left). 
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Figure 2 – Simulated temporal cosine components influence on data perception. Left: a scatter of points, collapsed to have no 
temporal component (Reading time). The three colors indicate three different clusters, but it is not possible to identify overlap. 
Right: the scatter has been expanded into its original temporal component. This graph is an adaptation from paper 2. 
The cosine structure is clearly identified when the temporal structure in the data is analyzed revealing three 
different non-overlapping structures (right). It is also shown that none of the data overlap. Without this 
temporal information, it is not possible to determine whether the data overlap or are just very close in 
distance (left); the temporal component helps differentiate the data. The temporal component (right) is 
where the K-means and other unsupervised methods are hard-stressed, as they do not account for this 
when clustering.  
Specifically, in the case of K-Means, the data will be evaluated at each time step independently of 
neighboring time steps, as shown in Figure 2 (left). Preprocessing the data before clustering can help K-
Means to include the temporal structure, as discussed in papers 2 and 3.  
 
3.2. K-Means Clustering Algorithm 
The K-Means algorithm clusters data into homogeneous subsets, a method that is simple, efficient, robust 
and often able to successfully produce clustering results. Rather than breaking down when encountering 
unsupported data structures, it ignores intrinsic data structures it is unable to handle, such as 
autocorrelation, but creates clusters none the less. Its robustness can be interpreted as a “brute force” 
clustering approach as, regardless of data quality, it delivers a clustering solution in most cases. This 
robustness can also lead to unintended results if applied haphazardly. The robustness of K-Means should 
not be mistaken for stability of the solution.  
The algorithm is described in Table 5 and consists of four steps: 1) initialization of the algorithm is done by 
randomly assigning k clusters to the data; 2) recursively each smart meter is assigned to the cluster closest 
“in distance”; 3) Each assignment updates the cluster means; and 4) steps 2 and 3 are repeated until there 
is no change in the assignment of clusters. 
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K-Means Clustering Algorithm [46] 
1. Randomly assign k = 1, 2, 3, …, K clusters, K is defined by the analyst. 
 
2. For a given cluster assignment C, the total cluster variance  
 
 min
𝐶𝐶,{𝑚𝑚𝑘𝑘}1𝐾𝐾�𝑁𝑁𝑘𝑘 � �|𝑥𝑥𝑖𝑖 − 𝑚𝑚𝑘𝑘|�2𝐶𝐶(𝑖𝑖)=𝑘𝑘𝐾𝐾𝑘𝑘=1  (3) 
 
is minimized with respect to the means {𝒎𝒎𝟏𝟏, … ,𝒎𝒎𝒌𝒌 } yielding the means of the currently 
assigned clusters. N is the number of observations, and 𝒙𝒙𝒊𝒊 is the i’th observation vector. 
 
3. Given a current set of means {𝒎𝒎𝟏𝟏, … ,𝒎𝒎𝒌𝒌 }, (3) is minimized by assigning each 
observation to the closest (current) cluster mean.  
 
 
 𝐶𝐶(𝑙𝑙) =  argmin
1≤𝑘𝑘≤𝐾𝐾
�|𝑥𝑥𝑖𝑖 − 𝑚𝑚𝑘𝑘|�2 (4) 
 
 
4. Steps 2 and 3 are iterated until the assignments do not change or the maximum number 
of iterations is reached. This algorithm can lead to suboptimal local solutions. 
 
Table 5 - K-Means algorithm. 
K-Means is prone to delivering suboptimal solutions that can be unstable, as the method can get caught up 
in local optima due to the random initialization. Therefore, it is advisable to rerun the algorithm with 
different random initializations and subsequent selection of the preferred solution. The SKlearn package 
applied throughout the papers implements ten random initializations with subsequent selection of the best 
performance.  
Apart from its random initialization, the K-Means algorithm is a deterministic algorithm whose objective is 
to minimize the distance from each observation to the cluster centroids. The centroids, which are average 
values of the members in the cluster, are updated each time a new member is added or removed. The 
constant updating of the centroids results in members leaving clusters and vice versa. This is continued 
until convergence is achieved, measured such that no member or centroid changes.  
The K-Means algorithm evaluates each variable by itself, disregarding correlation information. For smart-
meter data this equates to evaluating each metering time step independently of other time steps. In many 
settings this poses no problem for the clustering of the data, but for smart-meter data this has an effect. 
Smart-meter data as shown in 3.5 and papers 2 and 3 contain a time-dependent component shown by the 
existence of autocorrelation in the data. This component governs information about how previous 
consumption affects current consumption. As shown in Figure 3 K-Means evaluates each value on the x-axis 
(time step) independently, though the figure indicates periodicity. K-Means is unable to include this 
autocorrelation, and hence this information is not conveyed in the clustering solution. The inclusion of 
autocorrelation information could potentially decrease variability. Papers 1, 2 and 3 discuss the 
implications of excluding temporal information from the clustering.  
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Figure 3 - Three day Scatter plot of 10 smart meters with hourly resolution. The blue direction arrow shows the direction of the K-
Means computations when clustering; all observations in same hour are used for the clustering. Red direction arrow shows the 
temporal structure in the data, this structure is not included in the K-Means clustering. 
As described in paper 1, K-Means is the most prevalent clustering algorithm in smart-meter consumption 
clustering, its simplicity and widespread availability makes it an obvious option for analysts. Paper 1 
indicates that very few papers acknowledge the existence of autocorrelation in smart-meter data, and only 
one of the identified papers deploy time-series methods by applying Fourier transformation. 
The simplicity of the K-Means algorithm makes it an excellent baseline for clustering. Papers 2 and 3 
successfully investigate how careful preprocessing of the input data can enable K-Means to account for 
autocorrelation without changing the algorithm. It is possible to do this without introducing complexity in 
the clustering phase by transforming the input data such that the transformed data account for the 
dependencies. This enables K-Means to account for time dependencies indirectly, thereby including latent 
information and reducing the variance in the resulting clusters. The preprocessing of the data does not 
increase the computational cost, as the chosen transformations – autocorrelation feature and wavelet 
features – are calculated by applying efficient linear time algorithms [47].  
The K-Means method is implemented in every major data science software package from proprietary to 
open source. Its simplicity makes it straightforward to implement, such that analysts can still deploy it even 
if it is missing from their preferred programming language. 
The simplicity of the algorithm makes it easy to evaluate its computational cost. The evaluation of 
algorithms is done using O-notation, which evaluates upper bound computational cost by an order of 
magnitude [48]. The worst-case running time for the K-Means algorithm is O(kn) [49] for k clusters and n 
observations in the case of smart meters, n being number of meter readings and equating to dimensions in 
the dataset. The worst-case scenario is the maximum computational effort needed to cluster a given 
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dataset. The best possible running time for the K-Means algorithm is O(𝑘𝑘√𝑛𝑛) [49], a significant reduction of 
computational effort even for small datasets. In both upper and lower bound running times there is a 
significant speed gain to be harvested by reducing the number of observations per meter, e.g. the 
dimensions of the data. Some of the methods described in sections 3.5 and 3.6 have a significant impact on 
the running time. From papers 2 and 3 we have the following results from the K-Means clustering of 
different datasets. Table 6 shows the effect on electricity data and Table 7 on district-heating data. The two 
tables show that dimensionality reduction and data transformation by autocorrelation features and 
wavelets described in sections 3.5 and 3.6 significantly reduce the worst-case running time. It also has a 
positive effect on the best-case running time.  
 
Processing (Electricity Data) Normalization Autocorrelation 
Features 
Wavelet 
Features 
Scaling / Transform O(n) O(n) O(n) 
Size of input data (n) 168 x 32k+ 24 x 32k+ 42 x 32k+ 
Best-case running time  12√168 12√24 12√42 
Worst-case running time  12168 1224 1242 
Table 6 - Runtime comparison table from paper 2. The Normalized and Wavelet methods were unable to provide meaningful 
clusters and are for comparison set to twelve clusters, and 25% compression for wavelets. The autocorrelation and Wavelet method 
reduce dataset size, with significant impact on the runtime. An adaptation from paper 2.  
 
Processing (District Heating Data) Normalization Autocorrelation 
Features 
Wavelet 
Features 
Scaling / Transform O(n) O(n) O(n) 
Size of input data (n) 744 x 49 24 x 49 161 x 49 
Best case running time 4√744 7√24 4√161 
Worst case running time 4744 724 4161 
Table 7 - Runtime comparison table from paper 3. The different scaling and transformations identify different number of clusters in 
the data. In this case we can see that the worst-case running time for the autocorrelation feature clustering is better than the scaled 
or wavelet transformed data. An adaptation from paper 3. 
The K-Means algorithm is sensitive regarding differences of scale between variables. Normalization of 
variables is often a requirement of meaningful clustering. Papers 2, 3 and 4 all employ some type of scaling 
or transformation. Paper 3 evaluates the four different scaling methods presented in Table 8 and their 
impact on the resulting clusters.  
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Scale Mathematical Description Intuition 
Normalization 
𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛
 
Normalization puts all 
observations on a 0-1 scale 
compared to the largest reading. 
Dimensionless. 
 
Standardization 
𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛
𝜎𝜎
 
Standardization scales all 
observations compared to the 
standard deviation of the data. 
Dimensionless. 
 
Mean-Center 𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛 
Mean-centering removes the 
mean from the meter reading. It 
is equal to shifting on the y-axis.  
 
Mean-Divide 
𝑥𝑥
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛
 
Scales observations relative to 
the series mean. Does not 
constrain the y-axis to the interval 
[0, 1]. Dimensionless. 
Table 8 - Scaling methods applied to K-Means input data. As presented in paper 3. 
 
3.3. Cluster Validation Indices 
Selecting the correct number of clusters for K-Means to calculate is no trivial task. K-Means is unable to 
assist in the selection of the number of clusters and only has the ability to calculate the clusters. To aid in 
the selection of clusters, several Cluster Validation Indices (CVI) have been developed. CVIs enable 
comparison and selection of the optimal number of clusters in the dataset. As there is no knowledge about 
the true underlying clusters, CVIs are unable to produce the exact number of clusters. However, by applying 
several CVIs in synergy, they can reveal information about the clusters produced by i.e. K-Means.  
If the optimal number of clusters, denoted k*, is believed to lie interval K ranging from two and twenty, K-
Means is applied to calculate cluster solutions for each number of potential clusters k in that range K. The 
CVIs are then also calculated for each number of clusters in K.  
The CVIs for all clusters in K are plotted, and where there is a significant change in the development of a 
CVI, this indicates a potential k*. If more CVIs exhibit interesting structures around the same region, this 
emphasizes the region’s importance. Usually the structure needed for a region to be interesting is 
identified by an “elbow break” structure, a sharp decline followed by a break and then by horizontal 
stabilization of the CVI values, looking much like an elbow, as illustrated in Figure 4. 
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Figure 4 - Cluster validation indices developing as a function of clusters. The grey box marks a distinct elbow break indicating the 
optimum number of clusters. As presented in paper 2. 
Paper 1 identified a large variety of different cluster validation indices (CVI) developed to evaluate the 
inter- and intra-cluster distances between the clusters. The most prevalent CVIs identified and presented in 
paper 1 are listed in Table 9. The table was also included in paper 1.  
INDEX MATHEMATICS INTERPRETATION 
DBI (DAVIES-
BOULDIN 
INDICTOR) 
1
𝐾𝐾
�max
𝑗𝑗≠𝑖𝑖
𝑑𝑑𝑙𝑙𝐶𝐶𝑚𝑚(𝐶𝐶𝑖𝑖) + 𝑑𝑑𝑙𝑙𝐶𝐶𝑚𝑚(𝐶𝐶𝑗𝑗)
𝑑𝑑(𝐶𝐶𝑖𝑖 ,𝐶𝐶𝑗𝑗)𝐾𝐾
𝑖𝑖=1
 
𝑑𝑑𝑙𝑙𝐶𝐶𝑚𝑚(𝐶𝐶𝑘𝑘) is the average diameter of a cluster, 𝑑𝑑�𝐶𝐶𝑖𝑖 ,𝐶𝐶𝑗𝑗� is the 
distance between centroids, and K is the number of clusters. DBI 
relates the mean distance of each class to the distance to the 
closest class [50]. Smaller values of DBI imply that K-means 
clustering algorithms separate the dataset properly [51] 
 
CDI (CLUSTER 
DISPERSION 
INDICATOR) 
1
𝑑𝑑(𝐶𝐶)�1𝐾𝐾�𝑑𝑑2(𝐶𝐶𝑘𝑘)𝐾𝐾
𝑘𝑘=1
 
CDI prefers long inter-cluster distances and short intra-cluster 
distances [31]. Small values indicate good clustering. d2(𝐶𝐶𝑘𝑘) is the 
squared average distance within cluster k (high), while d(𝐶𝐶) is 
max cluster distance in data. 
 
DUNN 
min𝑑𝑑(𝐶𝐶𝑖𝑖,𝐶𝐶𝑗𝑗)max𝑑𝑑𝑙𝑙𝐶𝐶𝑚𝑚(𝐶𝐶𝑚𝑚)  
where 
𝑑𝑑�𝐶𝐶𝑖𝑖 ,𝐶𝐶𝑗𝑗� =  min
𝑚𝑚∈𝐶𝐶𝑖𝑖,𝑦𝑦∈𝐶𝐶𝑗𝑗 ||𝑥𝑥 − 𝐶𝐶|| 
and 
𝑑𝑑𝑙𝑙𝐶𝐶𝑚𝑚(𝐶𝐶𝑘𝑘) =  min
𝑚𝑚,𝑦𝑦∈𝐶𝐶𝑘𝑘 ||𝑥𝑥 − 𝐶𝐶|| 
The ratio between “minimum distance between clusters” and 
“maximum distance within clusters”. When minimum 
dissimilarity between clusters increases in size and maximum 
cluster diameter becomes smaller, the Dunn value becomes large 
and indicates good separation. Ci is cluster  i, d is distance, and m 
is total number of clusters. 
 
SILHOUETTE 
𝑓𝑓′(𝑥𝑥) − 𝑓𝑓(𝑥𝑥)max {𝑓𝑓(𝑥𝑥), 𝑓𝑓′(𝑥𝑥)} 
𝑓𝑓′(𝑥𝑥) =  min
𝑦𝑦∈𝐶𝐶′
𝑑𝑑(𝑥𝑥,𝐶𝐶) 
c(x) is the average distance between vector x and all other vectors 
of the cluster c to which x belongs. c’(x) is the minimum distance 
between vector x and all other vectors in cluster ∀ 𝐶𝐶′ ≠ 𝐶𝐶 [51] 
SI is between [–1, 1]; higher is better. Negative is miss-clustering. 
ENTROPY −�𝑝𝑝�𝑙𝑙 𝐶𝐶� �
𝑐𝑐
𝑖𝑖=1
∙ 𝑙𝑙𝐶𝐶𝐶𝐶2𝑝𝑝�𝑙𝑙 𝐶𝐶� � 
𝑝𝑝�𝑙𝑙 𝐶𝐶� � denotes the proportion of correct classified vector i in 
cluster t. Entropy is a supervised index, as the true classes need 
to be known. Entropy is used as a measure of misclassification in 
each cluster. Entropy is small when the clustering result is 
similar to the expected result [31]. c is total clusters. 
MIA (MEAN INDEX 
ADEQUACY) �
1
𝐾𝐾
�𝑑𝑑2(𝐶𝐶𝑘𝑘)𝐾𝐾
𝑘𝑘=1
 
Average distance within class to class centroid, summarized 
across all classes. k is the number of clusters; d2(𝐶𝐶𝑘𝑘) is the 
squared average distance within cluster k. High MIA indicates 
large distances within the classes, e.g., large dispersion. 
 
Table 9 - Cluster Validation Indices for finding optimum number of clusters in data, as presented in paper 1. 
 
20 
 
3.4. Pseudo Cross-validation 
This section will discuss the pseudo cross-validation (PCV) methodology pioneered in this thesis for 
reducing bias when selecting number of clusters in K-Means and increase the generalizability of the 
solution. Pseudo cross-validation presents a general framework for evaluating generalizability when 
selecting optimal number of clusters for K-Means. It can be regarded as cross-validation for K-Means and is 
applicable for all types of data when using cluster validation indices. The method has successfully been 
applied in papers 2, 3, and 4 to help select the optimal number of clusters. Section 3.4.1 briefly describes 
cross-validation and motivates the need for this methodology. Section 3.4.2 describes the mechanics, while 
3.4.3 outlines the algorithm and finally a discussion of the applicability and future improvements of the 
method in section 3.4.4. 
3.4.1. Motivation  
As discussed, in 3.2 the K-Means algorithm does not aid in selecting the optimal number of clusters, it 
simply generates the number of clusters k requested by the analyst. Cluster validation indices (CVI) have 
been developed and employed to help select the optimal number of clusters k*. The CVI’s are calculated for 
all number of clusters 𝑘𝑘𝑗𝑗 in the cluster interval K = {𝑘𝑘𝑖𝑖, … ,𝑘𝑘𝑚𝑚} , for 𝑙𝑙 ≤ 𝑗𝑗 ≤ 𝑚𝑚,∀𝑙𝑙, 𝑗𝑗,𝑘𝑘 ∈ 𝑍𝑍+ before selecting 
the j giving the optimal clusters k*. The CVI’s are point estimates calculated for each 𝑘𝑘𝑗𝑗 and biased towards 
the data. The risk of overfitting K-Means by fitting the CVI’s to the data is apparent and ultimately impairs 
the generalizability of the clustering.  
In this thesis I introduce a novel method of reducing the bias of the CVI and improve the generalizability of 
the clustering solution selected. It does so by extending the concept of cross-validation outlined below, to 
K-Means clustering using any CVI metric. The method is not restricted to smart meter data and can be 
utilized whenever K-Means and CVI’s are used for clustering. 
When modelling a dataset, the model is intended to mimic the underlying data generating process, and not 
just the current realization. Increasingly complex models can improve the fit to the data, biasing the model 
towards the data, and impairing the generalizability of the model. It is a delicate process to avoid 
overfitting and optimally the model should be tested on a second dataset. Often this second dataset does 
not exist, so a true test dataset is unavailable.    
Supervised learning, where a known response vector 𝑌𝑌�⃗  is modelled using a function 𝑓𝑓 on the dataset matrix 
𝑋𝑋, has introduced the concept of cross-validation (CV) to remedy the lack of a second dataset. It randomly 
divides the dataset into 𝑄𝑄 = {𝑞𝑞1, … , 𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚} roughly equal-sized mutually exclusive partitions and thereafter 
treating the partitions 𝑄𝑄\𝑞𝑞𝑖𝑖  as a training set and the partition 𝑞𝑞𝑖𝑖 as the test set, this is done for all 𝑞𝑞𝑖𝑖 ∈ 𝑄𝑄. It 
is assumed that the number of partitions Q is smaller or equal to the number of observations N, such that Q 
≤ N. For each 𝑄𝑄\𝑞𝑞𝑖𝑖  the response 𝑌𝑌�⃗𝑄𝑄/𝑞𝑞𝑖𝑖  is modelled, the model is then tested on the response 𝑌𝑌�⃗𝑞𝑞𝑖𝑖  from the 
remaining partition 𝑞𝑞𝑖𝑖. The process helps to quantify the model performance and to reduce the risk of 
overfitting. In turn all datasets are treated as test and training sets, resulting in a measure of variability 
within the dataset, the process is illustrated in Figure 5. The framework for cross-validation is not extended 
to unsupervised learning, but has to be developed case by case [52]. 
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Figure 5 - Visual representation of Cross-validation. Q-fold shows the number of runs of modeling Q-1 subsets. The horizontal 
training boxes are applied for training the model while the gray "Test" box represents the test set which tests the model. 
In this thesis K-Means has been selected as the clustering algorithm, due to its large prevalence in the 
literature. As it is impossible to identify the true underlying clusters in K-Means, the method is 
unsupervised and as such CV cannot be applied for model generalization.  
3.4.2. Mechanics 
In general, in supervised learning the prediction error estimate is defined as:  
 
 𝐿𝐿(𝐶𝐶,𝐶𝐶�) = 𝐶𝐶 − 𝐶𝐶� (5) 
 
Where 𝐿𝐿(𝐶𝐶,𝐶𝐶�) is the loss function, defined as the difference between the observed value 𝐶𝐶 and the fitted 
value 𝐶𝐶�. By repeated modelling of partitions q of 𝐶𝐶 and 𝐶𝐶� through CV, a generalization of the loss is created. 
When the number of partitions Q is equal to number of observations N it is known as leave-one-out cross-
validation in which the prediction error is an approximately unbiased estimate of the true prediction error 
[46]. The selection of Q is a trade-off between the computational effort needed and the bias-variance of 
the prediction error estimate. The cross-validation (CV) estimate of the prediction error is then:  
 
 
𝐶𝐶𝐶𝐶 = 1|𝑄𝑄| �𝐿𝐿(𝐶𝐶𝑞𝑞 ,𝑓𝑓(𝑋𝑋𝑄𝑄\𝑞𝑞))
𝑞𝑞∈𝑄𝑄
 (6) 
 
Where 𝐶𝐶𝑞𝑞 are the observed values for partition q and 𝑓𝑓(𝑋𝑋𝑄𝑄\𝑞𝑞) are the estimates from partition Q\q. CV is 
the average prediction error across all partitions. In unsupervised learning we cannot define a loss function; 
pseudo cross-validation omits this by substituting the loss function 𝐿𝐿(𝐶𝐶,𝐶𝐶�) in (6) with any cluster validation 
index (CVI) and evaluating the development of the CVI. Using the CVI definition as loss function in (6), 
enables assessment of the variability of the CVI using the partition structure from cross-validation, thereby 
producing the 𝑝𝑝𝑝𝑝𝐶𝐶𝑓𝑓𝑑𝑑𝐶𝐶_𝐶𝐶𝐶𝐶𝑗𝑗 estimate for the j’th cluster k:  
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𝑝𝑝𝑝𝑝𝐶𝐶𝑓𝑓𝑑𝑑𝐶𝐶_𝐶𝐶𝐶𝐶𝑗𝑗 = 1|𝑄𝑄| �𝐶𝐶𝐶𝐶𝐶𝐶(𝑋𝑋𝑄𝑄\𝑞𝑞,𝑘𝑘𝑗𝑗)
𝑞𝑞∈𝑄𝑄
 (7) 
 
Where 𝐶𝐶𝐶𝐶𝐶𝐶(𝑋𝑋𝑄𝑄\𝑞𝑞,𝑘𝑘𝑗𝑗) is the selected cluster validation index calculated for Q\q partition of the dataset X for 
𝑘𝑘𝑗𝑗 clusters. This function calculates the CVI for a specified number of clusters 𝑘𝑘𝑗𝑗 in the interval K of interest, 
where 𝐾𝐾 = {𝑘𝑘𝑖𝑖, … ,𝑘𝑘𝑚𝑚} for 𝑙𝑙,𝑚𝑚 ∈ 𝑍𝑍+  ≤ 𝑁𝑁, and for all partitions of Q\q. As the CVI is calculated for all 
combinations of Q\q, its value will differ between Q\q for different q. The pseudo_CV is exploiting this 
fluctuation to reduce bias.  
As the method does not validate the CVI itself but evaluates the variability of the CVI estimator it is not 
cross-validation per se, hence the estimator is called pseudo cross-validation. The methodology is similar to 
cross-validation, but the loss function is replaced with the CVI estimator. An inherent problem in 
unsupervised clustering is the lack of knowledge of the true categories we are trying to model; this means 
that it is not possible to select a prediction error estimator. Specifically, for K-Means the CVI’s can be 
substitutes for the loss function 𝐿𝐿(𝐶𝐶,𝐶𝐶�), and thus produce an indirect evaluation of the difference between 
the modelled and the truth. The pseudo_CV reduces bias in the cluster selection process for K-Means 
clustering. This bias-variance trade-off increases overall generalizability of the solution. Pseudo_CV is 
applicable in cases where K-Means is selected for clustering and CVI’s are used for selection of K.  
3.4.3. Algorithm 
The algorithm is similar in structure to cross-validation, substituting the standard loss function 𝐿𝐿(𝐶𝐶,𝐶𝐶�) with 
the cluster validation index 𝐶𝐶𝐶𝐶𝐶𝐶(𝑋𝑋𝑄𝑄\𝑞𝑞,𝑘𝑘𝑗𝑗). Below is a pseudo code representation of the algorithm for 
calculating pseudo_CV for K clusters. 
 
In papers 2, 3, and 4 the algorithm has been extended with minimum and maximum values for the each 
𝑝𝑝𝑝𝑝𝐶𝐶𝑓𝑓𝑑𝑑𝐶𝐶_𝐶𝐶𝐶𝐶𝑗𝑗 visualizing the variability for each number of clusters k. Alternatively the distribution could be 
analyzed for distributional confidence bands.  
Pseudo Cross-Validation Algorithm for K-Means  
 
1) Randomly divide the dataset 𝑋𝑋 into q approximately equal-sized mutually exclusive partitions for a 
total of Q partitions. 
 
2) For each number of clusters 𝑘𝑘𝑗𝑗 𝑙𝑙𝑙𝑙 𝐾𝐾 = {𝑘𝑘𝑖𝑖, … ,𝑘𝑘𝑚𝑚} , for 𝑙𝑙 ≤ 𝑗𝑗 ≤ 𝑚𝑚 
3)         For each partition q in Q do: 
 
a)        Remove block q from the total dataset X 
b)        Compute 𝐶𝐶𝐶𝐶𝐶𝐶(𝑋𝑋𝑄𝑄\𝑞𝑞,𝑘𝑘𝑗𝑗), from the remaining Q\q data partitions in 𝑋𝑋 
 
4)         The  𝑝𝑝𝑝𝑝𝐶𝐶𝑓𝑓𝑑𝑑𝐶𝐶_𝐶𝐶𝐶𝐶 is the average CVI across all blocks:  
                                      𝑝𝑝𝑝𝑝𝐶𝐶𝑓𝑓𝑑𝑑𝐶𝐶_𝐶𝐶𝐶𝐶𝑗𝑗 = 1|𝑄𝑄|∑ 𝐶𝐶𝐶𝐶𝐶𝐶(𝑋𝑋𝑄𝑄\𝑞𝑞,𝑘𝑘𝑗𝑗)𝑞𝑞∈𝑄𝑄                                                                       (7) 
 
5) Plot all 𝑝𝑝𝑝𝑝𝐶𝐶𝑓𝑓𝑑𝑑𝐶𝐶_𝐶𝐶𝐶𝐶𝑗𝑗 as function of j and select the optimal number of clusters k*.  
 
Table 10 - Pseudo Cross-Validation Algorithm for K-Means 
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3.4.4. Discussion and Applicability 
The pseudo_CV reduces bias in the process of selecting the optimal number of clusters by evaluating 
variability in the cluster validation index (CVI). This variation in the CVI improves the generalizability of the 
selected solution. However, it does not improve the K-Means clustering solution itself. The method aids in 
the selection of the optimal number of clusters, not the specific cluster definitions created by K-Means. The 
pseudo_CV improves the generalizability and has been applied in papers 2, 3, and 4. Performance of CVI’s 
has been investigated; this was done by evaluating the span of the CVI for each K. Some of the CVI’s 
exhibited large variation such that it was inconclusive what number of clusters to select using specific CVI’s, 
while others produced better estimates of the optimal.  
The methodology of pseudo_CV is applicable to K-Means clustering whenever cluster validation indices are 
employed, and it is not tied specifically to smart meter data. Pseudo_CV presents a framework to alleviate 
bias in the cluster selection process for K-Means regardless of data, assuming CVI’s are employed and the 
data is representative. In unsupervised learning where CV is not defined [52], pseudo_CV is an important 
contribution providing a framework for bias reduction when selecting the number of clusters for K-Means. 
It can be regarded as an unsupervised version of cross-validation for K-Means. 
It is important to stress that the generalizability comes at a price, which is induced variance in the CVI 
estimate. For cross-validation it is well known that the process introduces large amounts of variance, this 
can make a solution look less favorable than is really the case. Given the similarity to CV there is no reason 
to assume pseudo_CV is immune to this inflated variance, but as the true values are unknown in 
unsupervised problems this property is difficult to investigate.  
As development of and rigid investigation of pseudo_CV and its distributional properties was not a central 
aspect of this thesis, papers 2, 3, and 4 used the maximum and minimum values of the pseudo_CV. Further 
studies into the difference between the biased and pseudo_CV estimate of CVI is recommended, along with 
a more statistical rigid investigation of the distribution of CVI using pseudo_CV. This could potentially reveal 
interesting properties of how the biased CVI point estimate differs from the generalized CVI estimate. 
Furthermore, this could help evaluate if the CV property of approximately unbiased prediction error 
estimate for Q = N holds for pseudo_CV. 
Pseudo_CV has not been tested for applicability to other clustering methodologies, conceptually if there is 
a metric used for evaluation, and then this metric can be evaluated using pseudo_CV. In an unsupervised 
setting indirect metrics is the closest to the truth we can come. Whereas supervised learning has many 
methods besides CV for estimating prediction error from dataset. To the best of my knowledge there is no 
similar method or alternative methods for reducing bias in the selection of optimal clusters k* for K-Means. 
For specific cases there might be custom methods which hold for that specific case. Such methods may well 
exist, but during the PhD-study I have not come across references to any such method.  
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3.5. Autocorrelation Features 
Time Series analysis is the study of processes evolving over time. Smart-meter data as described in chapter 
2 are time-series data. The smart-meters record consumption at equidistant time steps from the same 
household. The analysis of the smart-meter data conducted in this thesis does not completely embrace the 
rigor and structure of classical time-series analysis, in which the assumption is often that the time series is 
stationary.  
A method from classical time-series analysis applied throughout papers 2, 3 and 4 is autocorrelation. 
Autocorrelation is a tool for identifying time dependency in data. It measures the time dependency 
between observations in the time-series data and identifies autocorrelation, if any, in the data. However, it 
does not remove autocorrelation, but rather quantifies it and determines whether it is statistically 
significant. In time-series analysis the autocorrelation is used to identify the specific underlying process 
describing a given time series. Here the autocorrelation is not used to identify a given process, as the 
interest is not in specific models, and therefore the rigorous assumption of stationarity of time series is not 
adhered to. The interest is in knowing which time lags 𝜏𝜏 are significant in describing the consumption 
profile. The sample autocorrelation function is defined as follows [53]:  
 
 
𝐴𝐴𝐶𝐶𝐴𝐴(𝜏𝜏) = ∑ (𝑥𝑥𝑡𝑡 − ?̅?𝑥)(𝑥𝑥𝑡𝑡−𝜏𝜏 − ?̅?𝑥 )𝑛𝑛−𝜏𝜏𝑡𝑡=1
∑ (𝑥𝑥𝑡𝑡 − ?̅?𝑥)2𝑛𝑛𝑡𝑡=1  (8) 
 
 
where t and 𝜏𝜏 are integer time steps, ?̅?𝑥 is the series mean. The structure reveals information concerning 
recurrence and periodicity in the smart-meter consumption data. A nice property of the autocorrelation is 
its invariance to scaling of data that is usually needed when applying K-Means clustering. Papers 2 and 3 
identify autocorrelation in electricity and district-heating data respectively. Figure 6 shows the 
autocorrelation of a district heat-exchange station from the AVA data. 
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Figure 6 - Autocorrelation plot with 50 lags of heat exchange station 145 in the town of Kolt. The 0.05% confidence bands show 
significant lag coefficients until lag 28. A clear seasonality is also seen at lag 24, indicating a daily recurrent pattern. As presented in 
paper 3. 
 
The main bulk of research on smart-meter clustering identified in paper 1 seldom acknowledges the 
temporal component. This thesis recognizes that smart-meter data is time-series data, and papers 2 and 3 
demonstrate the potential existence of autocorrelation in smart-meter energy data. Figure 7 shows the 
significant autocorrelation coefficients for electricity clusters (left) and district heating clusters (right). Both 
smart-meter data types demonstrate autocorrelation, but the structure is radically different. 
  
Figure 7 - Autocorrelation for electricity smart-meter clusters (left), autocorrelation for district-heating smart-meter clusters (right). 
Though both types of smart meter clusters exhibit significant autocorrelation, the structure is markedly different. Figures are from 
papers 2 and 3.  
The literature review in paper 1 identifies only one paper applying time-series analysis techniques to the 
data [29] by applying Fourier transformation and subsequent clustering by the single largest frequency. 
Fourier transformation is a technique used in time-series analysis to transform the data from the time 
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domain to the frequency domain, but without keeping track of where specific frequencies are present in 
the former. Wavelet analysis, described in 3.6, can link time and frequency domain information.  
 
3.6. Wavelet Features  
Wavelets represent basis transformations through the application of wavelet basis functions. These 
functions are scaled and translated to fit the signal, that is, a smart-meter series. A notable property of the 
wavelet transformation is its ability to represent smooth and locally non-smooth functions through 
frequency and time localization, thus effectively linking time and frequency [46]. The ability to model local 
spikes and global smoothness makes wavelets appropriate for analyzing high-frequency data [54], enabling 
the wavelet to filter out high-frequency noise [47]. By filtering noise, wavelets efficiently compress the 
data, depending on the threshold selected by the analyst. In the case of the smart-meter data analyzed in 
papers 2 and 3, the compression factor was 5:1, but other studies, for example, in image analysis, have 
compression factors beyond 25:1 [55]. Figure 8 shows wavelet compression of smart-meter data as overlay 
to the original data.  
 
 
Figure 8  - Haar Wavelet approximation to the heat-exchange station Kolt; the compression factor is 5:1. The general structure of 
the consumption is captured by the wavelet, while the spikes are filtered out as noise. This selected wavelet has a large impact on 
the resulting fit, as does the threshold. As presented in paper 3.     
The wavelet coefficients calculated through the wavelet transformation are not easily interpretable but are 
readily applicable as input to the K-Means. An important property of the resulting wavelet coefficients is 
they are uncorrelated [56]. The pyramid algorithm for computing the wavelet coefficient is very efficient 
and runs in 𝐶𝐶(𝑙𝑙) time [57], making it computationally feasible as a transformation for correlated smart-
meter data. Further discussion of wavelets can be found in paper 3. 
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3.7. Varatio 
This section will describe the Varatio methodology developed and successfully applied in paper 4 it enables 
easy comparison of clusters, of the same meters but at different periods in time, to evaluate the cluster 
stability across time. This chapter is split into three sections, in which section 3.7.1 describes the motivation 
for the methodology; section 3.7.2 describes the mechanics of the method, while section 3.7.3 discusses 
the applicability and prospects of the Varatio methodology.  
3.7.1. Motivation 
Varatio is developed as a tool for comparing stability of cluster solutions. In smart meter consumption 
clustering, this relates to identifying if clusters are identical across time i.e. weeks. Identical in this context 
means all members in one cluster in week 1, are consistently grouped together into the same cluster at 
later weeks and without inclusion of new cluster members. If clusters become less identical over time, it 
means the original members of the cluster are transitioning to other clusters and/or vice versa. Depending 
on the length of time, and the nature of the data, this may or may not be expected e.g. for the Danish 
smart meter data, I would expect the clusters to be almost identical when evaluating clusters of weeks back 
to back, but that clusters are less identical when comparing weeks very far apart. It is important to note 
that the cluster profile itself is dependent on the profiles of the members, meaning that if the members 
change profile then so does the cluster. E.g. for the district heating consumption, it is expected that the 
profiles of all members of a cluster change over the course of the year as the seasons change, but the 
clusters would encapsulate the same members. 
Unless clusters are stable across time, we cannot make statements about the members within. If cluster 
definitions are unstable then the clustering must be redone every time a utility wants to select certain 
profiles. If a clusters composition changes only slightly over time, analyzing which members remain, and 
which leave the cluster can reveal valuable insights into how consumption patterns change over time.  
Studying cluster stability requires consumption readings from various recording periods from the same 
meter. Many studies identified in paper 1 did not have access to datasets with multiple periods. The AVA 
and SE dataset analyzed in this thesis include recordings from an entire year, making it possible to analyze if 
meter profiles change throughout the year, and if transitions between clusters occur. In paper 2, the SE 
electricity consumption data is used to cluster profiles using data from the second week of January.  This 
week was randomly selected, leading naturally to the question: would the cluster solution be identical if a 
different week was selected? This is what Varatio is developed to analyze and quantify.  
Comparison of two clustering solutions can be written in tabulated form as seen in Table 11, with the week 
1 cluster solution as rows, and the week 2 cluster solution as columns. If, in this notation, the solutions 
forms a diagonal matrix, then the clusters are identical (left), otherwise the clusters are not identical. As 
there is no apparent data structure for comparing several of these solution comparison matrices, the 
manual task of comparing more than two clustering solutions can be cumbersome. Varatio, developed in 
paper 4, measures the degree to which the comparison matrix is a diagonal matrix. It exploits general 
properties of the definition of sample variance to compare clusters from different clustering solutions, e.g. 
solutions from different weeks. 
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Table 11 - Two extreme cases of weekly cluster mapping. Left shows the 1:1 mapping between two clustering solutions. None of the 
clusters from week 1 have members in multiple clusters of week 2. Right shows the worst case mapping 1:k, k=5; the members of all 
the clusters in week 1 are mapped uniformly to all clusters in week 2 
Comparison of weekly cluster solutions for an entire year produces large amounts of such matrices. Paper 4 
divides one year into quarters of approximately 12 weeks, each quarter is evaluated separately. This results 
in comparison between all 12 weeks of the quarter, giving 12*12 pairs of 2-dimensional comparison 
matrices. 12 occasions of the matrices are weeks compared to themselves and are subtracted for a total of 
12*12-12 = 132 2-dimensional comparison matrices. Varatio can summarize the information of all 132 
comparison matrices into 1 matrix. 
3.7.2. Mechanics 
When comparing clusters there are two possible types of outcomes illustrated in Table 11, A) the clusters 
are identical, having a 1:1 mapping or B) members of the clusters in one solution are scattered across 
clusters in the other solution, for a 1:k mapping, where k is the number of clusters in the second solution. 
For stability in a cluster solution, a 1:1 mapping is desirable and the Varatio metric can evaluate how close 
to such a 1:1 mapping, the clustering solution is.  
Example 1: Consider two weeks of recording of hourly consumption data, collected from a group of smart 
meters. A K-Means clustering solution is produced separately, for each week, and both produce k = 5 
clusters, week 1: 𝑤𝑤1 =  {𝑓𝑓1, 𝑓𝑓2, 𝑓𝑓3, 𝑓𝑓4, 𝑓𝑓5} and week 2: 𝑤𝑤2 =  {𝑓𝑓1′ , 𝑓𝑓2′ , 𝑓𝑓3′ , 𝑓𝑓4′ , 𝑓𝑓5′ }. The solutions w1 and w2 are 
compared to identify if smart meters remain in identical clusters across weeks. The cluster solutions are 
either A) identical, and for simplicity the labels too are identical, {𝑓𝑓1 = 𝑓𝑓1′ , 𝑓𝑓2 = 𝑓𝑓2′ ,  𝑓𝑓3 = 𝑓𝑓3′ , 𝑓𝑓4 = 𝑓𝑓4′ , 𝑓𝑓5 =
𝑓𝑓5
′ }, or B) the solutions are dissimilar, such that the cluster members in w1 are scattered across the clusters 
in w2, e.g. 25 percent of the members of 𝑓𝑓1 are mapped to 𝑓𝑓1′ , 10 percent to 𝑓𝑓2′  and the rest to 𝑓𝑓4′  and so 
on.       ∎ 
Figure 9 illustrates the generalized case of example 1 and shows the difference between a 1:1 cluster 
mapping (left) where the members of a cluster in week 1 will be grouped together in week 2. This mapping 
presents stable clusters between the periods. Conversely, 1:k cluster mapping (right) illustrates the case in 
which the clusters in week 1 are scattered across the k clusters of the solution for week 2. It is important to 
notice that clusters can be identical in size between the two weeks, but their composition may be radically 
different, indicating unstable clusters. This means that the size of clusters between clustering periods is not 
a stable measure of cluster stability.  
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Figure 9 - Illustration of 1:1 cluster mapping (left) where clusters are stable over time. 1:k cluster mapping (right) indicates non-
stable clusters.  
The labels in K-Means cluster solutions are not persistent, meaning, rerunning the clustering can append 
new labels to the clusters even when the members are identical, as illustrated in Table 12. This property 
prevents cluster labels from being used for comparison of the clusters. Neither cluster size nor labels are an 
applicable metric for comparison of clusters, and instead each member in a cluster solution must be 
tracked to analyze stability of and transitioning of meters between clusters. 
 
Table 12 - Clustering solution of two weeks with 1:1 mapping with non-persistent labels (Left).Reaaranging the labels producees a 
diagonal matrix revealing 1:1 mapping (Right). 
The Varatio exploits the properties of the sample variance of random variables, to produce a metric which 
can quantify the difference between two clustering solutions into a vector or single scalar. That is, Varatio 
can reduce each of the 2-dimensional cluster comparison matrices into a vector which can be compressed 
into a scalar. The scalar is simply the average value of the Varatio vector. The Varatio vector shows how 
close to a 1:1 mapping each cluster in a solution is, while the scalar produces an average estimate of how 
close to 1:1 mapping the entire cluster solution is. As vector or scalar Varatio still conveys the information 
of similarity of clusters or solutions, but it is not possible to reproduce the 2-dimensional comparison 
matrix from the Varatio metric. 
Varatio repeatedly applies the definition of sample variance:  
 
 
𝑝𝑝2 = 1
𝑁𝑁 − 1�(𝑥𝑥𝑖𝑖 − ?̅?𝑥)2𝑁𝑁
𝑖𝑖=1
 (9) 
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to the data. Where 𝑥𝑥𝑖𝑖 denotes the i’th observation and ?̅?𝑥 is the sample average. Since Varatio is developed 
for evaluating the stability of the clustering solution, there can never be a negative number of members in 
a cluster. During comparison as in Table 11 and Table 12, there can however be empty clusters due to the 
mapping. The sample variance for vectors of non-negative elements (size of clusters) is subject to two 
extreme cases: A) the minimum variance 𝑝𝑝𝑚𝑚𝑖𝑖𝑛𝑛
2 = 0 is achieved when 𝑥𝑥𝑖𝑖 = 𝑥𝑥,�  ∀𝑙𝑙, and B) the maximum 
variance 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚2  occurs when all but one 𝑥𝑥𝑖𝑖 = 0 in (9). It is important to note that the assumptions Varatio 
makes on the sample variance only hold for non-negative values of the cluster sizes.  That is the 𝑝𝑝𝑚𝑚𝑖𝑖𝑛𝑛
2  
represents the 1:k uniform distribution of members among clusters, and  𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚2  is when all members of a 
cluster are mapped 1:1 to another cluster. 
Example 2: Consider 50 households grouped together in five groups. If they are distributed uniformly this 
can be illustrated as a vector = (10, 10, 10, 10, 10). The mean and sample variance of this vector are: 
?̅?𝑥 = 10,  𝑝𝑝2 = 1
4
((10 − 10)2 + (10 − 10)2 + (10 − 10)2 + (10 − 10)2 + (10 − 10)2) =  0. 
If all the households from the 3rd group are then moved to the 5th group instead, producing the vector = 
(10, 10, 0, 10, 20), the mean ?̅?𝑥 = 10 remains the same, but the variance changes: 
𝑝𝑝2 = 1
4
((10 − 10)2 + (10 − 10)2 + (0 − 10)2 + (10 − 10)2 + (20 − 10)2) = 50.  
Rearranging the meters in one cluster creates a vector = (50, 0, 0, 0, 0) the mean again remains ?̅?𝑥 = 10, but 
the variance now reaches the largest possible value for this constellation:  
𝑝𝑝2 = 1
4
((50 − 10)2 + (0 − 10)2 + (0 − 10)2 + (0 − 10)2 + (0 − 10)2) = 500.   
This knowledge can be applied to evaluate the mapping between clusters.   ∎
      
Let us assume these 50 households, in example 2, where originally chosen because they had the same 
electricity consumption patter in the first week, w1 = (𝑓𝑓1, 𝑓𝑓2, 𝑓𝑓3, 𝑓𝑓4, 𝑓𝑓4), 𝑓𝑓1 = 50. Now assume each of the 
vectors: (10, 10, 10, 10, 10), (10, 10, 0, 10, 20), and (50, 0, 0, 0, 0) from example 2 are possible mappings of 
𝑓𝑓1 to week 2, w2 =  (𝑓𝑓1′ , 𝑓𝑓2′ , 𝑓𝑓3′ , 𝑓𝑓4′ , 𝑓𝑓5′ ). The last vector (50, 0, 0, 0, 0), is a 1:1 mapping where all 50 
household are mapped into a single identical cluster out of the five, 𝑓𝑓1′ : 𝑚𝑚𝐶𝐶𝑝𝑝𝑝𝑝𝑙𝑙𝑙𝑙𝐶𝐶1:1 = (𝑓𝑓1′ = 50, 𝑓𝑓2′ =0,  𝑓𝑓3′ = 0, 𝑓𝑓4′ = 0, 𝑓𝑓5′ = 0), representing a 1:1 mapping of 𝑓𝑓1 into w2.  This constellation produces the 
largest possible sample variance 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚2 = 500. If conversely the mapping of 𝑓𝑓1 is 1:5 and uniformly 
distributed across the five clusters of week 2, just as the first vector in example 2, then the 𝑚𝑚𝐶𝐶𝑝𝑝𝑝𝑝𝑙𝑙𝑙𝑙𝐶𝐶1:5 =(𝑓𝑓1′ = 10, 𝑓𝑓2′ = 10,  𝑓𝑓3′ = 10, 𝑓𝑓4′ = 10, 𝑓𝑓5′ = 10) has zero variance and thereby the smallest possible 
variance for the mapping, indicating that 𝑓𝑓1 is an unstable cluster. Table 13 shows the mean and variance 
for a 1:1 and a uniform 1:k, k=5 mapping for cluster 1 of week 1. The Uniform 1:k mapping results in zero 
variance, the smallest amount of variance obtainable, while 1:1 generates the largest possible variance with 
the data.  
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 MAPPING OF CLUSTER 1 IN WEEK 1 TO CLUSTERS IN WEEK 2.  
CLUSTER NUMBER IN 
WEEK TWO 
1:1 mapping 
𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚
2  
Uniform 1: k mapping  
𝑝𝑝𝑚𝑚𝑖𝑖𝑛𝑛
2  (k=5) 
1’ 50 10 
2’ 0 10 
3’ 0 10 
4’ 0 10 
5’ 0 10 
MEAN 10 10 
VARIANCE 500 0 
Table 13 - Two extreme cluster composition examples, uniform mapping and 1:1 mapping. Exemplified with 50 smart-meters from 
cluster 1 in week 1, distributed across clusters in week 2. There is a difference in the variance of the clustering; this variance 
difference is exploited in the Varatio measure. 
The sample variances 𝑝𝑝𝑚𝑚𝑖𝑖𝑛𝑛
2 and 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚2  constitute the two extreme boundaries of the variance for cluster 
mappings, with 𝑝𝑝𝑚𝑚𝑖𝑖𝑛𝑛
2  representing the most scattering mapping 1:k and 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚2  the perfect 1:1 mapping. All 
other constellations of the variance 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜𝑚𝑚𝑜𝑜𝑜𝑜𝑚𝑚𝑜𝑜 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑛𝑛𝑚𝑚2  are within these bound. Being able to calculate the 
upper bound of the variance makes it possible to evaluate how close to a 1:1 mapping, two clustering 
solutions are. If the observed variance divided by the maximum possible variance equals one (=100%), the 
clusters are stable. The larger the ratio, the closer the mapping is to being 1:1. The lowest possible ratio is 
0, in which case 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜𝑚𝑚𝑜𝑜𝑜𝑜𝑚𝑚𝑜𝑜 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑛𝑛𝑚𝑚2  = 𝑝𝑝𝑚𝑚𝑖𝑖𝑛𝑛2  and the mapping is uniform. The Varatio for evaluation of cluster 
stability is defined as: 
 
 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝐶𝐶 =   𝑝𝑝𝐶𝐶𝑜𝑜𝑝𝑝𝐶𝐶𝐶𝐶𝑜𝑜𝐶𝐶𝑑𝑑 𝑚𝑚𝐶𝐶𝑝𝑝𝑝𝑝𝑙𝑙𝑙𝑙𝐶𝐶2
𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚,1:1 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑛𝑛𝑚𝑚2  (10) 
 
 
With 𝑝𝑝2 as defined in (9) and 𝑥𝑥𝑖𝑖 ≥ 0,∀𝑙𝑙. Varatio is defined as the ratio of the observed cluster variance and 
maximum obtainable cluster variance of the mapping. Since the number of cluster members is always 
known, when evaluating cluster stability, we can always calculate the maximum variance for each cluster 
mapping, by setting all but one cluster to size zero, as illustrated in Table 13. Varatio must be calculated for 
all combinations of clusters between the periods evaluated, creating the Varatio vector. The resulting 
vector must be evaluated by the analyst, as Varatio makes no assumption of what its vector or scalar 
should be and therefore must be evaluated on a case by case basis. A Varatio of 20% can desirable in some 
cases while in other cases the goal is closer to 100%.  Paper 4 implements Varatio and applies it to the SE 
data for several different time periods. Figure 10 shows three possible calculations of Varatio for two 
weeks, each with five clusters containing fifty members. 
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Figure 10 - Two weeks each with 5 clusters and 50 members in each cluster are subjected to the Varatio calculations. Best-case 
mapping appears in the red box, showing that clusters in week 1 are mapped 1:1 into clusters in week 2, resulting in Varatio of 
100%. Worst-case mapping is uniform 1:k, shown in the green box – this is mapping the clusters from week 1 uniformly across 
clusters in week 2, resulting in Varatio of 0%. Finally the blue box random mapping shows how Varatio develops for different 
mappings from 1:1 to 1:k approximately. As presented in Paper 4.  
 
3.7.3. Discussion 
Using statistical variance of cluster changes, the Varatio metric can calculate how stable clusters are across 
time. It does so by compressing each cluster solution to a single scalar, which is a ratio of how close the 
solution is to stability. In paper 4, twelve weeks were compared at a time. Varatio reduced each of the 
twelve week cluster solutions into a vector and thereby reducing the entire problem from 132 2-
dimensional matrices of clusters to a single 2-dimensional mapping matrix. 
Varatio does not present new information when evaluating solution stability. It offers a new perspective on 
comparison by extracting the essential, namely how many members of a cluster continue to be clustered 
together across time. The information is available by examination of the comparison matrices. But like 
methods such as principal component analysis which through eigenvalue analysis highlights structures, 
Varatio uses variance and presents a more convenient overview for comparing matrices. 
The method does not aid in the selection of clusters but can aid in the evaluation of the cluster solutions. 
As such it is a tool for evaluating if clusters created are a snap-shot of that specific period investigated or if 
the solution is stable, i.e. are identical clusters encountered at another time period. 
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Varatio does not interfere with any part of the clustering such as the selection of clusters, or the 
identification of clusters. It is a method which is applied after the clustering solution has been created and 
presents an overview of comparison of multiple clusters at multiple time periods. This also implies that 
regardless of change in the cluster profiles, the Varatio metric is unaffected as it evaluates the transition of 
every member of every cluster and is independent of the profiles. 
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3.8. Okoli’s Systematic Review 
Paper 1 conducts a systematic literature review of the current state of the art in consumption clustering 
using smart-meter data. Okoli [58] argues for a systematic process in literature reviews to produce a 
structured identification of the relevant literature, thereby enabling reproducibility of the study and the 
results. He argues that, even though a literature review is a pillar of every research endeavor, there is a lack 
of structure in how literature reviews are conducted except in dedicated review papers. The literature 
review conducted in paper 1 applies a modified version of Okoli’s [58] process for systematic literature 
review, accommodating seven steps rather than the original eight. The methodology was originally 
developed for information science, where qualitative data extraction and subsequent quality appraisal are 
needed; this is not relevant for the quantitative sciences. Hence the steps Extract Data and Appraise 
Quality are merged into one step in paper 1. The seven steps of the modified method are as follows (and as 
stated in paper 1): 
 
Modified Okoli Process for Systematic Literature Review 
1. Purpose of the literature review. Clearly state the purpose of the review. What is the scope and 
contribution of the work presented? 
 
2. Protocol and training. Ensure consistency, alignment and reproducibility by formally defining 
rules and evaluation criteria. 
 
3. Searching for literature. Explicitly describe the literature search, the “what and where.” 
 
4. Practical screen. Crude inclusion and exclusion of articles not based on quality appraisal but on 
“applicability to the research question.” The reviewer normally only reads the title and abstract at 
this stage. “The practical screen is to screen articles for inclusion. If the reviewer thinks that an 
article matches the superficial qualities of the practical screen it should be included” [58]. If in 
doubt also, the article should be included. 
 
5. Quality appraisal. Screen for exclusion, and explicitly define the criteria for judging articles. All 
articles need to be read and scored for their quality, depending on the research methodologies 
employed by the articles [58]. 
 
6. Data extraction and synthesis of studies. Systematically extract the applicable information from 
the identified articles and combine the facts. 
 
7. Writing the review.  
 
Table 14 - Modified Okoli method for systematic literature review. The method is presented in paper 1. 
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4. Paper Presentation and Results 
This section presents the four research papers produced during the Ph.D. project, and summarizes the 
results and most important findings of each paper. The papers are presented individually so that their 
individual concepts and contributions may be clearly outlined. They are also organized in their intended 
progression and are each described in terms of: 1) scientific outline of the paper; 2) methodology used; 3) 
results; and 4) conclusions. The contributions of the papers are summarized in section 1.5. 
4.1. Paper 1 - Structured Literature Review of Electricity Consumption Classification 
Using Smart-Meter Data 
This paper has been published in the MDPI journal Energies, an open-access journal.  
4.1.1. Scientific Outline  
Paper 1 examines the current trends and research focus in the field of energy consumption clustering using 
smart-meter data. It applies a modified version of Okoli’s [58] method to generate a systematic literature 
review ensuring the structure and reproducibility of the entire process. The data were collected from 
Thomson-Reuters Web of Science academic search engine, which indexes academic literature from books, 
conferences, symposiums and journal papers. It has indexed more than a billion academic texts, and 
searches across more than 12.000 journals [59].  
4.1.2. Methodology 
The paper conducts a systematic literature review to establish the state of the art in smart-meter 
consumption clustering using smart-meter data. It applies a modified version of Okoli’s process for 
systematic literature review described in section 3.8. For feasibility the study only evaluates peer-reviewed 
journal papers indexed by the Thomson-Reuters Web of Science search engine [59].  
The search engine enables keyword or search-phrase searches across multiple attributes. This paper utilizes 
this feature by searching for search phrases in the title and content of the literature. The attributes are 
applied in an “or” clause, enabling the search phrases to refer to either title or content. The paper used 
thirty search phrases relating to smart-meter data analytics, the search phrases being listed in appendix A 
of paper 1. Data collection was undertaken from July 5th to 12th 2016 and resulted in 3922 pieces of 
academic writing, of which 2099 were unique academic texts. 
The systematic process commences by screening titles for inclusion, including all papers of potential 
relevance by adopting a “when in doubt include” criterion. This part includes papers which are later 
excluded due to their insufficient relevance. This process prunes the number of relevant papers to 552. 
Following the screening of titles, abstracts are evaluated, and non-peer-reviewed papers are removed. The 
552 papers are subdivided into themes identified from the abstract. This results in ten distinct categories 
shown in Figure 11, and enabling an overview of research topics that use smart-meter data.  
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Figure 11 - Category distribution after abstract screening. The total includes all types of written material from papers, conferences, 
workshops etc. Peer-reviewed only covers journal papers. As presented in paper 1. 
In the figure two categories are of interest regarding consumption clustering; Consumption Classification 
and Borderline. Consumption Classification encompasses all papers with abstracts describing the analysis of 
smart-meter data for purposes of classifying consumption. Borderline consists of papers where the abstract 
does not reveal whether smart-meter data were used for consumption classification and where no obvious 
fit to any of the nine remaining categories could be established. Papers in Borderline undergo extensive 
screening, addressing the data description and methodology used in order to evaluate their relevance to 
the classification of consumption. Only thirteen papers in Borderline are identified as relevant, resulting in 
a total of 71 peer-reviewed papers split between 58 in Consumption Classification and 13 in Borderline. At 
the time of the review clustering of smart-meter consumption had only been performed on electricity data. 
After its publication few papers clustering district heating consumption have been published [60], [61]. 
The final screening requires the 71 papers to be read to establish their relevance to consumption 
clustering. The process identifies 34 papers from which to extract and quantify relevant information. The 
effects on the paper bulk exerted by the individual screening processes are summarized in the waterfall 
statistic shown in Table 15. The column Screening Type describes the screening applied, Bulk indicates the 
remaining papers after application of the screening and Reduced quantifies the effect of each screening 
type.  
 
Screening Type Bulk Reduced 
Initial  3922 - 
Unique 2099 1823 
Screening I: Title 552 1271 
Screening II: Abstract 311 241 
Removal of non-peer-reviewed papers 136 175 
Screening III: Borderline revisited 71 65 
Screening IV: Reading of articles 34 37 
Final number of papers synthesized 34 - 
Table 15 - Waterfall statistics showing how many articles were excluded in each step of the screening process. As presented in paper 
1. 
4.1.3. Results 
The paper identifies more than ten different methods for consumption clustering using smart-meter data. 
The most prevalent methods are K-Means, used in 65% of all papers assessed, and Hierarchical Clustering, 
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used in 29%. Only one paper uses time-series methods by employing Fourier transformation. The review 
also identifies eighteen different cluster-validation indices (CVI) for evaluating the clustering results thus 
obtained. The most prevalent CVIs are the Davies-Bouldin Index (DBI), the Cluster Dispersion Index and 
Mean Index Adequacy (MIA).  
All papers reviewed employ the same structure in the analysis of the data, as shown in Figure 12. The blue 
boxes indicate the actions that all papers undergo: data processing, method selection, clustering and 
validation of results. Some papers characterize the clusters (red box), enabling a description of the 
identified consumers, while others used the clusters thus obtained to segment new meters, followed by 
subsequent validation. 
 
Figure 12 - Depiction of standard modelling structure. (Blue) Indicates the actions all papers go through (data-processing, method 
selection, clustering and validation). (Red) Some papers charachterize the identified clusters, usually applying external data. (Green) 
Applying the identified clusters to classify new consumption series to evaluate the applicability of the clusters. As presented in paper 
1. 
The review uncovered variations in the attention paid to systematic description of the data analyzed. This 
in turn restricts the transparency and reproducibility of the studies. Paper 1 presents a simple data 
description table allowing researchers to produce a compact data overview, acknowledging the 
preprocessing involved and its possible consequences. The data description was tested in papers 2 and 3 
and presented therein. 
4.1.4. Conclusion 
The papers assessed all successfully produce consumption clusters through analyzes of smart-meter data. 
The clusters thus developed are of academic importance, but linking this to general applicability is largely 
lacking, partly due to two findings. First, the papers overlook the large overlaps between clusters, making it 
impossible to classify a new consumer uniquely. The clusters are represented by cluster means, while the 
cluster variance is largely neglected. Secondly, the stability of the identified clusters is seldom evaluated, 
nor are transitions of consumers between clusters over time. 
Only one paper uses a methodology from time-series analysis, thereby acknowledging the time-series 
structure in smart-meter data. Paper 1 hypothesizes potential improvements to the current performance of 
consumption clustering by incorporating information about temporal aspects into the clustering.  
One of the findings is the varying emphasis on data description, with few papers including detailed 
descriptions of data analyzed, while many papers produce inadequate descriptions enabling the reader to 
understand the data. This poses potential problems when trying to reproduce the study or evaluate the 
assumptions underlying model selection. The paper develops a data description table with thirteen 
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elements for authors to use when describing data to ensure that relevant information about smart-meter 
data is included in future papers.  
4.2. Paper 2 - Electricity Consumption Clustering Using Smart Meter Data 
This paper has been published in the MDPI journal Energies, an open-access journal.  
4.2.1. Scientific Outline  
The paper uses one week of smart-meter electricity data from over 32,000 households from the city of 
Esbjerg in southern Denmark to identify consumption patterns. The SydEnergi (SE) data analyzed are 
described in section 2.2 and in papers 2 and 4. The data selected for the clustering analysis in the paper are 
very homogeneous, only including households connected to the district heating system. The research is 
specifically aimed at investigating temporal dependencies in smart-meter electricity data – that is, the 
existence of autocorrelation – and possible ways to incorporate this in the clustering. The data used are 
presented in the data description table (Table 16). 
 
DATA DESCRIPTION VALUE 
COUNTRY Denmark 
REGION Region Syd (Region South) postal codes: 6700, 6705, 6710, 6715 (City of 
Esbjerg) 
SUPPLIER SydEnergi (SE) Electricity Utility 
INITIAL SIZE 34,418 smart meters 
CLEAR REDUCTION See Table 2 in the paper. 
MISSING VALUES 70 smart meters 
FINAL SIZE 32,241 smart meters 
RECORDING 
FREQUENCY 
60 minutes 
START 10th of January 2011 
END 16th of January 2011 
LENGTH 168 observations (hourly readings) per smart meter 
TYPE Single family houses (18,058 initial size) 
Apartments (15,721 initial size) heated through district heating. 
REFERRAL Data not referenced before. 
Table 16 - Data description table of SydEnergi data utilized in paper 2 the table concept is introduced in paper 1. Thirteen distinct 
features of the data are shown in the table. The table creates an overview of the analyzed data. As presented in paper 2.  
4.2.2. Methodology  
Exploiting that the SE data includes one year of readings for each meter, making it possible to identify 
meters in the period analyzed that exhibit vacant consumption and to remove them from the analysis. This 
is achieved by identifying households that increased their consumption by more than 200% week-on-week, 
as shown in Figure 13.  
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Figure 13 - Week-on-week consumption change for four meters, all demonstrating a 200% increase in consumption, indicating a 
vacant to non-vacant consumption pattern. As presented in paper 2. 
Autocorrelation coefficients are calculated for each meter to establish the existence or non-existence of 
autocorrelation in smart-meter data. K-Means is selected as the clustering algorithm due to its prevalence 
in the consumption clustering literature. As described in section 3.2, this clustering method is unable to 
account for autocorrelation potentially residing in the smart-meter data. Methods applied to remove 
autocorrelation in the data include wavelet feature extraction and autocorrelation feature extraction. The 
clustering solutions adhere to the process chart outlined in Figure 14. All clustering solutions presented in 
the paper contain the steps described in the blue boxes: data processing, preparation and clustering, three 
different preprocessing methods of the input data are applied, autocorrelation features, normalization and 
wavelet features. Four CVIs are used to validate and select the clustering solutions: The Cluster Dispersion 
Index (CDI), the Davies-Bouldin Index (DBI), Mean Index Adequacy (MIA) and the Silhouette index.  
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Figure 14 - Methodology flow chart. This chart illustrates the different data-processing methods used. The (blue) boxes indicate 
processes to which all methods were applied, namely data, preparation and clustering. After preparation, autocorrelation (red) 
indicates the extraction of autocorrelation features. Normalization (black) was applied both as a sole processing method, but also in 
preparation for wavelet transformation (green). As presented in paper 2. 
 
4.2.3. Results 
The paper demonstrates the existence of autocorrelation in smart-meter electricity data, also showing that 
different meters exhibit different degrees of autocorrelation. These differences indicate variations in the 
consumption-generating process and provide evidence of distinct consumption patterns. Figure 15 and 
Figure 16 show the consumption of individual meters during week two of January 2011. Going from left to 
right are the consumption measurements, the autocorrelation coefficients with confidence intervals and 
finally the retained significant autocorrelation coefficients. There are distinct differences in the figures and 
the autocorrelation. 
 
 
Figure 15 -  (left) the original consumption profile, (middle) the solid line is the autocorrelation coefficient, dashed lines are the 95% 
confidence intervals, (right) significant autocorrelation coefficients retained as meter features and applied as input to K-Means 
clustering. The significant lags only include the first fourteen lags, indicating no recurrent pattern. As presented in paper 2. 
 
 
 
 
 
 
 
 
 
Data Preparation 
Autocorrelation 
Clustering Normalization 
Wavelets 
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Figure 16 -  (left) the original consumption profile, (middle) the solid line is the autocorrelation coefficient, dashed lines are the 95% 
confidence intervals, (right) significant autocorrelation coefficients retained as meter features and applied as input to K-Means 
clustering. The significant lags include lags from the first five lags and a recurrence at around lag 20, indicating some periodicity in 
the consumption. As presented in paper 2.  
 
Having established the existence of temporal dependence by way of autocorrelation in the smart-meter 
electricity data, paper 1 found no evidence in the review of prior verification and no acknowledgement of 
time dependence through autocorrelation. Preprocessing of the data using the autocorrelation features 
extraction or wavelet features extraction before applying it as input to the K-Means clustering algorithm 
enables management of temporal dependence.  
The wavelet feature method compresses the signal but retains the original structure of the consumption 
signal, thereby delivering clustering results that resemble results obtained through normalizing data. Figure 
17 shows the CVI developments for normalized and wavelet transformed input data. Both exhibit 
fluctuating structures across the entire definition from two to 36 clusters, resulting in ambiguous cluster 
selection. The inability to cluster can be attributed to the homogeneous nature of the dataset, consisting of 
households in Esbjerg connected to the district heating system.  
 
  
Figure 17 -  (left) the CVI development as a function of clusters for normalized data. There is no apparent optimum; (right) CVI 
development as a function of clusters for wavelet transformed input data. Wavelets also indicate no apparent cluster optimum. 
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The autocorrelation features extract information about the underlying process that generates the 
consumption. By using the autocorrelation features as input to the K-Means clustering, the process type is 
clustered rather than the specific meter. Figure 18 shows the development of the CVI as a function of 
clusters. There is a very distinct “elbow” break, indicating that the optimum number of clusters is twelve. 
This is a considerable improvement compared to wavelet features and normalization, neither of which was 
able to identify the optimum number of clusters.  
 
Figure 18 - Cluster validation index development for the autocorrelation features (ACF). The DBI index shows a distinct “elbow” 
break at twelve clusters. As presented in paper 2.  
The resulting cluster means are shown in Figure 19. Ten of the twelve clusters reveal a similar structure, 
though different in respect of the impact of the five hours immediately past. A recurrent structure is 
observed around the 24-hour lag, showing daily repeatability in consumption patterns.   
 
 
Figure 19 - Plot of the twelve-autocorrelation feature cluster means (ACF) identified using the CDI. Clusters 4 and 8 are distinctly 
different, showing linear decline and no recurrence. The remaining clusters exhibit a largely similar structure, with different values, 
and a different lag for recurrence. As presented in paper 2.  
Investigating the composition of the twelve clusters reveals a balanced solution with ten large clusters and 
two smaller clusters. The clusters are similar in size and evenly distributed across both postal districts and 
dwelling type. The resulting composition of all twelve clusters can be examined in Table 17. 
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Cluster Composition Dwelling Type Postal Code in Esbjerg 
Cluster  Size % of Total Data Apartments Houses 6700 6705 6710 6715 
0 3198 9.92% 1244 1954 1396 571 754 477 
1 2456 7.62% 851 1605 976 460 609 411 
2 3342 10.37% 1240 2102 1427 603 798 514 
3 3988 12.37% 1920 2068 1953 739 763 533 
4 239 0.74% 117 122 127 36 45 31 
5 4295 13.32% 1854 2441 1956 846 888 605 
6 3014 9.35% 1616 1398 1522 586 489 417 
7 3590 11.13% 2237 1353 1976 674 539 401 
8 405 1.26% 300 105 256 63 46 40 
9 3703 11.48% 1476 2227 1568 670 868 597 
10 1794 5.56% 859 935 875 344 347 228 
11 2217 6.88% 946 1271 940 462 488 327 
Total 32,241 100.00% 14,660 17,581 14,972 6054 6634 4581 
Table 17 - Cluster composition table of the twelve different electricity clusters. Only clusters 4 and 8 are markedly different from the 
rest, with a very small cluster size. The remaining cluster sizes are well-balanced across all parameters. As presented in paper 2. 
  
4.2.4. Conclusion 
The paper demonstrates the existence of autocorrelation in smart-meter electricity data, which has not 
been shown before [35], and proposes methods of successfully enabling the K-Means algorithm to account 
for autocorrelation through careful preprocessing of the input data. Preprocessing the data through 
autocorrelation features produces balanced clustering solutions with distinct clusters. The wavelet features 
produce solutions resembling normalized clustering, both being unable to produce unambiguous clusters. 
This can be attributed to the homogeneity of the data selected for clustering, but autocorrelation features 
are able to produce distinct clusters. Both autocorrelation and wavelet features significantly compress the 
data but retain the ability to cluster: the compression improves clustering speed and, in the case of 
autocorrelation features, also improves clustering ability.  
 
4.3. Paper 3 - Clustering District Heat-Exchange Stations Using Smart-Meter 
Consumption Data 
This paper is published in the Elsevier journal Energy & Buildings.  
4.3.1. Scientific Outline  
Paper 3 investigates consumption clustering using smart-meter district-heating data from heat-exchange 
stations (HX). Heat-exchange stations are equivalent to electricity transformation stations and connect the 
120oC transmission grid to the 80oC distribution grid. The paper investigates the existence of temporal 
components in smart-meter district-heating data, identifiable as autocorrelation, and examines methods of 
improving clustering in order to manage autocorrelation. It uses research conducted and methodology 
successfully applied in electricity consumption clustering to district-heating consumption clustering. The 
data analyzed in paper 3 are provided by AffaldVarme Aarhus (AVA) and contain hourly consumption 
readings from heat-exchange stations from January 2017, ultimately including 49 stations, with 744 hourly 
recordings per meter for the whole of January. The data are aggregated into districts and are non-sensitive. 
An overview is given in Table 18. 
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DATA DESCRIPTION VALUE 
TYPE  Smart-meter readings from district heat-exchange stations, exchanging heat 
from transmission to distribution grid. Supplying smaller geographical areas 
of residential and industrial consumers with heat. 
COUNTRY  Denmark 
REGION Municipality of Aarhus 
SUPPLIER AffaldVarme Aarhus (AVA) 
INITIAL DATA SET SIZE 53 District Heating-Exchange Stations, with 744 readings each. 
EXCLUSION OF DATA Meter #130 was removed, as it is a large company heat-exchange station 
serving only one customer. 
MISSING VALUES Meters: #118A, #136J, #147 were discarded due to missing data for the 
whole of January. 
 
Meters: #111C, #119, #133, #134, #135, #136, #148 and #151 represent 
erroneous readings. Imputation is described in paper 3. 
FINAL DATA SET SIZE 49 district heat smart-meters with complete data with 744 readings each. 
RECORDING FREQUENCY Hourly (sixty-minute intervals) 
START 01/01/2017 
END 31/01/2017 
LENGTH 744 recordings per meter. Hourly recording for the whole of January. 
REFERRAL Data not referenced before. 
Table 18 - Data description table summary of the AffaldVarme Aarhus (AVA) Heat Exchange station consumption. An adaptation 
from paper 3. 
4.3.2. Methodology 
The paper applies K-Means clustering to the AVA data, clustering the entire month of January. The data are 
filtered and preprocessed to ensure analytical quality through the removal of meters with missing values 
and imputing series means onto outlying values. Figure 20 shows meters exhibiting outlier values (left) and 
the mean corrected data (right). 
 
  
Figure 20 - Identification and imputation of outlier values: (left) the original raw data, (right) the series mean imputed data. The 
imputation is simple but visually leaves no undesirable artifacts. As presented in paper 3. 
The data are prepared for analysis using four scaling methods: normalization, standardization, mean-
centering and mean-divide. The clustering results are validated using four CVIs: MIA, CDI, DBI and 
Silhouette. A novel method of conducting unsupervised cross-validation is introduced using the CVI as 
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pseudo-response variables. The presence or not of a temporal component is investigated using 
autocorrelation. Autocorrelation feature extraction and wavelet transformation are applied to enable K-
Means to handle autocorrelation in the data.  
4.3.3. Results 
The paper identifies the existence of autocorrelation in smart-meter district-heating data and successfully 
extracts significant autocorrelation features from the data as input for the K-Means clustering method. 
Figure 21 confirms the existence of autocorrelation and seasonality identified in heat-exchange station 145 
Kolt.  
 
Figure 21 - Autocorrelation plot for heat exchange station 145 (Kolt) with fifty lags. Autocorrelation is indicated by the solid line, 
while the dashed lines indicate the 95% confidence intervals. Autocorrelation and seasonality components are visible in the figure. 
As presented in paper 3. 
Clustering of consumption using normalized data results in a viable clustering solution, although the 
resulting clusters contain large variation such that the clusters overlap. 
The wavelet transformation can account for the autocorrelation in the data and reduce the dimensions in 
the input data significantly from 744 readings to 161 coefficients. This reduces the computational cost of 
the K-Means clustering by several orders of magnitude. The clustering results from the wavelet 
transformation clustering are very similar to those from the normalized clustering. The similarity structure 
can be seen in Table 19, where almost all clusters are located in the diagonal.  
 
METHOD  WAVELET FEATURES 
 Cluster # 0 1 2 3 Total 
NORMALIZED 0 16   2 18 
1  4   4 
2 3  9  12 
3 1   14 15 
 Total 20 4 9 16 49 
Table 19 - Cluster overlap table between normalized and wavelet transformed data. Columns show wavelet transformed clustering, 
and rows show normalized clustering. Normalized and wavelet produce similar clusters with this data set. Nearly all normalized 
clusters are mapped 1:1 to the corresponding wavelet cluster. The two methods yield similar clustering in this case. An adaptation 
from paper 3.  
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Table 20 shows the autocorrelation features producing a different clustering solution that is more finely 
grained than that obtained from the normalized data. The normalized data suggest four clusters, while 
autocorrelation indicates seven. The difference in clustering is not just in the ability to sub-cluster the 
normalized clusters, as the method develops distinctly different clusters. The autocorrelation feature 
method transforms data and by design reduces the dimensions from 744 to 24, and with this data produces 
clusters that are distinctly different from the normalized clusters.  
  
METHOD AUTOCORRELATION FEATURES 
 Clusters # 0 1 2 3 4 5 6 Total 
NORMALIZED 0 7 3  1 3 2 2 18 
1    2  2  4 
2 2  2 1 4 3  12 
3 2 2 2 9    15 
 Total 11 5 4 13 7 7 2 49 
Table 20 - Cluster overlap table. The columns show the seven clusters from the autocorrelation feature (ACF) transformation 
clustering, while the rows show the normalized clustering. All normalized clusters are scattered across several ACF clusters, showing 
that the detailed ACF clustering is not just a subset of the normalized clustering but entirely different clusters. An adaptation from 
paper 3.  
Though the autocorrelation feature clustering develops finer clusters than the normalized version, the 
paper is unable to show a statistical significance in their clustering performance between the three 
methods: normalization, wavelet transformation and autocorrelation features.  
4.3.4. Conclusion 
The paper confirms the existence of autocorrelation in smart-meter district-heating consumption data. This 
is an important finding, as it emphasizes the need for the selected clustering methods to incorporate 
temporal structures into the clustering to capture all the available information. Autocorrelation features 
and wavelet transformations are able to preprocess the data so that temporal dependencies are handled 
and included in the K-Means solution. Both methods reduce the dimensions and thus the computational 
effort, but the autocorrelation feature can visually deliver more distinct and more finely grained clusters. 
 
4.4. Paper 4 – Stability of Electricity Smart Meter Consumption Clusters over Time 
This paper has been submitted to the Elsevier journal Applied Energy. 
4.4.1. Scientific Outline 
Paper 4 evaluates the stability of electricity consumption clusters over time. This entails investigation of 
individual meters that are clustered together, regardless of the time of year. The data analyzed cover the 
whole of 2011 with hourly resolutions. To keep the computations feasible the year is divided into quarters: 
January -March, April-June, July-September and October-December. Each quarter is subdivided into weeks 
as the smallest time window in which to cluster, and each week contains hourly resolution as the smallest 
recording entity. Week 52 is excluded due to its radically different consumption pattern because of the 
Christmas holidays. The paper clusters and compares each week within each quarter to determine whether 
meters are clustered together throughout the quarter. 
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4.4.2. Methodology 
The data analyzed in the paper are similar to those analyzed in paper 2, except that rather more data-
cleaning was required to ensure all the included meters have readings across the entire year. The 
methodology for clustering likewise includes lessons from paper 2 in respect of preprocessing the data with 
the autocorrelation features prior to K-Means clustering and applying pseudo-cross-validation of the cluster 
validation indices in the selection of clusters. The paper develops and applies the Varatio methodology 
described in section 3.7 in assessing clustering stability.  
4.4.3. Results 
All four quarters exhibit differences in the weekly estimated optimum number of clusters. In general, 
however, six clusters appear as the majority across all four quarters. Within each of the four quarters the 
Varatio estimate for mapping is approximately 1:k (described in section 3.7), with a few mappings 
exceeding a 20% overlap. This indicates that the clusters are only valid for the week they are defined and 
are not generalizable to other weeks. This finding is recurrent throughout the four quarters of the year. 
Table 21 shows the Varatio estimates tabulated for three different weeks of quarter 2. The three tables 
show poor Varatio coefficients with all weeks in the same quarter. 
Week 19 Varatio overlap with rest of weeks in Q2  
Week 19 to 14 
19 to 
15 
19 to 
16 
19 to 
17  
19 to 
18  
19 to 
19  
19 to 
20  
19 to 
21 
19 to 
22 
19 to 
23 
19 to 
24 
19 to 
25 
19 to 
26 
Cluster 0 8% 9% 8% 9% 9% 100% 8% 7% 9% 7% 10% 8% 11% 
Cluster 1 6% 6% 7% 7% 6% 100% 8% 7% 7% 5% 8% 6% 9% 
Cluster 2 14% 13% 7% 11% 13% 100% 13% 15% 10% 13% 12% 13% 12% 
Cluster 3 17% 19% 16% 19% 22% 100% 19% 20% 19% 18% 18% 17% 19% 
Cluster 4 4% 4% 4% 5% 4% 100% 3% 5% 5% 4% 6% 3% 4% 
Cluster 5 9% 9% 8% 9% 10% 100% 9% 8% 9% 9% 10% 9% 10% 
 
 
Week 20 Varatio overlap with rest of weeks in Q2  
Week 20 to 14 
20 to 
15 
20 to 
16 
20 to 
17 
20 to 
18  
20 to 
19 
20 to 
20  
20 to 
21  
20 to 
22 
20 to 
23 
20 to 
24 
20 to 
25 
20 to 
26 
Cluster 0 11% 11% 6% 9% 10% 11% 100% 12% 9% 11% 11% 12% 11% 
Cluster 1 19% 19% 17% 20% 22% 23% 100% 20% 20% 18% 19% 18% 20% 
Cluster 2 6% 6% 6% 7% 5% 7% 100% 6% 7% 5% 8% 6% 9% 
Cluster 3 9% 10% 9% 10% 11% 10% 100% 8% 10% 10% 11% 9% 11% 
Cluster 4 3% 2% 2% 5% 3% 3% 100% 5% 4% 2% 4% 2% 4% 
Cluster 5 8% 9% 9% 9% 9% 9% 100% 8% 9% 7% 10% 8% 11% 
 
 
Week 22 Varatio overlap with rest of weeks in Q2  
Week 22 to 14 
22 to 
15 
22 to 
16 
22 to 
17 
22 to 
18 
22 to 
19  
22 to 
20  
22 to 
21 
22 to 
22 
22 to 
23 
22 to 
24 
22 to 
25 
22 to 
26 
Cluster 0 6% 6% 6% 6% 5% 6% 7% 5% 100% 5% 8% 5% 8% 
Cluster 1 10% 10% 10% 10% 11% 11% 11% 8% 100% 10% 11% 11% 11% 
Cluster 2 16% 17% 15% 17% 20% 20% 17% 17% 100% 17% 18% 16% 18% 
Cluster 3 8% 8% 8% 9% 8% 8% 8% 7% 100% 7% 10% 7% 11% 
Cluster 4 4% 4% 3% 4% 3% 4% 4% 4% 100% 4% 7% 4% 5% 
Cluster 5 12% 11% 8% 10% 10% 11% 13% 13% 100% 14% 13% 13% 12% 
 
Table 21 - Varatio coefficients for each cluster combination in weeks 19, 20 and 22. Dark green indicates a 50%+ Varatio coefficient. 
Light green indicates Varatio estimated at between 20-50%, yellow at 10-20%, light red at 5-10% and dark red at <5% of maximum 
variance as defined by Varatio. In all three selected weeks of Q4, the mapping is approximately 1:k. The data is rounded to nearest 
integer value. As presented in paper 4.  
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4.4.4. Conclusion 
Regardless of the quarter analyzed, the paper was unable to identify any weeks producing time-stable 
clusters. Each week’s clusters are valid only for precisely that week. The mapping investigated in the paper 
unanimously suggests that the clusters are mapped approximately 1:k throughout the entire year. This 
finding implies that the clustering produced by applying the K-Means algorithm to smart-meter data 
produces non-viable clusters that are neither generalizable nor applicable in a practical setting for utilities. 
 
4.5. General Paper Discussion 
The papers in this thesis have been designed to maximize their contributions to the research objectives and 
deliver a general coherence of the study. Subsequent papers apply knowledge gained in previous papers 
thereby contributing to a natural progression throughout the study.  
Paper 1 creates a comprehensive and coherent summary of the field of smart meter analysis, which allows 
for identification of gaps in the current methodology applied. Paper 2 applies the state of the art of the 
field to similar data from a Danish electric utility and tries to improve the methodology by accounting for 
temporal structures. Paper 3 extends the knowledge from electricity consumption data to district heating 
consumption data and shows similarities between the data types. Finally, paper 4 investigates the stability 
of the cluster solutions. Throughout all the papers, methods have been modified or developed to narrow or 
close identified gaps. The overall progression of the papers is shown in Figure 22. 
 
Figure 22 - Paper progression: Paper 1 generates an overview of the state of the art in smart meter data analysis. Paper 2 applies 
the knowledge to Danish consumption data. Paper 3 Investigates if the methododology is applicable to district heating. Finally 
paper 4 studies the time persistance of cluster solutions. 
Paper 1 systematically identifies important papers; it does so by applying a modification of Okoli’s method 
for systematic literature reviews. This way of conducting a review was chosen as it presents a clear 
procedure for identifying studies and evaluating the relevance. Different strategies exist for literature 
reviews, but this method delivers repeatability, and a transparency to the process. It allows for later 
amendments either by updating the review with published material or widening through inclusion of new 
key-phrases. The process is largely deterministic, though the assessment of paper relevance is ultimately at 
the author’s discretion. This bias is affecting the study, through keyword selection, inclusion criteria, and 
protocol, which directs the focus of the study. To ensure repeatability all datasets collected from web of 
science have been kept for later reference, and each step of the paper review processing has been 
documented and archived and it has often been revisited to investigate why some papers was not included 
in the review.  
Where paper 1’s target is a comprehensive coherent summary of the field, paper 2 and 3 are focused on 
the applicability of the methods to the major component of the Danish energy system; electricity and 
district heating.  
Overview of the 
field 
Clustering of 
electricity 
consumption 
Clustering og 
District heating 
consumption 
Persistence of 
cluster solutions 
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Paper 2 analyzed subsamples of electricity consumers connected to district heating and living in downtown 
Esbjerg. This subset is very homogeneous compared to the overall dataset but still expected to include 
many different consumer types. Clearly a more inhomogeneous subset of the data could have been 
beneficial in achieving more successful clustering. The current subset selected represents a large portion of 
household in Denmark, and applicable clustering solution of this subset is important in identification of 
flexibility. It is important to develop methods that can produce distinct clusters on this group of consumers 
due to their large prevalence in the Danish population. 
Not having encountered district heating in the review of paper 1, the analysis of this type of data is novel 
and important. It is not evident that methods applied for fast moving energy as electricity are applicable to 
the much slower district heating. Mimicking the analytical process from electricity consumption clustering 
to district heating ensures a natural extension to the literature of electricity smart meter clustering to 
district heating, while at the same time uncovering if these data types can be analyzed using comparable 
methods.   
The district heating data analyzed are aggregated but still represent an energy type not encountered in the 
field before. Data acquisition of household level smart meter consumption was unmanageable within the 
time frame of the PhD, due to compliance with data privacy regulation. The current aggregated level of 
clustering contributes to the overall literature, but household level detail could provide even more 
information and detailed analysis. The aggregated consumption enables clustering the differences between 
districts rather than individual consumers.  
Few studies identified in paper 1, evaluate the resulting cluster solution or apply it to cluster new meters. 
Paper 4 develops and successfully applies a methodology for evaluating if clusters are persistent in time. 
For the SE electricity data the results are discouraging, with no cluster evaluated being persistent. The 
Varatio quantifies what paper 1, 2 and 3 have been discussing about performance of K-Means clustering of 
smart meter data. It does not produce results which are entirely unexpected, but the degree to which 
Varatio show scattering of clusters across time is surprising. Varatio needs more testing on other smart 
meter consumption data to see if the findings are general across energy types, and to evaluate the method.  
Having been unsuccessful in the review to identify papers that are able to create truly distinct clusters, 
paper 2, 3 and 4 tries different methods to create unique clusters and assess the resulting cluster stability. 
The thesis identifies gaps and provides methodology for improving the clustering and assessing the stability 
of the clusters. The thesis is unable to develop or identify current methods which produce distinct clusters. 
This and other studies show there is plenty of structure in the data, but the current methods are not able to 
exploit this information and produce distinct clusters.  
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5. Discussion 
In today’s society, data is perceived as “The New Gold” [62], [63], holding out the promise of disrupting 
well-known societal structures and revolutionizing industries [64]. Smart-meter data have been hailed as 
the new premier product for electric utilities [21], [23], [22] relegating electricity to a mere commodity 
needed to obtain valuable high frequency consumption data. 
Current legal requirements to introduce smart-meters and store consumption data have increased cost and 
operational complexity for the individual utilities without enabling clear potentials for utilities to generate 
imminent income from the data. This thesis has analyzed smart-meter electricity and smart-meter district 
heating consumption data to evaluate the potential for consumption clustering and highlight pitfalls and 
limitations. Diverse tariffs catering for different profiles could incentivize consumer flexibility, thereby 
optimizing grid operation and reduce maintenance and operational costs for the utility.  
Renewable energy sources, especially wind energy, introduce volatility into the electricity grid, smart meter 
data can be used to create tariff structures that incentivize flexible demand, to stimulate consumption 
during high production times. Electrification of the transportation sector will only increase the need for 
flexibility. Different tariff schemes able to regulate consumption are needed for the future electricity grid to 
sustain the increased demand when electrification of transportation is realized. Tariffs as incentives for 
flexible consumption can help reduce electricity grid strain and save end-users of large costs related to 
strengthening the grid. It is expensive and infeasible for utility companies to develop tariffs for individual 
household to leverage consumption flexibility. Smart-meter electricity consumption data potentially 
enables utilities to identify similar consumption patterns, making it possible to identify consumption 
patterns and target similar consumers with a relevant tariff. Development of these tariffs requires 
consumption insights which smart-meters can provide.  
Flexibility in the energy system does exist [65], and the individual elements of the energy system are highly 
optimized. The individual households have little influence on the overall system. Smart meter data can 
make individual households an integral part of the overall system and allow for consumption flexibility 
rather than just system flexibility.  Legislation must allow for the introduction of technological solutions and 
enable frameworks for creating incentives; in this regard smart-meters are a tool for creating and enforcing 
tariff strategies and not the solution itself. 
There are differences in energy consumption between households, even when no electricity is used for 
heating. Papers 2 and 3 show this in a Danish context. While paper 1 identifies studies that successfully 
identify electricity consumption clusters, the clustering solutions are unable to produce clusters that are 
valid outside the period analyzed. Smart-meters enable unprecedented detail about consumption, data 
that have the potential to provide deep insights into consumption patterns and can be expected to help 
identify flexibility. Analyzing the current state of the art in smart meter consumption clustering, this thesis 
shows that creating stable clusters with the currently prevailing methodology from smart-meter 
consumption data is not a trivial task.  
The flexibility solution identified for household consumption cannot be allowed to degrade the comfort 
levels of inhabitants. The scheme for governing this flexibility must be fair and balanced; otherwise 
consumers will reject and counteract the scheme due to egocentric behavior. This has been observed in a 
recent study where a small village consumption flexibility was analyzed, the imposed tariff structure was 
unbalanced and resulted in inflexible and shortsighted consumption behavior [66].  
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Even though Danish consumers pay some of the lowest electricity prices in Europe [67], the current flat 
taxation (including VAT) of 70% [68] of electricity in Denmark amounts to the highest net charge in the 
same region [69]. The remainder of the electricity bill is split evenly between the DSO and the supplier. The 
margins for the utilities are low [2], with little incentive for consumers to switch supplier. There is little 
room for either to introduce incentive for consumers to behave flexibly. E.g. a household is offered reduced 
prices in selected time slots resulting in shifting 20% of consumption to this time slot. This change only 
affects the 15% of the overall electricity bill; consequently, the household only gains as little as 3% overall 
reduction on the electricity bill due to fixed costs. This is because of high fixed costs makes the first kWh 
electricity MWh heat expensive, especially for small households [70]. Coupled with the relative small 
impact on household’s financial situation, a 3% saving is comparably small incentive compared to reduced 
convenience and increased micromanagement. To realize the potential of smart-meters consumption data, 
the electricity taxation must enable incentive structures for consumers to behave flexibly. Smart-meters 
alone can only identify when energy is consumed and create the insights needed for developing tariff 
structures that motivate consumption flexibility. If incentives are not enabled, smart-meters will remain 
nothing more than an advanced system of measuring consumption. 
The current methods applied to consumption clustering using smart-meter data do not leverage the time 
series structure of the data. Few methods exist for clustering time series [71], and further research into 
time series clustering is needed such that the clustering will include the intrinsic information like 
autocorrelation structures. This thesis has proposed several methods for improving clustering results by 
introducing preprocessing of the input data, thus enabling K-Means to include temporal information. Paper 
2 and 3 used preprocessing of data to improve the definition of the resulting clusters; both papers 
improved the clustering compared to non-preprocessed solution. The papers 2 and 3 were unable to show 
that the reduction in variance achieved by preprocessing the data enabled statistically improved clustering, 
meaning that the variance, though reduced, still produces overlap between clusters. Regardless of the 
proposed preprocessing; K-Means is capable of clustering smart meter consumption data, but is unable to 
create distinct clusters, nor does it include important inherent information from the data. 
Though the K-Means can produce clustering solutions based on smart-meter data, the resulting solution is 
so far of mere academic importance, illustrating the robustness and clustering ability of the method. 
However, the practical applicability of the clustering is unclear, as the within-cluster variance is substantial, 
and large enough that clusters overlap statistically. Consequently, the overlap between clusters results in a 
lack of discriminatory power, making it difficult to create viable consumption clusters. All four papers 
engage in a discussion on how to reduce the within-cluster variance and thus improve the identifiability of 
the individual clusters but without reaching conclusive results. Papers 2, 3, and 4 all introduce methodology 
for either improving clustering or evaluating cluster stability, but the methods introduced are unable to 
supply statistically improved results compared to previous research. Further research into methods able to 
create distinct smart–meter consumption clusters and statistical tests for testing similarity between time-
series are needed. 
Paper 4 introduces the Varatio method for evaluating cluster stability, showing that the clusters created 
using K-Means are only valid for the time selected for the clustering. This result can be surprising factoring 
in the decade of successful clustering using K-Means and electricity smart-meter data. Some papers have 
inadvertently proposed this result through the visual inspection of clusters hinting to overlapping and 
unambiguous clusters [28] though successful in producing clusters their stability was never investigated.  
Few papers have had access to datasets which enable the analysis of cluster stability; this has propelled the 
successful clustering of smart-meter data but without the ability to prove the stability outside the realm of 
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the cluster validation indices and the brief period analyzed. The indices only supply information about the 
optimum clustering given the data at hand, and do not provide information about cluster overlap nor 
stability over time. The recognition that overlapping clusters and optimal number of clusters are not mutual 
exclusive events is vital in the four papers included in this thesis. It shows that cluster validation indices can 
hint to the optimal number of clusters without necessarily enabling unique clusters.  
Smart-meters record consumption at very high frequency, but there is no consensus on recording 
frequency for consumption clustering. Popular choices are fifteen and sixty minutes, but no research 
identified has investigated the impact of the frequency on clustering capability. The currently selected 
methods for clustering smart-meter consumption are readily available in most analytical software, but as 
the papers 2, 3 and 4 shows the methods are producing clusters with limited applicability. There is a need 
for theory and tools for comparing realizations of time series thus quantifying differences. Missing is also a 
statistical framework allowing for statistical comparison of clusters of time series such that clustering 
methods can be compared and resulting clusters can be evaluated.  
K-Means is simple to apply which is possibly the reason for its widespread application in smart-meter 
consumption clustering, but its ability to identify clusters is not equivalent to the creation of distinct and 
unambiguous clustering results. This thesis recommends that future smart-meter consumption clustering 
develops and employs other algorithms than K-Means as the solutions created with K-Means are often not 
generalizable, and the clusters produced may not be valid in a larger context. The problem of the poor 
clustering amounts to the lack of methods able to cluster time series effectively. There is a large body of 
research into the analysis of time series, enabling identification of models and forecasting of event, but 
within time series there is a gap in the literature regarding the evaluation of (dis)similarity between time 
series. Without dedicated methods for clustering time series; K-Means and business rules generated from 
customer knowledge are potentially the best options currently available for clustering smart-meter 
consumption data with all the pitfall and unambiguity this entails.  
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6. Conclusion and Outlook 
This thesis has via five research objectives analyzed the applicability of smart-meter electricity and district 
heating smart-meter consumption data for clustering. It has shown that Danish smart-meter electricity 
consumption data behave equivalently to previously published research papers and that the data does 
demonstrate evidence of consumption profiles.  
Paper 1 of this thesis contributes to the literature by evaluating the current state-of-the-art in smart-meter 
consumption clustering. The evaluation is conducted by applying Okoli’s method for a systematic literature 
review. Paper 1 has generated an overview of the main methodologies applied in smart-meter electricity 
consumption clustering, with simple methods like K-Means and Hierarchical clustering as the most 
prevalent. Neither is designed for clustering time series data such as smart-meter data. Furthermore, paper 
1 identified many cluster validation indices for estimating the optimum number of clusters when applying 
unsupervised clustering. The main conclusion from the review in paper 1 is the capability of K-Means to 
successfully calculate clusters from smart-meter data, but that current research papers are not harnessing 
intrinsic information in the data, such as autocorrelation to improve the clustering.  
The lessons from the review are used in paper 2 to cluster Danish smart-meter electricity consumption 
data. The K-Means algorithm is used for clustering to ensure comparability to current studies and the 
clustering solutions are equivalent. No papers in the review investigate the smart-meter data for 
autocorrelation, making paper 2 the first paper to show potential for autocorrelation in smart-meter 
electricity data. Paper 2 applies the four most prevalent cluster validation indices and introduces 
autocorrelation features and wavelet features to enable K-Means to manage autocorrelation in the 
clustering. The resulting clustering is finer grained than clustering omitting the autocorrelation.  
Paper 3 is reproducing paper 2 with smart-meter district heating consumption data. The same cluster 
validation indices and clustering methodology is applied. This paper also proves the existence of 
autocorrelation in smart-meter district heating data. As with electricity consumption data the clustering of 
district heating data is improved by applying autocorrelation features and wavelet features. Paper 3 shows 
that the methodology applied for electricity data consumption clustering is readily applicable for district 
heating smart-meter data.  
The papers 1, 2 and 3 all question the generalizability and applicability of the clusters created. Paper 4 
develops a method; Varatio which can evaluate cluster stability over time. The paper shows how the 
clustering of one week of electricity data does not generalize to other weeks of the same year. The 
clustering solutions generated via K-Means are difficult to generalize, meaning new smart-meter 
consumption data cannot easily be categorized according to some previous clustering solution generated 
by K-Means. 
Smart-meter electricity and district heating consumption data collected for billing purposes does exhibit 
different consumption patterns, however the prevalent methods currently applied in smart-meter 
consumption clustering struggle to produce viable clustering solutions which generalize across time and 
data. This thesis has not been able to identify clustering algorithms capable of producing unambiguous 
clusters from smart-meter consumption data. The currently applied methods do not produce sufficiently 
distinct clusters for the solutions to be feasible in a practical context retaining smart-meter consumption 
clustering as an academic exercise at the moment. 
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Outlook 
Through the four papers this thesis has shown that there is a need for further research into smart-meter 
consumption clustering methods. The current methods applied are able to produce distinct clusters, but 
with large variation making the attainable clusters academically relevant, but their practical applicability 
questionable. Paper 1 indicates several unanswered questions regarding smart-meter consumption 
clustering, relating to time interval selected, distinguishability of clusters, methods for testing differences 
etc.  
Although this thesis, using Danish smart meter data, presents results which are in line with the current 
literature, the resulting cluster solutions using state of the art methodology have little practical 
applicability. The methodology for clustering time series data must improve the handling of variation to 
enable better distinction between clusters. Papers 2, 3, and 4 shows there is much information hidden in 
the smart meter consumption data, but this information is for the moment not applicable.    
As smart meters produce a data type encountered in many fields; energy consumption, log-files, finance, 
computer security etc. the problem of distinct clusters is general, and many fields are studying it. I have no 
doubt that incremental improvement to unsupervised clustering, such as this thesis; will eventually enable 
creation of distinct clusters with this type of data, allowing for applicability outside academia.  
So, if the current clusters are non-stable and not distinguishable where does it leave analysis of smart 
meter consumption data? Increasing the discriminatory power by including e.g. socio-economic and 
demographic data can potentially improve the applicability of the clustering. The coupling of different types 
of energy consumption data is also an interesting prospect. At individual household level smart meters 
deliver a data structure that has been extensively studied in other fields. Methods from time series allow 
for forecasting of individual households, while the field of statistical quality control delivers tools for 
detecting shift in consumption patterns. At cluster level the methods are not yet able to deliver results that 
are comparable to what can be achieved for the individual meter.   
Another scenario is moving the clustering of consumption from the utilities to 3rd party vendors who can 
deliver tailor-made services that cater to specific types of customers. Danish electricity smart meter 
legislation allows for such constellations. The services can be available as opt-in services where the 
consumer supply consumption data, to the 3rd party which for a fee delivers a service to the household. 
This approach disregards the aim of the thesis of identifying clusters, but enables application of the meter 
data for the benefit of individual households. It could potentially provide security services to households of 
elderly or disabled people who supply data for profiling such that event not conforming to their usual 
schedule flags warning at the service provider, who can then call for assistance. Other potential application 
is the possibility of reduction in spending on energy through energy improvements. These improvements 
can be identified from consumption data coupled with information about the house and personal data 
which the consumer delivers.  
Finally, the smart-meters harvest a resource which in today’s society is sought after and debated, personal 
data. Possibly the meters are able to help identify if elderly discourse from their daily routine and might be 
in need of assistance.  Conversely, smart-meters offer the threat of external surveillance of household’s 
consumption data for misuse. Data centers as the Datahub from energy will become increasingly 
interesting as target for attack, further increasing the operational cost and risks. Is the perceived intrusion 
on personal privacy by deep knowledge of individual electricity consumption from the smart-metering, 
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surpassed by the societal benefits? A discussion about the limits to the application of smart-meter data is 
needed.  
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Abstract: Smart meters for measuring electricity consumption are fast becoming prevalent in
households. The meters measure consumption on a very fine scale, usually on a 15 min basis, and
the data give unprecedented granularity of consumption patterns at household level. A multitude
of papers have emerged utilizing smart meter data for deepening our knowledge of consumption
patterns. This paper applies a modification of Okoli’s method for conducting structured literature
reviews to generate an overview of research in electricity customer classification using smart meter
data. The process assessed 2099 papers before identifying 34 significant papers, and highlights three
key points: prominent methods, datasets and application. Three important findings are outlined. First,
only a few papers contemplate future applications of the classification, rendering papers relevant only
in a classification setting. Second; the encountered classification methods do not consider correlation
or time series analysis when classifying. The identified papers fail to thoroughly analyze the statistical
properties of the data, investigations that could potentially improve classification performance. Third,
the description of the data utilized is of varying quality, with only 50% acknowledging missing values
impact on the final sample size. A data description score for assessing the quality in data description
has been developed and applied to all papers reviewed.
Keywords: smart meter; data analysis; classification; review; electricity consumption classification;
consumption classification
1. Introduction
Recent developments in digital intelligent smart meters have made it possible to monitor energy
consumption in details never before seen. The intelligent meters are part of a digitized society, which
has been introduced over the last two decades, wherein home appliances, home automation and the
smart meters make it possible to monitor energy consumption down to the second. Historically we
have measured energy consumption at the household level with analog meters installed at every
consumer, and biannually the consumer has reported the meter reading to the utility company for
billing purposes. Conversely, intelligent meters are directly connected to the utility company and are
able to measure consumption autonomously down to seconds, made possible by the technological
development and also pushed by legislation. The intelligent meters enable fast and accurate billing,
and also offer a unique and unprecedented opportunity to log and analyze electricity consumption at
the consumer level.
Across the European Union member states have initiated installation of the intelligent meters.
The European Commission sees the installation of smart meters as a way to improve the overall
efficiency of the energy system, and the target is to reach 80% roll out by 2020 in the EU, with an
expected reduction in CO2 emissions by 9% [1]. Denmark has passed legislation that requires all
electricity consumers in Denmark, more than 3 million households and industries, to have intelligent
Energies 2017, 10, 584; doi:10.3390/en10050584 www.mdpi.com/journal/energies
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meters installed by the end of 2020. The meters must record consumption at a frequency of no less
than 15 min; a level of monitoring that yields at least 35,040 measurements per meter per year.
The high frequency electricity consumption data contain detailed information about consumption
patterns, and this has initiated discussions among energy system stakeholders about utilizing
the data for purposes other than billing. It has sprawled diverse research projects; such as
research on data security and anonymization, non-intrusive load monitoring, load forecasting and
consumer classification.
With this in mind, the purpose of this paper is twofold. First; to apply a modified version
of Okoli’s structured literature review process for conducting an extensive and structured review
of smart meter consumption classification, and second; to evaluate the current state of the art in
electricity consumption classification using smart meter data and how these findings have been utilized.
The review specifically identifies datasets, applied classification methods, results and potential gaps in
the research into consumption classification using smart meter data. Papers assessed in this review
apply smart meter data in the context of classifying electricity consumption.
Relevant papers have been identified using Thomson-Reuters Web-of-Science search engine,
which was selected because of fast search options across multiple scientific journals with multiple
search phrases. Thirty phrases were applied in the search and reported in this article. Although
this review will not constitute an exhaustive list of search phrases or relevant papers the structured
approach encompasses and identifies the most important contributions to the field of electricity
customer classification using smart meter data.
This paper will adhere to Fink’s [2] definition of systematic literature review: “Such a review
must be systematic in following a methodological approach, explicit in explaining the procedures
by which it was conducted, comprehensive in its scope of including all relevant material, and hence
reproducible by others who would follow the same approach in reviewing the topic” [3]. Even though
Web-of-Science indexes many of the leading journals, there will always be papers that are not included
in the database or simply do not comply with the selected search phrases. Despite this the approach
will present a strong structure and a strict methodology, and encompass the key features and work in
this research field, while maintaining reproducibility.
This review will identify the state of the art for electricity customer classification using smart meter
data. It will identify methods and datasets, but it is outside this paper’s scope to describe the methods
identified. The paper is structured as follows: Section 2 introduces the systematic review processes as
suggested by Okoli [3], including a practical case on smart meter data in Section 3; Section 4 synthesizes
the findings from the structured review process; and Section 5 discusses the findings and the future
perspective of the research.
2. Systematic Literature Review Methodology—An Empirical Study
Okoli [3] stresses the importance and difference of systematic reviews versus conventional
literature reviews: “rather than providing a base for the researcher’s own endeavours it creates
a solid starting point for all other members of the academic community interested in a particular
topic” [3], and that they are “studies that can stand on their own, in themselves a complete research
pursuit” [3], with the “distinguishing feature of a stand-alone review is its scope and rigour” [3].
The point is that the systematic literature review has to be completed with a rigor and systematism that
enable others to reproduce the work using the exact same approach. He emphasizes the importance of
this type of review, as it represents a base for the community to summarize the bulk of knowledge on
the topic. Okoli presents an eight-step guide to conduct systematic literature reviews in information
sciences. This paper slightly modifies the original methodology by combining data extraction and
synthesis into one category that better fits quantitative studies where the extraction and synthesis
of knowledge are closer linked, compared to qualitative studies. The seven steps of the process are
outlined below:
Modified Okoli process for systematic literature review:
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1: Purpose of the literature review. Clearly state the purpose of the review. What is the scope and
contribution of the work presented?
2: Protocol and training. Ensure consistency, alignment, and reproducibility by formally defining
rules and evaluation criteria.
3: Searching for literature. Explicitly describe the search for literature search, the “what
and where.”
4: Practical screen. Crude inclusion and exclusion of articles not based on quality appraisal but on
“applicability to the research question.” The reviewer normally only reads the title and abstract
at this stage. “The practical screen is to screen articles for inclusion. If the reviewer thinks that
an article matches the superficial qualities of the practical screen it should be included” [3]; if in
doubt the article should be included.
5: Quality appraisal. Screen for exclusion, and explicitly define the criteria for judging articles. All
articles need to be read and scored for their quality, depending on the research methodologies
employed by the articles [3].
6: Data extraction and synthesis of studies. Systematically extract the applicable information of
the identified articles and combine the facts.
7: Writing the review.
In the following sections the method will be applied in an empirical study of “electricity
consumption classification using smart meter data.” Section 2 of this paper encompasses step 1 and 2,
stating the purpose and protocol. Section 3 describes steps 3–5: searching for literature, screening and
quality appraisal of the selected papers. Section 4 will address the data extraction and synthesis from
step 6, followed by Section 5, where results are discussed.
2.1. Purpose of the Literature Review
The purpose of this paper is to create a systematic literature review of electricity consumption
classification using smart meter data. The review will apply a modification of the described systematic
literature review process as the basis for a structured and reproducible review, identifying important
contributions to electricity consumption classification research. The review will identify significant
datasets and methods for classification, point out common denominators and highlight research gaps.
The result is an extensive overview of what has been done in the field of smart meter consumption
classification and what the authors see as the next step in applying smart meter data.
This review only includes peer-reviewed papers employing electricity consumption data for
classification. Research into identification of specific appliances such as Non-Intrusive Load Monitoring
(NILM), data collection systems and protocols, smart meter control and development, data privacy
and tariff development are beyond the scope of this paper. Only papers published in English are
included in this review to maintain reproducibility, fully acknowledging the quality of non-English
research literature. The use of the English language is extensive in science and will encompass the
current state of the art in smart meter classification.
2.2. Protocol and Training
Regardless of the number of reviewers working on a review it is advisable to develop a formal
protocol with evaluation criteria for inclusion, exclusion and quality appraisal to ensure consistency
across the reviewers and papers. For this paper a protocol was developed for evaluating and
extracting data.
3. Article Selection
The following section will describe how the relevant literature was selected and screened.
Section 3.1 describes the search for literature; Section 3.2 describes the initial crude inclusion and
exclusion on title and split on paper topic. This is extended in Section 3.3 through screen of abstract,
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The label Borderline (176) papers are potentially relevant for this review; it is not possible from
the abstract to conclude if the papers utilize smart meter data or not. Consumption Classification (135)
through application of smart meter data. Economic (3) papers are concerned with grid level business
models. Meter Control (58) is research regarding smart meter development, control systems and
data management. Non-Intrusive Load Monitoring or NILM (42) studies how to identify individual
appliances and other electric components operated in households through application of smart meter
data. Not Relevant (19) papers are concerned with health meters, transmission protocols and standards
and do not necessarily utilize smart meter consumption data. Policy (9) papers address issues about
tariff policy and qualitative behavioral studies. Privacy (20) papers are focused data security and
privacy. Smart Grid Analytics (49) are related to the entire distribution and transmission infrastructure.
Water (41) applies smart meter readings to water consumption. Figure 1 shows the distribution of the
distinct categories and the number of peer-reviewed material in each.
Only papers from the research topics Consumption Classification and Borderline were included
in this review. Abstracts from Consumption classification indicate that smart meter data are utilized
for classification while borderline can contain papers that apply smart meter data for classification.
The papers selected need to be read for quality appraisal to conclude if they are relevant for the review.
For quality assurance only papers listed as peer-reviewed journal papers were included in the bulk
of relevant papers. Though the exclusion of conference, symposiums and seminar papers may have
deprived this review from including the most up to date ideas and concepts, the task of validating
non-peer-reviewed articles was not feasible for this study.
3.4. Quality Appraisal
By only including peer-reviewed papers the number of papers was reduced to 58 ‘Consumption
Classification’ papers and 78 ‘Borderline’ papers, adding up to 136. Borderline was revisited by screening
all papers for dataset description, resulting in 13 papers applying smart meter data. The 13 papers
from Borderline were potentially relevant resulting in a total of 71 papers.
71 papers were read, with special focus on data description, methodology and purpose. Of the
71 papers, 34 focus on clustering consumption; these 34 papers are included in the synthesis of studies.
Appendix B includes a qualitative summary table of data extracted from the papers, and Appendix C
includes a list of the 34 papers analyzed. A waterfall statistic depicting the screening impact on the
final number of papers included in the review can be seen in Table 1.
Table 1. Waterfall statistics showing how many articles were excluded in each step of the
screening process.
Waterfall Statistics Bulk Reduced
Initial 3922 -
Unique 2099 1823
Screening I: Title 552 1271
Screening II: Abstract 311 241
Removal of non-peer-reviewed 136 175
Screening III: Borderline revisited 71 65
Screening IV: Reading of articles 34 37
Final number of papers synthesized 34 -
4. Data Extraction and Synthesis of Studies
The focus of the 34 selected papers is classification. Many different classification techniques
have been tested on smart meter data. Dimensionality reduction has also been applied in order to
make large data sets computationally feasible or ease visual inspection. Cluster indices have been
applied to evaluate the stability of the resulting clusters. Generally, a large effort has been put into
thorough description of methods for classifying consumption and validating the results using smart
meter data. Surprisingly the description of the applied data does not adhere the same standard.
The following chapter will describe the extracted information of the 34 articles and is divided into
66
Energies 2017, 10, 584 6 of 19
4 sections. Section 4.1 discusses data description and introduces a 13-step data quality score. Section 4.2
is concerned with data classification techniques, while Section 4.3 focuses on dimensionality reduction
and feature extraction. Section 4.4 describes the applied validation techniques for ensuring consistency
in the clustering. This section complies with step 6 in the modified Okoli process.
Table 2 summarizes descriptive empirical information regarding the origin of data, how long
the data have been recorded, at what frequency, the number of meters available and some of the
classification methods applied.
4.1. Data Description and Empirical Findings
An important part when working with data analytics is knowledge about the data. This
knowledge must be conveyed such that the reader gets an understanding of the data and how it
can be utilized for analysis. For smart meter data, such information is sample size, supplier and
customer type; residential or industrial. The 34 selected papers in this review demonstrate varying
attention to these details when describing the data used in their research, some papers invest great
effort while others apply much less care describing the data.
In order to quantify the quality of data description in each paper, the authors have created a data
quality score, which is comprised of 13 measurable attributes. An attribute identified in the paper adds
to the score, for a maximum of 13, the attributes are uniformly weighted.
The 13 attributes create a baseline of insight into the data used in the paper. The very thorough
qualitative description of data seen in [5,6] elevates the level of description from the baseline but it is
not honored in this score. The score is intended as a checklist for essential information when describing
electricity smart meter data, and there are 5 categories comprising the score: Geographical information,
Data information, Time information, Type information, References.
Geographical information (3 points): The country where the data was collected is relevant
to assess possible (de)similarities in consumers and energy systems. Region is relevant for the
understanding of the consumers, is the region. Is the region scarcely populated, having fluctuating
climate or other identifying features? Supplier indicates who supplied the data for the study, and
describes how representative it is of the population.
Data information (4 points): the initial size of the dataset is very relevant to reader and the
generalizability of the results. Any real-life data set needs preprocessing before it is applicable for
analysis, was certain consumers removed from the data, or were there other exclusion criteria? There
should be a clear description of the reduction this preprocessing had on the sample size. After
preprocessing is there listed an unambiguous final sample size? The data is generated from meters
which are prone to random errors or missing values in the recordings. Have the authors acknowledged
data imperfections and included a description of how missing or erroneous recordings were resolved.
Time information (4 points): The recording interval has a significant impact on the analytical
challenges the data can help explain therefore the recording frequency must be stated including
commence and end of the recordings. The length of uninterrupted recordings gives an indication of
generalizability and the possibility of doing classification on daily, monthly, quarterly or yearly data.
Type information (1 point): The type of consumers, residential, industrial or both, the data set
includes. These clients can exhibit vastly different consumption patterns.
Referencing other data sets (1 point): A Paper can reference data description in other papers
of the same data. This attribute has been included to enable articles without data description to get
acknowledgement through other papers describing the exact same data set. This is also relevant if the
authors have described data in a previous paper. If the attribute information exists in the referenced
papers these are counted in the score.
The developed data description score has been applied to all 34 papers in this review.
For illustration purposes Table 3 shows the scoring of two papers. Both score 12 but they don’t
include the same information; paper [7] has no data referral while paper [8] has no mentioning of the
supplier of the data.
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Table 2. Data and method overview table showing the quantity of different datasets encountered in each country and the main attributes from the data description
score, Country, Type, length, frequency, final sample size, and the most prevalent classification encountered in this review. Denmark has no method listed as the
classification used is a combination of regression and survey data.
# of Different
Datasets Country Type Length Recording Frequency Final Size (m) K-Mean Hierarchical
Follow the
Leader
Mixture
Models
Fourier
Transform
1 Brazil Mix 1 month 15 min 2000 x - - - -
2 Canada Mix 12 months 60 min 62,923 - - - x
1 Denmark Mix 36 months 60 min 4500 - - - - -
1 Finland Mix 12 months 60 min 3989 x x - - -
1 France Residential UNKNOWN 10 min 100 x - - - -
1 Germany Residential UNKNOWN 15 min 215 x - - - -
1 Greece Industrial 10 months 15 min 292 x x - - -
1 Ireland Residential >24 months 30 min 3941, 3440, 3622, 3487 x - x x -
1 Japan Residential 18 months 1 min 1072 x x - - -
3 Korea Mix 27 months 15 min, 60 min 1735, 1205, 135 x x - - -
2 Portugal Residential 48 months 15 min 265, 1022 x x - - -
1 Romania Industrial 1 day 15 min 234 x x x - -
2 Spain Mix 24 months 60 min 711, 230 x - - - x
2 UK Residential 18 months 30 min 5000 x - - - -
1 UK, Bulgarian Residential 12 months 7 s 197 x x - x -
5 USA Mix >8 months 1 min, 10 min, 60 min 952, 123,150, 952, 103, 2000 x x - - -
Table 3. Example of the Data Description Score result on 2 articles, paper 7 has no referral and scores 12, while paper 8 has referral but no Provider information and
equally scores 12.
Reference Article # [7] [8]
Country x x
Region x x
Supplier x -
Initial Size x x
Clear Reduction x x
Missing Values x x
Final Size x x
Recording Frequency x x
Start x x
End x x
Length x x
Type x x
Referral - x
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Table 4 shows the penetration of different attributes in the papers, and no attribute is
accommodated by all. The most prevalent are identifiable in 33 (97%) papers. There is a consensus
among more than 30 (>90%) papers that country, initial size, clear description of reduction, final size,
recording frequency and consumer type is relevant information to state in a paper when describing
the data 30 papers (88%) found that the length of recording is essential information to state when
describing the data, while 27 papers (79%) include information about the region and supplier of the
data. Only 23 respectively 22 found it important to include information about commencing and end
time for the recording.
Table 4. Data Description Score comprising of 5 main categories with a total of 13 different attributes.
Prevalence describes the number occurrences of the attribute in the 34 papers. Percent shows the
prevalence percent of the 34 papers.
Category Attribute Prevalence Prevalence%
Geographical
information
Country 33 97%
Region 27 79%
Origin 27 79%
Data Information
Initial Size 33 97%
Clear Reduction 32 94%
Missing Values 17 50%
Final Size 31 91%
Time Information
Recording Frequency 33 97%
Start 23 68%
End 22 65%
Length 30 88%
Type Information Type 32 94%
Referencing Data Referral 13 38%
It is surprising that missing values is only mentioned in 50% of the papers. Missing data is
prevalent in any real-life datasets, and how they are resolved is important to describe to account for
any bias. The description can be very brief, and paper [9] shows how a short yet detailed description of
data preprocessing, with encountered issues and main strategies for alleviating them, can be integrated
into a paper.
Table 5 shows the distribution of scores by the 34 papers. It is seen that 3 papers have a mentioning
of all 13 attributes, while 23 papers include 10–12 attributes, resulting in 26 papers scoring 10 or more.
Table 5. Distribution of papers for different scores.
Score Quantity
7 4
8 1
9 3
10 8
11 8
12 7
13 3
Grand Total 34
4.2. Classification
With more than 10 different classification methods applied in 34 papers, the most prevalent
methods observed was K-means clustering. K-means and related methods like K-medoid and
Fuzzy K-means are used in 22 (65%) articles, often for performance comparison to more advanced
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techniques [10–12]. The popularity of K-means clustering can be attributed to its simplicity and
generally satisfactory performance. K-means is also implemented in many software solutions, both
proprietary and open source, making it an easy choice for fast clustering. The greedy design approach
of the K-means algorithm can create suboptimum solutions by unfortunate initial starting conditions
and converge in local optima; a problem that can be alleviated by rerunning the algorithm several
times [13,14].
Agglomerative hierarchical clustering is used in 10 (29%) of the papers. Hierarchical clustering
offers intuitive graphical display and interpretation of the class evolution for different thresholds in
one figure. This method requires considerations about distance measures given by the link function.
Popular link functions are the Euclidian, Wald and average linking.
More advanced models like Follow-the-leader and Mixture models are observed respectively in
5 (15%) and 3 (9%) papers for instance in [15,16]. The clustering is frequently applied directly on the
raw data without investigating inherent features in data that could aid in classification, features like
autocorrelation, seasonality, variance and average. Many features can automatically be extracted from
data, dimensionality reduction techniques such as principal components or self-organizing maps can
help identify hidden features.
Smart meter data can be regarded as signals; as such it could be advantageous to apply techniques
that leverage time series information like periodicity or autocorrelation. In [12] Fast Fourier transform
(FFT), a frequency domain analysis technique for signals, is applied, but several other techniques exist
for analyzing time series. Wavelet transform, a signal processing method, is good for feature extraction
and dimensionality reduction, and could be an interesting addition to the analysis of smart meter data
but was not encountered in any of the papers.
The most frequent approach to customer classification encountered is unsupervised learning.
In [17] artificial neural networks are applied for supervised learning by mapping data to clusters
in an input to response (y = a·x) manner, but this cannot be done without prior knowledge of the
clusters. To identify the clusters K-means is applied for unsupervised clustering before creating a
neural network. Regression techniques like Hidden Markov models [18], linear regression [7] or
logit [19], [20] are utilized for supervised classification of consumption, but are all using unsupervised
clustering or survey data for initial starting conditions. Table 6 show a summary of the most frequently
encountered methods with their most notable properties, while Table 7 gives an overview of different
link functions applied in for instance Hierarchical clustering.
Table 6. Overview of the most prevalent classification methods encountered in the 34 papers.
Method Advantages Caveats
K-means Fast, well documented. Risk of Local optimum. Difficult to find optimum clusternumber and interpret clusters.
Hierarchical Visual interpretation, fast. Careful selection of link function is required.
Follow-the-leader No initial number of clusters to fit. Needed Distance threshold is chosen by trial-and-error
Mixture Models Advanced modelling of systems. Complex setup compared to K-means
Neural Network Supervised, taking into accountprior knowledge. Risk of overfitting, needs prior knowledge
Table 7. Overview of the most prevalent distance measure encountered in the 34 papers, and
their behavior.
Link Function Distance between Clusters Cluster Behavior
Single (Euclidian) Closest Long non-convex cluster shapes
Average Average -
Complete Largest Convex clusters, sensitive to outliers
Centroid Cluster center Robust vs outliers
Ward smallest variance Equally sized clusters
70
Energies 2017, 10, 584 10 of 19
4.3. Dimensionality Reduction and Feature Extraction
Unsupervised classification techniques like K-means do not consider the inherent information
stored in time series. There is no connection to autocorrelation or other features in the data.
The algorithm regards every time-step as a feature or a dimension with no correlation to neighboring
readings. Not necessarily a problem but with long recording windows—weeks or months—and few
meters the curse of dimensionality could impact the applicability of the results. The curse revolves
around increase in the required amount of data when increasing the number of dimensions; this is an
exponential growth pattern and can render the data insufficient for the analysis.
Real life data—regardless of dimensions—often have some natural clustering or dependencies
which can be highlighted and exploited by dimensionality reduction [21]. A popular algorithm for
reducing dimensions in smart meter data sets is Self-Organizing Maps (SOM). SOM projects data
into lower dimensions and can be useful for visualization, “SOM is an algorithm characterized by
robustness and computational efficiency” [22]. While [23] notes that SOM is useful for handling noisy
data and outliers due to the dimensionality reduction, which in turn results in better performance from
K-means and other clusters algorithms compared to direct application of the algorithms on raw data.
SOM also delivers unsupervised classification which “can be viewed as a constrained version
of K-means clustering in which the prototypes are encouraged to lie in a one or two dimensional
manifold of the feature space” [24]. The two-dimensional manifold gives SOM desirable properties for
visual inspection of the data.
From the papers, it is inconclusive whether to apply dimensionality reduction on a smart meter
data set; “In general, the counterpart of the benefits of data size reduction is lower classification
effectiveness, in terms of higher clustering validity indicators. On the basis of the results, the validity
of the data size reduction methods can be generally indicated as acceptable” [10], rendering the
application of dimensionality reduction at the discretion of the researchers on case by case basis. It is a
trade-off between classification effectiveness and validity of clusters.
4.4. Cluster Validity Check
Estimating the optimum number of clusters is not a trivial task. Without prior knowledge of the
underlying clusters there is no unambiguous way to identify the true underlying clusters. In an effort
to quantify the uncertainty of the clusters [10], applies 4 different indices for cluster evaluation, of
which the Davies-Bouldin (DBI), Mean Index Adequacy (MIA) and the cluster-dispersion index (CDI)
are frequently applied in other papers for cluster selection.
Where regression is a minimization problem, minimizing sums of squares minimizing variance
in clusters would yield the same number of clusters as meters which is not desirable. A wide array
of indices for validation of cluster stability has been developed to aid the cluster selection process.
There is no shortage of validity indices; the 34 papers in this review employ 18 different indices [25],
notes: “Although these indexes [DBI, CDI, MIA] are widely accepted in clustering, they are not
proficient in specific applications such as electricity load profile clustering. They do not consider
domain knowledge and only focus on the internal structure of nodes. For these reasons, we focus on
an external validity index such as entropy, which compares the clustering answer with pre-assigned,
ground-truth clusters”. There still does not exist a single adequate index for validation of clusters,
as with model diagnostics in regression the combination of indices help give an overview of the
performance. Table 8 lists the most prevalent indices in this review and lists their properties.
71
Energies 2017, 10, 584 11 of 19
Table 8. Popular cluster validation indices and how to interpret them.
Index Mathematics Interpretation
DBI
(Davies-Bouldin
Indictor)
1
K
K
∑
i=1
max
j 6=i
diam(Ci)+diam(Cj)
d(Ci ,Cj)
diam(Ck) is the average diameter of a cluster. And
d
(
Ci, Cj
)
is the distance between centroids. K is the
number of clusters. DBI relates the mean distance of each
class with the distance to the closest class [26]. Smaller
values of DBI implies that K-means clustering algorithm
separates the data set properly [23]
CDI (Cluster
Dispersion
Indicator)
1
d(C)
√
1
K
K
∑
k=1
d2(Ck)
CDI prefers Long inter-cluster distance and short
intra-cluster distance [25]. Small values indicate good
clustering. d2(Ck) is the squared average distance within
cluster k. High. While d(C) is max cluster distance in data.
Dunn
mind(Ci ,Cj)
maxdiam(Cm)
where
d
(
Ci, Cj
)
= min
x∈Ci ,y∈Cj
||x− y||
and
diam(Ck) = min
x,y∈Ck
||x− y||
The ratio between “minimum distance between clusters”
and “maximum distance within clusters”. When minimum
dissimilarity between clusters get large and max cluster
diameter gets small the Dunn value gets large and
indicates good separation. Ci is cluster i, d is distance and
m is total number of clusters.
Silhouette
c′(x)−c(x)
max {c(x),c′(x)}
c′(x) = min
y∈C′
d(x, y)
c(x) is the average distance between vector x and all other
vectors of the cluster c to which x belongs. c’(x) is the
minimum distance between vector x and all other vectors
in cluster ∀ C′ 6= C [23].
SI is between [–1, 1] higher is better. Negative is
miss-clustering.
Entropy −
c
∑
i=1
p
(
i
t
)
·log2 p
(
i
t
) p
(
i
t
)
denotes the proportion of correct classified vector i
in cluster t. Entropy is a supervised index as the true
classes needs to be known. Entropy is used as a measure of
misclassification in each cluster. Entropy is small when the
clustering result is similar to the expected result [25]. c is
total clusters.
MIA
√
1
K
K
∑
k=1
d2(Ck)
Average distance within class to class centroid,
summarized across all classes. k is number of clusters;
d2(Ck) is the squared average distance within cluster k.
High MIA indicates large distances within the classes. e.g.,
large dispersion.
5. Findings and Discussion
The proposed method for conducting a structured literature review applied in this paper has
supplied a structure and simple step-by-step guidelines for ensuring consistency, objective evaluation
and selection of papers. For a detailed summary of the qualitative findings from the 34 analyzed
papers, see Appendix B.
In unsupervised segmentation, no prior information exists about the true underlying classes.
There is no unambiguous minimization problem that can identify the true clusters. To alleviate
the difficulties in selecting the number of clusters the literature has developed a wide variety of
cluster performance estimators. The performance estimates help researchers determine the optimum
number of clusters. Performance estimators evaluate different information [25], as with unsupervised
classification, the performance estimates should be perceived as a tool to validate and not prove the
correctness of the clusters.
The evaluated papers roughly follow the modelling structure outlined in Figure 2. Blue indicate
the elements all papers undergo; Describing the data from meters and applicable external data. Method
selection, dim reduction and classification algorithms. Clustering of the meter data and validation of
the clusters to select optimum classification [10].
Successful classification leads to interest in cluster composition. This is often done with the aid of
external data such as [6,27] combine smart meter data with survey data to attain deeper knowledge of
the identifying features of the individual clusters.
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Figure 2. Depiction of standard modelling structure. (Blue) Indicates the elements all papers go
through (data, method selection, clustering and validation); (Red) Some papers charachterize the
identified clusters, usually applying external data; (Green) Applying the identified clusters to classifify
new consumption series to evaluate the applicability of the clusters.
Another application of the clusters i applying the clusters to new data in rder o est the
classification abilities of the clusters identified (gre n) on unknown data. Clustering on new data
requir s validation of he resulting classification a process imilar to validating the initial clulsters.
Few papers charachterize the entire process of clustering, characterization and classification of
new data [20], for a more complete overview of consumption behavior. While papers focusing only on
clustering and validation (blue) result in more detailed comparissons of cluster methods.
Some papers are focused on evaluating unsupervised classification and cluster validation
techniques [10,13,16], while others are looking at the implications of the clusters on our understanding
of consumption.
Few papers also characterize the clusters identified (red). A Portuguese study with 265 meters
enriched with survey data showed that it is possible to segment into distinct clusters and make
meaningful socio-demographic deductions about the different clusters [6]. Through the clusters the
study recognized 3 types of consumption: “fuel poverty” as households not keeping their home
adequately warm, “Standard comfort” households and “fat energy” households which could be more
rational in their consumption pattern. A similar study in Japan shows the ability to identify different
consumption patterns and quantify the excess energy used for different life styles only by analyzing
smart meter data, and discuss how these results can be used to influence the residential consumption
by targeted and personalized information [12]. The Japanese study shows how differences in
daily routines influence the consumption, while the Portuguese study identifies distinct levels of
consumption within the same daily routines.
The high frequency time series created by smart meters, give invaluable insights into electricity
consumption. For instance, the meters make it possible to investigate how well the UK Elexon profiles
fit modern data segmentation techniques. The Elexon profiles divide all electricity customers in the
UK into seven distinct clusters, two for residential and 5 for industry. “The usefulness of these Elexon
“profiles” for domestic customers is unsatisfactory. It has been reported that the use of the profiles
has made about 9 × 1012 W·h electricity losses yearly in the UK” [14]. Smart meter analytics will
become increasingly important in the development of the electricity grid through consumption insights.
Consumption profiles can aid in the construction of dynamic tariffs for more fair pricing [28] and
smarter utilization of the existing grid by creating economic incentives for consumption flexibility.
Survey and socio-economic data can further improve the understanding of consumers and optimize
the electricity grid. It’s a good business case reducing costs while simultaneously reducing the carbon
footprint from electricity production.
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Some papers identify yearly seasonality, and are also able to identify distinct time periods during
the week or day [29]. The inclusion of weather information is rare and when included it is for
improving the model with temperature compensation [18,22]. Weather compensation is generally
applied when the meter readings are collected in different regions or with high seasonal variations
with varying consumption across the year.
Smart meter data evolves over time and can to some extend be expected to contain autocorrelation.
Few of the papers apply time series techniques to leverage this. K-means evaluates time steps
independently, and does not account for any correlation structure between the time steps. It is a fast
and capable method which is implemented in all major statistical packages and simple to implement.
It has drawbacks, such as getting trapped in local optima and not leveraging the correlation in the
data. To account for autocorrelation or multicollinearity in the data, methods for dimensionality
reduction are applied. Principal Component Analysis or Self-Organizing Maps removes correlation
structures and maps the data to a reduced feature space, but it comes at a cost of interpretability of the
final results. Paper [12] applies time series techniques through Fourier transformation of the meter
data which results in a frequency spectrum for each meter, then applying K-means on the largest
peak in the spectrum. Fast Fourier Transform stems from signal analysis; it converts data from time
domain to frequency domain and lists the observed frequencies, which then can be considered as
features. In the Fourier transform one would have to decide between time or frequency domain as
there is no interpretable link between them. You would know the frequencies but not when they
occur. Interestingly no paper looked at classical time series with ARIMA models and how to classify
them. Finally, it would have been interesting to see Wavelets applied as they combine time and
frequency information in contrast to Fourier transform. Furthermore, Wavelets are capable of reducing
dimensionality and extracting features, which can be used as input in K-means classification.
The analysis of papers included in this review show that they vary greatly in the effort put into
describing the data applied in their research. Most include information regarding country, supplier
and recording frequency, prevalent in 33 out of 34 papers. Surprisingly only 50% of the papers report
any information on encountering and handling missing values. The meters producing the time series
can be subject to random issues with transmitting data, resulting in missing meter readings that need
to be rectified. Some missing values can be imputed while others are more severe and need the entire
meter series to be discarded from the study. If values were imputed, a clear description of the processes
is needed to evaluate the implications. Discarding has an immediate effect on the final sample size.
Both processes have implications on the data and the resulting analysis and deductions, and lack of
description impacts reproducibility of the study. It is expected that any data set will contain imperfect
data, and it is surprising that so many papers neglect to describe or acknowledge this phenomenon.
Section 4.1 identifies papers with short and concise description of missing values and remedies which
fit into scientific papers.
Over the past decades new household products that run on electricity have been introduced,
elevating the individual average consumption of the population. Even though these new appliances
improve in efficiency due to technological advances and the electricity consumption in the
industrialized world is stabilizing. This stability can be offset by introduction of new technology like
computers, or electrification of the transportation sector. Another important component relating to
energy consumption is age compositions. In the 34 paper analyzed in this review there is no focus
on consumer transition between classes. Classes are regarded as static, derived from data without
considering the human behavior they depict can change over time. Suburban areas progress from
families with toddlers to teens to elderly until the process repeats every 20–30 year with changing
consumption patterns, and this time dependency and the implications of it needs to be investigated.
Is it reasonable to assume the clusters identified today are valid in a different setting? Transitions
between classes are relevant when planning for future power supply and the insights from smart
meter analytics can help identify changes in consumption and transitions, which are valuable for the
continued maintenance of the segmentation.
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It is not only in households smart meters can have an effect. When electricity replaces fossil fuels
in the transportation sector, the demand for electricity will increase substantially as will the variance
in the demand. More demand can result in higher peak power through the existing cables, which are
designed to cope with a smaller maximum load than the future potentially could demand. It is an
expensive and possibly infeasible solution to upgrade the cables to comply with 3–4 times higher peak
demand, which electrification of the transportation sector could require. This brings focus to smarter
use of the existing grid and the importance of understanding consumption behavior. Peak shaving by
moving consumption periods could help alleviate problems with increased demand. This is where
smart meters could supply insight and help make the grid and tariffs even smarter.
Denmark projects to reach 84% renewable electricity in 2020 [30], Sweden has aimed high at
becoming the first zero-emission welfare country [31]. Zero environmental impact electricity could
potentially change consumption patterns to more and different consumption. Will Europeans continue
to be energy conscious when there is an abundance of renewable electricity in the grid with no
carbon footprint?
6. Conclusions
The proposed method for structured literature review outlined in [3] and demonstrated in this
paper has supplied a structure and simple step-by-step guidelines for ensuring consistency, securing
objective evaluation and selection of papers. The review applied 30 search phrases with relevance
to smart meters, initially encompassing 2099 unique written pieces. Which after extensive screening
of title and abstract and the inclusion of peer-reviewed papers, was reduced to 71 papers containing
potential studies regarding electricity consumption classification using smart meter data. These
71 papers were thoroughly screened for purpose, data, method and results until a final list of 34 relevant
papers concerning electricity consumption classification using smart meter data.
The 34 papers evaluated in this review have shown that electricity consumers are not one
homogenous group but can be segmented—using only consumption data—into smaller more
homogenous clusters. The clusters are vastly different from the previously used profiles that are
built on socio-economic clustering.
Unsupervised learning techniques as the K-means family and hierarchical clustering are widely
applied on smart meter data in these papers, either directly for classification or as performance
benchmark for evaluation of more advanced methods as follow-the-leader, hidden Markov models and
mixture models [10]. For hierarchical clustering the selection of link function influences the clustering
performance, several different distance measures are applied.
It is generally concluded that smart meter data is very applicable for cluster analysis, with overall
satisfactory performance for individual methods. K-means and hierarchical clustering are simple and
fast techniques. While there is some discrepancy in the performance, but all methods introduced
can perform satisfactory and meaningful classification of consumption regardless of households or
MW consumers.
Having shown that simple classification algorithms like K-means and Hierarchical clustering
works on different smart meter data sets we find it appropriate to move focus from simple classification
of smart meter consumption data to how these findings provide value in a societal setting. This could
be in tariff development or in consumption flexibility analysis. Keeping focus on the statistical
classification a more thorough investigation of the statistical properties of the data is a much-needed
addition to the standard classification analysis of the data encountered in the analyzed papers.
Deeper investigation of the time series properties such as correlation structure and its impact on
the classification may contribute to even better understanding of consumption in general.
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Appendix A. List of Search Phrases
Table A1. List of search phrases applied.
Search Phrase Non-Unique Hits
Electricity customer classification 123
Electricity customer segmentation 34
Residential electricity classification 59
Residential electricity segmentation 16
Smart meter analysis 767
Smart meter analytics 61
Smart meter big data 65
Smart meter classification 187
Smart meter clustering 125
Smart meter consumption classification 47
Smart meter consumption data 704
Smart meter consumption profiling 112
Smart meter consumption segmentation 22
Smart meter customer classification 25
Smart meter customer segmentation 15
Smart meter data analysis 443
Smart meter data mining 46
Smart meter feature construction 12
Smart meter feature extraction 21
Smart meter learning 117
Smart meter load monitoring 262
Smart meter load profiling 147
Smart meter machine learning 47
Smart meter profiling 280
Smart meter segmentation 27
Smart meter statistical learning 6
Smart meter statistics 52
Smart meter supervised learning 7
Smart meter time series 86
Smart meter unsupervised learning 7
Sum 3922
Appendix B. Quantitative Summary Table
Papers reference number in column “Paper(s)” are linked to Appendix C.
Table A2. Data synthesis summary.
Category Split Paper(s)
Classification
K-means [1–23]
Hierarchical [1–3,10,15,17,19,20,22,24]
Fuzzy K-means [1,15,17,19]
Follow the leader [1,9,19,25,26]
K-medoid [9,14]
Mixture models [10,27,28]
Fast Fourier Transform [15]
Others [15–21,29]
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Table A2. Cont.
Category Split Paper(s)
Forecasting
Regression [8,13,27,30–33]
HMM [16,23]
Other [13,34]
Dimension reduction
Principal Components [16,34]
Self-organizing-Maps [2,9,11,19,21]
Validation
DBI [1,6,9–11,13,15,17,20,26]
CDI [1,10,17,18,22,25,26]
Dunn & Silhouette [11,13,14,20]
Entropy [19,21,22,28]
MIA [6,10,17,25,26]
Other [1–3,10,12–18,20–22,26,27,30]
Size
0–250 [1,4,6,8,10,16,18,19,22,25,26,34]
250–500 [17,24]
500–1000 [5,23,27,30]
1000–2500 [7,11,12,15,20,21]
2500–5000 [2,9,13,14,28,29,31–33]
Other [3]
Region
Europe [1,2,4–6,9,10,13,14,16–20,24–26,28,29,31–33]
North America [3,8,12,23,27,30,34]
Asia [11,15,21,22]
Other [7]
Period
1 day [1,18,19,26]
1 month [7,21,22]
2–6 months [9,30]
7–12 months [17,23]
1 year [2,6,8,10,20,27,28,31,34]
1–2 years [3,5,13–15,29,32]
2+ years [11,24,33]
Missing [4,12,16,25]
Recording frequency
<1 min [10]
1 min [8,15]
10 min [16,23,30]
15 min [1,4,7,17–20,22,24–26]
30 min [9,13,14,28,29,31,32]
60 min [2,3,5,6,11,12,21,33,34]
24 h [27]
Type of customer
Industrial [1,12,17–20,22,25,26]
Residential [3–5,8–11,13–16,23,24,28–32,34]
Mix [2,6,7,21,27,33]
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Abstract: Electricity smart meter consumption data is enabling utilities to analyze consumption
information at unprecedented granularity. Much focus has been directed towards consumption
clustering for diversifying tariffs; through modern clustering methods, cluster analyses have been
performed. However, the clusters developed exhibit a large variation with resulting shadow clusters,
making it impossible to truly identify the individual clusters. Using clearly defined dwelling types,
this paper will present methods to improve clustering by harvesting inherent structure from the
smart meter data. This paper clusters domestic electricity consumption using smart meter data from
the Danish city of Esbjerg. Methods from time series analysis and wavelets are applied to enable the
K-Means clustering method to account for autocorrelation in data and thereby improve the clustering
performance. The results show the importance of data knowledge and we identify sub-clusters of
consumption within the dwelling types and enable K-Means to produce satisfactory clustering by
accounting for a temporal component. Furthermore our study shows that careful preprocessing of the
data to account for intrinsic structure enables better clustering performance by the K-Means method.
Keywords: smart meter analysis; electricity consumption clustering; data analysis;
K-Means; autocorrelation
1. Introduction
The number of days that Denmark fully covers its electricity demand through renewable sources
is increasing. By the end of 2020, renewable electricity production in Denmark is projected to cover an
average of 84% of electricity demand [1]. Though there is still a deficit of renewables in the system,
the gap is closing, also at a European scale [2]. The caveat is that renewables induce volatility in
the electricity grid as the production is tied to uncontrollable sources. A deeper understanding of
electricity demand can help alleviate the implications of the volatile production, by promoting flexible
consumption through tariff incentives.
The advent of residential electricity smart meters has enabled utilities to record and monitor
electricity consumption by the minute. Recording electricity consumption at this unprecedented
granularity can help us understand electricity demand in more detail. Analyzing consumption
patterns can enable electricity utilities to develop targeted tariffs for individual groups mitigating
production volatility by harnessing the flexibility of consumers.
The future electricity grid is expected to experience growing demand from the electrification of
transportation [1] and the increased application of electric heat pumps. The introduction of renewable
resources in the electricity sector therefore introduces significant challenges. The expected increase
in demand and volatility in electricity production will put a strain on the entire distribution and
Energies 2018, 11, 859; doi:10.3390/en11040859 www.mdpi.com/journal/energies
82
Energies 2018, 11, 859 2 of 18
transmission grid. Demand flexibility has been discussed as a means to match demand with the
volatility in production. To evaluate demand flexibility, a deeper understanding of consumption
patterns is essential.
The application of smart meter data to cluster electricity consumption is a research field that
has been gaining momentum over the past decade, beginning with [3], which analyzed smart meter
electricity data, clustering methods and validation. In the electricity smart meter literature, K-Means
is a very prevalent [4] method for clustering. The clusters created often exhibit variation to such an
extent that clusters overlap, resulting in academically viable but practically indistinguishable clusters.
This paper will apply modern data mining techniques and methods from signal analysis to
reduce the cluster overlap. The proposed methods will enable K-Means to analyze intrinsic data
information which was previously ignored by the clustering. Reducing the overlap will produce more
distinguishable and generally applicable cluster solutions. Data from more than 34,000 household
electricity smart meters are included in the analysis performed in this paper. This paper contributes to
the electricity smart meter literature through the following:
• Presenting a cluster analysis of Danish household electricity consumption data.
• Confirmation of autocorrelation in the data, information which K-Means is unable to incorporate
in the clustering.
• Transformation and extraction of input data features enabling K-Means to account for
autocorrelation in the clustering. This can easily be extended to include other data structures.
• Extending the concept of cross-validation to unsupervised learning employing cluster validation
indices resulting in variability estimates of the resulting clustering performance.
The remainder of this paper is divided into six sections. First, Section 2 describes the current
state of the art of smart meter electricity consumption classification, followed by a data summary and
preprocessing in Section 3. Section 4 outlines the methodology applied in this paper. In Section 5 we
apply the methodology to the smart meter electricity consumption data, followed by a discussion of
the results in Section 6, and Section 7 concludes with the papers contributions.
2. Literature Review
This section presents a review of the current state of the art in smart meter electricity consumption
clustering. The foundation for the study is [4], which conducts a systematic review of the current state
of the art in smart meter data analytics. The paper evaluates approximately 2100 unique peer-reviewed
papers and presents three main finding related to clustering methods, data and cluster validation.
Several methods for clustering have been applied and the most prevalent is K-means [5,6] and
derivatives such as fuzzy K-Means [7,8] and adaptive K-Means [9]. Further algorithms like hierarchical
clustering [10,11], and random effect mixture models [12,13] are also popular. Many of the papers
apply K-Means for baseline clustering and compare more advanced methods to this baseline [14–16],
with inconclusive outcomes regarding the best method for clustering. Some papers make an effort to
preprocess the smart meter data; popular preprocessing methods are principal component analysis
and factor analysis for dimensionality reduction [17,18] and self-organizing maps for 2 Dimensional
representation of the data [3,10]. All identified methods are not particularly well-suited to time series
data, such as smart meter data. Consequently, the clustering methods applied to the data do not
leverage the intrinsic temporal data structure hidden in the smart meter data.
Many of the papers identified in [4] fail to acknowledge smart meter readings as time series data,
a data type which contains a temporal component. Only one paper recognized the time series properties
through the application of Fourier transformation, which maps data from the time to the frequency
domain and subsequently applies K-Means to cluster by largest frequency [7]. The omission of the time
series structure in the analysis leads to the application of methods that are not designed for handling
temporal components. K-Means ignores autocorrelation, unless the input data is preprocessed; methods
for preprocessing input data to enable K-Means to account for autocorrelation are described in [19].
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In [20,21], principal component analysis and similarity measures for time series evaluation of
generic data are discussed. The conclusions are applicable to smart meter data, although the method
works best with fewer meters than recordings and thus, conversely, the dataset expands.
The clusters identified in the papers are validated by a variety of indices, with the most prevalent
being the cluster dispersion index (CDI) [22–24], the Davies–Bouldin index (DBI) [25,26] and the mean
index adequacy (MIA) [8,13].
This paper will describe methods for preprocessing smart meter data to enable K-Means to
evaluate autocorrelation in data. These methods will make it possible to exploit hidden structures and
thus increase the amount of information applicable for clustering.
3. Data Summary and Preparation
This section introduces the smart meter electricity consumption data that will be analyzed for
the remainder of this paper. The data is kindly provided by SydEnergi, the largest electricity utility
company in southern Denmark.
This paper analyzes consumption patterns for apartments and (semi)detached houses connected
to the district heating system in the city of Esbjerg. It covers four postal codes—6700, 6705, 6710,
and 6715—and the two selected household types are expected to behave identically. There were
initially 34,000+ consumers of these two types in Esbjerg, each with a smart meter installed that records
consumption every 60 min. We only analyzed these two residential categories as we were interested in
analyzing consumption differences within consumer groups and not across different housing types.
The literature does not advise on the time length for analyzing consumption patterns. Paper [16]
analyzes load profiles with a consumption window of one week, which is also the consumption
window that we selected for this study. We selected the second week of January 2011, starting on
Monday the 10th and ending Sunday the 16th, with both days included. With consumption recorded
each 60 min, this yields 24 recordings per day for a total of 168 recordings per meter across the
seven days.
The precise number and types of smart meter data employed in this paper is described in Table 1.
The accompanying waterfall table (Table 2) illustrates the effect of the preprocessing on the final data
set size.
Table 1. Initial data description of SydEnergi data for the city of Esbjerg, comprising 13 distinct
quantitative measures of the data applied in the paper. As introduced in [4].
Data Description Value
Country Denmark
Region Region Syd (Region South) postal codes: 6700, 6705, 6710, 6715 (City of Esbjerg)
Supplier SydEnergi Electricity Utility
Initial Size 34,418 m
Clear Reduction Confer Table 2.
Missing Values 70 m
Final Size 32,241
Recording Frequency 60 min
Start 10 January 2011
End 16 January 2011
Length 168 observations (hourly readings)
Type Single family house (18,058 initial size)Apartments (15,721 initial size) both heated via district heating.
Referral Data has never before been referenced.
Before analysis, the data was preprocessed to remove missing data and other undesirable traits.
A two-stage process for cleaning the data was applied. Stage 1 involved a simple descriptive statistical
examination of the data, ensuring the removal of; missing values, zero mean consumption, zero
median consumption, and zero variance, all of which would indicate missing consumption information.
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This preprocessing is outlined in a waterfall statistic, seen in Table 2, which presents the effect of
each step of the preprocessing. For more advanced anomaly detection methods see [27]. Stage 2
exploited the fact that the data set encompassed data from the subsequent third week of January
from the 17th–23rd. This helped us to identify meters that were behaving irregularly in week two,
by evaluating the week-on-week consumption change. This change can be an indication of vacant
dwellings with a subsequent consumption increase, e.g., returning from vacation. We defined irregular
as a week-on-week consumption change of more than 200%. Meters that exhibited this consumption
pattern were removed from the data set.
Table 2. Data cleaning waterfall. Filter indicates the removal criteria and Meters show the remaining
meters after the application of the filter. Discard is the number of meters discarded through the filtering.
Final bulk is the number of meters ready for analysis after the cleaning of data.
Filter Meters Discard Note
Initial Data 34,418 - Original data
Missing 34,348 70 Removal of meters with missing recordings
Mean Zero 33,325 1023 Removal of meters with 0 mean indicating no consumption
Median Zero 32,745 580 Removal of meters with 0 median indicating no consumption
Variance Zero 32,745 0 Removal of meters with 0 variance indicating flat consumption
Consumption < 0 32,744 1 Removal of meters with <0 consumption indicating prosumers
Overlapping 32,586 158 Overlapping with 2nd week for comparison
+200% Increase 32,241 345 +200% consumption increase from (10th–16th) to (17th–23rd)
Final bulk 32,241 - Final number of meters included in analysis
Figure 1 shows four different meters that exhibit week-on-week consumption changes above
200% percent. In the figure, the consumption change indicates a return to the dwelling; we were not
interested in clustering vacant dwelling consumption and accordingly removed meters with a 200%
increase in consumption.
Figure 1. Four different meters all exhibiting a week-on-week consumption increase above 200%.
This is to filter out dwellings that were vacant during the week analyzed, as we were not interested in
clustering standby consumption.
4. Methodology
This section describes the theoretical statistical framework that we applied to analyze the smart
meter data. Section 4.1 starts with a discussion of the concept of statistical learning and presents a
flow chart illustrating the process applied in this paper. The literature review in Section 2 identified
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K-Means clustering as the most prevalent clustering method for electricity smart meter consumption
data. Section 4.2 discusses the K-Means clustering method and the importance of normalization.
Section 4.3 includes a discussion of cluster validation with the subsequent description of four
selected indices—MIA, cluster dispersion index, the Davies–Bouldin index and the silhouette index.
This section also includes a description of the unsupervised cross-validation applied in this paper.
Sections 4.4 and 4.5 discuss autocorrelation feature extraction and wavelet transformation, which are
methods that can enable K-Means to include temporal components in the clustering process.
4.1. Statistical Learning
The statistical segmentation of data into smaller more homogeneous subsets is carried out by
applying supervised or unsupervised learning. The distinction between supervised and unsupervised
learning is bound to differences in the initial problem conditions. For supervised learning problems
there exist some known class labels and knowledge of the membership attributes of a class.
This membership knowledge is used to create a mathematical function that maps the observations
to classes. For unsupervised learning, class labels do not exist. In unsupervised learning there
exists no apparent external or internal information that can unambiguously identify the potential
underlying clusters. Different methods have been developed in an effort to remedy the problem and
enable unsupervised clustering, but the clusters identified in this way are rarely stable and unique.
There exist several techniques for unsupervised clustering; popular methods include K-means and
hierarchical clustering.
This paper introduces the extraction of data features to enable K-Means to account for the
temporal component in smart meter data. Three different manipulations of the input data were
investigated—normalization, wavelet transformation and autocorrelation feature extraction. Figure 2
illustrates a process overview, where blue boxes indicate the processes that all methods were subjected
to. All analysis was drawn from the data, preparation of data and clustering. This paper introduces three
different data manipulation methods prior to clustering, to enable K-Means to account for intrinsic
information. The methods applied were autocorrelation feature extraction (red), normalization (black),
and wavelets (green). We applied normalization to the wavelet transformation before clustering.
Figure 2. Methodology flow chart. This chart illustrates the different data processing methods applied.
The (blue) boxes indicate processes to which all methods were applied, namely data, preparation and
clustering. After preparation, autocorrelation (red) indicates the extraction of autocorrelation features.
Normalization (black) was applied both as a sole processing method, but also in preparation for wavelet
transformation (green).
Smart meter data is recorded over time; accounting for the temporal component, which can convey
information about the data patterns. By default, K-Means clustering does not consider this temporal
component. Thus, a very important feature of the data—the temporal component—is not employed
in the clustering. Figure 3 shows data with and without a temporal component; the left side shows
data where the temporal component has been collapsed. It is not possible to estimate whether the data
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overlaps or is just very close in distance. The right side shows the exact same data with the temporal
component reinstated. From the right side it can clearly be seen that there is a temporal structure
in the data, this component reveals three different non-overlapping cosine structures. The temporal
component accounts for intrinsic data information that the K-means and other unsupervised methods
do not evaluate when clustering. This paper will present methods to alleviate the problem and enable
the K-Means method to account for temporal structures. Preprocessing the data before clustering with
K-Means can help to include the structure from the right side of Figure 3.
Figure 3. (Left): A scatter of points collapsed to have no temporal component. The three colors indicate
three different clusters, but it is not possible to identify overlap. (Right): The scatter has been expanded
by its original temporal component.
In electricity smart meter data analytics, the clustering methodology is often either K-Means or
hierarchical clustering. These are simple and robust methods that perform reasonably well under
various circumstances. Both employ a distance measure for clustering, and the selection of distance
measure can heavily influence the shape of the clusters [28].
In the absence of knowledge of the true clusters, and to avoid the trivial clustering case of
assigning one cluster to each observation, reducing the variability to 0, several cluster validation
indices were introduced. These indices evaluated the intra-cluster distance and related it to the
inter-cluster distance. Often the indices favor a clustering solution that minimizes the intra-cluster
distance while maximizing the inter-cluster distance.
4.2. K-Means
As described in [4], the K-Means method is the most prevalent technique for electricity smart meter
consumption clustering. K-Means is a simple and robust algorithm for partitioning n observations into
k clusters. This is done by assigning each of the n observations to the closest cluster centroid given
some distance measure. Due to random initialization of the K-Means algorithm, it can result in locally
optimal solutions. It is advised to rerun the clustering several times with different initial random seeds
and select the clustering that yields the best discriminatory performance [29].
The K-Means implementation employed in this paper is the SKlearn data analysis package
for Python version 0.18.2 [30]. We used the SKlearn default settings for maximum iterations until
convergence (max_iter) 300. The K-Means was by default randomly initialized 10 times. The initial
random seed for testing purposes in this paper was set to 12345.
Even though K-Means yields robust solution it is important to recognize that K-Means only
evaluates data from a distance perspective, which from a smart meter data perspective implies
that each time step is evaluated independently without correlation to the neighboring time steps.
That is; K-Means evaluates all meter readings at t = 0 without regards to any structure or correlation
effect with neighboring time steps such as t = 1. Especially with time series, autocorrelation is an
integral aspect, and for electricity consumption we expect there to be some recurrent structure in the
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consumption patterns. K-Means does not evaluate this structure, however, through feature extraction
it is possible to account for the autocorrelation in the input data [19], enabling K-Means to include
this information in the clustering. This paper applies both autocorrelation feature extraction and the
wavelet transformation described in Sections 4.4 and 4.5 to account for the autocorrelation.
Normalizing the smart meter time series makes the data fit the interval [0–1]; in [31], normalization
was applied to smart meter data. This process makes it possible to identify time series with equivalent
consumption patterns instead of identical consumption volumes. As the focus of this paper is clustering
by consumption pattern, we normalize by:
Normalization =
x− xmin
xmax − xmin (1)
4.3. Cluster Validation
In unsupervised learning there exists no natural quantification of the discrepancy between model
and truth, as the true clusters are unknown. The need for evaluating the performance of unsupervised
methods has resulted in the development of various cluster evaluation indices [13]. This paper has,
based on the prevalence found in [4], selected four prominent indices for validation, namely MIA,
the cluster dispersion index (CDI), Davies–Bouldin index (DBI) and the silhouette index. The indices each
evaluate different properties of the clusters. Even though none of the indices can identify the true
underlying structure, their values for different number of clusters can give an indication of how many
clusters to retain in the final clustering. Plotting the progression of the indices as a function of clusters
allows for visual inspection, where abrupt changes in their decline or fluctuating pattern can help
select the number of clusters within a given data set [19]. We advise the evaluation of several indices
jointly, as the combination can be applied to strengthen the argument for the selection of a specific
number of clusters.
4.3.1. Mean Adequacy Index (MIA)
The MIA index calculates the square root of the average distance from each member of a class to
the class centroid and scales it by the number of classes K.
MIA =
√
1
K ∑
K
k=1 d
2(Ck), (2)
where d2(Ck) is the squared average distance within cluster k. The MIA index is a measure of
within-class dispersion. Large distances within the class indicate a poor fit; high index values indicate
large within-cluster dispersion.
4.3.2. Cluster Dispersion Index (CDI)
The CDI is a revised version the MIA index scaled by the average cluster distance d(C). The CDI
prefers large inter-cluster distances and small intra-cluster distances [24].
CDI =
1
d(C)
√
1
K ∑
K
k=1 d
2(Ck) (3)
Smaller values indicate better clustering. d(C) is the average cluster distance between any two
clusters in the clustering, while d2(Ck) is the average squared within the cluster distance.
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4.3.3. Davies–Bouldin Index (DBI)
The DBI evaluates the overlap between clusters. This is done by evaluating the average
intra-cluster distance, given by diam(Ci), of all clusters i and subsequently comparing all pairs of
clusters divided by their centroid distance d
(
Ci,Cj
)
and selecting the maximum distance for each class.
DBI =
1
K ∑
K
i=1 maxj 6=i
diam(Ci) + diam
(
Cj
)
d
(
Ci,Cj
) (4)
Smaller values of DBI implies that the K-means clustering algorithm separates the data set
properly [11].
4.3.4. Silhouette Index
The Silhouette index evaluates C(x) the average distance between each vector x within a class
C. While C′(x) is the minimum distance from a vector in class C to a vector not in C, scaled by the
maximum distance between two classes C and C′ [4].
Silhouette =
c′(x)− c(x)
max {c(x), c′(x)} (5)
c′(x) = min
y∈C′
d(x, y) (6)
The index is bound in the interval [−1, 1], where higher values are better; negative values indicate
misclustering [31].
4.3.5. Unsupervised Cross-Validation
Cross-validation is an effort to increase model robustness by dividing the data set into a training
and a test set. The training set is used to train the model and the test set is used test the model on
an “unknown” data set. The process helps quantify model stability and helps reduce the chance
of overfit. For cross-validation to achieve its purpose of reducing overfit and evaluating model
performance, there needs to exist a measure of fit. For unsupervised learning no such fit exists [32]; to
remedy this situation we regard the cluster validation indices as the measure of fit, creating a pseudo
cross-validation measure for the fit of our clustering. This pseudo cross-validation enables us at each
number of clusters to evaluate the maximum and minimum value of the index and thus how stable
the index is for a given number of clusters. This paper applied 10-fold cross validation to the indices.
4.4. Autocorrelation Feature Extraction
In time series analysis autocorrelation is an essential concept, encompassing the temporal
component of the data, e.g., the time dependency in a data series. Autocorrelation is, like correlation, a
standardized version of covariance, and is calculated like correlation but as a function of time steps. It
quantifies the relation between time steps, called lags. Plotting the autocorrelation coefficients as a
function of lag reveals important structures of the data such as trends, seasonality and the stability
of the time series [33]. Figures 4–6 show different consumption recordings, illustrating different
consumption patterns and different autocorrelation functions, with 48 lags. The left side shows the
original consumption, while the middle shows the autocorrelation coefficient (solid line) and the 95%
confidence interval (dashed line). The right side of the figures shows the significant autocorrelation
coefficients. The figures illustrate differences in autocorrelation structures. In Figure 4 the lags indicate
no daily cycle and only immediate lags are significant. Figures 5 and 6 exhibit a periodicity in the
autocorrelation near lag 20, indicating a recurrent pattern for both consumers.
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Figure 4. (Left) The original consumption profile, (Middle) the solid line is the autocorrelation
coefficient, dashed lines are the 95% confidence intervals. (Right) Significant autocorrelation coefficients
retained as meter features and applied as input to K-Means clustering. The significant lags only include
the first 14 lags, indicating no recurrent pattern.
Figure 5. (Left) The original consumption profile, (Middle) the solid line is the autocorrelation
coefficient, dashed lines are the 95% confidence intervals. (Right) Significant autocorrelation coefficients
retained as meter features and applied as input to K-Means clustering. The significant lags include lags
from the first five lags and a recurrence at around lag 20, indicating some periodicity in the consumption.
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Figure 6. (Left) The original consumption profile, (Middle) the solid line is the autocorrelation
coefficient, dashed lines are the 95% confidence intervals. (Right) Significant autocorrelation coefficients
retained as meter features and applied as input to K-Means clustering. The significant lags include
lags from the first five lags and a recurrence at around lag 20, indicating some periodicity in the
consumption. The significant lags are distinct from the lags in Figure 5.
4.5. Wavelet Feature Extraction
The wavelet transformation is a basis transformation using wavelet basis functions; wavelets can
represent smooth and locally non-smooth functions. Wavelets have time and frequency localization,
effectively linking time and frequency in contrast to the Fourier transformation which only allows
frequency localization [29]. Wavelets are especially well suited for analyzing high frequency data
because of their ability to capture global smoothness and local spikes in the signal [34], while
filtering out high frequency noise [35]. The application of wavelets for time series feature extraction
in this study was inspired by [36]. In the process of filtering high frequency data, wavelets perform
efficient data compression by removing non-significant coefficients. Often this process removes a
considerable number of coefficients. The decomposition of the signal into wavelet coefficients is
not easily interpretable by humans but are readily applicable as input for the K-Means algorithm.
The wavelet coefficients are uncorrelated [37].
Choosing a suitable wavelet is difficult, as the scaled basis wavelet must be able to encompass
the structure of the original signal. We applied the Coiflet 8 wavelet seen in Figure 7, which is
highly fluctuating, enabling the encapsulation of high frequency data. We removed non-significant
coefficients by applying universal thresholding [38] to the wavelet coefficients. The Python wavelet
package PyWt [39] was utilized for the wavelet analysis performed in this paper.
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Figure 7. The Coiflet 8 wavelet applied in this paper. It exhibits a similar structure to the meter data,
making it a suitable candidate for the wavelet transformation of the input data.
5. Results
This section will describe the results obtained by applying the methodology introduced in
Section 4 to the dataset described in Section 3. Section 5.1 will describe clustering with normalized data,
while Section 5.2 describes the application of the wavelet transformation and Section 5.3 describes the
influence of the autocorrelation feature extraction on the clustering performance. Finally, Section 5.4
will summarize the performed clustering solutions.
5.1. Cluster Permance: Normalized Data
In [19] and various other papers, clustering smart meter consumption by only normalizing data
has produced acceptable clustering performance. Clustering the SydEnergi data by only normalizing
the data produced the inconclusive cluster validation index graphs seen in Figure 8, indicating a
lack of identifiable clusters. Figure 8 shows how the cluster validation indices develop as function of
the number of clusters. The dashed lines surrounding the individual indices indicate the maximum
and minimum observed values at each selection of clusters calculated by pseudo cross-validation,
as described in Section 4.3.5.
As described in Section 4.3, we were looking for an elbow break in the index development,
indicating that more clusters will not improve the clustering. The silhouette and MIA indices
exhibited very small changes, indicating stability, and both flattened almost immediately, as they were
questionable with regards to their performance on the SydEnergi data. Arguably, the silhouette index
indicates three clusters, but the structure was poorly defined in the graph and hence we discarded it as
a possible optimum number of clusters. The inability of the K-Means to cluster the normalized data
can in this case be attributed to the close resemblance of the households included in the study. We
included only houses and apartments from the city of Esbjerg connected to district heating.
Figure 8. Cluster validation indicator development as a function of clusters. The silhouette and MIA
validation indices were non-informative in this data set. While the CDI index exhibits large variation,
there is no indication of optimum cluster selection, which was also the case for the DBI index.
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Normalizing the SydEnergi input data prior to the K-Means clusters, the households included in
this analysis were similar in overall grouping, but for 32,000+ consumers the method was expected to
reveal sub-clusters. This is an indication that normalization of smart meter data in this case was so
subtle that K-Means was unable to identify clusters.
5.2. Cluster Performance: Wavelet Transformation
The application of the wavelet transformation of input data resolves the autocorrelation, as the
coefficients are uncorrelated. In effect, wavelet transformation performs dimension reduction, keeping
the structure of the time series with a reduced number of coefficients. This makes the feature space very
similar to the original space, thus—as seen in Figure 9—creating very similar cluster validation indices.
In this case, the wavelets did not create more insightful index development and no apparent optimum
number of clusters was identifiable. As the wavelet transform compressed the data, the inability
to identify clusters was no surprise, as the compressed data was similar to the normalized data.
The Python wavelet package; PyWt [39] was unable to calculate the silhouette due to memory overflow
issues, attributable to the large data set, and this is thus not included.
Figure 9. Cluster validation index development from 2 to 36 clusters using Coiflet 8 wavelet
transformation. Significance was established applying universal thresholding. No apparent structure
was found in the development of the three indices. As with normalized data, the CDI exhibited large
fluctuations, while MIA and DBI had very controlled fluctuations.
5.3. Cluster Performance: Autocorrelation Feature Extraction
The autocorrelation feature extraction (ACF) method—described in Section 4.4—was applied to
the data with 24 lags, equivalent to 24 h temporal information. Only statistically significant lags were
retained as input data to the K-Means. The transformation reduced the data set size from 32,241 smart
meters X 168 hours to 32,241 smart meters X 24 lags (hours). This is a clear reduction of the dataset,
with a tangible effect on the computational cost of the K-Means clustering.
As with the normalized clustering, we calculated the cluster validation index for each number of
clusters from 2 to 36; Figure 10 shows the index development. The solid line represents the average
index value, with the corresponding dashed lines indicating the maximum and minimum observed
values for any given cluster number. In Figure 10, the DBI index shows an “elbow break” at 12 clusters,
combined with narrow minimum and maximum bands, implying that 12 clusters is optimum. The MIA
and silhouette indices are almost horizontal throughout the entire span of clusters, with very small
variation, giving no indication of cluster selection. In contrast, the CDI index exhibits large variation
and a jagged horizontal development, also indicating no specific number of clusters. This indicates
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that the autocorrelation features are potent for the identification of subtle differences in a perceived
homogeneous group, enabling even finer clustering.
Figure 10. Cluster validation index development for the autocorrelation features (ACF). The DBI index
shows a distinct “elbow” break at 12 clusters.
The corresponding plot of the different cluster means in the 12-cluster case is shown in Figure 11.
Many of the clusters exhibit similar auto-correlation structures with slight variations in the value and
lag offset. Generally, except for clusters 4 and 8, there is a short-term dependency of the past five lags
(hours) with zero significant lags in the interval from 5 to 20 lags (hours), and then an indication of
recurrent structure. Clusters 4 and 8 are distinctively different from all other clusters; cluster 4 shows
a close to linear declining lag function, but no recurrent component, indicating no daily cycle in the
consumption pattern. Cluster 8 also exhibits a close to linear decline throughout the 24 lags—except for
some fluctuation in the very first lag—and no indication of a 24 hour trend. The remaining clusters have
significant lags for the first and final five lags, with different offsets around lag 20 indicating a recurrent
consumption pattern. The 12 clusters indicate similar consumption but with slight differences, these
differences are attributable to diversity in consumption; although the overall consumption is similar,
the finer details are amplified using the autocorrelation features.
Figure 11. Plot of the 12 autocorrelation function cluster means (ACF) identified using the CDI.
Clusters 4 and 8 are distinctly different showing linear decline and no recurrence. The remaining
clusters exhibit a largely similar structure, with different values, and a different lag for recurrence.
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The cluster composition of the 12 identified clusters gives further indication of the clustering
performance. Table 3 presents an overview of each cluster’s composition in terms of size, dwelling
type distribution and postal code distribution. The clusters are well balanced, each accounting for
approximately 10% of the total data. In each cluster there is a 40–60% penetration of apartments,
indicating, as stated in Section 3, that electricity consumption is influenced more by inhabitants than
by dwelling type; apartment or house. Finally, the distribution across postal codes is even according to
the size of each postal code. This indicates overall balanced clusters and not just a clustering of select
outliers, demonstrating no geographical clustering.
Table 3. Cluster composition table of the 12 different clusters. Only clusters 4 and 8 are markedly
different from rest, with a very small cluster size. The remaining clusters sizes are well-balanced across
all parameters.
Cluster Composition Dwelling Type Postal Code in Esbjerg
Cluster Size % of Total Data Apartments Houses 6700 6705 6710 6715
0 3198 9.92% 1244 1954 1396 571 754 477
1 2456 7.62% 851 1605 976 460 609 411
2 3342 10.37% 1240 2102 1427 603 798 514
3 3988 12.37% 1920 2068 1953 739 763 533
4 239 0.74% 117 122 127 36 45 31
5 4295 13.32% 1854 2441 1956 846 888 605
6 3014 9.35% 1616 1398 1522 586 489 417
7 3590 11.13% 2237 1353 1976 674 539 401
8 405 1.26% 300 105 256 63 46 40
9 3703 11.48% 1476 2227 1568 670 868 597
10 1794 5.56% 859 935 875 344 347 228
11 2217 6.88% 946 1271 940 462 488 327
Total 32,241 100.00% 14,660 17,581 14,972 6054 6634 4581
5.4. Comparison of Results
The three different preprocessing methods of the K-Means input data yield very different results.
In the data from Esbjerg, where the two household composition groups chosen are very similar, the
normalization and the normalization + wavelet transformation were unable to provide any meaningful
clustering solution for the data. There was no significant difference in the data structure between
normalizing and wavelet transformation of the SydEnergi data. The wavelets do compress and remove
autocorrelation, but do not provide the K-Means with the possibility to leverage the autocorrelation.
For data where the normalization produced viable clustering solutions, the wavelet transformation was
expected to do the same, but with a reduced number of dimensions and thus a significant reduction in
computational effort.
With the SydEnergi data, the autocorrelation feature (ACF) method provided clustering solutions
that leveraged the autocorrelation inherent in the data. This produced balanced clusters that
encompassed the underlying structure found in the consumption patterns of the individual smart
meters. The clustering solution generated by ACF was different from the normalization and wavelet
transformation solution in that it provided more clusters, but also a different number of clusters.
This difference was also observed in [19].
A measure for evaluating the clustering is analyzing the computational effort needed to perform
the clustering. All three cases preprocessed the input data. The processes can be run in constant time
and their influence on the overall runtime is negligible compared to K-Means lower bound runtime of
k
√
n [40] and upper bound of O(kn) [40], where k is clusters and n is observations. The reduction of the
input data via the autocorrelation features or wavelet transformation can result in a significant decrease
in the minimum and worst case computational effort needed to cluster the data [19], see Table 4.
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Table 4. Clustering method runtime comparison. The normalized and wavelet methods were unable
to provide meaningful clusters and are for comparison set to 12 clusters and 25% compression for
wavelets. The autocorrelation and wavelet method reduced the dataset size, with a significant impact
on the runtime. The table is an adaptation from a table in [19].
Processing Normalization Autocorrelation Features Wavelet
Scaling/Transform Constant time Constant time Constant time
Size of input data (n) 168 × 32k+ 24 × 32k+ 42 × 32k+
Best case running time (12 clusters) 12
√
168 12
√
24 12
√
42
Worst case running time (12 clusters) 12168 1224 1242
6. Discussion
The K-Means clustering algorithm is a simple, efficient and robust method for unsupervised
clustering. It is readily implemented in many software suites and easy to apply to numeric data sets.
However, the straightforward application of modern data mining software exposes possible pitfalls
in data analysis. As this paper shows, it is not possible to calculate meaningful clusters from the
SydEnergi data applying the K-Means method directly. Only through careful preprocessing of the
input data to enable K-Means to account for temporal components did we calculate meaningful clusters.
This demonstrates the importance of understanding and recognizing the data type under analysis.
Failing to regard smart meter data as data evolving over time impairs the analysis by not encompassing
all available information. Intrinsic data information is not generally utilized in smart meter analysis;
reference [4] showed that data type knowledge was not consistently applied in the literature. In the
case of smart meter data, the missing information is the autocorrelation, which quantifies how past
observations influence current observations.
As described in Section 4.2, K-Means is unable to include autocorrelation, and in effect ignores
this intrinsic information. In a supervised—e.g. regression—setting, this could potentially result in
singularities, making the problem unsolvable, or at least rendering the coefficients unstable. K-Means
robustness ignores this and creates a clustering regardless, not requiring the analyst to reflect upon
model and data decisions. This paper has improved on the clustering performance of K-Means
by enabling the algorithm to account for intrinsic information. This has been achieved through
transformation and feature extraction based on data insights. The preprocessing of the input data
enables K-Means to cluster data structures it was not originally intended to include. K-Means input
preprocessing was successfully applied in this paper, but also to district heating data [19], where it
was applied to reduce within-cluster variance.
K-Means is useful for prototyping, with extensive applications in smart meter clustering. However,
the within-cluster variability is consistently large, such that the clusters overlap, delivering academically
viable clusters with inconsequential practical value. The overlap results in indistinguishable clusters.
There exists a gap in the literature on time series comparison, not just regarding clustering, but also
the subsequent evaluation of the similarity of the time series. There exists some literature where
various features are extracted from the individual time series and compared. This is a computationally
expensive process, which is not always easily automatable. In general, the features proposed and
traditional time series analysis have not yet been combined into a strong framework for comparing
time series data. Ultimately there is a need for future research into statistically sound methods for
evaluating the differences between time series, enabling researchers to better evaluate the resulting
clusters and conclude on their (dis)similarity. Without better tools to evaluate differences in time series
and reduce the within-cluster variability, smart meter consumption clustering could potentially linger as
an academic exercise. This applies not only to smart meter data, but to time series clustering in general.
Not all transformations improve the clustering performance of K-Means. The paper applied
several, with only successful application of autocorrelation features. Further, we conducted a principal
component analysis with an ensuing substantial reduction in dimensions, however the subsequent
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clustering of the transformed data showed no improvement compared to the normalization of the
input data.
Wavelet transformation was applied and retained much of the general structure of the data in
compressed form; thus the cluster validation index development closely resembled the development
of the normalized data. The wavelet transformation removed autocorrelation and compressed the data
by large factors, resulting in faster performance of the clustering, but with a similar result as that for
the original uncompressed data.
The feature extraction methods applied in this paper also reduced the dimensionality of the input
data set. This reduction had a significant impact on the computational cost of clustering smart meter
data. The wavelet method compresses but maintains the original structure, enabling faster but similar
clusters than normalized clustering, while the autocorrelation clusters around data features from the
time series and produces different and—for the SydEnergi data—finer-grained clusters.
Mathematics provides a myriad of methods for data manipulation, which can help draw out
intrinsic information from data. It requires that the analyst bring knowledge of the data and reflect
upon the methods applicable, beyond the popular choices, and that they apply their knowledge to
improve the model performance. This paper has shown that careful preprocessing of the data before
clustering can improve the clustering performance in several ways, namely speed, the information
included in clustering and better cluster definitions by measure of variance.
7. Conclusions
This paper has shown the existence of autocorrelation in specific smart meter electricity data. It is
not a general proof of the existence of autocorrelation in all smart meter datasets, but is an indication
that smart meter data needs to be examined for autocorrelation before analysis commences. This paper
successfully extracted significant autocorrelation coefficients and incorporated them into subsequent
clustering using K-Means.
The autocorrelation coefficients, regarded as features, enabled the K-Means algorithms to
encompass autocorrelation and deliver more detailed clusters. The resulting clusters are well balanced,
with an even distribution of dwelling type within each cluster and across different postal codes.
Two clusters were distinctly different from the rest in their overall consumption profile but also in
their size, being markedly smaller. In contrast, normalizing the smart meter electricity consumption
data was unsuccessful in providing unambiguous clusters. Wavelet transformation of the input data
to the K-Means was successful in compressing the data and removing multi-collinearity, but it did
not succeed in identifying an optimum number of clusters. Furthermore, this paper implemented an
unsupervised version of cross-validation enabling stability measures of the validation indices.
In conclusion, this paper has shown that the clever transformation of data prior to K-Means
clustering can improve performance and enable K-Means to handle data and information of types
for which it was not originally intended. This result makes it possible to produce clusters from smart
meter data that are better defined through smaller clusters with less within-cluster variance.
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10 Abstract 11 
Contrary to electricity smart meter data analysis, little research regarding district heat smart meter data has 12 
been published. Previous papers on smart meter data analytics have not investigated autocorrelation in smart 13 
meter data. This paper examines district heat smart meter data from the largest district heat supplier in 14 
Denmark and autocorrelation is identified in the data. The K-Means algorithm is not able to take 15 
autocorrelation into account when clustering. We propose different data transformation methods to enable K-16 
Means to account for this autocorrelation information in the data by using wavelet transformation and 17 
autocorrelation features. Our results show that the K-Means yield acceptable clustering results for district heat 18 
data when clustering normalized data, inclusion of autocorrelation improves the clustering. The clusters on 19 
normalized data are similar to the wavelet transformed clusters, where the autocorrelation has been 20 
accounted for. The clustering achieved with the autocorrelation transformation yields finer clusters through 21 
accounting for autocorrelation. We are not able to statistically show a difference between the transformations. 22 
All transformations result in shadowing clusters, but the autocorrelation transformation generates fewer 23 
shadow clusters and reduce the number of dimensions from 744 to 24, resulting in a dramatic reduction in K-24 
Means runtime. 25 Highlights 26 
1. Existence of autocorrelation in the smart meter data is shown.27 
2. Preprocessing of data enables K-Means to account for autocorrelation.28 
3. Implementation of cross-validation for unsupervised learning.29 
4. Autocorrelation feature from input data enable finer clustering from K-Means.30 
5. Wavelets reduce data with ensuing faster runtime without notable change to clusters.31 Keywords 32 
Clustering; Feature Extraction; Autocorrelation; Wavelet Analysis; Smart Meter Data; Load Pattern; 33 
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1. Introduction   34 
In traditional electricity production, fossil fuels and organic waste is burned to generate electricity, the 35 
incineration process generates heat as a bi-product. In Denmark, this heat is increasingly utilized as a source for 36 
domestic and industrial heating, through district heating systems. Combined heat and power plants (CHP) help 37 
cover the demand for electricity and heat of larger populated areas, while smaller heat production plants 38 
supply rural districts Overall District Heating supplies heating and hot water to approximately 64% [1] of all 39 
Danish households.   40 
Since the energy crisis in 1973 district heating has received much attention in Denmark as an efficient and 41 
environmentally friendly means to ensure heating. Current research in district heating systems is culminating 42 
with 4th generation, where the dominant research focus has been directed towards more efficient technical 43 
solutions such as better pipes, flow control, drag minimizing additives and lower temperature in the system. 44 
Much less effort has been directed towards understanding consumption as part of the system and driver of the 45 
demand. 46 
Recent advent of smart meters, for automatic metering of consumption, has enabled consumption recordings 47 
at an unprecedented detail, moving from biannual manual readings to automatic hourly readings. Many Danish 48 
district heat utilities have embraced this technology and installed smart meters at heat exchange stations, 49 
where the transmission and distribution grid transfer energy to individual household areas. Installation of 50 
meters at these levels enable the district heat utilities to supervise the systems in an intelligent way, but also to 51 
increase their knowledge of their consumers for better understanding the demand.   52 
The past decade has witnessed a strong research and technology focus on electricity smart grids where the 53 
introduction of smart meters at household level has enabled detailed recording of consumption. Recording of 54 
consumption at household level by the minute can help optimize the electricity grid and identify flexibility in 55 
the entire system, by way of increased consumer knowledge. Introduction of modern metering equipment for 56 
district heating, will in theory, make it possible to do the same consumption pattern analysis, which 57 
successfully has been applied to electricity smart meter data in the last decade.  This paper will investigate the 58 
feasibility of the learnings and methods from smart meter electricity consumption clustering in a district heat 59 
setting and assess if these learnings are readily applicable to district heating consumption data.  60 
Heat smart meter data analysis is not only relevant for understanding heat consumption patterns in district 61 
heating networks from an academic point of view, but also allow the district heating companies to understand 62 
their consumer better and potentially optimize their heat delivery service.  We suggest that heat smart meter 63 
profiles can be used at a generic level to model heat consumption patterns in areas outside of the district 64 
heating district, where heating is based on individual heating sources. In this way the heat smart meter data 65 
can be used to model local air pollution levels and potentially forecast air pollution levels in these areas using 66 
weather forecast data such as temperature and wind forecasts. 67 
This paper makes the following contributions: First, this paper presents analysis of smart meter consumption 68 
data at heat exchange station level, including imputation of outliers. Second, the paper confirms the existence 69 
102
of autocorrelation in smart meter data, information which K-Means ignores in the clustering. Third, the paper 70 
introduces methods to enable K-Means to account for autocorrelation information in data, by careful 71 
transformation of K-Means input data. This can easily be extended to account for other intrinsic data 72 
structures. Fourth, the paper extends the notion of cross-validation into unsupervised learning by creating 73 
pseudo response variables from cluster validation indices.   74 
The rest of this paper is divided into 5 sections; current relevant literature is listed in section 2, while section 3 75 
describes the data and the preprocessing performed, section 4 discusses the methods applied for clustering. In 76 
section 5 the results from clustering using K-means, with and without transformed data are shown. Section 6 77 
discusses the results and their implications while section 7 concludes upon the findings.  Finally section 8 78 
includes an executive summary. 79 
 80 2. Literature Review 81 
A literature study [2] on smart meter data clustering, which evaluated more than 2000 papers concerning 82 
application of energy smart meter data for consumption clustering, identified no papers applying district 83 
heating smart meter data for household consumption clustering. Electricity consumption smart metering data 84 
have demonstrated significant differences in consumption patterns [3]. This discrepancy can be attributed to 85 
differences in lifestyles illustrating the need for better understanding of consumer behavior and consumption 86 
patterns, to facilitate more efficient use of resources. 87 
The review [2] also supplies a list of prevalent methods for consumer clustering applying smart meter data. K-88 
means is frequently, and thoroughly studied [3–5], and repeatedly compared to more advanced methods such 89 
as follow-the-leader [6,7] and hierarchical clustering [8–10]. Experiments with data transformation for 90 
preprocessing input data prior to K-Means clustering is conducted in [11]. Evaluation of the resulting clusters is  91 
estimated by applying various validation indices [12–14].  92 
There was no clear indication of time interval to evaluate ranging from days [15] to a year [16], and few papers 93 
amended external data such as weather data [8], survey information [17,18] and occasionally with energy 94 
audits [19] to evaluate consumers and behavior [20]. Only one recent paper which applied smart meter data on 95 
district heating was identified; [21] applies hourly meter data from district heat substations to evaluate heat 96 
load patterns on predefined customer classes.  97 
With only few identified studies relating to district heating smart meter data, we will draw much inspiration 98 
from research done in electricity smart meter analysis, where K-Means is extensively applied for clustering. The 99 
simplicity of the K-Means algorithm has some caveat to which we will discuss solutions. We hypothesize the 100 
existence of autocorrelation in the smart meter data. Existence of autocorrelation has consequences for K-101 
Means ability to cluster. Confirmation of the existence of autocorrelation will require circumvention by 102 
carefully preprocessing the input data to the K-Means algorithm leaving the K-Means algorithm unaltered. 103 
103
3. Data Summary and Preprocessing 104 
This section describes the data analyzed in this paper, we do so by applying a data description table proposed 105 
by [2], presenting important data information in a table view. Furthermore this section will describe the data 106 
preprocessing completed while preparing the data for analytics.  107 
The data applied in this study is kindly supplied by AffaldVarme Aarhus (AVA), the largest district heat supplier 108 
in Denmark, covering the municipality of Aarhus including suburban and rural areas. Additionally, AVA also 109 
supplies a handful of smaller municipalities such as Skanderborg, Odder, Hørning and Hornslet through their 110 
transmission grid. The raw data initially comprises hourly readings from the 53 heat exchange stations, which 111 
we hereafter refer to as “HX stations”. HX stations link the pressurized high temperature water in the 112 
transmission grid to the lower temperature distribution grid. The data recordings encompass the time period 113 
January 1st 2017 till January 31st 2017. Three HX stations have been removed from the data set because of 114 
incomplete readings. The data description in Table 1 gives an overview of the data set, with the initial and final 115 
sample sizes applied in this paper. The structure was proposed in [2] as a standardized means to report 116 
minimum data set information to the reader.  117 
 118 
 119 
 120 
 121 
 122 
 123 
 124 
 125 
 126 
 127 
 128 
  129 
Data Description  Value 
Type Smart meter readings from district heat exchange stations, 
exchanging heat from transmission to distribution grid. 
Supplying smaller geographical areas of residential and 
industrial consumers with heat. 
Country  Denmark 
 
Region Municipality of Aarhus 
Supplier AffaldVarme Aarhus (AVA) 
Initial Data Size 53 district heat smart meters with 744 observations each. 
Exclusion of Data Meter #130 was removed as it is a large company Heat 
exchange station servicing only 1 customer. 
Missing Values Meters: #118A, #136J, #147 discarded du to missing data for 
entire January. 
 
Meters: #111C, #119, #133, #134, #135, #136, #148 and 
#151 erroneous readings. These errors were imputed as 
described in section 3, and the meters kept in the data set. 
Final Data Size 49 district heat smart meters with complete data 
Recording Frequency Hourly 
Start 01/01/2017 
End 31/01/2017 
Length 744 recordings per meter. Hourly recording for entire 
January. 
Referral Data never before referenced. 
Table 1 - Data description as proposed in [2]. The table produces an overview of the data utilized in this study; how many smart 
meter readings are included in the final data set and which smart meters were disregarded for what reason. 
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The data set from AVA contains, as shown in Table 1, meter readings from January 1st, 2017 until January 31st, 130 
2017, yielding 744 recordings per HX station. January is one of the coldest months in Denmark and thus a 131 
period where the HX stations are very active the entire day and month as most customers demand heat.  132 
The HX meter readings utilized in this study are complete for most readings. Three HX stations (118A, 136J, 133 
147) have missing values for the entire January, and are removed from the dataset; the three HX stations are 134 
one mobile HX station, and 2 HX stations supplying an external utility company. Finally, HX station 130, was 135 
removed as it is a station supplying only one company and hence not representative as an HX station. 136 
Meters 111C, 119, 133, 134, 135, 136, 148 and 151 all experienced faulty readings, seen as spikes or outtakes 137 
in Figure 1 (left). The erroneous readings are easily identified visually, but also via data, as they all have zero-138 
consumption readings. Furthermore a few of the meters exhibit sudden very high consumption readings. There 139 
are several scenarios which can explain the erratic readings; service stops, cold water pockets, or pipe failure. 140 
AVA registered none of those in the given period hence we treat the outliers as meter misreading. Rectification 141 
of the outliers is done by imputing the series mean value onto each outlier. This is a simple technique and 142 
proved very successful with the current data as can be visually inspected in Figure 1 (right) where the error 143 
mean corrected series are shown. All spikes and breaks in the meter readings have been evened out without 144 
inducing noticeable artifacts. 145 
  
Figure 1 - (left) Original meter readings from HX stations with clear recording errors. Affected HX stations 111C, 119, 133, 134, 135, 146 
136, 148 and 151. (Right) Correction of errors by imputing series mean into the faulty reading. 147 
No other concerns were observed in the data; hence the error mean correction is the only data manipulation 148 
applied to the data before analysis, resulting in a final sample size of 49 meters each with 744 readings 149 
encompassing January 2017. A recent study analyzing district heat end user consumption investigates 150 
household smart meters from the same region whereas this study analyzes district heat exchange stations 151 
servicing larger areas [22]. 152 
 153 
105
4. Methodology 154 
This section will outline the methods applied to the data. Starting with a description of the clustering technique 155 
K-Means in section 4.1, section 4.2 will introduce data scaling, which is needed for K-Means. Section 4.3 156 
describes the selection of the number of clusters. Cross-validation is introduced in section 4.4. Finally section 157 
4.5 and 4.6 introduces transformations of the input data by way of autocorrelation functions and wavelets. 158 4.1 K-means Clustering 159 
Clustering HX stations into smaller homogenous subsets for better encapsulating consumption structures is an 160 
unsupervised problem. There is no prior knowledge of the true underlying clusters and hence no known 161 
structure to model against. In comparison, supervised classification utilizes a response variable, usually 162 
denoted Y, and a link function to model the underlying structure. From previous studies of electricity smart 163 
meter clustering [2] a considerable amount of clustering is performed by applying K-means or derivatives of the 164 
K-means algorithm. Consequently K-means will act as a benchmark for the analysis performed in this paper. K-165 
means has some properties which make it a popular choice for unsupervised clustering, but there are some 166 
caveats which must be addressed.   167 
K-means is readily implemented in most modern analysis software from proprietary to open source. In absence 168 
the algorithm is simple to implement. The algorithm is very robust and usually able to cluster data satisfactory. 169 
There exist K-means derivatives which are optimized for handling outliers or allowing fuzzy class-labels. The 170 
simplicity of the algorithm is its raison d’etre, in comparison to more advanced algorithms which do not 171 
necessarily perform significantly better. This further propels the popularity of general purpose algorithms like 172 
the K-means algorithm for unsupervised clustering. 173 
There are some significant caveats concerning the K-means method, most significant is its greedy design 174 
philosophy [23] combined with the random initialization of the algorithm. The algorithm is prone to identify 175 
locally optimal solutions, which can lead to results that are not globally supported. To alleviate this problem 176 
the algorithm is usually run several times with random initialization and then selecting the best solution among 177 
the runs. This paper utilizes the K-Means implementation found in the scikit-learn framework for python [24] 178 
which by default selects the best clustering of 10 repetitions. Unless the initial random seed is fixed, the 179 
algorithm will return new clusters each run. Throughout this paper the random seed is set to 12345 to ensure 180 
reproducibility. 181 
The algorithm does not account for any inherent structure in the data, for instance autocorrelation often found 182 
in time series. Either the algorithm is improved to handle more data structures or the input data can be 183 
preprocessed in such a fashion that the algorithm can cope with the inherent information in specific data 184 
structures. In this paper, we will pursue preprocessing of data to improve clustering performance.  185 
The algorithm is initialized with k number of clusters; the clusters can be random or predefined. Repeatedly 186 
each observation is assigned the cluster which is closest to the observation, after which the cluster centers are 187 
recalculated including the newly assigned observation. This process is continued until no change occurs in 188 
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cluster assignments and the algorithm has converged to at least a local optimum. For an intuitive and thorough 189 
discussion of the mechanics of the algorithm see [25,26]. 190 4.2 Data Scaling and translation 191 
The K-means algorithm compares data by difference, grouping HX stations with large energy throughput 192 
together regardless of their consumption pattern. To avoid classifying the amount of energy consumed rather 193 
than the pattern by which it was consumed, we need to remove scale from the data. Similarly [11] applied 194 
scaling as preprocessing of smart meter data. In this paper we apply four different scaling and two 195 
transformations. The transformations are intended to amplify the difference between the groups, which makes 196 
it easier to recognize homogeneous clusters.  197 
Scale Mathematical Description Intuition 
Normalization  𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
 Normalization puts all observations 
on a 0-1 scale compared to the 
largest reading. Dimensionless. 
Standardization  𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝜎𝜎
 Standardization scales all 
observations compared to the 
variance of the time series. 
Dimensionless. 
Mean-Center 𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 Mean-centering removes the mean 
from the meter reading. It is equal 
to shifting on the y-axis.  
Mean-Divide 𝑥𝑥
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
 Scales observations relative to the 
series mean. Does not constrain 
the y-axis to the interval [0, 1]. 
Dimensionless. 
Table 2 - Scaling methods applied in this paper, to remove consumption volume impact from HX stations. Scaling can help reveal true 198 
consumption patterns and disregard volume throughput differences of individual HX stations. 199 
The 4 different scaling techniques listed in Table 2 all remove the differences in consumption volume while 200 
retaining the consumption patterns of each HX station. Normalization scales readings from each HX station to 201 
the interval [0:1]. Standardization scales the consumption patterns with respect to standard deviation of the 202 
HX station with mean equal 0 and unit variance. Mean-Centering scales by removing the mean from the HX 203 
station, shifting the mean to 0. Mean-divide is comparable to normalization, dividing by series mean. It does 204 
not constrain the y-axis to the interval [0, 1]. 205 
The scaling methods remove volume differences, through different strategies, essentially retaining only the 206 
pattern in the data. Scaling can be essential in clustering techniques where clustering is performed on a 207 
distance metric. As mentioned K-means is prone to cluster HX stations of equal consumption volume regardless 208 
of difference in consumption pattern. The data are scaled to ensure HX stations are clustered by pattern and 209 
not consumption volume. Figure 2 (top) shows the original data and the implications of the different scaling 210 
applied (bottom), which illustrate that removing consumption volume difference of the HX stations reveals 211 
similar consumption structure across the stations.  212 
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Figure 2 - Top: the original data plotted, clearly showing a difference in consumption volume rather than different consumption 215 
patterns. Mid-Left: normalizing data reveals the similar consumption pattern for each HX station. Likewise does standardization, 216 
mean-centering and mean-dividing of the data. The scaling reveal similar consumption pattern across all 49 HX stations with 217 
different consumption volume. The coloring shows the small differences in the different HX stations consumption after scaling. 218 
 219 4.3 Selecting the Number of Clusters 220 
K-Means does not give a solution to selecting the optimal number of clusters. It purely classifies according to 221 
the initial user-selected number of classes and the random seed. In order to select the optimal number of 222 
clusters, we need a metric for evaluating different clustering solutions, without knowing the true underlying 223 
clusters.  A multitude of different measures, for assessing clustering performance have been developed to help 224 
identify the optimal number of clusters. These metrics are concerned with quantifying inter and intra variability 225 
of the resulting clusters. This paper will employ 4 different cluster validation indices: MIA, Cluster Dispersion 226 
Indicator, Davies-Boudin Index and the Silhouette index. All indices applied are described in Table 3 which is an 227 
adaptation of a table presented in [2]. 228 
Index Mathematical description Properties 
MIA 
 
 
 
𝑴𝑴𝑴𝑴𝑴𝑴 = �𝟏𝟏
𝑲𝑲
�𝒅𝒅𝟐𝟐(𝑪𝑪𝒌𝒌)𝑲𝑲
𝒌𝒌=𝟏𝟏
, 
Average distance within class-member to class centroid, 
summarized across all classes. k is number of clusters; d2(𝐶𝐶𝑘𝑘) 
is the squared average distance within cluster k. High MIA 
indicates large distances within the classes. E.g., large 
dispersion.  
Cluster Dispersion 
Index (CDI) 
 
 
𝑪𝑪𝑪𝑪𝑴𝑴 = 𝟏𝟏
𝒅𝒅(𝑪𝑪)�𝟏𝟏𝑲𝑲�𝒅𝒅𝟐𝟐(𝑪𝑪𝒌𝒌)𝑲𝑲
𝒌𝒌=𝟏𝟏
 
CDI prefers Long inter-cluster distance and short intra-
cluster distance [14]. Small values indicate good clustering. 
d2(𝐶𝐶𝑘𝑘) is the squared average distance within cluster k. While 
d(𝐶𝐶) is average cluster distance in data [14]. 
Davies-Boudin Index 
(DBI) 
 
 
𝑪𝑪𝑫𝑫𝑴𝑴 = 𝟏𝟏
𝑲𝑲
�𝒎𝒎𝒎𝒎𝒎𝒎
𝒋𝒋≠𝒊𝒊
𝒅𝒅𝒊𝒊𝒎𝒎𝒎𝒎(𝑪𝑪𝒊𝒊) + 𝒅𝒅𝒊𝒊𝒎𝒎𝒎𝒎(𝑪𝑪𝒋𝒋)
𝒅𝒅(𝑪𝑪𝒊𝒊,𝑪𝑪𝒋𝒋)𝑲𝑲
𝒊𝒊=𝟏𝟏
 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝐶𝐶𝑘𝑘) is the average diameter of a cluster. And 𝑑𝑑�𝐶𝐶𝑚𝑚 ,𝐶𝐶𝑗𝑗� is 
the distance between cluster centers. K is the number of 
clusters. DBI relates the mean distance of each class with the 
distance to the closest class [27]. Smaller values of DBI 
implies that K-means clustering algorithm separates the data 
set properly [16] 
Silhouette Index 
 
 
 
𝑺𝑺𝒊𝒊𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 = 𝒄𝒄′(𝒎𝒎)− 𝒄𝒄(𝒎𝒎)
𝒎𝒎𝒎𝒎𝒎𝒎 {𝒄𝒄(𝒎𝒎), 𝒄𝒄′(𝒎𝒎)} 
 
𝒄𝒄′(𝒎𝒎) =  𝒎𝒎𝒊𝒊𝒎𝒎
𝒚𝒚∈𝑪𝑪′
𝒅𝒅(𝒎𝒎,𝒚𝒚) 
c(x) is the average distance between vector x and all other 
vectors of the cluster c to which x belongs. c’(x) is the 
minimum distance between vector x and all other vectors in 
cluster ∀ 𝐶𝐶′ ≠ 𝐶𝐶 [11]. 
SI is between [–1, 1] higher is better. Negative is miss-
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clustering 
Table 3 - Overview table of Cluster validation indices applied in this paper, with their mathematical description and intuitive 229 
properties. The table is an adaptation from a table in [2]. 230 
Like residuals and r2 in regression analysis, these indices are developed so as to minimize the dispersion within 231 
and maximize the distance between clusters, helping to select the optimal number of clusters. Plotting the 232 
progression of the indices as function of clusters allows for visual inspection, where abrupt changes in their 233 
decline or fluctuating pattern can help select the number of clusters within a given data set. This method of 234 
estimating the number of clusters in unsupervised clusters has been studied by [28]. 235 
 236 4.4 Cross-Validation 237 
Cross-validation is a concept developed for supervised learning [29] as a bias-variance trade-off for reducing 238 
misclassification by splitting the data into a test and training set [30]. In the test set the true cluster label is 239 
known, which enables comparison of the model clustering vs the true clusters.  240 
We will apply cross-validation, not directly to the unknown clusters but to the cluster-validation indices thus 241 
regarding the indices as pseudo cluster labels. We apply leave-one-out cross-validation [31], calculating the 242 
indices for all 49 HX stations with the omission of one. This is done repeatedly until indices have been 243 
calculated for each combination of 48 HX stations. We report the maximum, minimum and average index 244 
value, of all four validation indices. 245 
 246 4.5 Autocorrelation Feature Extraction 247 
The HX station meter readings are ordered in time, with equidistant intervals, each HX stations data output can 248 
be regardeds as a time series. An extensive literature exists on Time Series Analysis which we will not cover in 249 
this paper. For a thorough discussion refer to [32], for a survey on time series clustering with discussion on 250 
difference in type of methods see [33]. An important tool from classical Time Series Analysis is the 251 
autocorrelation function (ACF) which is defined as:  252 
𝐴𝐴𝐶𝐶𝐴𝐴(𝜏𝜏) =  𝐸𝐸([𝑋𝑋𝑡𝑡−𝜇𝜇][𝑋𝑋𝑡𝑡+𝜏𝜏−𝜇𝜇])
𝜎𝜎2
       (1) 253 
where t and τ are integer time steps, μ is the series mean, and σ2 it the series variance. Intuitively the data 254 
generating process is correlated with itself, quantifying how much previous observations influence the current 255 
observation. The n lags in an ACF plot indicate the influence of each of the previous n observations and they 256 
are essential in identifying the type of time series process which generated the readings. The ACF plot 257 
visualizes inherent information such as dampening, oscillation, and recurrences throughout the data. The data 258 
are expected to contain autocorrelation as the output from the HX stations is expected to exhibit a daily cycle. 259 
To the best of our knowledge this has only briefly been studied in smart meter electricity analytics by [20] and 260 
has not been utilized as input for K-Means clustering in a smart meter setting. In this paper we will not perform 261 
a rigid time series analysis of each HX station, nor will we develop ARIMA models for the individual HX Stations. 262 
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As we do not develop ARIMA models we do not need to ensure stationarity of the time series. We will merely 263 
evaluate differences in ACF and apply the coefficients as input for the K-Means algorithm to cluster. 264 
K-means is by default not leveraging the expected auto-correlation information in the HX station readings as 265 
mentioned in section 4.1. We preprocess the input data by calculating the ACF coefficients of each HX station, 266 
and input the resulting ACF coefficient matrix into the K-Means algorithm thereby enabling the K-Means to 267 
account for the autocorrelation in the data. K-Means is enabled to account for auto-correlation by classifying 268 
the ACF structure rather than the observed consumption data from each station. As the ACF is employed to 269 
characterize the underlying model and parameters, clustering the ACF coefficients can be regarded as 270 
clustering with respect to the underlying process. Under certain conditions a rigid time series analysis and 271 
model can be developed describing the individual clusters.  272 
 273 
Figure 3 - Autocorrelation plot with 50 lags of HX station 145 the town of Kolt. The 0.95% confidence bands shows significant lag 274 
coefficients until lag 28. A clear seasonality is also seen at lag 24 indicating a daily recurrent pattern. 275 
Figure 3 shows a 50-lag autocorrelation plot including 95% confidence intervals of the HX station; 145 Kolt. The 276 
Confidence intervals shows the first 28 lag coefficients to be significantly different from 0. The Figure confirms 277 
the existence of autocorrelation in the data. Moreover the Figure shows a seasonality component every 24 lag, 278 
indicating a recurrent daily cycle. The ACF is invariant to the scaling and translation described in section 4.2 279 
meaning volume differences are irrelevant when ACF preprocessing the data. 280 
111
4.6 Wavelet Feature Extraction 281 
The wavelet transformation is a basis transformation using wavelet basis functions. Wavelets are able to 282 
represent smooth and locally non-smooth functions. Wavelets have time and frequency localization, effectively 283 
linking time and frequency in contrast to the Fourier transformation which only allows frequency localization 284 
[31].  Wavelet are especially well suited for analyzing high frequency data because of their ability to capture 285 
global smoothness and local spikes in the signal [30], while filtering out high frequency noise [34]. The 286 
application of wavelets for time series feature extraction in this study has been inspired by [35]. In the process 287 
of filtering high frequency data, wavelets perform efficient data compression, by removing non-significant 288 
coefficients. Often this process removes a considerable number of coefficients. The decomposition of the signal 289 
into wavelet coefficients are not easily human interpretable, but are readily applicable as input for the K-290 
Means algorithm. The wavelet coefficients are uncorrelated [36].   291 
A wavelet defines the orthonormal basis function, and is scaled and shifted to fit the signal. Choosing a suitable 292 
wavelet can be difficult, as the scaled basis wavelet must be able to encapsulate the structure of the signal.  For 293 
the selection of the wavelet applied for analysis of the HX data refer to section 5.3. As wavelet definitions are 294 
often very complex, we here present a brief overview of the theory of wavelets using the Haar wavelet. The 295 
Haar wavelet is defined by [37]: 296 
𝜓𝜓(𝑥𝑥) = � 1, if 0 ≤ 𝑥𝑥 < 12−1, if 1
2
≤ 𝑥𝑥 < 10 Otherwise,       (2) 297 
and is shown in Figure 4. The basis function is scaled and shifted by the scaling function defined as: 298 
𝜓𝜓𝑗𝑗,𝑘𝑘(𝑥𝑥) = 2𝑗𝑗 2� 𝜓𝜓(2𝑗𝑗𝑥𝑥 − 𝑘𝑘)      (3) 299 
where j and k are integers. This function has the same shape as 𝜓𝜓 but is scaled and shifted [30]. The wavelet is 300 
repeatedly applied at different scales to locally fit any fluctuating and smooth regions.  301 
 
Figure 4 - Plot of the Haar wavelet in its area of definition. 302 
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Removing non-significant coefficients is called thresholding. We apply universal thresholding to the coefficients 303 
𝐷𝐷𝑗𝑗,𝑘𝑘 which are kept as wavelets parameters ?̂?𝛽𝑗𝑗,𝑘𝑘. The coefficient is evaluated for statistical significance by: 304 
 ?̂?𝛽𝑗𝑗,𝑘𝑘 = � 𝐷𝐷𝑗𝑗,𝑘𝑘     if �𝐷𝐷𝑗𝑗,𝑘𝑘� > 𝜎𝜎��2∗log (𝑚𝑚)𝑚𝑚0       othervise                               (4) 305 
Wavelets other than the Haar wavelet are usually difficult to describe in closed form, but numeric tools for 306 
computation are available[30]. There exists a fast algorithm for wavelet coefficient calculation which processes 307 
in linear time [38], which in algorithmic analysis o-notation is equivalent to 𝑂𝑂(𝑛𝑛) [23]. The python wavelet 308 
package PyWt [39] was utilized for the wavelet analysis presented in this paper. Figure 5 (Left) shows a Haar 309 
wavelet transformation fit to the HX station; 145 Kolt. The original time series has been transformed via the 310 
wavelet, retaining only significant coefficients. The wavelet transformation has compressed the time series to 311 
161 coefficients compared to the original data of 744 observations. The figure shows how the wavelets are able 312 
to keep the important structure in the data even at a 1:5 compression. The structure of the Haar wavelet 313 
results in its inability to truly follow the data, producing noise reduced representation of the original data. The 314 
corresponding Haar wavelet pyramid plot of HX station 145 Kolt is seen in Figure 5 (Right). 315 
  
Figure 5 – (Left) Illustration of Haar wavelet approximation to original data series. The wavelet has a compression factor close to 1:5 316 
and still recovers large parts of the structure in the original time series. Only 161 wavelet coefficients were significant different from 317 
zero, compared to the entire data series of 744 observations. (Right) Haar wavelet pyramid plot after applying Haar wavelet to the 318 
HX station 145 Kolt.  319 
The visual analysis of wavelets is done using the pyramid plot. The algorithm compares neighboring 320 
observations pairwise e.g. in the small time series x = [1, 2, 3, 4] observation (1, 2) are compared, and (3, 4) are 321 
compared. This comparison yields the first level in the pyramid algorithm. Next pair (1, 2) and pair (3, 4) are 322 
compared, producing the second level, and so forth until there are no more pairs to compare. This can be 323 
plotted as a pyramid-plot with the lines indicating size of the difference from the comparison done at each 324 
level. Universal thresholding is then applied on the lowest level to remove noise. For clustering we generate 325 
new data series from the coefficients and cluster the HX stations by their wavelet coefficients.  326 
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5. Results 327 
This section will present the results from K-Means clustering performed on scaled data in section 5.1, while 328 
section 5.2 compares clustering performance on autocorrelation transformed data, and subsequently in section 329 
5.3 the results from the wavelet transformation is presented. Section 5.4 presents a comparison of the 330 
different clustering achieved  331 5.1 Cluster Performance: Normalized Data 332 
We see how well we can classify HX stations with K-Means and whether careful transformation of the original 333 
data can improve the performance by applying scaling and ACF transformation to the input data. K-Means 334 
clustering done on scaled data constitutes our benchmark for comparing the input transformation influence on 335 
K-means clustering performance.  336 
To the best of the authors’ knowledge HX stations have never before been classified by applying smart meter 337 
recordings. Our hypothesis is that the data will behave similarly to electricity smart meter data, we therefore 338 
progress with the analysis of HX stations in identical manner as observed in [2] regarding electricity smart 339 
meter data.  340 
We plot the cluster validation index to select the optimum number of clusters for the scaled data and study 341 
how they develop as the number of clusters increases from 2 to 20 clusters. All 4 validation indices; Silhouette, 342 
MIA, CDI and DBI are calculated for each of the scaling, Normalized, Standardized, Mean-Centered, and Mean-343 
Divided. Figure 6 shows how the mean of 4 indices develops as more clusters are introduced. The dark grey box 344 
overlay indicates a potential optimum number of clusters.  345 
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Figure 6 – Cluster number selection.  Random Seed: 12345. Pseudo Cross-validation is performed on each of the validation indices. 346 
The maximum and minimum recorded value for each index and cluster number is shown with dashed lines, while the bold line is the 347 
average index value. The dark grey box indicates the optimum number of clusters for each scaling.  348 
The silhouette index performs especially well for the normalized data, with an “elbow” break at four clusters 349 
indicating marginal performance increase by including more clusters. For the mean-centered data the MIA 350 
index shows an “elbow” break around four clusters. For the Mean-divided data the DBI indicate an “elbow” 351 
break occurs at four clusters, while the silhouette index is close to the DBI index. Finally the Standardized data 352 
shows a steady almost linear decline of the indices indicating no apparent cluster size cutoff. The CDI index is 353 
not indicating any number of clusters for any scaling following a linear decline in each case. Three different 354 
indices indicate four as the optimum number of clusters, which will be our choice of clusters.  355 
It is not apparent from Figure 6 which of the scalings to apply. Only standardization falls short of giving an 356 
indication of how many clusters to include. We select normalization with four clusters as it yields the most 357 
balanced clusters where the smallest cluster has four members. In comparison the smallest cluster for mean-358 
divide and mean-centered only has one member, Table 4 shows the cluster size after scaling.  359 
Transform Cluster size @ 4 clusters 
Normalization (18, 4, 12, 15) 
Mean Divided (5, 29, 14, 1) 
Mean Centered (21, 4, 23, 1) 
Standardization (11, 12, 22, 4) 
Table 4- Resulting cluster sizes with 4 clusters and transformations; Normalized, Mean-Centered, Mean-Divided and standardization. 360 
Normalization yields the most balanced clsuters. 361 
The resulting clustering; four clusters and normalized data, is shown in Figure 7 (left) where the 4 cluster 362 
means are plottet. The means exhibit the same general structure with a slight offset and it is possible to 363 
destinguish individual cluster means. Superimposing the individual cluster members onto the graph Figure 7 364 
(right) visualizes the overlap between the classes. The clusters are seperated but not to such an extend that 365 
they are easily separable due to large within cluster variation resulting in overlapping clusters. 366 
115
  
Figure 7 - (Left) 4 class means, after normalization. (Right)  overlay of all class member onto the class means, cluster blue, red and 367 
black are very close while the green cluster is distingushable form the other 3 clusters.  368 
This effectively renders the clustering an academic exercise that shows K-means can be applied to successfully 369 
identify clusters, but their true separability and practical applicability is questionable. The overlap of the 370 
clusters was expected due to the low index values seen in Figure 6, especially the CDI indicated clusters could 371 
be overlapping. The outcome does not change by changing the meter window from one month to weekly or 372 
daily basis which also results in overlapping classes. 373 
The resulting clusters are closely located, which makes the individual clusters difficult to apply in a non-374 
academic setting. We have to be more aware of the features of the input data to the K-Means algorithm to 375 
remedy the situation. Clever data transformation is needed before clustering to circumvent the weaknesses of 376 
the K-Means. One of these methods could be the application of the autocorrelation structure as input features, 377 
enabling the K-Means to treat auto-correlated data when clustering. Figure 8 shows how the clusters are 378 
distributed across the consumption volume and not grouped with equal consumption clusters. 379 
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 380 
Figure 8 - Mapping of class members to original data. It is clearly seen that the clusters are not biased by consumption volume. 381 
Clustering by applying scaled data ensures the clusters are not biased by differences in consumption volume of 382 
individual HX stations. Scaling alone does not utilize latent information inherent in the data. Contrarily, the ACF 383 
is invariant to the volume and focuses only on the underlying consumption structure of each HX station which 384 
makes scaling of the data irrelevant. Additionally the ACF also cater important information for Box-Jenkins 385 
classical analysis of time series and thus points the way for deeper knowledge of the underlying process that 386 
generated the consumption in each cluster through further analysis.  387 5.2 Cluster Performance: Autocorrelation Feature Extraction 388 
To enable K-Means to account for autocorrelation in the data, we calculate the autocorrelation coefficients of 389 
all HX stations with 24 hours lag, and apply this as input to K-Means. Only significant autocorrelation 390 
coefficients are included in the input data set to ensure statistical stability. 24 hour lag has been chosen as the 391 
basis for the general structure encompassing one daily cycle. Figure 3 shows that coefficients above 24 lags 392 
become non-significant, with the recurrent pattern seen in the figure continuing for multiple lag beyond 24 393 
lags. This pattern of significance was observed for all the HX stations.  394 
The exact same method as described for clustering of scaled data has been applied to develop the 4 cluster 395 
validation indices as a function of number of clusters from 2 to 20 illustrated in Figure 9 (Left). There is a clear 396 
change in progression near 7 clusters. Figure 9 (right) shows the different cluster means for 6 clusters, the 7th 397 
cluster has only two observations and hence is not plotted. The resulting 6 clusters show visible differences and 398 
are more separable than the scaled clusters seen in Figure 7 (left). The separability of clusters is especially 399 
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noticeable in the region lag 8 to lag 17, while at the end points the clusters exhibit similar structure, Figure 9 400 
(Right). Figure 9 (right) clearly shows a difference in the ACF for each cluster, the ACFs indicate that clusters 2, 401 
3, 4 and 5 exhibit similar model structure only off-set by differences in model parameters, while clusters 0 and 402 
1 are distinctively different.  403 
  
Figure 9 - (Left) Cluster validation index development, pseudo cross-validated, indicates a change at 7 clusters by the DBI index. The 404 
bold line is average index value while the dashed lines indicate minimum and maximum observed value for each index. (Right) 405 
Cluster means from each of the 6 cluster which have 4 or more members.  406 
The cluster membership overlay in Figure 10 illustrates how the dispersion of the different classes has 407 
significantly reduced the overlap between clusters in the region lag 8 to lag 17. The clustering of ACF features 408 
result in clearly separable clusters. 409 
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Figure 10 – Cluster member overlay. Colors represent cluster membership, and dots indicate cluster mean. It is clearly seen that the 411 
cluster dispersion and subsequently overlap between different clusters is very small in the region lag 8 to lag 17, yielding a better 412 
discriminatory power. 413 
There are more clusters identified with the ACF clustering compared to scaled clustering, the resulting ACF 414 
clusters could potentially be sub-clusters of the scaled clusters. Table 5 shows this is not the case as the 7 ACF 415 
clusters are scattered throughout the 4 scaled clusters. This clearly indicates a difference in the resulting 416 
clustering by the 2 approaches. 417 
Method  ACF Total 
 Clusters # 0 1 2 3 4 5 6 Total 
Normalized 
0 7 3  1 3 2 2 18 
1    2  2  4 
2 2  2 1 4 3  12 
3 2 2 2 9    15 
 Total 11 5 4 13 7 7 2 49 
Table 5 - Cluster overlap table. Columns show the 7 clusters from the ACF transformation clustering, while rows show clustering with 418 
the Normalized. All Normalized clusters are scattered across several ACF clusters which shows that the detailed ACF clustering is not 419 
just a subset of the normalized clustering, but are entirely different clusters. 420 
 421 
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5.3 Cluster Performance: Wavelet Feature Extraction 422 
It is no trivial task to select the wavelet best suited to fit a given signal. The collection of documented wavelet 423 
basis function is extensive. Only wavelets already implemented in the PyWt python package has been 424 
evaluated to keep the task feasible in this study. This was done by fitting each wavelet family to every HX 425 
station, and selecting the wavelet with best overall fit on all HX stations. The Coiflet 16 wavelet shown in Figure 426 
11 had the best overall fit. The wavelet transformation of the original data was done by retaining only 427 
significant wavelet coefficients and creates a wavelet coefficients input data set for the K-Means.  428 
 
Figure 11 – Coiflet 16 mother wavelet selected, through testing, as the best wavelet for transformation of the smart meter data.  429 
Finally we generate the cluster validation index progression shown in Figure 12 by applying the exact same 430 
procedure for estimating number of clusters as previously shown. All scaling, except mean-divided, indicate 4 431 
clusters for the data. Mean-divided shows 4 or 5 clusters could be relevant. Normalizing and standardizing 432 
result in the most balanced clusters, but the index development for normalizing is more abrupt than for 433 
standardizing. All but the mean-divided scaling indicate 4 clusters. Even the original unscaled meter data 434 
suggests 4 clusters after wavelet transform. The 5 cluster solution for mean-divided results in very unbalanced 435 
clusters and is disregarded. We therefore conduct clustering on normalized data to ensure scaling is not an 436 
influencing factor to the wavelet coefficients for the remainder of the wavelet transform analysis.  437 
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Figure 12 - All initial scaling, except mean-divided indicate same number of clusters for the wavelet transformed data. Coincidentally 438 
the same number of clusters suggested by the normalization scaling applied in 5.1. Mean-divided suggest 5 clusters which are more 439 
unbalanced and thus disregarded. 440 
The resulting normalized cluster balance is (20, 4, 9, 16) which yield clusters with at least 4 members. 441 
Additionally, normalized scaling makes the results comparable to the clustering in section 5.1. The clustering 442 
using wavelet coefficients is shown in Figure 13. The plots are significantly different from the ACF and 443 
Normalized clustering due to how the coefficients are structured in the input data. Coefficients to the far right 444 
are from the lowest level of the pyramid and many are set to zero. From the figure it can be seen that the black 445 
clusters are shadowed by the red and green clusters, which was also observed with scaled clustering.  446 
  
Figure 13 - (Left) Wavelet coefficient clustering. From left to right coefficients are from decreasing level of the pyramid algorithm. The 447 
number of non-significant coefficients increase towards the right side of the graph. (Right) cluster member overlay. 448 
121
The resulting clustering overlap between Normalized and wavelet clustering is shown in Table 6. The clustering 449 
is very similar with only 6 of the 49 HX stations clustered differently between the two methods.  450 
Method  Wavelet  
 Cluster # 0 1 2 3 Total 
Normalized 0 16   2 18 
1  4   4 
2 3  9  12 
3 1   14 15 
 Total 20 4 9 16 49 
Table 6 - Clustering overlap table between Normalized and wavelet transformed data. Columns show wavelet transformed clustering 
and rows show Normalized clustering. Normalized and Wavelets produce similar clusters with this data set. Nearly all Normalized 
clusters are mapped 1:1 to the corresponding Wavelet cluster. The two methods yield similar clustering in this case. 
 451 5.4 Comparison of Clustering 452 
The different clustering performed in sections 5.1, 5.2 and 5.3 have all utilized validation indices for selecting 453 
the number of clusters in the data, with “unknown ground truth” [33]. The three different methods applied in 454 
this paper results in different clustering solutions, though Normalization and wavelet transformation agree on 455 
43 of the 49 HX stations in 4 different clusters. ACF finds 7 different clusters which are not a subset of the 456 
Normalization clustering but entirely different clusters. All three methods result in statistical significant groups 457 
at 5% confidence level, meaning that overall the clustering in all three cases result in some clusters that are 458 
statistically distinguishable. The statistical testing conducted was analysis of variance [40] implemented in the 459 
python package Scipy [41]. Caveat to this is that all three clustering result also produced shadow clusters, 460 
clusters that shadow other clusters resulting in clusters that statistically are impossible to distinguish. This 461 
phenomenon was observed in all three cases, but ACF had fewer shadow clusters than Normalization and 462 
Wavelets. 463 
While we have shown the transformation of the input data enables K-Means to handle autocorrelated data, we 464 
are unable to show statistical difference between the three cases. Another measure for evaluating the 465 
clustering is analyzing the computational effort needed to perform the clustering. All three cases preprocess 466 
the input data, in processes that can be run in constant time and its influence on the overall runtime is 467 
negligible compared to K-Means lower bound runtime of 2√𝑚𝑚 [42] and upper bound of O(kn) [42], where k is 468 
clusters and n is observations. The reduction of the input data via the wavelet or ACF feature extraction 469 
decrease from 744 to 161 or 24 coefficients respectively results in a dramatic decrease in minimum and worst 470 
case computational effort needed to cluster the data, Table 7.  471 
 Scaled ACF Wavelet 
Scaling / Transform Constant time Constant time Constant time 
Size of input data (n) 744 x 49 25 x 49 744 x 49 
Best case running time 2√744 2√24 2√161 
Worst case running time 4744 724 4161 
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Table 7 - Clustering method comparison. The different scaling and transformations presented are able to identify clusters in the data. 472 
Selecting one instead of another is difficult.  In this case we can see the worst-case running time for the ACF clustering is better than 473 
the scaled or wavelet transformed data. 474 6. Discussion  475 
This paper has applied learnings from smart meter electricity consumption clustering to district heat exchange 476 
station clustering. The aim has been to investigate if the same methods are readily applicable to district heat 477 
clustering. The data utilized in this paper is generated by smart meters installed at Heat Exchange stations, the 478 
intersection where heat is transferred from the transmission grid to the distribution grid. We treated each HX 479 
station as a consumer and clustered according to their consumption pattern. The data in this study is kindly 480 
supplied by the district heating company AVA of Aarhus. 49 HX stations were included in the analysis. The study 481 
has focused on clustering hourly consumption data for the entire month of January 2017. AVA expects that 482 
clustering of smart meter data, in time, can help improve production efficiency by 1-2%, generating savings of 483 
1.3-2.7 million euros a year. As mentioned in [2] clustering of electricity smart meter data has been performed 484 
at different time scales, from daily to a full year with hourly consumption recordings.  485 
The most prevalent method for consumption clustering has been identified to be the K-Means algorithm, This 486 
paper has discussed the clustering performance and possible improvements to the algorithm. K-Means 487 
popularity among clustering algorithms can be attributed to its widespread implementation in popular 488 
analytical software, its stability and generally good performance. We used the python Sci-Kit Learning 489 
implementation of K-Means to generate the clustering, we scaled the input data to ensure pattern clustering 490 
rather than consumption volume clustering, and we applied four different cluster validation metrics for 491 
evaluating the optimum number of clusters. We found that K-Means clustering on scaled smart meter data to 492 
be academically viable, though the resulting clusters can be very unbalanced. The identified clusters exhibit 493 
large dispersion resulting in overlapping clusters, a phenomenon also encountered in electricity meter 494 
clustering papers such as [3] rendering the practical applicability of the clustering less feasible.  495 
The clusters identified with ACF are not merely subsets of the scaled clustering but entirely different clusters. 496 
Furthermore we performed a wavelet basis transformation of the original data. The ACF and Wavelet 497 
transformation enabled K—Means to account for autocorrelation. The ensuing clustering improved separation 498 
of clusters, and it resulted in nearly identical clusters as scaling did.  499 
A surprising result from the ACF clustering is that 5 out of 7 clusters have identical structure only offset by 500 
differences in coefficients values. This suggests that most of the HX stations consumption pattern can be 501 
described by the same underlying time series model, regardless of composition of the consumers supplied by 502 
the individual HX stations. This is surprising as the demographic and consumer composition of an area 503 
intuitively is expected to influence the consumption pattern, however the clustering using ACF indicates this is 504 
not the case. As it is the first time it has been encountered further research is required in this area.  Deeper 505 
knowledge of the different areas served by the HX stations could help in understanding the patterns observed. 506 
Further improvements to this study include investigation into the stability of the clusters. Are the clusters 507 
stabile over time- or do the cluster members transition between clusters? For a study of these potential 508 
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transitions and cluster stability over time, elimination of exoteric influences, such as; weather and temperature 509 
is needed.  510 
Stability of the clustering was ensured by the concept of cross-validation. Cross-validation may be tweaked for 511 
unsupervised learning such as to give an indication of how much each cluster fluctuates. Though there is not a 512 
simple unified approach for cross-validation in an unsupervised setting the paper [29] discusses cross-513 
validation for principal components selection. In this paper we have applied leave-one-out cross-validation, 514 
utilizing validation indices as pseudo response variables for cross-validating the estimate of the optimum 515 
number of clusters.  516 7. Conclusion 517 
This paper presents novel ways of transforming smart meter input data before applying K-Means clustering. 518 
The transformation can be regarded as feature extraction with subsequent clustering of the features rather 519 
than the original meter data. With success we empirically confirm the existence of autocorrelation in the meter 520 
data and are able to cluster the heat exchange stations with regard to their autocorrelation function. The effect 521 
of clustering the autocorrelation enables the K-Means algorithm to account for the autocorrelation inherent in 522 
the meter data. To the best of the authors’ knowledge this transformation has not been performed on 523 
electricity meter data or district heat meter data before. The resulting clustering when applying autocorrelation 524 
features generates more visually distinguishable clusters. However, we were unable to find significant 525 
differences in the clustering results. Unfortunately all cases contain shadow clusters that are statistically 526 
indistinguishable from neighboring clusters. Apart from showing that clever preprocessing of input data to K-527 
Means can result in good cluster performance for the ACF transformation, the reduction in upper bound 528 
runtime is reduced from 4744 to 724 which is a significant reduction in computational effort needed for the 529 
clustering process. 530 
The main focus of this paper has been to apply the most prevalent clustering method from electricity 531 
consumption clustering to district heating data. The literature concerning district heat consumption clustering 532 
is still limited. This paper has proposed solutions to the K-Means algorithms limited ability to account for 533 
autocorrelation by transformation of input data. We conclude that the K-Means algorithm is indeed capable of 534 
clustering district heating consumption data. While diligently preprocessing the data we can further increase K-535 
Means applicability on more complex data structures, in this case enable accounting for auto-correlation.  536 
 537 
  538 
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8. Executive Summary539 
 This paper clusters 49 district heat exchange stations applying smart meter consumption data, applying540 
hourly recordings from entire January 2017, summing to 744 observations per station. 541 
542 
 K-Means was selected as clustering method due to its prevalence in the electricity consumption clustering543 
literature. 544 
545 
 Baseline clustering was done on normalized data, and validated using MIA, CDI, DBI and Silhouette546 
index.547 
 Autocorrelation was shown in the data and preprocessing of input enabled K-Means to account for548 
autocorrelation information in the clustering.549 
 Autocorrelation feature extraction and Wavelets were applied to account for autocorrelation.550 
551 
 K-Means was able to cluster district heat smart meter data.552 
553 
 The clustering was improved by preprocessing the data prior to clustering.554 
 Autocorrelation features enabled more detailed clusters555 
 Wavelet features enabled compression of input data with identical clusters as baseline.556 
557 
 Preprocessing of input data can enable K-Means to account for different inherent data structures,558 
improving overall clustering and worse-case runtime. The autocorrelation feature extraction  developed 559 
finer clusters drastically improved the run-time.  560 
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Abstract:  
The last decade much research regarding electricity consumption clustering using smart-meter data has been 
conducted. The general consensus is a positive ability for the smart-meter electricity data to be applied for 
consumption clustering. Little research has been directed towards the generalizability of the clusters, i.e. are 
the clusters valid across time such that the clustering is independent of the time period selected? This paper 
applies hourly smart-meter electricity consumption readings to create weekly consumption clusters for more 
than 25,000 households throughout 2011. The weekly clustering allows for analysis of the development of 
clusters over the year. The clusters are created using the currently prevailing clustering techniques K-Means, 
but with the input data are preprocessed to manage autocorrelation. The paper develops a novel method for 
evaluating how members of clusters transition between clusters over the course of the year. Transition is 
categorized into two mapping types; 1:1 perfect stability, and 1:n total instability of clusters. The analysis 
shows that the clustering solutions are only valid the week they are created and that no cluster composition is 
repeated throughout the year. The findings show that the current prevailing methodology for smart-meter 
electricity clustering does not produce time stabile clustering solutions and thus hinders electric utilities to 
leverage the clustering.  
Highlights:  
Weekly clustering of more than 25,000 households for the entire 2011. 
Methodology developed enabling analyses of cluster stability over time. 
K-Means clustering of smart-meter electricity data produce unstable clusters. 
Weekly smart-meter electricity consumption clusters are valid in current week only. 
 
Keywords: K-Means, electricity clustering, consumption clustering, cluster stability, smart meter data 
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1. Introduction  
The advent of modern digital electricity-metering systems, known as smart meters, boasts of endless 
possibilities regarding grid control and consumption flexibility through the in-depth recording of demand [1]–
[3]. For more than a decade researchers have successfully analyzed these meter data to identify consumption 
patterns [4]. Numerous projects have applied K-Means and other clustering algorithms from machine learning 
to identify various consumption patterns hidden in the smart-meter data [5], [6]. Selecting the optimum 
number of consumption clusters using cluster validation indices, the latter evaluate the clusters and aid in the 
selection of optimum solutions. The indices evaluate both inter- and intra-cluster distances, selecting the most 
stable solution for the period being analyzed, but they do not supply any information about the stability of the 
solution across different time periods.  
Researchers and private stakeholders are trying to produce consumption-clustering solutions applicable 
outside academia to facilitate value propositions for both utilities and consumers. Some utilities develop 
mobile applications allowing customers to audit and analyze their consumption on a daily basis [7], while 
research papers propose solutions to aid utilities in optimizing their production and to identify consumption 
flexibility for advanced tariff schemes and incentives[5], [8], [9]. It has been suggested that the cluster solutions 
that are achieved through the current state of the art in smart-meter consumption clustering exhibit too much 
within-cluster variance to be able to create viable and uniquely identifiable clusters[4], [10], [11]. 
The stability of the clustering that is performed is seldom investigated beyond the validation indices, which 
describe the clustering for the current period. For clusters to be truly applicable beyond academia, they need 
to be defined in such a way that they are meaningful and persistent. Therefore, the stability of the clusters 
across time periods must be investigated to ensure that cluster solutions remain the same and that the 
transition between clusters is quantified.  
This raises two questions. First, are the clusters independent of the time of year at which the data have been 
recorded? Secondly, are meters that were clustered together in January also clustered together in February 
etc., or do they transition individually between clusters across time periods, resulting in unstable cluster 
definitions? Few papers have investigated the stability of smart-meter consumption-clustering solutions across 
time [12]. The hypothesis of this paper is that the clustering solutions that currently represent the state of the 
art in smart-meter analyses are stable across time periods.  
To investigate this hypothesis, the present paper presents the clustering of over 25,000 households on a 
weekly basis for the whole of 2011. The year will be split into its four quarters, which are closely tied to the 
seasons, in order to evaluate and quantify cluster stability through the course of a year, but evaluating each 
quarter independently, as the weeks within them are expected to exhibit similar levels of consumption. 
Electricity consumption data have been collected throughout 2011. In the Danish energy system, 64% of 
household heating is supplied by large district-heating utilities and not by electricity [13]. All the meters 
included in this analysis are connected to district heating and thus do not use electricity for heating. To 
evaluate the stability of clustering across weeks, this paper develops a novel method for evaluating whether 
there is a transition between clusters between weeks.  
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The remainder of this paper is divided into seven sections. Section 2 presents a review of the literature on 
energy-consumption clustering, followed by a description of the data analyzed in the present paper in section 
3. The methodology followed is described in section 4, which includes brief descriptions of K-Means (4.1), 
Cluster Validation Indices (4.2) and Autocorrelation Features (4.4). The section also includes a presentation of 
cross-validation for unsupervised learning (4.3) and introduces Varatio, a novel method of evaluating the 
cluster transition through variance evaluation. Section 5 presents the results, with discussion in section 6, 
followed by a conclusion in section 7. 
2. Literature Review 
Paper[4] investigated the current state of the art in smart-meter energy-consumption clustering. The K-Means 
clustering algorithm and derived methods such as fuzzy K-Means are identified as the most prevalent clustering 
algorithms in smart-meter energy consumption-clustering [4]. In the literature it is used solely as either the 
clustering method [14] or the benchmark for testing more advanced methods [15]. More than ten clustering 
methods were identified, the runners-up being Hierarchical Clustering and Follow the Leader. The K-Means 
algorithm is unable to include intrinsic information in the clustering, [10], [11] revealed the existence of 
autocorrelation in smart-meter electricity and district heating data, which by default K-Means is unable to 
include in the clustering. 
To validate the clustering performed by unsupervised clustering methods, numerous cluster validation indices 
have been developed, more than fourteen different indices being identified [1]. Popular indices are the Cluster 
Dispersion Index [5], the Davies-Bouldin Index [16], Mean Index Adequacy [17] and the Silhouette Index [18]. 
These indices will also be used in this paper. Apart from the cluster validation indices, few papers are 
concerned with the stability of the clusters over time [12].  
Papers [10], [11] introduce methods for conducting the cross-validation of unsupervised clustering using smart-
meter data. There is no general framework for cross-validation in unsupervised learning [19]. Only two papers 
were found applying cross-validation to smart-meter data, and both did so in a supervised setting [20], [21]. 
This paper will apply the pseudo-cross-validation methodology presented in [10]. 
Throughout the literature, there is no consensus regarding either recording frequency or how many smart-
meter recordings to include in the clustering. With respect to recording frequency, a single paper used second 
resolution [17], while most used frequencies of fifteen minutes [5], [9], [16] to sixty minutes [14], [22], [23]. 
The number of consecutive recordings applied for clustering is anywhere from one day [24], [25] to several 
years [9], [14], [15]. This paper will use recordings at sixty-minute intervals and weekly time periods. 
3. Data Description and Preparation  
This paper analyses a subset of the SydEnergi data set introduced in [10]. The final size of the SydEnergi 
electricity-consumption data set analyzed in this paper covers 26,562 households, (semi-)detached houses and 
apartments in the four post codes of the city of Esbjerg all connected to the municipal district-heating grid. As 
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the two dwelling types shown in [10] exhibit similar consumption structures, we include them both. The data 
preprocessing stage was identical to that in [10] except for the exclusion of week-on-week meters and only 
including meters with readings for weeks 1 to 51 of 2011. As a result, the data displayed autocorrelation. 
Essential data set information is listed in Table 1.  
 
Essential Data Information Value 
Country  Denmark 
Region Region Syd (Region South), post codes: 6700, 6705, 
6710, 6715. Comprising the city of Esbjerg. 
Supplier SydEnergi Electric Utility Company 
Initial size 26562 smart meters 
Clear reduction  Data were cleaned prior to the analysis removing 
meters which have missing values or zero mean, 
median and variance consumption.  
Missing values No missing values observed. 
Final size  26562 
Recording frequency 60 min (aggregated from 15 mn) 
Start January 3rd 2011, week 1.  
End December 25th 2011, week 51.  
Length 8568 
Type Apartments and (semi-)detached houses heated by 
district heating 
Referral Data referenced in [10] 
Table 1. Essential data set information generating an overview of the analyzed data and the preprocessing undertaken prior to 
analysis.  
4. Methodology 
This section describes the methodology applied in this paper to cluster smart-meter consumption data. The K-
Mean algorithm is briefly described in section 4.1. Section 4.2 describes the cluster validation indices employed 
when selecting the optimum number of clusters. In section 4.3, cross-validation of unsupervised clustering is 
described, and in section 4.4 an autocorrelation feature extraction is presented. Section 4.5 introduces Varatio, 
a novel measure of fit applicable when evaluating the stability of clusters across time periods.  
4.1. K-Means 
The literature study in section 2 found the family of K-Means-derived clustering algorithms to be the most 
prevalent in smart-meter consumption clustering. K-Means has therefore been selected as the clustering 
method that will be used in this paper for the analysis of cluster stability across time periods.    
K-Means is a simple and efficient algorithm for clustering numeric data. As described in [10] and [11], the 
method is readily available in commercial and open-source software and is simple to implement if absent. The 
simplicity of the method introduces some caveats relating to its inability to handle inherent structures like 
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autocorrelation in smart-meter data, a drawback that has been addressed in a smart-meter data setting in [10], 
[11], describing possible ways of remedying the problem. One proposed method is autocorrelation feature 
extraction, that is, transforming the smart-meter data so that the transformed data explicitly include 
information on autocorrelation. We apply autocorrelation features to the data, thus enabling K-Means to 
account for the autocorrelation information. For a discussion of how to enable K-Means to handle 
autocorrelation in smart meter data, see [10], [11]. 
4.2. Cluster Validation Indices 
With K-Means, the process of selecting the optimum number of clusters entails the application of cluster 
validation indices (CVI). These validation indices assess the performance of different clustering solutions by 
evaluating the different properties of the clusters. Some indices assess internal cluster dispersion, comparing it 
to the dispersion between clusters or average cluster distances. The intuition behind the indices is similar to 
error minimization in a supervised setting in that the indices are designed by construction such that they 
minimize or maximize a certain property of the clusters. This property is then evaluated for different numbers 
of clusters, ultimately striking a balance between optimization and parsimony: for example, fewer clusters if 
they exhibit resembling index values. An important point is that no index can calculate the true clusters, only 
being able to evaluate the clusters generated by the clustering algorithm. It is advisable to apply several indices 
simultaneously, as each index contributes to the selection, and specific data properties might render some 
indices ineffective. 
This paper uses four indices selected due to the freequence of their deployment in the literature: Mean Index 
Adequacy (MIA), the Davies-Bouldin Index (DBI), the Cluster Dispersion Index (CDI) and the Silhouette Index. 
The individual properties of the indices are outlined in Table 2. 
Index Mathematical description Properties 
MIA 
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, 
Average distance within class-member to class centroid, 
summarized across all classes. k is the number of clusters; 
d2(𝐶𝐶𝑘𝑘) is the squared average distance within cluster k. A 
high MIA indicates large distances within the classes, e.g., 
large dispersion.  
Cluster Dispersion 
Index (CDI) 
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CDI prefers long inter-cluster distances and short intra-
cluster distances [5]. Low values indicate good clustering. 
d2(𝐶𝐶𝑘𝑘) is the squared average distance within cluster k, while 
d(𝐶𝐶) is the average cluster distance in the data [5]. 
Davies-Boudin Index 
(DBI) 
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𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝐶𝐶𝑘𝑘) is the average diameter of a cluster, and 𝑑𝑑�𝐶𝐶𝑖𝑖 ,𝐶𝐶𝑗𝑗� is 
the distance between cluster centers. K is the number of 
clusters. DBI correlates the mean distance of each class with 
the distance to the closest class [26]. Lower values of DBI 
implies that clustering algorithm has separated the data set 
properly [9]. 
Silhouette Index 
 
 
 
𝑺𝑺𝒊𝒊𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 = 𝒄𝒄′(𝒎𝒎)− 𝒄𝒄(𝒎𝒎)
𝒎𝒎𝒎𝒎𝒎𝒎 {𝒄𝒄(𝒎𝒎), 𝒄𝒄′(𝒎𝒎)} 
 
𝒄𝒄′(𝒎𝒎) =  𝒎𝒎𝒊𝒊𝒎𝒎
𝒚𝒚∈𝑪𝑪′
𝒅𝒅(𝒎𝒎,𝒚𝒚) 
c(x) is the average distance between vector x and all other 
vectors of the cluster c to which x belongs. c’(x) is the 
minimum distance between vector x and all other vectors in 
cluster ∀ 𝐶𝐶′ ≠ 𝐶𝐶 [14]. 
SI is between [–1, 1]; a higher number is better. A negative 
number indicates miss-clustering. 
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Table 2. Cluster validation indices applied to clustering smart meter data. The individual index amplifies certain properties of the 
clusters in an effort to distinguish and select the optimum clustering. As introduced in [11]. 
4.3. Cross-Validation 
This paper will apply pseudo-cross-validation, using cluster validation indices as response variables, as 
introduced in [10], [11]. The process calculates the variability of the cluster validation indices through a ten-fold 
cross-validation of the times series. In effect this quantifies the fluctuation of the cluster validation index for 
each combination of clusters, quantifying the clustering performance of a given set of clusters. For each cluster 
combination, the pseudo-cross-validation calculates maximum, minimum and average index values, making no 
assumption about the underlying distribution. The maximum and minimum values are not interpretable as true 
confidence intervals. Although the maximum and minimum calculations are not statistical metrics for 
confidence intervals, the interval spread enables us to evaluate the fluctuation and thus the performance of 
each possible solution. The concept of cross-validation for unsupervised learning was discussed in [19] and 
proposed for smart-meter data in [10].   
4.4. Autocorrelation Features 
The data set analyzed in this paper was shown to contain autocorrelation, quantified using autocorrelation 
features [10] for improved clustering results. In time series analyses, autocorrelation quantifies the time 
dependence, that is, the influence of previous observations on the present observation. The autocorrelation 
features (ACF) enable the K-Means to incorporate autocorrelation information into the clustering solution. The 
ACF is invariant to consumption volumes, and thus the normalization usually required by K-Means makes no 
difference in this setting. Furthermore, the ACF acts as a dimensionality reduction by retaining only significant 
features, thus significantly reducing the dimension. In papers [10], [11] 24 features were retained for 
clustering. The features are equivalent to the 24 information lags in the autocorrelation function. 
4.5. Varatio 
Even though K-Means can produce divergent clustering results, the multiple rerun of the algorithm should 
eventually produce the best clustering solution, assuming sufficient random initializations. Consequently, 
clusters identified in January should be identified in the subsequent months, assuming they are stable. 
For clusters created from smart-meter consumption data to be stable, there must be invariance in the period 
analyzed. If there is no such invariance, then it is impossible to achieve practical applicability of the resulting 
clusters, as they are only valid provisionally. As consumption does change with the seasons, the latter are 
defined as stable periods, though allowing for consumers to transition clusters between seasons.  
Measuring the stability of clusters per season entails that the cluster solution created in week 1 of January are 
identifiable and identical in weeks 2-12 of the same season. That the solutions are identifiable in the number of 
clusters estimated using cluster validation indices and identical in that the same meters are clustered together 
across all weeks.  
There are two possible outcome mappings when comparing clusters across weeks, illustrated in Figure 1: 1:1 
and 1:n mapping. 1:1 mapping produces clusters that are identical across weeks, resulting in all meters 
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belonging to the same cluster continuing to fall into the same clusters in every clustered week. 1:n mapping 
scatters the members – that is, the individual clusters – across multiple clusters.  
 
Figure 1. Cluster mapping types. 1:1 mapping delivers perfect mapping of meters from one cluster to another across time. 1:n 
mapping scatters the meters collected in one cluster to multiple clusters across time.  
If two weeks appearing in the same season, say weeks 1 and 3 of January, it is rapidly established whether the 
cluster solutions in each week recommend the same number of clusters. If they do not, there is a discrepancy 
in the solution, and the clusters are unstable within the season. If the cluster solution recommends the same 
number of clusters, one question is whether the meters are clustered together across weeks in 1:1 or 1:n 
mapping.  
Assuming there are five clusters in both weeks, then with 1:1 mapping the clusters retain their size, while 1:n 
mapping can result in size differences, though the same size could be an outcome. The Varatio introduces 
variance as a measure for establishing whether the meters are mapped using 1:1 or 1:n. It does this by realizing 
that, if there are five clusters, the worst-case scenario is that the meters are scattered uniformly across all five 
clusters in the following week’s clustering. In this case the variance in the mapping will be zero or close to zero 
depending on the modulo of the clusters. The best-case scenario happens when the mapping is 1:1 and the 
meters are assembled into one of the five clusters, thus maximizing the variance of the mapping.  Prior to the 
second clustering, the maximum attainable variance is calculated for each cluster by creating a vector with the 
length of the number of clusters, assigning zero to all elements, but one in which the number of meters of the 
investigated cluster is specified. This maximum variance is applied as the denominator of the Varatio, while the 
actual variance in the second clustering represents the nominator producing a ratio between the realized and 
the maximum variance.  
 𝑉𝑉𝑑𝑑𝑉𝑉𝑑𝑑𝑉𝑉𝑑𝑑𝑉𝑉 =  𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜𝑉𝑉𝑜𝑜𝑜𝑜𝑑𝑑 𝑜𝑜𝑑𝑑𝑉𝑉𝑑𝑑𝑑𝑑𝑣𝑣𝑣𝑣𝑜𝑜 𝑉𝑉𝑜𝑜 𝑑𝑑𝑑𝑑𝑜𝑜𝑉𝑉𝑉𝑉𝑑𝑑𝑜𝑜𝑑𝑑𝑉𝑉𝑑𝑑𝑉𝑉𝑣𝑣 𝑉𝑉𝑜𝑜 𝑜𝑜𝑜𝑜𝑣𝑣𝑉𝑉𝑣𝑣𝑑𝑑 𝑣𝑣𝑐𝑐𝑑𝑑𝑜𝑜𝑉𝑉𝑜𝑜𝑉𝑉𝑑𝑑𝑣𝑣𝑐𝑐
𝑜𝑜𝑑𝑑𝑉𝑉𝑑𝑑𝑑𝑑𝑣𝑣𝑣𝑣𝑜𝑜 𝑉𝑉𝑜𝑜 𝑑𝑑𝑣𝑣𝑑𝑑𝑑𝑑𝑜𝑜𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑐𝑐 𝑣𝑣𝑐𝑐𝑑𝑑𝑜𝑜𝑉𝑉𝑜𝑜𝑉𝑉𝑜𝑜 𝑑𝑑𝑣𝑣 𝑜𝑜𝑑𝑑𝑉𝑉𝑜𝑜𝑉𝑉 𝑣𝑣𝑐𝑐𝑑𝑑𝑜𝑜𝑉𝑉𝑜𝑜𝑉𝑉𝑑𝑑𝑣𝑣𝑐𝑐 ∗ % (1) 
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Varatio eliminates the need to investigate how the cluster is scattered across subsequent clustering by creating 
a measure for closeness to the 1:1 mapping. In stability analyses of the clusters, the distribution of the 1:n 
mapping is relevant to conveying information about the closeness to 1:1 mapping. 1:1 mapping using Varatio 
represents a hundred percent overlap of the maximum and observed variance, while 1:n mapping shows 0%. 
As Varatio does not provide guidelines for distinguishing the mapping evaluations it calculates, it is at the 
analyst’s discretion to assess whether the mapping is applicable in the current setting. Figure 2 shows how 
Varatio is calculated in three distinct cases: best-case scenario, worst-case scenario and random mapping.  
 
Figure 2. Two weeks each, with five clusters and fifty members in each cluster, are shown subjected to the Varatio calculations. Best-
case scenario mapping is shown in the red box, with clusters in week 1 being mapped 1:1 into clusters in week 2, resulting in a 
Varatio of 100%. Worst-case scenario 1:n mapping is shown in the green box, representing the mapping of the clusters from week 1 
uniformly across the clusters in week 2, resulting in a Varatio of 0%. Finally, Random Mapping shows how Varatio develops for 
different mappings from 1:1 to 1:n (approximately). 
5. Results  
We analyze the SydEnergi electricity consumption data split into four different quarters of the year, 
representing a standardized division of the year roughly encompassing four different seasons. Weeks split 
between quarters are allocated by majority vote to the quarter that most days belong to. In the case of q1 and 
q2 the boundary is in week 13, with four days in q1 and three days in q2, allocating week 13 to q1. The quarters 
are then defined as follows: winter, weeks 1-13; spring, weeks 14-26; summer, weeks 27-39. fall, weeks 40-51. 
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For each week in each quarter the cluster validation indices are calculated using pseudo-cross-validation to 
select the optimum number of clusters. The analytical process is depicted in Figure 3, showing initial data 
preparation, followed by autocorrelation feature extraction, with subsequent clustering using K-Means. 
Selection of the optimum clustering is aided by the cluster validation indices (CVI). Finally Varatio is employed 
to evaluate the mapping of the clusters. The analysis is conducted for each week in line with the season. The 
individual seasonal results are presented below in sections 5.1 to 5.4. 
 
Figure 3. Analytical process followed during analysis of the smart-meter data.  
 
5.1. Stability of Clusters in Quarter 1 
The cluster validation indices are calculated for all weeks with between two and twenty clusters in each week. 
Calculations for cluster validation indices (CVI) apply the pseudo-cross-validation. The CVI developments are 
shown for the selected four weeks of quarter 1 in Figure 4. The weeks all show different developments and 
thus different estimated optimum numbers of clusters, indicating that Q1 cluster members are mapping 1:n 
across the weeks. For every week, we select the optimum number of clusters that results in the fewest clusters. 
Over the course of the thirteen weeks in Q1, it can be argued that from weeks 4 to 13 the optimum number of 
clusters slowly progresses from four to six clusters. The estimated optimum number of clusters for each week 
are listed in Table 3. 
Cluster Validation Index development for Q1 2011 
  
Data 
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Autocorrelation 
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K-Means 
Clustering  
Cluster 
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Figure 4. CVI development for four different weeks in Q1. The Silhouette and MIA indices are unable to compute applicable measures 
for cluster selection. CDI exhibits large variance. DBI is able to identify the optimum number of clusters. From the weeks it can be 
seen that multiple cluster numbers can be argued as being optimum. We select the solution that demands the fewest clusters on a 
weekly basis.  
 
Q1 2011 
Week CVI Estimated Clusters  
1 12 
2 12 
3 12  
4 4 
5 5 
6 5 
7 4 
8 4 
9 6 
10 5 
11 6 
12 6 
13 6 
Table 3. CVI-estimated optimum number of clusters for each week. A progression from four to six clusters is noticeable from weeks 4 
to 13.   
There is an indication that weeks 4 to 13 could consist of similar clusters, while weeks 1, 2 and 3 contrasts 
distinctly. Using Varatio, we investigate whether the mapping in weeks 1 to 13 is approximately 1:1. From Table 
3 different weeks can be seen, suggesting a different number of clusters. We set the number of clusters each 
week in Q1 at six and apply Varatio to compare the mapping between the clusters. Table 4, Table 5 and Table 6 
each represent a week in Q1 with different numbers of optimum clusters, but for comparability all tables show 
results for six clusters. The cell colorings of the tables indicate the Varatio value: dark green >50%, light green 
20-50%, yellow 10-20%, light red 5-10% and dark red <5%. Few clusters in each week exceed 20% Varatio, 
indicating that the stability of clusters is at best 20% of the achievable stability, most results being far below 
20%. All three tables indicate a 1:n mapping, which implies that the clustering is neither stable nor independent 
of the selected period that was clustered, even within a homogeneous period such as a quarter.  
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Week 4. Varatio overlap with rest of weeks in Q1 
Overlap 4 to 1 4 to 2 4 to 3 4 to 4 4 to 5 4 to 6 4 to 7 4 to 8 4 to 9 4 to 10 4 to 11 4 to 12 4 to 13 
Cluster 0 15% 17% 19% 100% 18% 19% 18% 20% 20% 20% 21% 20% 22% 
Cluster 1 11% 11% 11% 100% 10% 10% 8% 10% 9% 9% 9% 8% 9% 
Cluster 2 19% 18% 17% 100% 16% 14% 11% 13% 11% 11% 9% 10% 8% 
Cluster 3 3% 4% 3% 100% 5% 3% 3% 3% 2% 3% 3% 1% 3% 
Cluster 4 8% 9% 8% 100% 8% 8% 7% 9% 8% 10% 9% 8% 9% 
Cluster 5 7% 7% 7% 100% 7% 7% 6% 7% 6% 8% 7% 6% 7% 
Table 4. Week 4 clustering overlap with weeks in quarter 1. The percentages represent the percentage -attained variances of the 
maximum variance as defined by Varatio. Dark green indicates greater than 50% overlap, light green a 20-50% overlap, yellow a 10-
20% overlap, light red a 5-10% overlap and dark red a <5% overlap.  
 
 
Week 5. Varatio overlap with rest of weeks in Q1 
Overlap  5 to 1 5 to 2 5 to 3 5 to 4 5 to 5 5 to 6 5 to 7 5 to 8 5 to 9 5 to 10  5 to 11 5 to 12 5 to 13 
Cluster 0 7% 8% 8% 9% 100% 8% 7% 9% 9% 10% 9% 8% 10% 
Cluster 1 6% 7% 6% 6% 100% 7% 6% 6% 6% 8% 7% 6% 7% 
Cluster 2 19% 17% 15% 14% 100% 14% 10% 13% 11% 10% 10% 9% 7% 
Cluster 3 12% 11% 11% 11% 100% 11% 8% 10% 9% 9% 9% 8% 9% 
Cluster 4 3% 3% 3% 4% 100% 4% 3% 2% 3% 2% 3% 1% 3% 
Cluster 5 16% 17% 19% 20% 100% 21% 18% 21% 22% 21% 22% 21% 23% 
Table 5. Week 5 clustering overlap with weeks in quarter 1. The percentages represent the percentage -attained variances of the 
maximum variance as defined by Varatio. Dark green indicates greater than 50% overlap, light green a 20-50% overlap, yellow a 10-
20% overlap, light red a 5-10% overlap and dark red a <5% overlap. 
 
Week 9. Varatio overlap with rest of weeks in Q1 
Week Overlap 9 to 1 9 to 2 9 to 3 9 to 4 9 to 5 9 to 6  9 to 7 9 to 8 9 to 9 9 to 10  9 to 11 9 to 12 9 to 13 
Cluster 0 7% 8% 7% 7% 8% 7% 7% 8% 100% 10% 9% 7% 9% 
Cluster 1 18% 17% 16% 13% 16% 15% 13% 16% 100% 13% 12% 12% 9% 
Cluster 2 6% 6% 6% 6% 7% 7% 6% 6% 100% 8% 7% 6% 7% 
Cluster 3 11% 10% 10% 11% 10% 10% 8% 11% 100% 10% 10% 9% 9% 
Cluster 4 2% 3% 2% 3% 4% 3% 3% 4% 100% 3% 3% 3% 3% 
Cluster 5 13% 14% 16% 16% 16% 16% 17% 19% 100% 19% 21% 20% 22% 
Table 6. Week 5 clustering overlap with weeks in quarter 1. The percentages represent the percentage -attained variances of the 
maximum variance as defined by Varatio. Dark green indicates greater than 50% overlap, light green a 20-50% overlap, yellow a 10-
20% overlap, light red a 5-10% overlap and dark red a <5% overlap.  
We analyze quarters 2, 3 and 4 using an identical approach to that used in the analysis of quarter 1 and present 
the four most distinct CVI developments for each quarter, along with the CVI-estimated optimum table and 
three random overlap tables for each quarter. 
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5.2. Stability of Clusters in Quarter 2 
Quarter 2 presents more homogeneous estimates of the optimum number of clusters across all weeks. The 
four CVI development graphs in Figure 5 indicate some differences in shape, but with agreement on six clusters 
as optimum for most weeks. The exact optimum number of clusters per week is shown in Table 7. The cluster 
Varatio overlap coefficients presented for three weeks in Table 8 indicate approximate 1:n mapping for Q2. 
This means the clusters are to a large degree not stable across the quarter. 
 
 
 
 
 
Cluster Validation Index development for Q2 2011 
  
  
Figure 5. CVI development for four different weeks in Q2. Only the DBI index is able to produce convincing arguments for optimum 
cluster selection. The four weeks are selected based on their different estimates of optimum clusters.  
 
Q2 2011 
Week CVI Estimated Clusters  
14 6 
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15 6 
16 6 
17 6 
18 6 
19 6 
20 4 
21 6 
22 8 
23 7 
24 6 
25 6 
26 8 
Table 7. CVI-estimated optimum number of clusters for each week in Q2. There is a more stable estimate of six clusters throughout 
the quarter, with few exceptions. Overall the CVI estimate indicates a more homogeneous quarter. 
 
 
Week 19 Varatio overlap with rest of weeks in Q2  
Week 19 to 14 
19 to 
15 
19 to 
16 
19 to 
17  
19 to 
18  
19 to 
19  
19 to 
20  
19 to 
21 
19 to 
22 
19 to 
23 
19 to 
24 
19 to 
25 
19 to 
26 
Cluster 0 8% 9% 8% 9% 9% 100% 8% 7% 9% 7% 10% 8% 11% 
Cluster 1 6% 6% 7% 7% 6% 100% 8% 7% 7% 5% 8% 6% 9% 
Cluster 2 14% 13% 7% 11% 13% 100% 13% 15% 10% 13% 12% 13% 12% 
Cluster 3 17% 19% 16% 19% 22% 100% 19% 20% 19% 18% 18% 17% 19% 
Cluster 4 4% 4% 4% 5% 4% 100% 3% 5% 5% 4% 6% 3% 4% 
Cluster 5 9% 9% 8% 9% 10% 100% 9% 8% 9% 9% 10% 9% 10% 
 
 
Week 20 Varatio overlap with rest of weeks in Q2  
Week 20 to 14 
20 to 
15 
20 to 
16 
20 to 
17 
20 to 
18  
20 to 
19 
20 to 
20  
20 to 
21  
20 to 
22 
20 to 
23 
20 to 
24 
20 to 
25 
20 to 
26 
Cluster 0 11% 11% 6% 9% 10% 11% 100% 12% 9% 11% 11% 12% 11% 
Cluster 1 19% 19% 17% 20% 22% 23% 100% 20% 20% 18% 19% 18% 20% 
Cluster 2 6% 6% 6% 7% 5% 7% 100% 6% 7% 5% 8% 6% 9% 
Cluster 3 9% 10% 9% 10% 11% 10% 100% 8% 10% 10% 11% 9% 11% 
Cluster 4 3% 2% 2% 5% 3% 3% 100% 5% 4% 2% 4% 2% 4% 
Cluster 5 8% 9% 9% 9% 9% 9% 100% 8% 9% 7% 10% 8% 11% 
 
 
Week 22 Varatio overlap with rest of weeks in Q2  
Week 22 to 14 
22 to 
15 
22 to 
16 
22 to 
17 
22 to 
18 
22 to 
19  
22 to 
20  
22 to 
21 
22 to 
22 
22 to 
23 
22 to 
24 
22 to 
25 
22 to 
26 
Cluster 0 6% 6% 6% 6% 5% 6% 7% 5% 100% 5% 8% 5% 8% 
Cluster 1 10% 10% 10% 10% 11% 11% 11% 8% 100% 10% 11% 11% 11% 
Cluster 2 16% 17% 15% 17% 20% 20% 17% 17% 100% 17% 18% 16% 18% 
Cluster 3 8% 8% 8% 9% 8% 8% 8% 7% 100% 7% 10% 7% 11% 
Cluster 4 4% 4% 3% 4% 3% 4% 4% 4% 100% 4% 7% 4% 5% 
Cluster 5 12% 11% 8% 10% 10% 11% 13% 13% 100% 14% 13% 13% 12% 
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Table 8. Varatio coefficients for each cluster combination in weeks 19, 20 and 22. Dark green indicates a 50%+ Varatio coefficient. 
Light green indicates Varatio estimated at between 20-50%, yellow at 10-20%, light red at 5-10% and dark red at <5% of maximum 
variance as defined by Varatio. In all three selected weeks of Q4, the mapping is approximately 1:n. 
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5.3. Stability of Clusters in Quarter 3 
Quarter 3 is the period with the largest evidence of clustering, where the optimum could show ambiguity by 
presenting two or more relevant optima per week. Figure 6 presents four different CVI developments where 
there could be several optima. In the case of multiple optima in which six clusters were reasonable by CVI 
estimates, six clusters were selected, as shown in Table 9. As with the previous quarters, the Varatio 
coefficients in Table 10 reveal, that the mapping is approximately 1:n, implying that the clusters in Q3 are not 
stable across the quarter.  
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Figure 6. CVI development for four different weeks in Q3. Only the DBI index is able to produce convincing arguments for optimum 
cluster selection. The four weeks are selected based on their distinct estimate of optimum clusters. 
 
Q3 2011 
Week CVI Estimated Clusters  
(indicates alternative clusters) 
27 5  
28 3 (8) 
29 8 
30 5  
31 6 (4) 
32 6 (4) 
33 7 (4) 
34 6 (4) 
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35 6 (4) 
36 6 (4) 
37 6  
38 4 
Table 9. CVI-estimated optimum number of clusters for each week in Q3. This quarter exhibits fluctuation in the estimated optimum 
clusters across the entire period. Many of the optimum estimates indicate alternative number of clusters, shown by (). 
 
Week 27 Varatio overlap with rest of weeks in Q3  
Week 
27 to 
27 
27 to 
28  
27 to 
29 
27 to 
30  
27 to 
31 
27 to 
32 
27 to 
33 
27 to 
34 
27 to 
35 
27 to 
36 
27 to 
37 
27 to 
38 
Cluster 0 100% 16% 14% 19% 16% 17% 18% 16% 16% 15% 15% 15% 
Cluster 1 100% 10% 10% 11% 6% 8% 7% 7% 7% 7% 8% 7% 
Cluster 2 100% 4% 3% 3% 2% 2% 1% 3% 2% 4% 5% 5% 
Cluster 3 100% 7% 6% 7% 4% 6% 6% 5% 5% 5% 6% 6% 
Cluster 4 100% 7% 9% 7% 7% 8% 9% 9% 8% 9% 9% 8% 
Cluster 5 100% 9% 12% 11% 9% 8% 9% 8% 9% 8% 8% 9% 
 
 
Week 32 Varatio overlap with rest of weeks in Q3  
Week 
32 to 
27 
32 to 
28 
32 to 
29 
32 to 
30 
32 to 
31 
32 to 
32 
32 to 
33 
32 to 
34 
32 to 
35 
32 to 
36 
32 to 
37 
32 to 
38 
Cluster 0 12% 10% 10% 12% 7% 100% 9% 8% 8% 8% 9% 9% 
Cluster 1 10% 7% 9% 10% 8% 100% 9% 8% 9% 8% 9% 9% 
Cluster 2 9% 8% 7% 9% 5% 100% 6% 6% 6% 6% 7% 6% 
Cluster 3 5% 3% 2% 4% 3% 100% 5% 4% 4% 3% 6% 5% 
Cluster 4 11% 8% 9% 9% 10% 100% 13% 13% 11% 12% 11% 11% 
Cluster 5 20% 15% 14% 21% 17% 100% 21% 19% 18% 17% 16% 18% 
 
 
Week 37 Varatio overlap with rest of weeks in Q3  
Week 
37 to 
27  
37 to 
28 
37 to 
29 
37 to 
30 
37 to 
31 
37 to 
32 
37 to 
33 
37 to 
34 
37 to 
35 
37 to 
36 
37 to 
37 
37 to 
38 
Cluster 0 12% 10% 10% 11% 7% 9% 9% 8% 8% 8% 100% 9% 
Cluster 1 10% 7% 8% 9% 7% 7% 9% 8% 9% 8% 100% 10% 
Cluster 2 7% 5% 2% 6% 3% 5% 4% 6% 3% 5% 100% 4% 
Cluster 3 9% 7% 7% 6% 6% 8% 10% 10% 10% 12% 100% 11% 
Cluster 4 8% 8% 7% 8% 5% 7% 6% 6% 7% 6% 100% 7% 
Cluster 5 20% 15% 14% 20% 18% 19% 21% 20% 21% 21% 100% 21% 
 
Table 10. Varatio for each cluster combination in weeks 27, 32, and 37. Dark green indicates a 50%+ Varatio coefficient. Light green 
indicates Varatio estimated at between 20-50%, yellow at 10-20%, light red at 5-10% and dark red at <5% of maximum variance as 
defined by Varatio. In all three selected weeks of Q3 the mapping is approximately 1:n. 
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5.4. Stability of Clusters in Quarter 4 
The optimum number of clusters estimated across the thirteen weeks included from quarter 4 ranges from 
four to six. Figure 7 presents four different weeks of Q4 selected because of their distinct CVI development, 
while Table 11 shows each week’s optimum cluster estimate. The selected number of cluster optima across Q4 
is five and six, with six selected for easy comparison with Q1, Q2 and Q3. Table 12 shows the Varatio 
coefficients for three weeks in Q4, indicating a 1:n mapping of weekly clusters in Q4.  
Cluster Validation Index development for Q4 2011 
  
  
Figure 7. CVI development for four different weeks in Q4. Only the DBI index is able to produce convincing arguments for optimum 
cluster selection. The four weeks are selected based on their different estimates of optimum clusters and illustrate the variability of 
the 4th quarter. 
 
Q4 2011 
Week CVI Estimated Clusters  
(indicates alternative clusters) 
39 4 
40 5 
41 6 
42 6  
43 6  
44 5 
45 6 
46 6 
47 6 
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48 5 
49 5 
50 5 
51 5 
Table 11. CVI-estimated optimum number of clusters for each week in Q4. This quarter has more stable defined estimates of 
optimum clusters across the entire period. Cluster solutions with five and six are equally prevalent, whereas in Q1, Q2 and Q3 the 
solution suggested six clusters.  
 
Week 40 overlap with rest of weeks in Q4  
Week 40 to 39 
40 to 
40 
40 to 
41 
40 to 
42 
40 to 
43 
40 to 
44 
40 to 
45 
40 to 
46 
40 to 
47 
40 to 
48 
40 to 
49 
40 to 
50 
40 to 
51 
Cluster 0 23% 100% 21% 16% 19% 15% 14% 14% 13% 13% 12% 12% 14% 
Cluster 1 11% 100% 9% 7% 8% 7% 7% 6% 7% 7% 7% 7% 10% 
Cluster 2 10% 100% 10% 7% 9% 10% 9% 10% 9% 9% 9% 9% 9% 
Cluster 3 6% 100% 5% 4% 4% 2% 4% 3% 3% 4% 5% 2% 5% 
Cluster 4 10% 100% 12% 11% 13% 17% 14% 16% 15% 15% 16% 14% 10% 
Cluster 5 7% 100% 6% 6% 6% 6% 6% 6% 6% 7% 7% 6% 9% 
 
 
Week 46 overlap with rest of weeks in Q4  
Week 46 to 39 
46 to 
40 
46 to 
41 
46 to 
42 
46 to 
43 
46 to 
44 
46 to 
45 
46 to 
46 
46 to 
47 
46 to 
48 
46 to 
49 
46 to 
50 
46 to 
51 
Cluster 0 7% 10% 9% 9% 11% 15% 15% 100% 16% 15% 15% 15% 10% 
Cluster 1 11% 9% 9% 8% 9% 8% 8% 100% 8% 9% 8% 8% 11% 
Cluster 2 9% 9% 9% 7% 9% 11% 10% 100% 10% 11% 10% 10% 9% 
Cluster 3 22% 19% 20% 18% 21% 18% 17% 100% 18% 17% 16% 15% 17% 
Cluster 4 5% 5% 4% 2% 5% 2% 5% 100% 4% 5% 5% 3% 3% 
Cluster 5 8% 7% 6% 6% 7% 7% 7% 100% 7% 8% 7% 7% 9% 
 
 
Week 50 overlap with rest of weeks in Q4  
Week 
50 to 
39 
50 to 
40 
50 to 
41 
50 to 
42 
50 to 
43 
50 to 
44 
50 to 
45 
50 to 
46 
50 to 
47 
50 to 
48 
50 to 
49 
50 to 
50 
50 to 
51 
Cluster 0 23% 21% 21% 18% 21% 18% 17% 19% 19% 19% 19% 100% 20% 
Cluster 1 6% 8% 8% 8% 9% 13% 13% 13% 14% 14% 17% 100% 11% 
Cluster 2 9% 8% 8% 7% 8% 10% 9% 9% 10% 11% 11% 100% 10% 
Cluster 3 7% 7% 6% 6% 6% 6% 7% 6% 7% 8% 7% 100% 9% 
Cluster 4 3% 5% 6% 4% 4% 3% 3% 2% 3% 4% 4% 100% 5% 
Cluster 5 10% 9% 9% 8% 8% 7% 8% 7% 8% 9% 9% 100% 12% 
 
Table 12. Varatio for each cluster combination with week 40. Dark green indicates a 50%+ Varatio coefficient. Light green indicates 
Varatio estimated at between 20-50%, yellow at 10-20%, light red at 5-10% and dark red at <5% of maximum variance as defined by 
Varatio. In all three selected weeks of Q4 the mapping is 1:n. 
 
5.5. Summarizing the Results  
The analysis of consumption cluster stability and subsequent generalizability shows that weekly consumption 
clusters produce unstable clusters regardless of the season. Varatio shows that the mapping from one cluster 
to the remaining weeks in each quarter is approximately 1:n mapping. This indicates that the clustering is 
highly influenced by the specific week being clustered and that the clusters created for one week are not 
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applicable to any other week in that quarter. Though weeks were only compared within the same season, 
there is no reason to believe that the results would differ by comparing all weeks across the year.  
6. Discussion 
This paper has developed a novel method, Varatio, for evaluating the generalizability of consumption clusters 
created from smart-meter data. Varatio uses variance as a means of reducing the number of comparison 
matrices required. The method can produce a ratio of expected variance to observed variance. However, it is 
not able to produce better clusters or aid in the selection of clusters or algorithms, and thus is a tool applicable 
after the clusters have been selected using cluster validation indices. The aim of Varatio is to reduce the 
comparison matrix of two clusters into one vector encompassing the overlap information. This enables Varatio 
to generate a vector per cluster comparison and thus a matrix when comparing one week with all the 
remaining weeks rather than a matrix for comparison of two weeks.  
Even though this paper has investigated cluster stability over the course of a year on a weekly basis and shows 
non-generalizable clustering results, the decision to choose weekly clustering can be contested. It is entirely 
possible that weekly clustering is not the optimum path for analyses of electricity consumption, as there may 
be too much variation imbedded in households’ weekly behavior. Separating weekday and weekend 
consumption is an interesting prospect and may show that these are two very distinct entities which should be 
analyzed separately.  
This investigation of the applicability of weekly clustering can easily be extended to contain different time 
intervals, or an even more complex division of recordings. This paper makes no assumption that the internal 
findings are generalizable to different time periods. The results show that, even though K-Means readily 
creates consumption clusters from smart-meter electricity data, the resulting clusters cannot be generalized, 
indicating that further reflection is needed for purposes of choosing which period should be used for clustering.  
This paper includes and analyzes consumption data from more than 26,000 households for an entire year, but 
with only one recording per meter per hour in every week. The inclusion of data from consecutive years would 
allow this analysis to be performed across years such that any week could be reanalyzed, allowing for estimates 
of household variation between years. When it comes to producing knowledge about the stability of individual 
household consumption patterns, the Varatio tool is able to evaluate this type of clustering as well.  
Furthermore, it is entirely conceivable that applications of other clustering algorithms can create clustering 
solutions which are generalizable. K-Means was selected because of its widespread application in smart-meter 
electricity-consumption clustering. The review in [4] discusses the large within-cluster variance resulting in 
overlapping clusters which fail to be statistically distinct. Without controlling the internal cluster variance in the 
clustering algorithm, the consumption clusters thus created will continue to be indistinguishable and 
impossible to generalize.  
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Although Varatio was developed for evaluating the generalizability of clusters, it does not aid in the selection of 
the appropriate clustering algorithm. Paper [10] showed that smart-meter data contains intrinsic structures, 
information that must be taken into account in improving the applicability of consumption clustering.  
Finally, adjusting the recording frequency might also influence the outcome of clustering. This paper used sixty-
minute recording intervals. Some data sets might contain different recording windows, which could potentially 
influence the generalizability of the clustering solution.  
The smart-meter electricity consumption data are recorded for billing purposes but are successfully applied in 
many research papers for consumption clustering. This paper has shown that the ability of K-Means to create 
consumption clusters from smart-meter data does not convert into clustering solutions that are only valid in 
the data context that created them. The perceived ability of K-Means to cluster smart-meter consumption data 
does not translate into generally applicable clusters. Utilities cannot expect clusters created by employing K-
Means to produce stable consumption patterns applicable in a business case setting.  
7. Conclusion 
A novel method for analyzing cluster stability has been developed, enabling this paper to show that clusters 
created by applying K-Means to smart-meter consumption data are not stable between weeks.  
The Varatio method has been developed and applied as a tool for evaluating the stability of smart-meter 
consumption clusters at a weekly resolution for the whole of 2011. The results show that clusters from one 
week are not mapped 1:1 on to any other week within the same quarter. This finding is important in evaluating 
the generalizability and applicability of clusters created from a randomly selected week. The clusters are at 
best 20% identical across the weeks in any quarter, meaning that 80% of meters within a cluster rapidly 
disperse to other clusters in subsequent weeks. 
Not only does the random initialization of K-Means induce the probability that the clustering is suboptimal – 
the difference in consumption between weeks, even within a quarter of a year, suggests that the clustering is 
highly dependent on initial decisions about which week to cluster. Varatio indicates that the consumption 
clusters created using K-Means are only stable for the week in which they are created. Clustering of smart-
meter electricity data via K-Means suggests that clustering is academically achievable, but the generalizability 
of the clusters and their consequent practical applicability are another matter.   
In the context of Danish electricity consumption clustering, this means that the preferred method is not able to 
create practically applicable clusters. The random initialization of the K-Means method induces problems 
which, through repeated initialization, are likely to result in good clustering, though the randomness between 
weeks is not managed at all.  
Even though [10], [11] discuss ways of enabling K-Means to cluster time-series data, improvements to K-Means 
are needed if it is to produce viable cluster solutions from such types of data. Alternatively, methods of time-
series clustering must be developed and applied when creating consumption clusters from smart-meter 
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consumption data. It is debatable whether the consumption clusters created from K-Means are able to extract 
consumption structures.  
Supplementary Materials: The smart-meter electricity data analyzed in this paper is deemed sensitive and 
cannot be disclosed.  
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