Abstract
Introduction
Several high-performance network interconnects have been used for building large cluster systems. InfiniBand [6, 7] , Myrinet [12] , Quadrics [1] , and Gigabit Ethernet [14] are some examples. These networks are designed around a switch-based interconnect technology with highspeed point-to-point links providing high bandwidth and low latency. The use of high bandwidth links enables the possibility of achieving a high network throughput. A good topology choice together with the use of a routing algorithm that tries to balance network traffic among all the network links helps in maximizing the eventually achieved network throughput.
Most of these technologies, such as InfiniBand, Quadrics, and Myrinet, use deterministic routing. In deterministic routing, the path from a source node to a destination node is fixed in advance. Packets will use the same path regardless of the current status of the network, thus leading to an ineffective use of the network. Moreover, using deterministic routing will lead to an uneven traffic balance. These circumstances will negatively influence network performance.
Traffic unbalance could be mitigated by dynamically selecting an alternative deterministic path at the source every time a packet is going to be injected. However, performance increment is not very significant [5] , especially for large networks.
On the other hand, adaptive routing at switches dynamically balances network traffic by itself. It allows switches to select different output ports (when forwarding a packet) based on the current traffic status. For instance, the switch chooses the proper output port from a set of alternative output ports based on the status of the ports (busy or free) and, therefore, the busy links are skipped. By doing this, network contention in the network is reduced, and in turn, traffic is balanced in a natural way. This allows to improve the utilization of the network resources (links and buffers), leading to a significant increment in network performance.
As an example, in [15, 4] , adaptive routing algorithms allow network throughput to be increased by a factor of six when used in large irregular networks.
However, adaptive routing has two significant drawbacks. The first one is that additional logic is required at switches. Switches must compute more than one valid output port per packet and must select the final output port based on some information. Additionally, for fully adaptive routings [2, 15, 4] , virtual channels (implementing escape channels) and the proper selection logic are required in order to ensure deadlock freedom.
There are several works that demonstrate the costeffectiveness of adaptive routing [3] . On the other hand, adaptive routing feasibility has been proved in some commercial machines, such as the Cray T3E [13] and the Chaos router [8] . Most recently, we have proposed two simple designs in order to support partial [9, 11] and fully [10] adaptive routing in InfiniBand switches. The proposals showed that small changes in the switch architecture were required to support adaptive routing. In fact, only additional logic was required to implement the arbiter and some additional entries in the forwarding table. These proposals demonstrated that switch complexity is not a serious problem preventing the use of adaptive routing.
The second drawback is the out of order delivery of packets that adaptive routing may introduce. Deterministic routing provides in order packet delivery, because all the packets follow the same path through the network when routed towards the same destination (assuming only one path is used for each source-destination pair). Additionally, the FIFO policy applied to queues at the switches and network interfaces contributes to guarantee the in order arrival. However, adaptive routing does not ensure packets to be delivered in order. As switches may choose different output ports for each packet, if network contention appears in the path followed by a packet, the following packets may use other non-congested paths, and thus, may arrive first to destination.
In-order arrival of packets is required by some applications. This is also the case when a reliable transport service is provided. For instance, file transfers must be divided in several ordered packets that must arrive in order to the destination node. Therefore, when using such applications, adaptive routing can not be used unless some special actions are taken.
Motivation
Although several works mention that adaptive routing may introduce out of order delivery of packets, also suggesting that a buffer at the source or the destination node will solve the problem [18] , to the best of our knowledge, the impact of adaptive routing on the out-of-order degree introduced has not been quantitatively characterized. This analysis would help in choosing the proper mechanism to fix the problem. For instance, if rearrangement buffers are used at destinations, what is the proper buffer size? Moreover, given the size of buffers, what is the strategy that must be used to manage them?
From our point of view, the degree of out-of-order delivery will depend on different network and traffic parameters. The most important parameter is the current load of the network. If the network is low or medium loaded, then contention will be low and therefore, switches will usually provide either the same routing option (output port) to forward packets to the same destination or different options that allow reaching destination with the same number of hops. thus not introducing out-of-order delivery. For high traffic loads, the percentage of contention in the network will be higher, thus introducing delays to some packets, and therefore, increasing the probability of introducing out-oforder delivery. Also, the out-of-order delivery degree will depend on the way the sources inject packets into the network. As the out-of-order will be produced only among packets of the same flow (related to a particular source-destination pair), if the source interleaves packets from different flows, the injection of consecutive packets of the same flow will be spaced in time, thus lowering the chances of introducing out-of-order delivery. Also, for the same injection rate, larger packets will increment the distance among packet headers.
Finally, the out-of-order delivery degree will depend on different network parameters like the switch architecture and the routing algorithm used. The arbitration policies used in switches may give higher priorities to some input ports, thus potentially delaying the advance of some packets of a connection, increasing the probability of out-oforder delivery at destination nodes. Also, more aggressive adaptive routing algorithms (like fully adaptive routing) may increase the out-of-order delivery degree.
In this paper we take on the challenge of analyzing the impact of adaptive routing on out-of-order delivery. We will quantitatively measure this impact in different scenarios (different traffic patterns, different packet sizes, and different traffic loads).
Once we know the extent of the problem we can propose some solutions to arrange the packets. Although actual systems with adaptive routing already deal with this issue, to the best of our knowledge, there are not detailed descriptions of the involved mechanisms.
In order delivery can be enforced by rearranging packets at the destination network interfaces prior to deliver messages to the host. In order to perform the sorting of packets at destination, some buffers are required to temporarily store all the possible packets that may arrive out of order. From a theoretical point of view, an infinite buffer space will be required at each destination in order to sort all the packets in all the possible arrival orderings. However, the study about the out-of-order delivery degree performed in this paper will help in accurately sizing these buffers.
Once chosen the buffer size, we will propose several mechanisms to manage the rearrange buffers. These mech-anisms are inspired on well-known rearrange mechanisms, such as the ones used in communication protocols as TCP. In particular, we propose a packet sorting mechanism, an end-to-end flow control, and a simple injection control mechanism that will guarantee in-order packet delivery. We will also tune the resources devoted to it.
To sum up, the main goal of this paper is to quantify the degree of out-of-order packet delivery. Also, we demonstrate that it is possible to use adaptive routing and, at the same time, guaranteeing in-order packet delivery without using large buffer resources. In addition, we will show that it is possible to achieve similar throughput as plain adaptive routing (i.e. without enforcing in-order delivery).
The rest of the paper is organized as follows. In Section 3 we will present the rearrangement mechanism we propose to sort the packets received out of order at destinations and the required end-to-end flow control, together with the injection control mechanism applied. In Section 4 we will show evaluation results. Finally, in Section 5 some conclusions will be drawn.
Enforcing In-Order Delivery
Packets may arrive to the destination node out of order when adaptive routing is used. In order to solve this problem, we propose a mechanism that stores packets arrived out-of-order at destination network interface (NIC), together with an end-to-end flow control and a packet injection limitation mechanism at the source nodes. In what follows, we will describe how this mechanism works.
First, the mechanism needs to know the actual order of the packets, so a sequence number should be assigned to each packet when it is generated. Hence, the source node should assign consecutive sequence numbers to consecutive packets belonging to the same connection. Moreover, source and destination nodes must agree on the first sequence number to use when a connection is established.
When a packet arrives at its destination node, the sequence number is checked to know whether this packet is the next packet to be delivered to the host or, on the contrary, it has arrived out of order. In the former case, the NIC can immediately deliver the packet to the application. In the latter case, two alternative actions could be carried out: storing the packet at the NIC or rejecting it. We propose an hybrid scheme that stores the packet if possible, rejecting it if there is not available free space. In this latter case, the source node must be notified, because it will have to inject the packet again. To this end, an end-to-end flow control protocol able to notify if a packet is either delivered to the hosts or rejected should be provided. Indeed, source nodes should temporarily hold packets that have not been acknowledged yet. 
End-to-end Flow Control Mechanism
A simple flow control mechanism is proposed. It requires that the network supports packet acknowledgments. This feature is available when reliable communication is supported (for instance, reliable transport services in InfiniBand). We assume that <ACK sn> and <NACK sn> control packets, where sn stands for a sequence number, are available. Both of them are sent back to the source by the destination node in order to report whether the referenced packet has been either correctly delivered or rejected. An <ACK sn> packet acknowledges that all packets whose sequence number is lower than or equal to sn have been correctly delivered to the application. On the other hand, a <NACK sn> packet reports that the packet whose sequence number is equal to sn has been rejected.
When the source node receives an <ACK sn> belonging to a certain connection, it removes from the sending queue all the requests belonging to all the acknowledged packets that were temporarily stored. Also, the source application will be reported about the correct reception of the packets at the destination host. When the source receives a <NACK sn> packet, it has to resend the packet whose sequence number is equal to that specified by the <NACK sn> packet.
This flow control, on its own, ensures that all packets will be delivered in-order to the destination application, even if there is no buffer at the destination nodes. However, if buffers were not used at the destination node, this mechanism would be inefficient because most packets that arrive out of order would have to be injected again into the network, causing an increment in the network traffic and leading to a severe degradation in performance.
Rearrange Buffers
In order to avoid rejecting all the packets that arrive out of order, a rearrange buffer per connection may be implemented at the destination network interface (see Figure  1) . Each connection has a reception buffer and a rearrange queue at destination node. When a packet is being received, it is stored in the reception buffer. Then, its sequence number is checked to decide whether this packet has to be directly delivered to the application or it has just arrived out of order and, then, has to be temporarily stored in the rearrange buffer.
When the packet that is being expected at the destination node arrives, this one and all of the packets that follow it in the sequence order and which are already stored in the rearrange buffer will be also delivered to the application, thus freeing the rearrange buffer and sending an <ACK sn> for all the accepted packets (see Figure 2) . If a packet arrives out of order to the destination node and there is enough free rearrange buffer space for storing it, then this packet is stored in the rearrange buffer (see Figure 3 ) and no ACK packet is sent. On the other hand, if a packet arrives out of order to the destination node and the buffer is full (see Figure 4) , the NIC will try to free enough buffer space rejecting packets with greater sequence number than that of the packet newly arrived (i.e., the packets that were sent later). If the NIC succeeds in freeing the buffer, the incoming packet will be stored in the buffer whereas the packet or the packets removed from the buffer are rejected. In this case, one <NACK sn> packet per rejected packet will be returned towards the source node. If the NIC cannot free enough buffer space, no packet in the buffer is removed, and only the incoming packet is rejected (the appropriate <NACK sn> packet is sent back to the source).
The destination buffer may be managed in a static or a dynamic way. In the former case, there exists a buffer dedicated to each connection whose size is fixed. Therefore, number of connections is bounded by the memory used. Obviously, this solution is not scalable. When dynamic memory allocation is used, the buffer allocated to each connection is variable. Indeed, all the memory is shared by the buffers associated with all connections. In order to avoid that one connection fills up all the available space, a maximum size of buffer occupation per connection can be imposed.
The network interface has to implement some new data structures in order to track the order of the packets stored in the buffers. The management of these structures requires some processing time and may increase the time required for processing a packet in the network interface. However, these actions may be overlapped with the reception of the previous packet and, hence, no penalty is considered in the reception of the packets.
Injection Control Mechanisms
When a <NACK sn> packet is received at the source node, it may react in several ways. The easiest way is resending immediately the rejected packet. However, notice that this packet actually arrived to its destination and was rejected due to the lack of buffer space. Hence, it is likely that this time it will be again rejected. In fact, this packet arrived to destination before some older packets because they are surely blocked in the network. If these packets are stopped for a long time, the destination buffer assigned to this connection may become full, causing some packets to be repeatedly rejected. So, injecting immediately the packets that have been rejected will increase even more the network traffic, increasing congestion and decreasing performance.
In order to avoid this performance degradation, a different strategy has been developed. It is based on keeping two states per each connection, namely unlimited injection (UI) and limited injection (LI) states. When a connection is in the UI state, all newly generated packets are injected into the network as soon as possible. Also, send requests are stored in the sending queue queue until the corresponding <ACK sn> packet is received. When there are one or more outstanding packets that have been rejected at least once, then the connection switches to the LI state. Notice that when a connection receives a NACK is because some paths that connect source and destination nodes are congested. Sending more packets through these paths may increase network contention. Limiting the injection rate for this connection may help in decreasing contention. In the LI state, a packet is injected or re-injected only when an <ACK sn> packet for this connection has been received. Indeed, in this situation, a number of packets up to the number of acknowledged packets may be injected. Finally, the connection status is switched to the UI state when all the pending rejected packets are acknowledged by the destination (through the corresponding <ACK sn> packets).
Notice that when using static memory allocation at the NIC, a TCP-based injection limitation may be used. In this situation, the source node may take advantage of knowing the free buffer space at destination node. Thus, when the connection is in the LI state, the source node will just inject the number of packets that fit at destination buffer.
Evaluation
In this section we will first evaluate the degree of outof-order delivery of packets when using adaptive routing. Then, we will select the proper buffer size at destinations and evaluate the proposed mechanisms to guarantee inorder packet delivery and their impact on the network performance. We have chosen an IBA-based network to evaluate these mechanisms. For this purpose, we have developed a detailed simulator that allows us to model the network at the register transfer level following the IBA specs [7] .
The IBA Subnet Model
The IBA specification defines a switch-based network with point-to-point links, allowing the user to define any topology. Packets are routed at each switch by accessing the forwarding table, that contains the output ports to be used at the switch for each possible destination. Several routing options are provided by using the adaptive routing algorithm proposed in [4] . The output port is selected at arbitration time by considering the status of the requested output ports and the number of credits available.
Switches can support up to 16 virtual lanes. We will use a non-multiplexed crossbar on each switch. 8 KB buffers will be used both at the input and the output side of the crossbar. The escape queues implemented on each buffer [4] will be fixed to the MTU size in order to store only one packet. The rest of the buffer implements the adaptive queue. IBA allows the definition of different MTU values for packets, ranging from 256 to 4096 bytes.
The switch routing time will be set to 100 ns, including the time to access the forwarding tables, the crossbar arbiter time, and the time to set up the crossbar connections. Links in InfiniBand are serial. 10/8 coding [7] is used. In the simulator, the link rate will be fixed to the 1X configuration [7] (2.5 Gbps). We will model 20 meter copper cables with a propagation delay of 5 ns/m.
The IBA specification defines a credit-based flow control scheme for each virtual lane with independent buffer resources. A packet will be transmitted over the link if there is enough buffer space (measured in credits of 64 bytes) to store the entire packet. Additionally, the virtual cut-through switching technique is used.
We have evaluated the network using both synthetic traffic and traces. In the former case, uniform and bitreversal packet destination distributions have been used. Only one connection per each source-destination pair is allowed. Packets are 256 bytes long. In all the presented results, we will plot the average packet latency 1 measured in nanoseconds versus the average accepted traffic 2 measured in bytes/ns/switch.
We will analyze irregular networks of 16 and 64 switches, randomly generated but following some restrictions. First, we will assume that every switch in the network has the same number of ports (we used 8 ports) and the same number of nodes connected to every switch (4 ports in our simulations). And second, neighboring switches will be interconnected by just one link. Ten different topologies will be randomly generated for each network size. We will plot the results for some representative topologies for every network size. Also, we will analyze a 4x4 Torus network. As far as the mechanism that allows adaptive routing in InfiniBand [4] only defines one escape channel and one adaptive channel, the routing algorithm applied for escape channels will be up*/down* in both regular and irregular networks.
Also, I/O traces have been used. They were provided by Hewlett-Packard Labs [16] . They include all the I/O activity generated from 1/14/1999 to 2/28/1999 at the disk interface of the Cello system. A detailed description of similar traces of 1992, collected in the same system, can be found in [17] . As these I/O traces were obtained several years ago, taking the improvement of I/O devices along the years, we have applied several time compression factors to the traces in order to generate higher injection rates to the network. We will use packets with a payload equal to the size specified in the trace for the I/O accesses. However, if the size is larger than the MTU, we will split the packet into several packets with a payload of up to the MTU. The number of workstations of the I/O traces is 128. Network size is 32 switches when using irregular networks and 16 switches for the torus network. In the first case, four workstations are connected to each switch, whereas in the second one the number of workstations connected to each switch is eight. The disks will be randomly attached to 23 switch ports.
Buffer Requirements
First, we assume a mechanism which only relies on the buffer resources available at the destination NICs to temporarily store the packets received out of order. The requirements of buffer size at the destination nodes to rearrange all the packets arrived out of order will allow us to quantify the degree of out-of-order delivery. This evaluation has been made using uniform and bit-reversal traffic patterns. Figure 5 shows the obtained results. Network throughput is double for small network sizes, and more than four times for large networks when using adaptive routing. As expected, the amount of buffer needed depends on the traffic pattern. With uniform traffic ( Figure 5 ), it is unlikely that two consecutive messages are sent from the same source to the same destination. So, messages belonging to the same connection are separated in time. Hence, it is unlikely that a packet overtakes another one belonging to the same connection. This is the reason by which the buffer space needed by uniform traffic is very small. Only less than 600 bytes (2 packets) per buffer (connection) is required in the worst case.
On the other hand, with bit-reversal traffic ( Figure 5 ) each source always communicates with the same destination. So, out-of-order delivery is more common and buffer requirements are higher. In fact, as traffic increases, the buffer size required to avoid out-of-order packet delivery grows very fast.
In both cases, the greatest buffer size is needed only when the network is near saturation. As far as the network does not reach saturation, the buffer requirements are small. This behavior is similar for small and large networks.
Limited Buffer with Static Allocation
In this section, we will evaluate the network behavior when each destination has one rearrange buffer per connection with a fixed size.
Firstly, we are going to analyze the influence of the buffer size on network performance when using synthetic traffic (see Figure 6 ) and different network sizes. We use the simplest technique of sending back to the source a <NACK sn> packet, if the buffer is full. The source will re-inject the packet. We have chosen bit-reversal traffic because it has more buffer requirements. Figure  6 shows that using adaptive routing improves the performance with respect to deterministic routing, even when the buffer size is smaller than the packet length (Adap_32B and Adap_128B). In fact, both curves are superimposed. In this case, no packet will be stored in the buffers, all packets that arrive out of order will be discarded and later re-injected. Also, as the queue size is increased, the network performance is close to the original adaptive routing.
Bit-reversal traffic only connects each source to one destination, thus the destination node only needs memory for one buffer. On the other hand, uniform traffic does not need large buffers, as it has been seen in the previous section. So, in order to know the overall amount of memory needed at destination node, we need to use a more realistic traffic. In what follows, we will evaluate network performance by using I/O traces. We will compare the deterministic routing algorithm with a fully adaptive routing algorithm when using different strategies to manage packet reinjection at source nodes. As we stated before, the simplest one consisting of re-injecting packets as soon as a <NACK sn> packet has been received is not effective. In fact, simulations show that if no injection limitation is used, trace execution time may double the trace execution time with deterministic routing. Therefore, we have only shown the results for the other techniques that use injection limitation. The first one only re-injects a rejected packet after having received <ACK sn> packets when the sender is in the limited injection (LI) state. It will be referred to as ADAP-LI. The second mechanism injects a number of rejected packets according to the available space at destinations when the sender is in the LI state. It will be referred to as ADAP-LW (Limited per Window). Because this mechanism requires knowing in advance the allocated buffer space at destination nodes, it can not be applied when using dynamic memory allocation (refer to Section 3.3). For comparison purposes, we will also evaluate the behavior of a plain adaptive routing algorithm that does not track the in-order delivery of packets. We will refer to this case as ADAP_OOO.
In Tables 1 and 2 we can see how the proposed mechanisms influence the execution time of the applied trace with regular and irregular networks. As can be seen, adaptive routing outperforms deterministic routing if out-of-order packet delivery is allowed. So, trace execution time is lower. However, when applying the mechanisms proposed for guaranteeing in order packet delivery using buffer sizes of 2 KB per connection, the advantage with respect to deterministic routing totally disappears. In fact, the results obtained by adaptive routing are worse than the ones for deterministic routing. Also, we can see that waste traffic 3 ranges from 20% to 30%. Taking into account that the percentage of <ACK sn> and <NACK sn> packets injected in the network is about 1% of the traffic, more than 20% of traffic that arrives to a destination is rejected because there is no free buffer at destination NIC due to the small buffer size. When a connection changes its state to the UI state, the source node injects a burst made up of packets that have been delayed at the source node. Note that this burst passes through a possibly congested location in the network. Thus, these packets will probably arrive out-oforder to the destination, probably causing the destination buffer to overflow again. Now, we will analyze what happens when increasing the queue size. In the same tables we can see the performance of the proposed mechanisms when using a buffer size of 32 KB with static memory allocation. In this case, adaptive routing with injection limitation decreases the trace execution time with respect to deterministic routing by about 18% for Torus network and 25% for irregular networks (see Tables 1 and 2 ). In the case of the Torus network, note that the improvement of 18% is similar to the one achieved by adaptive routing with out-of-order delivery. Moreover, waste traffic does not exceed 8% in irregular networks and 4% in the Torus network. As can be seen in these tables, the best mechanism is the one that achieves the greatest reduction in waste traffic, while still taking advantage of adaptive routing. Either Adap-LI or Adap-LW work fine, being Adap-LI preferable due to its easier implementation. In fact, the achieved improvement with respect to deterministic routing is quite close to that achieved by adaptive routing with out-of-order packet delivery.
By analyzing Tables 1 and 2 , we can see that the maximum amount of memory that is used at destination nodes when using static memory allocation never exceeds 20% of the total amount of memory available. For instance, when using buffers of 32 KB, the NIC has to reserve a total amount of 4 MB for destination buffers. However, the maximum amount of required memory is only 400 KB. In Figure 7 , the maximum amount of required buffer space for all nodes is shown. We can see that almost all the buffers that contain at least one packet are either full or occupied above 50%. The rest of the buffers are completely empty. Therefore, in the worst case for every node, the active connections require more buffers, whereas buffers dedicated to inactive connections are not used at all (almost 80% of unused buffers).
To conclude, we have obtained that using rearrange buffers of a reasonable size allows to use adaptive routing and at the same time guarantee in-order delivery, keeping the same performance than the original adaptive routing with out-of-order delivery. If static memory allocation is used, every connection has to arrange a large buffer. However more than 90% of the buffers will be empty (see Figure  7) , wasting storage resources.
Limited Buffer with Dynamic Allocation
Alternatively, memory could be dynamically allocated, trying to meet the trade-off between maximizing network performance and minimizing the overall amount of memory really used for rearranging those packets delivered out of order. Tables 1 and 2 show results when using dynamic memory allocation at destination nodes with a total amount of memory at each destination NIC of 256 KB and a maximum buffer size per connection limited to 128 KB. We can see that the time required to deliver all the injected load is reduced by 28% and 20% for irregular and regular networks, respectively. As can be seen, these results are quite similar to the ones obtained by using static memory allocation with buffer size of 32 KB per connection at each destination. However, the total memory size is reduced by a factor of sixteen (256 KB instead of 4 MB). Dynamic allocation makes an efficient use of the overall amount of memory dedicated to rearrange buffers. Active connections that require more resources use more memory at the expense of the idle ones. Therefore, the number of rejected packets is reduced and waste traffic is lower than 4% and 1% for irregular and regular networks, respectively.
In the same tables we can observe the results when increasing the shared memory size up to 4 MB. The limit of the buffer size available to each connection is fixed to 1 MB. In this case, using adaptive routing with rearrange buffers allows to roughly achieve the same performance as adaptive routing with out-of-order packet delivery. Indeed, there is no buffer that needs more than 650 KB, so no packet will be rejected. In this scenario, the waste traffic is only due to the traffic generated by flow control packets.
Another factor that could affect the out-of-order delivery degree is the size of the packets. A network with a small MTU causes more packetization and, hence, more overhead, due to the header and the tail of packets, affecting the network performance. Also, out-of-order degree may increase because small packets can overtake each other easier than if they are long packets. This might cause the amount of memory needed at destination buffers to increase. In Figure 8 we explore the effect of MTU on the trace execution time. ADAP_LI with Dynamic memory allocation is used with several memory sizes ranging from 64 KB to 2 MB. We have evaluated MTUs ranging from 512 bytes to 4 KB. As can be seen, performance of deterministic routing and Adap_OOO are roughly independent of MTU size. Indeed, for both there is a slight decrease in execution time as the MTU size increases. This is due to the fact that less packetization is required for larger MTUs and there is a lower overhead of packet headers. More interesting, the Adap_LI behaves different depending on the combination of MTU and memory size. For 64 KB memory size, Adap_LI reduces its execution time as the MTU increases, because larger MTUs reduce the out-of-order degree. As 64 KB seems to be not enough to efficiently deal with out-of-order packets (execution time is similar to the one obtained by deterministic), reducing the out-of-order degree has a greater impact. This can be deduced from the results for larger memory sizes. A particular situation occurs when the memory size is equal to 128 KB, observing an slight increase in the execution time as the MTU increases. This fact means that this memory size is not large enough as to satisfy the greater memory requirements due to the use of larger MTU sizes, which cannot be offset by the reduction in the out-of-order degree. From 256 KB upwards, these requirements are met and the behavior of ADAP_LI is very close to ADAP_OOO.
Conclusions
Out-of-order delivery of packets has been traditionally argued against the use of adaptive routing in interconnection networks. In this paper we first quantify the impact of adaptive routing on the out-of-order delivery of packets. We analyze the impact of several issues such as the network size, the traffic pattern, and the traffic rate. The results show that out-of-order delivery only appears when the network load is intense. The problem is also more prominent with traffic patterns that send many packets between the same source-destination pair. Out-of-order delivery can be easily solved by using rearrange buffers at destinations. The fact that out-of-order delivery only appears with high traffic rates suggests us to select a reasonable buffer size, also proposing some mechanisms to manage it. Taking into account the memory available at current network interface cards, we have run several simulations considering that up to 4 MB are available to rearrange buffers. In addition, we use an end-to-end flow control that sends negative acknowledgments in the case there is no space in the rearrange buffers. Also, we propose a simple injection control mechanism that temporarily avoids injecting packets to a destination that has rejected packets.
Evaluation results under real traffic show that the proposed mechanisms are able to provide in-order packet delivery when using adaptive routing, while still maintaining similar network performance to that provided by adaptive routing with out-of-order delivery. The efficiency of the mechanisms strongly depends on the memory allocation strategy. When using static memory allocation, it is required a huge buffer space. This solution is not scalable and inefficient, because more than 90% of allocated buffers remain empty all the time. On the other hand, using dynamic memory allocation allows the required buffer space to be significantly decreased (up to a factor of 16) at the expense of slightly degrading the network performance with respect to adaptive routing with out-of-order delivery. In this case, the required buffer space at the destination network interfaces can be considered reasonably small (about 256 KB). To conclude, by using rearrange buffers of a reasonable size at destinations and a set of simple mechanisms to manage them, in-order packet delivery is enforced, thus eliminating one of the traditional drawbacks that prevent the use of adaptive routing in commercial switches.
