ABSTRACT In this paper, we investigate the great potential of the combination of machine learning technology and wireless communications. Currently, many researchers have proposed various optimization algorithms on resource allocation for distributed antenna systems (DASs). However, the existing methods are mostly hard to implement because of their high computational complexity. In this paper, a new system model for machine learning is considered for the scenario of DAS, which is more practical with its low computational complexity. We utilize the k-nearest neighbor (k-NN) algorithm based on the database of a traditional sub-gradient iterative method to get a power allocation scheme for DAS. The simulation results show that our k-NN algorithm can also obtain the power distribution scheme which is very similar to the results of the traditional algorithm.
I. INTRODUCTION
In recent years, there is a significant rise in data traffic of cellular networks. The increasing data system has brought great pressure to the infrastructure of the cellular system. Therefore, it is an urgent issue to bring high efficiency to the cellular system. Many researchers have proposed a distributed antenna systems (DAS) that can reduce the average access distance between remote access units (RAUs) and user equipment (UE) to provide high data rate services [1] . The DAS is considered a very promising technology in green communications to increase capacity [2] - [4] and improve energy efficiency (EE) [5] , [6] .
The EE [5] , [7] - [11] and spectral efficiency (SE) [12] - [15] power allocation scheme for DAS has been studied in many literatures. A novel iterative algorithm has been proposed to solve the power allocation problem to maximize EE in [5] . The problem can be equivalently transformed into a one-dimension (1-D) quasi-concave problem that is solved by the golden search method. In [7] , an efficient distributed beamforming algorithm based on
The associate editor coordinating the review of this manuscript and approving it for publication was Haris Pervaiz. a pricing mechanism were presented to consider the problem of maximizing the weighted sum energy efficiency (WS-EE) for multi-input single-output (MISO) interference channels (ICs). Furthermore, [12] proposed an approximate expression and an iterative method to quantify the location-specific SE of the DAS. Xu et al. [16] , [17] investigated the influence of the power allocation parameter on the OP performance of mobile device-to-device (D2D) cooperative networks.
As we all know, in the field of DAS communication, many effective methods have been proposed to solve the problem of power allocation [18] - [20] . However, to get the optimal power allocation scheme, we usually sacrifice a huge amount of time for calculation, which is unrealistic for users who are constantly moving in real life. To avoid this trouble, we must find better solutions to improve operation speed and reduce computational complexity. At present, many effective applications were achieved by machine learning technology in wireless communication. In [21] , the study has applied multiclass classification into a multiple-input multiple-output (MIMO) system with transmit antenna selection (AS). In [22] , they have used multiclass classification algorithms, i.e., multiclass k-nearest neighbors (k-NN) and a support vector machine (SVM), to classify the training channel state information (CSI) into one of the classes that represent the antenna set that provides optimal communication performance. From training with sufficient channels (data), they obtain a classification model and use it to classify a new channel and obtain the best antenna set. We believe that the combination of machine learning and wireless communication will make an inevitable trend in the future because of the excellent communication performance in terms of computational complexity.
In this paper, we define the existing power allocation schemes whose purpose is mainly optimizing computational process as traditional optimization. As a part of those outstanding traditional methods, the sub-gradient iterative method is chosen to get the historical database and be compared with our proposed method. We focus on learning the historical data rather than optimizing the computational process so that our solution can be based on the database of any traditional optimization algorithms. Apparently, our method is more practical with its low computational complexity. We are exploring a more practical method to improve current situation in which we cannot use those traditional optimization algorithms in our truly life. Machine learning can be a good way to achieve our assumption, so we give our first attempt with k-NN algorithm in this paper.
We propose a scenario for DAS and compare the following two optimal targets of two power allocation schemes. (i) The overall network SE under the constraint of the total transmit power of each antenna; (ii) EE while meeting the total transmit power of each antenna.
The following three optimization schemes are used to verify the benefits of machine learning: (i) the traditional sub-gradient iterations method to solve the maximum SE power allocation algorithm to obtain the optimal solution; (ii) the traditional method to solve the maximum EE power allocation algorithm to obtain the optimal solution; (iii) the machine learning database is generated by the traditional algorithm. Using the k-NN algorithm, the target user group needs to find the most similar traditional user group from database and matches with its power allocation scheme.
The remainder of this article is organized as follows. In Section II, we present the system model including the system configuration, channel model, achievable rate, and the calculation process of the machine learning algorithm. In Section III, the traditional sub-gradient optimization algorithm is introduced firstly. Then we use k-NN algorithm to search from the database and obtain the power allocation of the target user group. In Section IV, the simulation results are given. Finally, we draw the conclusion in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM CONFIGURE In this section, we consider the downlink of the single-cell DAS that has N RAUs with one antenna each. The RAUs are distributed uniformly in the cell and linked to the central base station (also named as RAU1) via optical fiber connection, and the nth RAU is denoted as RAU n. K single-antenna cellular UEs are random distributed in the cell. In order to reduce the randomness of the result we take random U testing groups to be calculated and finally get their mean SE and EE to verify our methods. Specially, the database of the k-NN algorithm is consisted of L training samples. These training samples include the location and power allocation of every group, which is calculated by the traditional sub-gradient optimization method. L represents the loop time. The traditional system configuration specified above is denoted by
For example, a (5, 10, 10) system is shown in Fig. 1 , where N =5, K =10, U =10. For analysis convenience, we mainly consider the following two cases. (1) (5, 10, 10) stands for the traditional methods in DAS model.
(2) (5, 10, 10, L) represents the machine learning algorithm in DAS model.
B. CHANNEL MODEL
In this study, h n,k denotes the channel frequency response between RAU n and the kth UE, which consists of the large scale fading.
The small scale fading is neglected. Firstly, large-scale fading has a more significant impact on the channel than small-scale fading. Also, if small-scale fading is considered, the generated channel will be random according to the formulation, which means there will be many different power allocation schemes for only one user group when using the traditional method for multiple times. However, we compare k-NN algorithm and the traditional method for a new user group at the same time and the their results is shown in our figures. If small-scale fading exists, the conformity of the channel cannot be guaranteed so that the comparison loses its meaning.
So the channel frequency response can be expressed as
where h n,k represents the large-scale and shadow fading and it is independent. c is the median of the mean path gain at a reference distance d n,k = 1km. d n,k is the distance between RAU n and cellular user. α is the path loss exponent, typically between 3.0 and 5.0. s n,k is a log-normal shadow fading variable [12] , [15] .
C. MACHINE LEARNING ALGORITHM
In this section, we focus particularly on the machine learning techniques in wireless communications. We apply k-NN to solve our power allocation problem for DAS. First of all, through computed by the traditional optimization methods, the power allocations and the locations of L user groups are saved as training samples to our database. Then, we take random U testing samples, and use their locations to compare with training samples. A testing sample is made up of K users whose locations are in our testing data. Every new user in testing group searches for the nearest neighbor from K users of every training group. While K new users comparing, they use k-NN for K times to get the matching order, which can be expressed as
. idx j is the order of the nearest user, matching with the jth new user. Through the IDX matric, we can calculate the mean and standard deviation of distance difference between new users and their matching users. It is obvious that the smaller mean and standard deviation we get, more similar between the testing group and the training group. Finally, the most similar training sample will contribute its power allocation to the testing sample, so that we can use the power allocation and location of the testing group to get SE and EE.
D. ACHIEVABLE RATE
We assume that we can obtain the perfect instantaneous CSI at both transmitter and receiver side. We also assume that the channels are orthogonal so there is no interference to each other. We normalize the total system bandwidth into unit.
We use the following parameters to describe the system model where k ∈ [1,2,...,K ].
• p n,k : Transmit power from the nth RAU to the kth cellular user equipment (UE), calculated by traditional optimization method.
• p n,j : Transmit power from the nth RAU to the jth cellular user equipment (UE), calculated by machine learning optimization algorithm.
• P n max : Maximum transmit power of RAU n.
The channel gain between the RAU n and the kth new cellular user from testing group in the first method.
• h 2 n,j : The channel gain between the RAU n and the jth new cellular user from testing group in the second method, whose value is equal to h 1 n,k .
The power of the complex additive white Gaussian noise (AWGN) of UE in two methods.
• R c : The transmission rate of UE, calculated by traditional optimization method.
• R m : The transmission rate of UE, calculated by machine learning optimization algorithm. Supposed that each channel can only be occupied by at most one user at a time, then the transmission rate of UE is given as following
The total power consumption P ctotal and P mtotal can be classified into two main parts: The transmit power consumption of K users considering the effect of power amplifier at each RAU and the extra circuit power consumption. τ is the drain efficiency of the radio frequency power amplifier. The first part of total expenditure can be denoted P trans and expressed as [23] - [25] 
The second part of power consumption is denoted as P circuit which can be further divided three parts. i): the constant circuit power consumption P b , which is independent of actual transmit power; ii): the constant basic power consumption P u , which is independent of the number RAUs; iii): the disseminated power by the optical fiber transmission P o . Then the P circuit can be modeled as
The total expenditure of the two methods can be respectively denoted P ctrans and P mtrans , so that their total power consumed by DAS system denoted as P ctotal and P mtotal , are given by
The EE of traditional method and machine learning algorithm are denoted by η c and η m , which can be calculated by the formulation below
The SE of the system calculated by the two methods can be denoted as R c and R m , respectively. Similarly, the EE of VOLUME 7, 2019 the system calculated by the two methods can be denoted as η c and η m , respectively.
III. POWER ALLOCATION ALGORITHM
In the first and second part, we will discuss the maximum SE optimization, maximum EE optimization and their corresponding optimal power allocation algorithm. Then, the k-NN algorithm with database that is made up of traditional user groups is considered in the third part.
A. TRADITIONAL SE OPTIMIZATION
The objective of maximizing UE rate optimization for the downlink DAS under the constraints on per-antenna transmit power of each RAU can be modeled as
From [26] , the sub-gradient method has been developed to obtain the optimal power allocation solution, which can be expressed as [26] 
where
where λ n is Lagrange multiplier which can be solved by exploiting sub-gradient approach and satisfy the following iteration equation
where ν (i) is small positive step size, the value of it needs to be sufficiently small. According to [26] , the maximum SE power allocation algorithm can be written as TABLE 1. 
B. TRADITIONAL EE OPTIMIZATION
In this part, we focus on maximizing the system EE to get optimal power allocation. The EE is defined as the ratio of the SE to the total power consumption, which is shown in (8) . In this scenario, it can be denoted as
The optimization problem can be formulated as
In order to simplify the calculation of the fractional objective function. We use the equivalent objective problem with subtractive form to deal with the nonlinear fractional programming problem as follows
From [26] , the optimal EE power allocation can be solved by the sub-gradient method, which can be expressed as [26] 
In Theorem 1, the relationship between optimization problems (14) and (15) have been introduced which has been proved in [27] . The optimal power allocation p c * achieves the maximum EE in (14) if and only if Y (ω * ) = 0 and y (ω) = [p c * ]. According to [26] , the maximum EE power allocation algorithm can be written by TABLE 2.
C. k-NEAREST NEIGHBORS ALGORITHM
In this paper, we confine ourselves to the Euclidian distance measure. Among L training samples, a k-NN classifier finds the nearest training sample whose matching order matrix IDX . We set k of k-NN classifier as 1 because every new user in a testing group only need one nearest neighbor to match and copy its power allocation in historical database. L training samples can be expressed as a real-value threedimensional matrix T i ∈ R K ×M ×L , where M is the dimension of the position coordinates (i.e., M =2). We denote the ith two-dimensional matrix from
. Also, one testing group is defined as a matrix T j ∈ R K ×M , and
Then, the Euclidean distance between the jth user from a testing group and the kth user from a training group is denoted as d jk , and their mathematical set is
The ordinal of the lowest element from the matrix D j is idx j , and they make up IDX = [idx 1 , ..., idx j ] T . The mean and standard deviation of distance difference between new users and their matching users are used as the standard we choose to get the most optimal training group. The standard is given by
In order to balance the relationship between the above two parameters, we set the weight function which is given by
In the L groups of users, the γ th training group corresponding to the smallest value of is the best match. We choose the power allocation scheme of the γ th group. The power allocation data of the jth user from testing group corresponds to the idx j th user's from the γ th group. Finally, we can obtain the power allocation scheme for all users of the test group.
According to the above analysis, the power allocation method using k-NN algorithm can be summarized by TABLE 3 . Assume that the generated data set is Q.
IV. SIMULATION RESULTS
In the simulations, we consider the downlink of a single cell DAS with 10 UEs, which are randomly deployed in the cell. The SE and EE calculated by traditional SE optimization and k-NN algorithm are shown in Fig. 2 and Fig. 3 , respectively. And the SE and EE calculated by traditional EE optimization and k-NN algorithm are shown in Fig. 4 and Fig. 5 , respectively.
In Fig. 2 and Fig. 4 , we vary the maximum transmit power from 10 dBm to 28 dBm. We compare the results of two traditional methods and k-NN algorithm, and the resultant SE versus maximum transmit power are shown in Fig. 2 and Fig. 4 . As the simulation results are described, the performance of the power allocation methods calculated by k-NN algorithm is extremely close to which calculated by traditional optimal method. For instance, in Fig. 2 , when the maximum transmit power is 19 dBm, the difference of the value of SE between the two scenarios is 0.11 bit/s/Hz. In Fig. 4 , the two curves are almost coincide.
In Fig. 3 and Fig. 5 , similarly, we compare the EE versus the maximum transmit power for different power allocation methods. We also find that the difference of the performance between two power allocation methods is obviously close. As we can see from Fig. 3 , the small deviation of the two schemes can reach 0.09 bit/Joule/Hz, while 0.09 is the difference between the two when the maximum transmit power is 19 dBm in Fig. 3 . And the average deviation of the two corresponding points is 0.282 bit/Joule/Hz. Furthermore, the EE of the two are extremely the same when the maximum transmit power is 10 dBm and 25 dBm in Fig. 5 .
In order to gain insight into the advantages of machine learning in this scenario, we compared the time complexity of the k-NN algorithm and the traditional optimization algorithm. Through calculation, the time complexity of the traditional algorithm reaches O(n 3 ). Even though the convergence speed of this algorithm is already at the forefront compared with other existing optimization algorithms', there is a huge amount of computation that cannot be ignored. Moreover, the time complexity of the k-NN algorithm applied to this scene is O(n) [28] . Using the original user data in the database, its operation is relatively simple. According to the simulation results, for DAS, maximum SE and EE power allocation algorithm are more exact and optimal than k-NN method. However, the power distribution obtained by the latter can be very similar to the former in the case of ensuring low computational complexity.
From Fig. 2-5 , we conclude that the proposed power allocation scheme based on k-NN algorithm can achieve better power allocation results under low complexity conditions. In comparison, we cannot ignore the advantages of k-NN algorithm in terms of complexity. It shows the great potential of machine learning algorithms to increase the speed of computing in the future.
V. CONCLUSION
In this paper, we applied the algorithm of machine learning to the power allocation in DAS. We assumed that we can obtain the perfect instantaneous CSI at both transmitter and receiver side and the channels are orthogonal. Firstly, the traditional power allocation optimization scheme to maximum SE and EE were presented. Also, we used the k-NN algorithm in this scenario and got the power allocation schemes. From the simulation results, SE and EE calculated by k-NN algorithm and the traditional algorithm can be extremely the same. However, different from the traditional methods, our method is more practical with its low computational complexity. It can be based on the database calculated by any traditional optimization algorithms while the existing methods are mostly hard to implement because of their high computational complexity.
For further study, we are exploring a more practical method to get more optimized and efficient results by applying the other excellent machine learning algorithms in DAS. Machine learning is a very promising technology for the next generation communication system so we give our first attempt to achieve our assumption with k-NN algorithm in this paper. The innovative thought mentioned by this paper will inspire more exploration of the application of machine learning algorithms in the field of wireless communication.
There will be increasing machine learning algorithms make the current proposed optimal algorithms in the field of wireless communication more and more efficient and practical after the k-NN algorithm in our paper. 
