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Abstract 
A (v,k,p) optical orthogonal code ~ is a family of (0,1)-sequences of length v and 
weight k satisfying the following two properties: (1)~o<.,<.v_lXtX,+i<~p, for any 
x = (Xo, x ~ . . . . .  x ~_ ~ )e ~ and any integer i ~ 0 (rood v); (2) 5~ o ~, .< ~- ~ x~ y, + ~ ~< p, for any x ~ y 
in ~ and any integer i. The study of optical orthogonal codes is motivated by an application in 
a code-division multiple-access fiber optical channel which requires binary sequences with good 
correlation properties. In this paper, some combinatorial constructions for optimal (v, k, 1) 
optical orthogonal codes are developed. The constructions are also used to derive a bulk of new 
optical orthogonal codes. © 1998 Elsevier Science B.V. All rights reserved 
1. Introduction 
Let v, k and p be positive integers. 
Following Brickell and Wei [5], a (v, k, p) optical orthogonal code (OOC), ~, is 
defined to be a family of (0, l)-sequences of length v and weight k satisfying the 
following two properties: 
1. The auto-correlation property 
~o~t~,,-txtxt+i <~P, for any x=(xo ,  xl ,  . . . , x , , -1 )c~ and any integer 
i ~ 0 (rood v). 
2. The cross-correlation property 
Y,0~t~,,-lx,yt+i <-P, for any x ~y  in (¢" and any integer i. 
The correlations considered here are periodic, that is, all subscripts are reduced 
modulo v. 
The study of OOCs is motivated by an application in a code-division multiple- 
access fiber optical channel which requires binary sequences with good correlation 
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properties. The characteristics of the optical system dictate the correlation be com- 
puted as an inner product of two nonnegative vectors, and the correlation property 
facilitates the separation of optical signals by orthogonal detection methods. Thus the 
name optical orthogonal codes. For related etails, the interested reader may refer to 
[5, 11, 31, 32, 38]. 
In this paper, we are concerned with (v ,k ,p )  OOCs with p = 1. In this case, 
we can take every sequence in a (v ,k ,  1) OOC, cg, and all its cyclic shifts as 
codewords to form a binary code of length v whose I~lv codewords have constant 
weight k. The correlation properties of the optical orthogonal code guarantee that the 
minimum Hamming distance of the derived constant-weight code is 2(k - 1). Since 
the number ICglv is upper bounded by the Johnson bound [24], v(v  - 1 ) /k (k  - 1), 
we have 
]c~ I < L (v -  1) /k (k  - 1)~, 
where [_xJ denotes the largest integer not exceeding x. 
A (v, k, 1) OOC with ] (v  - 1 ) /k (k  - 1)J codewords i said to be optimal. Further, it 
is called perfect when v --- 1 (mod k(k  - 1)). 
It was shown in [5] that optimal (v, 3, 1) OOCs always exist except when v = 6t + 2 
and t - 2 or 3 (rood 4), in which an optimal (v, 3, 1) OOC cannot exist. When k ~> 4, the 
existence problem for an optima (v, k, 1) OOC remains unsolved (see, for example, 
[38]). The state of affairs is most promising for the case k = 4 and 5. 
The remainder of this paper focuses on the combinatorial constructions for optimal 
(v, k, 1) OOCs. In Section 2, we define some terminology in design theory and state the 
fundamental relationship among (v, k, 1) optical orthogonal codes, cyclie packings and 
scarce difference families. Section 3 collects known results about cyclic packings which 
are applicable to the recursion. Section 4 presents basic recursive constructions of 
optimal (v, k, 1) OOCs using g-regular cyclic packings. Section 5 provides a general 
recursive construction. Section 6 gives a special construction for optimal (v,4, 1) 
OOCs. The constructions in Sections 4-6 combined with the results mentioned in 
Section 3 imply a bulk of new optimal OOCs. In Section 7, several related problems 
are listed. 
2. Preliminaries 
Optimal orthogonal codes are closely related to combinatorial configurations. In
this section, we define some terminology in design theory and state the fundamental 
relationship among (v,k, 1) optical orthogonal codes, cyclic packings and scarce 
difference families. 
Let K be a set of integers, each of which is not less than 2. If K = {k}, we will omit 
the braces. 
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A packing design (or packing) with order v, block sizes from K and index 2 = 1, 
denoted by P(K,  1; v), is a pair (V, ¢J) where V is a v-set and .N is a collection of subsets 
of V (called blocks), each ofcardinality from K, such that every 2-subset of V occurs in 
at most one block of S~. For some values ofv the blocks of such a packing may contain 
every 2-subset of V exactly once, in which case the packing is often referred to as 
a pairwise balanced esign (PBD) and denoted by B(K,  1; v). We observe that a PBD 
B(k, 1; v) is known as a balanced incomplete block design (BIBD) with parameters v, k, 
and ). = 1. 
An automorphism of a P(K,  1;v), (V,~), is a bijection 7/: V ~ V such that the 
induced mapping a : ~ --* ~ is also a bijection. The set of all such mappings forms 
a group under composition called the automorphism group of the design. 
If a P(K,  1; v), (V, N), admits an automorphism 7£ then the automorphism 7 ~ parti- 
tions ~' into equivalence classes called the orbits of.~ under 7 ~. A set of starter blocks 
(or base blocks) is a set of representatives for these orbits of.~, by closing such a set 
under ~P, we recover the entire design. The number of the blocks contained in an orbit 
is called the length of the orbit. We say that an orbit is full if its length is v and 
otherwise we say that it is short. A representative starter block of a full orbit is also 
said to be full. Similarly, a representative starter block of a short orbit is said to be 
short. 
A P(K, 1; v), (V, ~), is said to be cyclic if it possesses an automorphism 7 j consisting 
of a single cycle of length v. In this case the set of V can be identified with Zv, the 
residue ring of integers modulo v, and the design has an automorphism 7/mapping 
i --, i + 1 (mod v). In the sequel, we will use the notation CP(K, 1; v) to denote a cyclic 
P(K, 1; v) containing only full starter blocks. A cyclic PBD, B(K, 1; v), will be denoted 
by CB(K, 1;v). We also observe that a CB(k, 1;v) is a cyclic BIBD (CBIBD), 
CB(k, 1;v). It is well known (see, for example, [16]) that a CB(k, 1;v) can exist only if 
v -1  or k(modk(k -1 ) ) .  Moreover, each orbit is full in a CB(k, 1;v) when 
v = 1 (mod k(k - 1)). When v - k (rood k(k - 1)), all starter blocks in a CB(k, 1; v) are 
full but one that is {O,v/k,2v/k, ... , ( k -  1)v/k} (see [30]). Therefore, an optimal 
CP(k, 1; v) exists whenever a CB(k, 1; v) exists. 
By counting the 2-subsets involving one fixed integer, we can readily know that the 
number of blocks in a CP(k, 1;v) cannot exceed v(v - 1)/k(k - 1), and hence the 
number of orbits cannot exceed (v - 1)/k(k - 1). As with OOCs, a CP(k, l;v) with 
t(v - 1)/k(k - 1)J block orbits is said to be optimal. 
Now given an optimal CP(k, 1;v), (Z~.,N), we can take an arbitrary set of starter 
blocks and then construct a (0, 1)-sequence of length v from each starter block whose 
nonzero bit positions are exactly indexed by the block. It is easy to see that the derived 
(0, 1)-sequences constitute an optimal (v, k, 1) OOC. Conversely, let cg be an optimal 
(v,k, 1) OOC. For each of binary sequences in ~, we construct a k-subset of Z,, 
by taking the index set of its nonzero bit positions. This creates a family ~ of 
L (v -  1) /k (k -  1)J k-subsets of Z~,. The correlation properties of the optical ortho- 
gonal code guarantee that I(n + X)nY]  ~< 1 for any integer n in Z,, and any X, Y in 
except when X = Y and n -= 0(mod v). Thus, we can take ~ as a set of starter 
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blocks to form an optimal CP(k, 1;v) with the automorphism 
i ---} i + 1 (mod v). 
With the above observations, we have the following result. 
~u mapping 
Theorem 2.1. An optimal (v,k, 1) OOC is equivalent to an optimal CP(k, 1; v). 
The following simple example gives us an explanation. 
Example 2.2. Taking {0,7,9} and {0, 1,4} as starter blocks produces an optimal 
CP(15, 3, 1). The 15k(15 - 1)/3(3 - 1)J = 30 blocks of this packing are created by 
successively adding 1 to each integer of the starter blocks modulo 15. The correspond- 
ing optimal (15, 3, 1) OOC consists of the following two codewords: 
(1,0,0,0,0,0,0,1,0,1,0,0,0,0,0), 
(1,1,0,0,1,0,0,0,0,0,0,0,0,0,0). 
It is worth mentioning that by a manner similar to those preceding we may easily 
define a cyclic packing for any index 2 > 1. However, they do not directly correspond 
to an optical orthogonal code. 
Related to a cyclic packing is a scarce difference family (SDF). A (v, K, 1) scarce 
difference family, briefly (v, K, 1)-SDF, is defined as a collection of subsets of Zv (called 
starter blocks or base blocks), 5 P, each of cardinality from K, such that for every 
nonzero x e Zv the congruence di - dj - x (mod v) has at most one solution pair (di, d r) 
with di, d r e B, for some B e Y. In keeping with common practice, we introduce, the 
list of differences from B, AB = {a-b :a ,  beB,  a C b} for any B~5 P, and write 
ASe = }~B~AB for the list of differences from 5 ¢. The development ofY is denoted by 
dev 5 P = {B +j:  Be5  P and jeZv}, 
where B + j  = {b +j :  beB} and the additive operation is performed in Z~. 
The difference l ave of 5 ~, denoted by DL(50, is defined to be the set of all nonzero 
integers in Z~ which are not covered by differences generated by 5 P, i.e. A5 ~. 
Since repeated ifferences are not allowed in our definition, the development of
B for any B e 5Q {B + j: j ~ Zo }, is just the full orbit containing B and the development 
of 5 p gives a CP(K, 1; v). Conversely, an arbitrary set of starter blocks of a CP(K, 1; v) 
forms a (v, K, 1)-SDF. Especially, a (v, k, 1)-SDF with k(v - 1)/k(k - 1)J starter blocks 
forms an optimal CP(k, 1; v), and vice versa. 
We say that a (v, K, 1)-SDF 5 ~ is 9-regular if the difference l ave DL(SP) along with 
zero forms an additive subgroup of Zv having order 9, which must be generated by 
integer v/9. A similar terminology applies to corresponding CP(K, 1; v). 
Example 2.3. Y = {{0, 2, 6}, {0, 1, 10}, (0, 3, 11, 16}} is a 4-regular (28, {3, 4}, 1)-SDF 
(corresponding to a g-regular CP({3, 4}, 1; 28)) where DL(Se)u{0} = {0, 7, 14, 21} is 
the additive subgroup of order 4 in Z2s. 
J. Yin / Discrete Mathematics 185 (1998) 201-219 205 
Example 2.4. ~ = {{0, 1,3,8,58}, {0,4,21,51,70}, {0,6, 16,29,44}, {0, 11,25,37,59}} 
is a 10-regular (90, 5, 1)-SDF (corresponding to a 10-regular CP(5, 1; 90)) where the 
subgroup DL(5°)u{0} is spanned by 9 in Zgo. 
It is important o observe that a g-regular CP(k, 1; v) is not necessarily optimal by 
definition. The cyclic constraint of a g-regular CP(k, 1; v) gives rise to the following 
two results. 
Theorem 2.5. A necessary condit ion fo r  the ex istence o f  a g-regular CP(k, 1;v) is 
v - g (modk(k  - 1)). 
Theorem 2.6. I f  1 <<. 9 <~ k(k  - 1), then a g-regular CP(k, 1;v) is optimal.  
Two special cases regarding a g-regular (v, k, 1)-SDF 5 e need to be mentioned. The 
one is g = 1, that is, DL(Se) = 0. In this case, 5 e is well known as a (v, k, 1) difference 
family (simply, (v,k, 1)-DF) in the literature (see, for example, [3,4,20]), and the 
development of 5 e forms a CB(k, 1; v). By Theorem 2.5 a necessary condition for the 
existence of a (v, k, 1)-DF is v - 1 (mod k(k  - 1)). Many authors contributed to the 
sufficiency. Vital papers in this area include E1-4, 7-10, 13, 16,18, 20, 21, 26, 28, 34]. 
And the other special case is g = k in which case 5 e corresponds to a CB(k, 1; v) with 
v = k (modk(k  - 1)). Therefore, we have 
Theorem 2.7. A CB(k,l;v) with v -  l (modk(k -1) )  is equivalent to a 1-regular 
(v,k, 1)-SDF; and a CB(k, 1;v) with v = k (modk(k  - 1)) is equivalent to a k-regular  
(v, k, 1)-SDF. 
We also require the notion of a transversal design (TD) which we define now. 
Let v and k be positive integers. A TD with parameters v, k and index 2 = 1, denote 
by TD(k,v), is a triple (X,f#,~¢) where X is kv-set (of points), ff is a collection of 
v-subsets of X (called groups) which partition X, and d is a collection of subsets of 
X (called blocks), each meeting each group in exactly one point, such that every 
pairset of points from different groups occurs in exactly one block of d .  Thus, it 
follows that each block contain~ k points and there are v 2 blocks. 
It is well known that a fD(k, v) is equivalent to k - 2 mutually orthogonal Latin 
squares of order v. 
Our recurslve constructions will also involve the notion of a difference matrix 
(DM). A (k,m)-DM is a kxm matrix O = (dij) (0 <~ i ~ k - 1,0 ~<j ~< m - 1) whose 
,~ach entry is an integer of Z,, such that for any two distinct rows s and t, the list of 
d~j - dt~(j = O, 1 . . . . .  m - 1) contains each integer of Zm exactly once. 
When m ~> k is an odd prime, a (k,m)-DM can be constructed by simply taking 
dij = ij (mod m) for 0 ~< i ~< k - 1 and 0 ~< j ~< m - 1. So, we have 
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Theorem 2.8. I f  m >>. k is an odd prime, then there is a (k, m)-DM. 
The following result is due to Jimbo and Kuriki [22]. 
Theorem 2.9. I f  both a CB(k, 1; v) with v - 1 (rood k(k - 1)) and a TD(k + 1,k) exist, 
then there exists a (k, v)-DM. 
3. Known results on regular CP(k, 1; v)'s 
The notion of a g-regular CP(K, 1; v), or equivalently a g-regular (v, K; 1)-SDF, will 
play an important role in our constructions to be developed. As with various types of 
combinatorial configurations, constructions for OOCs fall into two categories, direct 
and recursive. Before we can make use of recursive constructions we must first have 
some designs to work with. Though the notion of a g-regular CP(K, 1; v) was not 
introduced explicitly until the present paper was written, there are a large number of 
existence results available, which are directly derived from other configurations. In 
this section, we give a brief survey for the existence of a g-regular CP(K, 1; v) with 
K = {k}, to which we can apply the recursive constructions. 
Theorem 3.0 (Peltesohn [28]). A 1-regular CP(3,1;v) exists if and only if 
v=l (mod6)  and v>~7 whereas a 3-regular CP(3,1;v) exists if and only if 
v=3(mod6)  andv>>-lS. 
Theorem 3.1 (Brouwer et al. [6]). I f  p - 1 (mod 6) is a prime, then there exists a 2- 
regular CP(4, 1; 2p). 
Theorem 3.2 (Hall [20]). I f  p - 1 (mod4) is a prime, then there exists a 3-regular 
CP(4, 1; 3p). 
Theorem 3.3 (Check and Colbourn [9]). Let p - 13 (rood 24) be a prime and n a posit- 
ive integer. Then there exists a 4-regular CP(4, 1; 4p"). 
Theorem 3.4 (Abel [1]). There exists a 4-regular CP(4, 1; v)/f  v e {40, 64, 76}. 
Theorem 3.5 (Brouwer et al. [6]). I f  p - 3(mod4) is a prime and p :P 3, then there 
exists a 6-regular CP(4, 1; 6p). 
Theorem 3.6 (Mathon [26]). There exists a 1-regular CP(4,1;v) /f ve{60t + 13, 
84t + 13,156t + 13, 228t + 49, 276t + 61,300t + 61,300t + 73} where t is a positive 
integer. 
Theorem 3.7 (Abel [1]). There exists a 1-regular CP(4,1;12t + 1) /f t~{1,3-11, 
13 16, 18-21, 23, 25, 26, 28-31, 33-36, 38-41, 43, 45, 46, 48, 50}. 
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Theorem 3.8 (Colbourn and Colbourn [14]). Let v = Pl P2 "'" P, be the prime factoriz- 
ation of v where Pl, P2, .. . ,  Pr are all primes congurent to 1 modulo 12. Then there exists 
a l-regular CP(4, 1; v). 
Theorem 3.9 (Abel [1]). There exists a 1-regular CP(5, 1;20t + 1)/f re{I -3,5-10,  
12-15, 18,20-28,30,32-35,38-44,47 50}. 
Theorem 3.10 (Colbourn and Colbourn [14]). Let v = PiP2 "'" P, be the prime factor- 
ization of v where Pl,P2 . . . . .  Pr are all primes congruent o 1 modulo 20. Then there 
exists a 1-regular CP(5, 1; v). 
Theorem 3.11 (Abel [1]). Suppose that p = 1 (modk(k - 1)) is an odd prime less than 
10000 and 4 <~ k <. 9. Then a 1-regular CP(k, 1;p) exists except possibly for the 
following cases: 
(1) k = 6, p = 61 (nonexistent); 
(2) k = 7,p = 43 (nonexistent), 127 or 211; 
(3) k = 8,p = 113,281 or 337; 
(4) k=9,p=577.  
Theorem 3.12 (Hanani [21]). I f  p -- 1 (mod4) is a prime and p ~ 5, then there exists 
a 5-regular CP(5, 1; 5p). 
Theorem 3.13 (Abel [1]). Suppose that p - 1 (modk - 1) is an odd prime and p :~ k. 
Then a k-regular CP(k, 1; kp) exists if one of the following holds: 
(11 k = 7,p ~< 5000 and p¢{19,37}; 
(2) k = 9,p ~< 5834 and p¢{17,41,97, 113}; and 
(3) k = l l ,p  <~ 1202 and p¢[30, 192]w[240,312]w[490,492]. 
We wish to point out that all regular cyclic packings listed above are optimal from 
Theorem 2.6. The results in Theorems 3.8 and 3.10 are based on the existence of 
(q, k, 1) difference families with q a prime and k = 4, 5, which has been completely 
solved by Buratti [7, 8], and Chen and Zhu [10]. 
4. Basic recursive constructions 
In this section, we present some basic recursive constructions for (v, k, 1) OOCs. In 
view of Theorem 2.1, our constructions will be given by way of optimal CP(k, 1; v)'s. 
Instead of listing all of the blocks of an optimal CP(k, 1; v), it suffices to give a family of 
starter blocks or equivalently a (v,k, 1)-SDF with L(v - 1)/k(k - 1)J starter blocks. 
We admit that a CP(k, 1; v) contains zero blocks so that an optimal CP(k, 1; v) is 
defined for 1 <<. v <~ k(k - 1). 
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In the last decades, the special kind of optimal CP(k, 1; v)'s, that is, cyclic BIBDs 
have attracted the attention of many mathematicians. In the process of investigation 
into CBIBDs, significant progress regarding recursive constructions has also been 
made. It was Colbourn and Colbourn [12, 14], who provided the first recursive 
method, which was shortly generalized by Jimbo and Kuriki [22] utilizing the notion 
of a difference matrix. Recently, a more general recursive construction for CBIBDs 
was found by Jimbo [23]. All of these constructions serve to combine given CBIBDs 
to obtain a new CBIBD with composite order. An analogous construction for optical 
orthogonal codes was mentioned in [38]. Unfortunately, the resulting code is not 
always optimal even though the input codes are. We now extend the above techniques 
to the construction of optimal CP(k, 1; v)'s, by using the notion of a g-regular 
CP(k, 1; v) which was introduced in Section 2. 
Construction 4.1. Suppose that both a g-regular CP(k, 1; v) and an optimal CP(k, 1; g) 
exist. Then an optimal CP(k, 1;v) also exists. Moreover, if the given CP(k, 1;g) is 
r-regular, then so is the derived CP(k, 1; v). 
Proof. Let ~ be the family of starter blocks of the given g-regular CP(k, 1; v). We then 
have DL(~)u{0} = {0,u,2u . . . .  ,(g - 1)u} where u = v/g. To complete an optimal 
CP(k, 1; v), we assume that ~ is the family of starter blocks of an optimal CP(k, 1; g). 
For each B = {bo, bl . . . .  , bk-1} e g we take one starter block 
uB = {ubo, ubl, ..., ubk- 1 }(rood v). 
Since the existence of a g-regular CP(k, 1;v) implies v=-g(modk(k  - i)) by 
Theorem 2.5, the difference leaves of an optimal CP(k, 1; v) and an optimal CP(k,I; g) 
have the same cardinality. So, the family f fu{uB: B 6 ~} forms the desired optimal 
CP(k, 1; v). 
The second part is straightfoward according to the above construction. The proof 
then is complete. [] 
Our next construction serves to obtain a new optimal CP(k, 1;v) by combining 
known ones. 
Construction 4.2. Suppose that there exist: 
(1) a g-regular CP(k, 1; v); 
(2) a (k,m)-DM; and 
(3) an optimal CP(k, 1;gin). 
Then there exists an optimal CP(k, 1;my). Moreover, if the given CP(k, 1;gin) is 
r-regular, then so is the derived CP(k, 1; my). 
Proof. From Construction 4.1 and condition (3), it suffices to construct a gm-regular 
CP(k, 1; my) which proceeds as follows. 
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Suppose as before ~ is the family of starter blocks of the given g-regular CP(k, 1; v) 
whose difference leave plus zero consists of the additive subgroup {0,u,2u, . . . ,  
(g -  1)u} of Z,, where u = v/g. Let D = (d i j )  be a (k,m)-DM where dijEZm for 
0~<i~<k-1  and 0~<j~<m-1.  Now the desired gm-regular CP(k,l;mv) will 
be based on Zm~, whose difference leave plus zero forms the subgroup 
H = {0,u,2u, ... ,(g - 1)u . . . .  ,(mg - l)u} of Zm~. The required starter blocks can be 
constructed in the following way. 
For each starter block B = {bo, bl . . . . .  bk-1} E Y we take m starter blocks 
Bj -- { bi + vdij: 0 ~ i <~ k - 1} 
for j = 0, 1, ..., m - 1, where the additive operation is performed in Zmv. 
We need only to verify that the differences arising from these starter blocks 
cover each integer in Z, ,v\H exactly once. It is a routine matter of checking 
and omitted. [] 
As an immediate consequence of Construction 4.2 and Theorem 2.6, we obtain 
Construction 4.3. Suppose that both a g-regular CP(k, 1;v) and a (k,m)-DM exist. I f  
1 <<. gm <~ k(k - 1), then there exists an optimal CP(k, 1; my) which is also gm-regular. 
Employing Construction 4.2 with the results in Theorems 2.8 and 2.9, we also have 
Construction 4.4. Suppose that there exist a g-regular CP(k, 1;v) and an optimal 
CP(k, 1;gm). Then there exists an optimal CP(k, 1;my) if one of the following holds: 
(1) m ~ k is an odd prime; 
(2) both a CB(k, 1; m) with m = 1 (mod k( k - 1)) and a TD(k + 1, k) exist. Moreover, 
if the given CP(k, 1;gin) is r-regular, then so is the derived CP(k, 1;my). 
To apply the above constructions, it will be necessary for us to build families of 
regular CP(k, 1; v)'s. In addition to those results shown in Section 3, the following 
construction provides a recursive method to obtain such designs, which is derived 
directly from the proof of Construction 4.2. 
Construction 4.5. Suppose that both a g-regular CP(k, 1; v) and a (k, m)-DM exist. Then 
there exists a gin-regular CP(k, 1; my). Further, there exists an r-regular CP(k, 1; my) if 
an r-regular CP(k, 1; rag) exists. 
Now, we establish certain existence results of optimal cyclic packings by applying 
the recursive constructions described above. We will restrict our attention to the case 
k = 4 and state them in the following theorems. 
Theorem 4.6. Let Pl,P2, . . .  , Pr be primes which are all 1 modulo 12. Then there exists 
an optimal CP(4,1;mv), where me{5,7, ll} and v = PtP2 "'" P,. 
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Proof. For each stated values of m,a (4,m)-DM exists by Theorem 2.8. So 
we can establish conclusion by applying Construction 4.3 with the result in 
Theorem 3.8. [] 
Theorem 4.7. There exists an optimal CP(4, 1;my)/f mE {5,7, 11} and v~ {60t + 13, 
84t + 13, 156t + 13,228t + 49,276t + 61,300t + 61,300t + 73} where t is a positive 
integer. 
Proof. The conclusion follows from Construction 4.3 and Theorem 3.6. [] 
Theorem 4.8. There exists an optimal CP(4,1;m(12t+l)) /f m~{5,7,11} and 
te {1,3-11, 13-16, 18-21,23,25,26,28-31,33-36,38-41,43,45,46,48, 50}. 
Proof. The conclusion follows from Construction 4.3 and Theorem 3.7. [] 
Theorem 4.9. Let Pa,P2 . . . . .  Pr be primes which are all 1 modulo 6. Then both an 
optimal CP(4, 1; 2v) and an optimal CP(4, 1; 10v) exist where v = PiP2 ""P,. 
Proof. By Theorem 3.1, there exists a 2-regular CP(4,1;2pj)(1 ~<j ~< r -  1) which 
is also optimal. Start with a 2-regular CP(4,1;2pl) and apply Constructions 4.4 
recursively to obtain an optimal CP(4, 1;2v) which is also 2-regular. Then apply 
Construction 4.3 with the 2-regular CP(4, 1;2v) and m = 5 to produce an optimal 
CP(4,1;10v). [] 
Theorem 4.10. Let Pl, Pz . . . . .  Pr be primes which are all 1 modulo 4. Then there exists 
an optimal CP(4, 1; 3v) where v = PiP2 "'" P~. 
Proof. The proof is similar to that above except we use the result of Theorem 3.2 
here. [] 
Theorem 4.11. Let Pl, P2 . . . . .  p~ be primes which are all 3 modulo 4 and 9reater than 3. 
Then there exists an optimal CP(4, 1; 6v), where v = PlP2 "'" P~. 
Proof. Because of Theorem 3.5, the proof is an analogue of those preceding. [] 
It should be emphasized that if we take regular CP(k, 1; v)'s for k t> 5 as ingredients 
shown in Section 3, the above constructions can be utilized to yield more optimal 
cyclic packings. 
5. A generalized construction 
In this section, we further discuss recursive constructions for optimal CP(k, 1; v)'s. 
The constructions in the previous section start with a 9-regular CP(k, 1;v). To 
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generalize them, we now start with a 9-regular CP(K, 1; v). Before proceeding, we 
define the notion of a group divisible design (GDD). 
A GDD is a triple (X, f#,.CJ) which satisfies the following properties: 
(1) ~ is a partition of a set X (of points) into subsets called groups, 
(2) ,N is a set of subsets of X (called blocks), each of cardinality at least two, such that 
a group and a block contain at most one common point, and 
(3) every pair of points from distinct groups occurs in exactly one block. 
We denote (X,f#,~) GD(K, 1, g;v) if IX] = v, [G] = 9 for every G~aJ and IB IEK 
for every Be~,  where K is a set of positive integers, each of which is not less 
than 2. If K = {k}, we simply write k for K. A GD(K, 1, 1; v) is essentially a PBD, 
B(K, 1; v). 
A simple counting argument shows that the necessary condition for the existence of 
a GD(k, 1,v;m') is 
(1) n/> k; 
(2) (n - 1)v -- 0 (modk-  1); and 
(3) n(n - l)v z = 0(modk(k - 1)). 
Group divisible designs have been instrumental in the construction of various 
combinatorial configurations. Our generalized construction will be established by 
using the GDDs which are created by Bose's 'method of symmetrically repeated 
difference' (see I-4]). A further development of Bose's method was made by Hall [20], 
where the technique was called 'method of mixed difference'. A brief description for 
this is pressented below. 
Given positive integers n and v, let I, = { 1, 2 .... n} and X = I, x Zv. The points of 
X are denoted by (a, b). Let ~ be a family of k-subsets of X, called base blocks. As in 
Section 2, with a minor modification, we adopt the notation: 
AijB = {b - a: ( i ,a) , ( j ,b)eB and a v a b}, for any Be~,  
Ai j~  = ~ AijB, for any index pair ( i , j )o f I ,  x I , .  
BeY 
Here Aij~ is the ith list of pure differences when i = j  and the list of (i,j) mixed 
differences when i vaj. It should be noted that the difference 0 is allowed in Aijo~ if and 
only if i 4:j. Applying Bose's method, a GD(k, 1, v; nv) based on point set X having 
group set ,c4= {{i}×Z~: i~I ,} can be generated by g if for any index pair 
(i , . j)eI, x I,, A i jY  = 0 when i = j  and Ai jY  = Z~, when i # j ,  i.e., each integer geZ,  
occurs exactly once in the list of (i, j) mixed differences from Y. The blocks are 
obtained by developing all base blocks in Y,  that is, by successively adding 1 to the 
second component of each point of these base blocks modulo v. Here the development 
of a base block always contains vdistinct blocks. In what follows, the GDD obtained 
by this manner is marked by * 
We now modify the construction i [6, 20] to provide the following three examples, 
which will be used later. 
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Example 5.1. Let k 
5 base blocks: 
{(1, 0), (2, 1), (4, 1), (5, 0)}, 
{(1, 0), (2, 0), (3, 1), (5, 1)}, 
{(I, 1), (3,1), (4,0), (5,0)}, 
{(1, 1), (2,0), (3,0), (4,1)}, 
{(2, 1), (3, 0), (4, 0), (5, 1)}. 
= 4, n = 5 and v = 3. A GD*(k, 1, v; nv) is formed by the following 
It is readily checked that for any index pair (i, j) of I5 x Is(i ¢ j), the list of (i, j) mixed 
differences cover each integer of Zv exactly once. [] 
Example 5.2. Let k = 4, n 
15 base blocks: 
{(1, 0), (2, 1), (4, 0), (5, 3)}, 
{(1, 0), (2, 0), (5, 1), (6, 5)}, 
{(1, 0), (2, 2), (4, 2), (6, 0)}, 
{(1, 1), (2, 5), (3, 0), (4, 0)}, 
{(1, 5), (2, 4), (3, 0), (6, 1)}, 
{(1, 0), (2, 3), (3, 2), (5, 0)}, 
{(1, 0), (3, 0), (4, 3), (5, 2)}, 
{(1, 3), (3, 0), (4, 1), (6, 0)}, 
{(1, 2), (3, 0), (5, 0), (6, 3)}. 
{(1, 0), (4, 1), (5, 5), (6, 4)}, 
{(2, 0), (3, 0), (4, 2), (6, 2)}, 
{(2, 1), (3, 5), (4, 4), (5, 0)}, 
{(2, 0), (3, 3), (5, 0), (6, 1)}, 
{(2, 2), (4, 0), (5, 0), (6, 2)}, 
{(3, 1), (4, 5), (5, 0), (6, 0)}. 
= 6 and v = 6. A GD*(k, 1, v; nv) is formed by the following 
Example 5.3. Let k = 4, n -- 7 and v = 6. A GD*(k, 1, v; nv) is formed by the following 
21 base blocks: 
{(1 +j ,  4), (2 +j ,  0), (7 +j ,  0), (6 +j ,  1)}, 
{(1 +j ,  4), (3 +j ,  0), (6 +j,  0), (4 +j,  1)}, 
{(1 +j,  4), (5 +j ,  0), (4 +j ,  0), (7 +j,  1)}, 
where 1 ~<j ~< 7 and the sums are taken minimal positive residua modulo 7. [] 
Now, we are able to describe the generalized construction. 
Construction 5.4. Suppose that a g-regular CP(K, 1; v) and a GD*(k, 1, n; nh) for every 
h~K all exist. Then there exists an ng-regular CP(k, 1;nv). Moreover, if an optimal 
CP(k, 1; n9) exists, then an optimal CP(k, 1; nv) also exists. 
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Proof. In view of Construction 4.1 we need only to construct a ng-regular CP(k, 1; nv). 
Using hypothesis, let o ~ be the family of starter blocks of a g-regular CP(K, 1; v). 
Let B = {bl,b2 . . . .  ,bh} be a starter block of ~ .  By assumption, we have a 
GD*(k, 1, n; nh). Now we construct a family .~/(B) of starter blocks by replacing each 
pair (d, w) of all base blocks of the GD*(k, 1, n; nh) by bd + wv (mod nv), where bd ~ B. 
As B ranges over in ~,  we obtain a family ~ = Un~ ~-d(B) of starter blocks. 
We claim that ~ is the desired family of starter blocks of an ng-regular CP(k, 1; nv) 
whose difference leave plus zero is H = {O,u,2u . . . . .  (ng - 1)u}, where u = v/g. To 
show this, we need only to check every nonzero integer of Z,~,\H is covered exactly 
once by differences in A~. This is straightforward since every nonzero integer b of 
Z,~,\H can be written as b = qv + r so that O ~< q ~< n - l, 1 ~<r~<v-1.  [] 
To illustrate the above construction, we give the following example. 
Example 5.5. Let K = {5}, g = 10, v = 90, and n = 3. Take the 10-regular CP(5, 1; 90) 
with starter blocks Ba = {0, 1, 3, 8, 58}, Bz = {0, 4, 21, 51, 70}, B3 = {0, 6, 16, 29, 44} 
and B4 = {0, 11,25, 37, 59} shown in Example 2.4. Take the design in Example 5.1 as 
GD* (4, 1, 3; 15). The replacement mentioned in the proof of Construction 5.4 gives the 
following 20 starter blocks: 
{0,91,98,58} 
{0,1,93,148} 
{90,93,8,58} 
{90,1,3,98} 
{91,3,8,148} 
{0,94,141,70} 
{0,4,111,160} 
{90,111,51,70} 
{90,4,21,141} 
{94,21,51,160} 
{0,96,119,44} {0,101,127,59}, 
{0,6,106,134} {0,11,115,149}, 
{90,106,29,44} {90,115,37,59}, 
{90,6,16,119} {90,11,25,127} 
{96,16,29,134} {101,25,37,149}. 
These blocks form a 30-regular CP(4, 1; 270) whose difference leave plus zero is the 
subgroup of Z27o generated by 9. To complete an optimal CP(4, 1; 270), we construct 
two more starter blocks by way of an optimal CP(4, 1; 30): 
{0, 1"9, 4'9, 9"9}, 
{0, 2"9, 13'9, 20"9}. 
Three special cases of Construction 5.4 are as follows. 
Construction 5.6. Suppose that a CB(K, 1;v) containing only full orbits and a 
GD*(k, 1, n; nh) for every he K all exist. Then there exists an n-regular CP(k, 1; nv). 
Moreover, if an optimal CP(k, 1; n) exists, then an optimal CP(k, 1; nv) also exists. 
Construction 5.7. Suppose that both a g-regular CP(h, 1; v) and a GD*(k, 1, n; nh) exist. 
Then there exists an ng-regular CP(k, 1; nv). Moreover, if an optimal CP(k, 1; ng) exists, 
then an optimal CP(k, 1; nv) also exists. 
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Construction 5.8. Suppose that both a CB(h, 1;v) with v = l (modh(h-1) )  and 
a GD*(k, 1, n; nh) exist. Then there exists an n-regular CP(k, 1; nv). Moreover, if an 
optimal CP(k, 1; n) exists, then an optimal CP(k, 1; nv) also exists. 
Now, we give some new optimal CP(4, 1; v)'s by applying the above constructions. 
As auxiliary designs, we make use of the following two results. The first one was 
established quite a lot recently [39]. 
Lemma 5.9. Let (9, u) ~ { (2, 41), (2,61), (3,41), (3,61), (8, 11), (8, 16), (10,9), (10, 13), 
(10, 17), (12, 11), (12, 16), (15,9), (15, 13), (15,29)}, Then a 9-regular CP(5, 1;gu ) exists. 
Lemma 5.10. I f  ye  {8, 10, 12, 15}, then there exists an optimal CP(4, 1; 39). 
Proof. For each stated value of 9, an optimal CP(4, 1; 39) is obtained by taking the 
following starter blocks modulo 39. 
9=8:  {0, 1, 3, 7}, 
9=10:  {0,1,3,8} {0,4,10,21}, 
9=12:  {0,1,3,7} {0,5,13,24}, 
9= 15: {0,1,3,7} {0,9,18,30} {0, 5, 13, 27}. [] 
Theorem 5.11. For each of pairs (9, u) listed in Lemma 5.9, there exists an optimal 
CP(4, 1; 39u). 
Proof. Applying Construction 5.7 with the same procedure as that in Example 5.5 
yields the result. Here an optimal CP(4, 1; 39) required follows from Lemma 5.10. [] 
Theorem 5.12. There exists an optimal CP(4, 1; 3(20t + 1))/ft = 1-3, 5 10, 12-15, 18, 
20-28, 30, 32-35, 38-44, 47 50. 
Proof. Apply Construction 5.7. The auxiliary designs are shown to exist by 
Theorem 3.9 and Example 5.1. [] 
Theorem 5.13. Let p be an odd prime less than 10000. Then there exists an optimal 
CP(4, 1; 6p)/f one of the followin 9 holds: 
(1) p = 1 (mod30) and p ~ 61; 
(2) p - 1 (mod42) and p¢{43, 127,211). 
Proof. A 1-regular CP(6, 1;p) exists when p = 1 (mod 30) and p # 61, and a 1-regular 
CP(7, 1;p) when p --= 1 (mod42) and p¢{43, 127,211} from Theorem 3.11. Since both 
a GD*(4, 1,6; 36) and a GD*(4, 1, 6;42) exist by Examples 5.2 and 5.3, the desired 
designs then are obtained by applying Construction 5.7. [] 
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If the readers note that a (k,m)-DM is essentially a GD*(k, 1,m;mk), they can 
easily show that all constructions in Section 4 may be derived from Con- 
struction 5.4. 
6. One more construction 
The present section is devoted to a special construction for optimal CP(4, 1; v)'s by 
utilizing the notion of a nested packing. 
There are two kinds of nested BIBDs used in the literature. One is introduced by 
Preece [29] for a statistical application, which can be thought of as a generalization f
a resolvable BIBDs. The other is associated with Federer [17]. These two notions are 
similar to each other. Recently, an almost complete solution for nested packing 
designs with block size 3 was given by N. Shalaby and the present author [-33]. For 
simplicity, we do not state the notion of a nested packing in general form but only the 
special case to meet our need here. 
As mentioned earlier, the notion of a cyclic packing with index )~ = 1 may be easily 
extended to general index 2. To do this, the requirement that the pairs which occur in 
at most one of blocks of the configurations is to be replaced by the requirement that 
each such pair occurs in at most 2 blocks. A nesting for a CP(3, 1; v) is an assignment 
to each starter block B of an integer f (B)  of Z~., such that adjoining f (B)  to B for every 
starter block B forms a CP(4, 2; v) having the automorphism 71: i --* i + 1 (mod v). 
The significance of a nested CP(3, 1;v) defined above is seen in the following 
construction. 
Construction 6.1. Let v be an odd integer. I f  a nested optimal CP(3, 1; v) exists, then so 
does an optimal CP(4, 1; 2v). 
Proof. If v ~< 6, there is nothing to prove. For v ~> 7, the construction of the required 
design is as follows. 
Denote by cf the starter-block family of the given optimal CP(3, 1;v) which is 
nested. Take the additive group Z,, x Z2 as the point set. Now for each starter block 
B = {a, b, c, f(B) I, construct a new starter block 
_B = {(a, 0), (b, 0), (c, 0), (f(B), 1)) 
based on Z~. x Z 2. 
It is a simple matter to verify that the family U~,t  _B produces a (v,4, 1) packing 
on Z,~ x Z2 which possesses the automorphism 7j : (x,y) ~ (x + 1, y + 1) mod(v, 2) 
and contains exactly L(2v - 1)/12 J = L(v - 1)/6 j full block orbits. Since v is relatively 
prime to 2 by assumption, the design is cyclic in Z2~.. The proof is then 
complete. [] 
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Below we provide one example to illustrate the construction. 
Example 6.2. Start with a nested optimal CP(3,1;l l)  with the starter 
B = {0, 2, 6, 5}, in which 5 is the nesting f(B).  We then have the starter block 
_B = {(0, 0), (2, 0), (6, 0), (5, 1)}. 
Taking as B the starter block gives rise an optimal CP(4, 1; 22). [] 
block 
What Construction 6.1 actually says is that if we can find an optiml CP(3, 1; 2t + 1) 
to be nested then we have an optimal CP(4, 1; 4t + 2). It is fairly obvious that one can 
take as every nesting zero if an optimal CP(3, 1; 2t + 1) can be nested. So finding an 
optimal CP(4, 1; 4t + 2) is equivalent to finding an optimal CP(3, 1; 2t + 1) whose 
L((2t + 1) - 1)/6/starter blocks can be chosen so that for any nonzero integer x of 
Z2t+l  , at most one of x and its complement (2t - 1) - x occurs in the starter blocks 
and no base block contains zero. For convenience, we refer to the family of the starter 
blocks so chosen as a perfect base of the optimal CP(3, 1; 2t + 1). 
This terminology allows us to state a conjecture of Novak [27]: every optimal 
CP(3, 1; 6t + 1) (i.e., CB(3, 1; 6t + 1)) has a perfect base. Novak verified this conjecture 
for t ~< 5 (also see [15]). In the spirit of Novaks conjecture, we pose the following 
general version for arbitrary odd v. 
Conjecture 6.3. For every odd v, an optimal CP(3, 1; v) having a perfect base exists. 
A computer search using backtrack algorithm shows Conjecture 6.3 is true for all 
odd v up to 50. We record the result in the following theorem. 
Theorem 6.4. Let v be an odd integer satisfying 1 <<. v <~ 50. Then an optimal CP(3, 1; v) 
having a perfect base exists. 
Proof. Note that the case for v ~< 6 is trivial. For the other stated values of v, below are 
the desired perfect bases. 
v=7:  {1,2,4}, 
v=9: {1,2,4}, 
v = 11: {1,2,4}, 
V = 
V = 
V=-_ 
V= 
V= 
V= 
13: {1, 3, 9} {2, 5, 6}, 
15: {1,2, 5} {3, 9, 11} 
17: {1, 2, 4} {3, 7, 12}, 
19: {1,2,6}{3,9, 11}{4,7, 14}, 
21: {1, 2, 5} {3, 8, 15} {4, 10, 12} 
23: {1, 2, 4} {3, 7, 13} {5, 12, 17}, 
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V = 
U= 
/ )= 
/ )= 
U= 
/¢= 
U= 
U= 
v =41: 
v = 43: 
25: 
27: 
29: {1,2,4}{3, 
31: {1,2,4}{3, 
33: {1,2,4}{3, 
35: {1,2,4}{3, 
{1,2,6}{3,9,17}{4,11,13}{5,15,18} 
{1,2,4}{3,8,16}{5,12,21}{7,13,17} 
7,14} {5,10, 18}{6,12,21}, 
10,18}{5,14,24}{6,19,23}{9,15,20}, 
7,14}{5,13,25}{6,12,22}{9,18,23}, 
7,12}{5,13,24}{6,20,26}{8,18,25}, 
37 {1,2,4}{3,7, 
39: {1,2,4}{3,7, 
{1,2,4}{3,7, 
{1,2,4}{3,7, 
/10, 22, 27} 
v = 45: 
v = 47: 
v = 49: 
17}{5,14,26}{6,13,21}{8,19,25}{9,22,27}, 
13}{5,16,28}{6,20,27}{8,17,25}{9,24,29}, 
12}{5,11,24}{6,14,26}{8,18,32}{10,21,28}, 
14}{5,15,30}{6,20,26}{8,24,32}{9,18,31} 
{1, 2, 4} {3, 7, 12} {5, 13, 28} {6, 19, 30} {8, 18, 36} {10, 22, 29} 
{11,25, 31} 
{1, 2, 4} {3, 7, 12} {5, 11, 21} {6, 17, 31} {8, 25, 37} {9, 24, 32} 
{13, 20, 33}, 
{1, 2, 4} {7, 14, 28} {8, 16, 25} {9, 29, 39} {11, 23, 36} {15, 30, 46} 
{18,22,44}{32,37,43}. [] 
Corollary 6.5. Let  v - 2, 6 or 10(mod 12) and 1 <~ v <<. 100. Then there  ex is ts  an 
opt ima l  CP(4, 1; v). 
7. Further questions 
Determining of spectrum for optimal CP(k, 1;v)'s is apparently a difficult task. 
A glance at the bibliography shows that despite the vast amount of energy spent on 
the problem for CB(k, 1; v)'s, the case for k ~> 4 remains unsettled. Unfortunately, it is 
also not known whether an asymptotic existence result can be found for CBIBDs, 
similar to Wilson's asymptotic existence theorem for BIBDs [35-37]. 
As was stated in Section 1, the existence problem for an optimal CP(3, 1; v) was 
solved completely. Thus the smallest unsolved value for block size k is four. In 
Sections 4 and 5, we developed several recursive constructions for optimal 
CP(k, 1; v)'s. They complement the existing (number-theoretic and geometric) direct 
constructions, in which they provide infinite families of optimal CP(k, 1; v)'s. Both 
a relaxation of the constraint of the constructions and the direct production of new 
auxiliary designs are worthwile future endeavours. We now conclude with a list of 
several problems below. 
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Problem 7.1. Find new constructions, direct or recursive, for optimal CP(k, 1;v)'s, 
especially for k = 4. 
Problem 7.2. Show that Conjecture 6.3 is true for every odd v >~ 51. 
Problem 7.3. Determine the spectrum of GD*(4, 1, n; nh)'s. 
Problem 7.4. Determine the spectrum of g-regular CP(4, 1, v)'s. 
Problem 7.5. Find the spectrum of g-regular CP(K, l, v)'s for certain specific sets K. 
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