ABSTRACT The automatic detection of diseases in images acquired through chest X-rays can be useful in clinical diagnosis because of a shortage of experienced doctors. Compared with natural images, those acquired through chest X-rays are obtained by using penetrating imaging technology, such that there are multiple levels of features in an image. It is thus difficult to extract the features of a disease for further diagnosis. In practice, healthy people are in a majority and the morbidities of different disease vary, because of which the obtained labels are imbalanced. The two main challenges of diagnosis though chest X-ray images are to extract discriminative features from X-ray images and handle the problem of imbalanced data distribution. In this paper, we propose a deep neural network called DeepCXray that simultaneously solves these two problems. An InceptionV3 model is trained to extract features from raw images, and a new objective function is designed to address the problem of imbalanced data distribution. The proposed objective function is a performance index based on cross entropy loss that automatically weights the ratio of positive to negative samples. In other words, the proposed loss function can automatically reduce the influence of an overwhelming number of negative samples by shrinking each cross entropy terms by a different extent. Extensive experiments highlight the promising performance of DeepCXray on the ChestXray14 dataset of the National Institutes of Health in terms of the area under the receiver operating characteristic curve.
I. INTRODUCTION
A chest X-ray is a quick and painless procedure that generates images of the internal form of the chest. It is widely used to help diagnose and monitor treatment for a variety of diseases, such as chest injury, pneumonia, emphysema, and lung cancer [1] , [2] . To obtain a diagnosis, even experienced doctors must carefully analyze chest X-ray images. Such a procedure is time consuming, and the correctness of the diagnosis depends completely on the experience of the doctor. In practice, however, there is a lack of experienced physicians to provide a high quality of service to all patients, and many patients may not be diagnosed and treated in time. Therefore, it is highly desirable to develop a system that can automatically diagnose certain diseases using images obtained from chest X-rays images.
In the last several years, a large number of studies have been devoted to image classification [3] . Of them, remarkable progress has been made due to the development of deep neural networks [4] - [8] . Convolutional neural networks (CNNs) have manifested powerful abilities to extract the inner representations of images, and have obtained significant success in many areas of computer vision [4] , [7] - [11] .
CNNs have also achieved promising performance in natural image classification. A 1000-category image classification task [3] was released in 2009. Since then, the accuracy of computer in ranking the top five images has continually improved. In 2016 the error rate was reduced to 5.29% [6] , which is competitive with the human-level performance.
The classification of chest X-ray images is different from the classification of natural images. Recognizing X-ray images is more useful than recognizing natural images in the medical fields. Moreover, images of chest X-rays pose new challenges because the features of diseases are very hard to identify. Traditional methods tend to extract particular features from chest X-ray images [12] - [15] , but, they are manually designed and ineffective. These methods focus on regions of interest based on texture and shape features. Moreover, the regions of disease activity cannot be discriminated by using texture and shape as features. Diseases have latent features that cannot be manually extracted. Nowadays, deep neural networks, especially deep CNNs, perform well at extracting the inner representations of images. To extract the features of X-ray images effectively, in this study, we trained an InceptionV3 [11] module to extract the features of X-ray images and employ transfer learning to boost training performance.
Another challenge posed by automatic detection of diseases from chest X-ray images is that the images have imbalanced data distribution. Considering the recently released ChestXray14 dataset [1] as an example, it contains 112, 120 images from over 14 classes. Positive samples of one of the disease categories (hernia), are the fewest in number, at 199. By contrast, a large number of images (more than 50, 000) show no diseases and are called negative samples. Such an imbalanced dataset degrades the performances of many diagnostic algorithms because they are easily pulled toward the negative samples. To address the problem of the imbalanced data distribution, common solution in deep neural network training is data augmentation, such as by cropping, rotating, and flipping positive images. A major disadvantage of data augmentation is the limited diversity of positive samples. It cannot introduce new features of diseases because the ''new'' data must actually be derived from available data.
To address the above two challenges, we propose a deep neural network called DeepCXray to diagnose diseases on chest X-rays automatically. The proposed DeepCXray is an end-to-end and optimized classifier that employs InceptionV3 as feature extractor, and is trained using a new objective function. The major novelty of this work lies in the proposed objective function, called cross weighted cross entropy loss (CW-CEL), which allows our network to overcome the problem of too many negative samples by weighting the ratio of positive to negative samples. Extensive experiments show that our method outperforms state-of-the-art methods on a recently released chest X-ray image database by a considerable margin.
The remainder of this paper is organized as follows: In Section II, we introduce some related work in featureextraction and imbalanced datasets. In Section III, the proposed method is presented in detail. In Section IV, extensive experiments are reported to verify the effectiveness of our method, and the conclusions of this study are drawn in Section V.
II. RELATED WORK A. COMPUTER-AIDED DIAGNOSTICS
Computer-aided diagnostics(CADs) is technology that can be used to substantially improve the efficiency of a doctor's diagnosis. The relevant methods rely heavily depended on the extracted features. Traditional features-extraction methods are manually designed, and focus on extracting texture and shape features [12] - [15] .
A method proposed by Jaeger et al. [15] is based on a graph cut segmentation method. They computed a set of texture and shape features that enabled the classification of X-ray images as normal or abnormal using a binary classifier. Boussaid and Kokkinos [13] proposed the loopy part model to segment ensembles of organs in medical images. Each organ's shape was represented by an acyclic graph while shape consistency was enforced through inter-shape connections. Avni et al. [12] proposed an efficient image categorization and retrieval system based on a local patch representation of the image content using a bag-of-visualwords approach. These methods are all based on manually designed feature extraction. With the development of deep learning, many CAD tools based on deep learning have been proposed [16] , [17] . Gulshan et al. [16] proposed a deep learning-based method to construct an effective diabetic retinopathy diagnosis system with a performance that was comparable to that of a trained radiologist. Esteva et al. [17] constructed a single end-to-end CNN using only pixels and disease labels as inputs. This method outperformed 21 boardcertified dermatologists on biopsy-proven clinical images with two critical binary classification use cases: keratinocyte carcinomas versus benign seborrheic keratoses, and malignant melanomas versus benign nevi.
B. DEEP CNNS
CNNs are inspired by biological vision mechanisms [18] . Because of their trainable filters and shared parameters, they are quite effective in computer vision tasks. Moreover, CNNs are an important type of neural network that have made many breakthroughs in computer vision. The first successful application of CNNs was in the recognition of handwritten digits using the Lenet-5 [10] . After Hinton et al. [19] proposed deep belief networks in 2006 and developed the concept of deep learning, CNNs and deep learning developed quickly. In 2012, Krizhevsky et al. [4] constructed a CNN to obtain the best result in an ImageNet competition that was 8.2 − 8.7 percentage points superior to previous results. Lin et al. [20] noted that a fully connected layer is not necessary in a convolution neural network, and proposed that 1 × 1 kernels can be used instead. From then on, an increasing number studies have focused on deep CNNs. There were two initial solutions in deep learning. One was the VGG [5] model architecture, and the other one was the famous inception architecture inspired by Lin et al. [20] . He et al. [8] subsequently proposed residual blocks that enable a CNN to go deeper, and Huang et al. [6] proposed dense blocks that can be used for even deeper networks. As CNNs developed, many studies investigated their training. ZFNet, proposed by Zeiler and Fergus [21] enables users to visualize the inner representation learned by convolutional layers, which can help them adjust the parameters effectively.
CNNs are also being used in weakly supervised object localization or visualization. Zhou et al. [22] proposed a method that generates class activation maps (CAMs) using the global average pooling (GAP) layers in CNNs. A CAM for a particular category indicates the discriminative image regions used by the CNN to identify that category. Wang et al. [1] proposed a method to construct a transition layer in a neural network architecture when the model was trained sufficiently well. They combined the transition layer with the output to construct heatmaps for disease localization. In our experiments, to visualize, we employed global average pooling layer to directly calculate the heatmaps.
C. METHODS TO TRAIN IMBALANCED DATASET
With the development of deep learning, which is a data-driven approach, imbalanced data classes have become an unavoidable issue for scientists particularly in medical imaging field. Researchers have obtained promising results on some datasets and the relevant methods can be divided into two categories: data-level and classifier-level [23] approaches.
Data-level methods, are widely used in deep leaning [24] - [27] . The most commonly used method is oversampling. The basic version of oversampling is called random minority oversampling, which simply replicates randomly selected samples from minority classes. It has been shown that oversampling is effective, but it can lead to overfitting [28] . Hence, some methods have been recently proposed to ensure the uniform class distribution of each mini-batch and control the selection of examples from each class. Another popular data-level method is undersampling, which ensures the same number of examples in each class by reducing the number of negative samples (or other majority samples) [24] . The second approach to the problem of imbalanced data classes, classifier-level methods, include the following: threshold-based methods, cost-sensitive learning, one-class classification and hybrid methods. For thresholdbased methods, the most basic version simply compensates for prior class probabilities [29] . Cost-sensitive learning assigns a different cost to the misclassification of examples from different classes. Cost-sensitive learning with respect to neural networks can also be applied to the inference phase once the classifier has been trained, such as in the threshold moving [30] or post scaling [31] methods. This method can be adapted to modify the learning rate so that examples of higher cost contribute more to updating the weights [32] . In two-category classification tasks, some work has involved a technique that recognizes positive instances instead of discriminating between classes. Then, a new instance is classified using the reconstruction errors between input and output patterns [33] - [35] . Finally, in many cases, using only one of the above methods does not work effectively, or is not suitable for some datasets. Combining methods from one or both of the above-mentioned categories is a useful approach. Recently, two-phase training was introduced and successfully used to train a CNN for brain tumor segmentation [36] . However, these methods mentioned cannot solve the problem of imbalanced multi-label datasets. Modifications to the cross entropy loss function are common method to promote the effectiveness of training. Wen et al. [37] proposed a novel loss function called center loss and combined it with softmax cross entropy loss to obtain highly discriminative features for robust face recognition. In terms of addressing imbalance in multi-label classification tasks, Li and Wang [38] proposed RMLS. Wang et al. [1] proposed a loss function to reduce the influence of many negative samples by balancing the errors of negative and positive samples in the loss function. This study amplified the influence of errors to varying degrees. However, the number of positives in a batch is small that cause the weights to increase substantially, which bring training oscillations. Hence, we proposed a loss function that can address this problem and make training more stable.
III. DEEPCXRAY
An automatic disease diagnosis system for images from chest X-rays can be regarded as a multi-label classification task, where the input is a frontal-view chest X-ray image X and the output is a 14−dimensional vector, where an element labeled ''1'' denotes the presence of a certain disease, and a label of ''0'' denotes the absence of it. In this study, we aim to enable the system to learn a mapping F from X to y, F(X ) → y. We define performance index L(F(X ), y) to measure the distance between the output of model F(X ) and the target y.
In this section, we presented our deep neural network, called DeepCXray, to approximate the mapping F(X ) by updating weights W to minimize L(F(X ), y).
The proposed method is shown in FIGURE 1. We first use X-ray images as inputs to our model. The main part of this model is based on a deep CNN architecture that enables us to obtain the inner representations of these images. The green cubes in the figure are CNNs that are regarded as feature extractors. This module can use a residual block [8] , the inception module [7] , a dense block [6] , and/or local response normalization [4] , as shown in the middle blocks indicated by the dashed-line. Following global average pooling, the results of the model are generated for the diagnosis of 14 diseases. To improve the model's performance, we add an auxiliary task and propose a loss function to train the model effectively. In the new loss function, we combine the outputs with the corresponding labels to calculate cross entropy values. The ''×'' in the right dashed-line block denotes the element-wise product.
A. NETWORK STRUCTURE
The proposed DeepCXray employs InceptionV3 [11] as feature extractor. Because the size of a medical image database is often much smaller than that of a natural image databases, to exploit the potential of deep neural networks and benefit from the representative capacity of a transferable model, we pre-trained InceptionV3 on ImageNet [3] , one of the most well-known image datasets. The original InceptionV3 had 1, 000 outputs. To make this output suitable for our task, we replaced the last layer with a layer of 14 neurons. Moreover, we experimentally found that when DeepCXray was trained with an auxiliary task to predict a normal image, a better prediction of the 14 diagnosis can was obtained. InceptionV3 is a CNN architecture and is the third generation of the inception architecture. This architecture modifies the kernel-size of convolutions in the network. The main idea is that several small kernels can replace a large kernel. To reduce the amount of calculation and total number of all parameters, this study uses kernel factorization to factorize large kernels into small ones. There are two kinds of factorizations: replacing the larger kernel with several small ones, and replacing a large convolution kernel with several asymmetric ones. For examples, a 5×5 kernel can be replaced by two 3 × 3 kernels. Alternatively, an n × n kernel can be replaced by a 1 × n kernel followed by an n × 1 kernel. InceptionV3 employs a global average pooling layer and 1, 000 outputs for 1, 000−category classification. However, our task outputs 14 classes. To apply the InceptionV3 model to this 14−category multi-classification task, we replaced the last layer with 14 neural outputs.
We made several end-to-end binary predictions within a single model. In this model, if the output is a vector of zeroes, the given chest X-ray image is predicted to show no diseases. If there are ones in the output vector, the corresponding diseases are likely to exist. The dataset has imbalanced labels, which result in sparse target vectors.
Because the imbalanced dataset has many negative samples that are labeled zero, the positive samples are too few to effectively train. Some work [39] indicated that multi-task learning is one approach to inductive transfer that improves generalization using the domain information contained in the training signals of related tasks as an inductive bias. In this study, if a sample is indicated as normal, the vector of the target consist of all zeros; if not, there is at least one disease. We added an auxiliary task to predict a given image as that of a normal (disease free) chest or not to train this model effectively. The results of the following experiments indicate that this method can improve the performance of the model.
B. CROSS WEIGHTED CROSS ENTROPY LOSS
We note that the dataset is imbalanced. Methods to address solve the imbalanced dataset problem consist of data-level and classifier-level approaches. Data-level methods, as mentioned above, consist of undersampling and upsampling. These methods are not suitable for the multi-classification tasks because a sample can belong to multiple categories, i.e., a minority category as well as the majority category. Undersampling and upsampling thus cannot balance the distribution of such a dataset, although a method proposed in [38] considers the different labels' relevance in a given instance.
Some classifier-level methods are available as well. For instance, Wang et al. [1] proposed a loss layer called the weighted cross entropy loss(W-CEL) to force the network to learn positive examples by minimizing the following equation:
For updates, the weights obey the following equations:
where |P| and |N | are the total number of ones and zeros in a batch of image labels. This function has a drawback. When sampling a mini-batch, since P is sparse in general, |P| may equal or close to zero, and then and then β P goes to infinite or very large, this will result in the training process stop earlier or oscillating. The experiments in this study show this.
To overcome the disadvantages, we propose a loss function, called CW-CEL, which is defined as follows:
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Clearly, the parameters α N and α P are controlled in a range between zero and one, thus give the training to be more stable. Moreover, since α N +α P = 1, it gives a good balance between positive and negative labels.
To weaken the influence of imbalanced labels. Wang et al.'s proposal [1] and our method both optimize the loss function. In contrast to our method, however Wang et al. magnified the two terms of the cross entropy loss to some extent, which can lead to the potential problem. The major problem is that |P| can be very small, which leads to larger gradients that causes the training to oscillate sharply. Our method shrinks the two terms of cross entropy loss. When we balance the dataset, the weights are in the range [0, 1], and hence our loss function can avoid oscillation caused by batch samples. The experiments in this study show that this method works well.
C. FINE-GRAINED CROSS WEIGHTED CROSS ENTROPY LOSS
As shown in the above equations, the range of oscillation of the loss values can be limited to a small scale, but, the methods proposed above correct only the imbalance between negatives and positives. In multi-category classification, there is also an imbalance problem between labels. Different labels cannot be balanced based on the methods above. To address this problem, a weight is added to a different class output. This method is as the follows.
In this equation, α c P is the corresponding disease ratio in a batch. Based upon this, each disease has different proportion, and thus every class can be balanced to some extent by this method.
Other classifier-level methods are available. Threshold moving [30] and post scaling [31] can be employed to modify the learning rate to force more costly examples to contribute more to updating the weights. These methods focus on some hard samples(that is, those that are difficult for the model to discriminate). However, in multi-category classification, a sample can belong to both the majority and the minority categories at the same time, and these approaches cannot address this case. These methods modify only the learning rates, which does not make a difference with respect to the error of each category's. The method, CW-CEL does not address this problem either. However, our method considers this problem and is designed to balance the relationship of each label to the entire dataset.
IV. EXPERIMENTS
In this section, we present the results of experiments conducted on a real-world dataset to evaluate the effectiveness of the proposed method. The parameters of the method were initialized using pre-trained models, and it was then trained end-to-end using Adadelta [40] with initial learning rate lr = 1e − 5. We replace the last layer with a one with 15 outputs, in which we used the sigmoid function to generate the probability for each disease and one output for the auxiliary task to predict normal or diseased images. We trained the model with mini-batches of size 16. We also designed the experiments to compare models with and without transfer learning, and compared models with and without an auxiliary task at the same time. All experimental trials were run on the graphics processing unit (GPU) enabled TensorFlow computational framework on a single NVIDIA Tesla K40 running the Ubuntu 14.04 operating system.
A. DATASETS
We tested our model on the ChestXray14 dataset which [1] is an imbalanced dataset of images of diseases lungs released by the National Institute of Health. The dataset contained 14 diseases as shown in FIGURE 2, and provided more than 112, 120 pictures from 30, 805 patients labeled using natural language processing. The number of instance of imaging presenting each disease are shown in the histogram in FIGURE 3.
We split the dataset into three parts: 70% was used for training, 20% for testing, and the remaining 10% was reserved for validation. We evaluated the performance of the models based on the validation dataset, during training. We chose the best checkpoint on the validation dataset and employed the model to test the test dataset and obtained the final results. To verify reproducibility of our results, we performed six random trials of the experiments. The results show that the choice of the split had an insignificant effects on performance.
Before entering the dataset into the model, we normalized the pixel values of the images in the range [−1, 1]. Because some pre-trained models require three-channel pictures, we converted gray images into three-channel images, where each channel had the same value. To unify the input size, we resized every image to dimensions of 299 × 299.
B. METRIC
To assess the performance of this model using multi-class classification, we used the area under the receiver operating characteristic (AUC). When normalized units are used, the AUC is equal to the probability that a classifier ranks a randomly chosen positive instance higher than a randomly chosen negative one (assuming ''positive'' ranks are higher than ''negative''). The AUC is given by
where pos 1 is the score for a positive instance, pos 0 the score for a negative instance, and f 0 and f 1 are the probability densities, as defined in the previous section. Moreover, the integral boundaries are reserved because a large value of T has a lower value on the x − axis.
C. COMPARISON BETWEEN W-CEL AND CW-CEL ON CHESTXRAY IMAGES
The proposed loss function is an improvement over Weighed Cross Entropy Loss(W-CEL).
In the experiments, every model was trained for 23, 000 steps. We chose a model that delivered the best performance upon the validation dataset to evaluate on the testing dataset. In this section, we compared CW-CEL proposed in this study with W-CEL with and without transfer learning. The results are shown in TABLE 1.
''NT'' in the table denotes the models trained without transfer learning. We did not employ a pre-trained model to boost this training process. When trained without transfer learning, the models W-CEL(NT) and CW-CEL(NT) did not converge properly. However, the models with transfer learning obtained the best performance in approximately 9, 000 steps. We evaluated the models without transfer learning for 23, 000 steps, and evaluated the models with transfer learning obtained for 9, 000 steps. The results forW-CEL are much better than those of W-CEL(NT), and highlighted the effectiveness of transfer learning's. To compare, we trained a model with CW-CEL under the same conditions. VOLUME 6, 2018 CW-CEL(NT) outperformed W-CEL(NT), whereas CW-CEL outperform than W-CEL. From the table, it is evident that our methods can promote 0.03 ∼ 0.05 mean AUC values of 14 diseases compared to W-CEL.
To visualize the process of training, we plot the loss in the training and validation datasets in FIGURE 4 using Tensorborad with smooth weights of 0.9. In this figure, the blue line denotes training loss, and the orange line denotes validation loss. FIGURES 4-a and 4-b plot the loss curve of W-CEL without and with transfer learning respectively. FIGURES 4-c and 4-d plot the loss curve of CW-CEL without and with transfer learning respectively. The loss value of CW-CEL was smaller than that of W-CEL by one order of magnitude. The range of loss oscillation of CW-CEL was smaller than that of W-CEL. When trained with W-CEL, the model was terminated due to Inf and NaN errors at times. As an extreme example, if |P| was zero in a batch, which was very likely to happen to the minority categories, β P is Inf and led to a training error.
From FIGURES 4-a and 4-b, we see that the loss with transfer learning was much more stable than that without transfer learning. The latter loss can be decreased to a considerably smaller value than the former. The comparison between FIGURES 4-c and 4-d confirms this. We also see that the model with CW-CEL and W-CEL using transfer learning began over-fitting the training set at almost the same steps. We think the InceptionV3 is a delicate and complex model with many trainable parameters. The chest X-ray images are not sufficient to train such a model. Comparing FIGURES 4-b and 4-d, the two models both over-fitted after a sufficient number of steps. However, the model in FIGURE 4-d shows a smaller degree of over-fitting.
D. COMPARISON WITH OTHER LOSS FUNCTIONS ON CHESTXRAY IMAGES
To evaluate the learning performance of our loss function, we designed an experiment based on the ChestXray14 dataset, in which we used the same architecture, InceptionV3 with pre-trained parameters. However, the loss function was different. The results are shown in TABLE 2.
In this experiment, we compared the results obtained by different loss functions with the same architecture. We compare the mean squared error(MSE) of the loss layer, the CW-CEL layer, and the CW-CEL layer with an auxiliary task. All models were trained with the same number of iterations (approximately 9, 000 and 23, 000) with the same batch size of 16. The results show that our loss function outperformed the other methods. Moreover, 9, 000 steps were sufficient to train our method. MSE(S) and CEL(S), denote the models trained with 23, 000 steps, and the results show that the MSE loss and CEL functions required more iterations for training. Our method needed approximately half the number of update steps. Thus, our loss function can train the model more quickly and well. The results of CEL(S) for the diagnosis of atelectasis, cardiomegaly, effusion and masses were better than those of CW-CEL. However, for others diseases, the other methods perform worse than CW-CEL. These results indicate that our method is superior to the other methods on classes with smaller sizes.
We also added an auxiliary task to determine whether an image was normal in training, and removed this task when testing. For this experiment, we trained the model for approximately 9, 000 steps, the same as for CW-CEL. The results show that the model trained with the auxiliary task outperformed the model trained without it. We give the results of fine-grained CW-CEL. Although this model's results were better than the baseline [1] , it did not outperform CW-CEL. Our methods were designed to balance different labels. There is a significant difference between the distributions of normal and abnormal classes. However, the difference among the distributions of diseases were insignificant. We suspect that the fine-grained weights of CW-CEL drastically changed in each batch owing to the changes to the number of samples in each class. This led to unstable training. CEL(trans.) denotes the CEL model with a transition layer. Comparing its results with those of CEL(S), we see that the transition layer did not improve overall multi-label classification performance.
To evaluate the model's reproducibility, we performed six experiments in which we randomly split the entire dataset into two parts: 70% for training, 10% for validation and 20% for testing as before. We then compared the model's AUC values for all 14 diseases. We show the results in FIGURE 5. We also randomly conducted statistical testing on the experiments the six times, and the results are shown in TABLE 3. The results shown in this table were generated by the CW-CEL(AT) in TABLE 2. CW-CEL(mean) denotes the corresponding mean AUC values of the diseases for six random experiments, whereas CW-CEL(std) denotes the corresponding standard deviation, and where the standard deviations of almost all diseases were around at 0.01. From the FIGURE 5 and the TABLE 3, the results show that the model's results are reproducible, and it is efficient.
E. COMPARISON WITH OTHER STATE-OF-THE-ART RESULTS
We compared the per-class (AUC) of the model with previous state-of-the-art results reported by CheXNet [2] , Yao et al. [41] and Wang et al. [1] as shown in TABLE 4.
Our DeepCXray achieved close to state-of-the-art results on all 14 diseases classes. We obtained the best results for pneumonia. Rajpurkar et al. [2] reported that CheXNet can we removed the four diseases that contained the smallest number of samples for a comparison. The results are shown in TABLE 5. Our model outperformed the other models for three of diseases, excluding disease(henia). When evaluating the result by disease(henia), only 40 samples were labeled as those of henia. We conclude that our model (DeepCXray) can improve the performance for a minority category significantly by excluding other factors. The W-CEL method in this table is from Wang et al. [1] , and our models outperformed theirs.
F. EVALUATION OF THE PROPOSED LOSS ON DIFFERENT ARCHITECTURES
In this section, we report the assessment of the proposed loss function on different architectures. We performed experiments on the most popular and powerful CNNs, i.e., residual block [8] , inception [7] , [11] , and VGG [9] . These architectures have played a significant role in the development of CNNs.
VGGNet [9] explores the effect of the relationship between depth and width on performance. Simonyan et al. constructed two convolutional neural networks, VGG16 and VGG19, and achieved state-of-the-art results on ILSRC 2014. In the same year, Google InceptionNet [7] , [11] , [42] , [43] was developed, and it can reduce the amount of calculation and the number of parameters. It has 22 layers, considerably deeper than AlexNet [4] and VGGNet. However the number of its parameters is only 1 12 that of AlexNet's, even though it performs much better. Note that InceptionNet replaces the fully-connected layer with a global pooling layer, which can increase the speed of model training, and can reduce the probability of overfitting and the number of parameters further. This vision of inception was implemented in InceptionV1 [7] . Subsequent, versions of inception have been proposed. In which batch normalization and factorization on bigger convolution kernels have been introduced. ResNet was proposed by He et al. [8] . It allows for the transfer of the bottom of the original input to the top layers, which changes the process from one of learning the entire output to learning the difference between the input and the output. This architecture has enabled deep neural networks to become even deeper.
To show that our loss function can be combined with some popular architectures, we trained different models. To eliminate the influence of irrelevant factors, the parameters of all models' were pre-trained on the ImageNet dataset. During the training process, we use a batch size of 16, the same learning algorithm as before, and a learning rate initialized at 10 −5 and updated after 9, 000 steps. The results are shown in the TABLE 6. The results obtained by Resnet52, Resnet101, and Resnet152 [8] show that when the architecture was deeper, the results were better. Furthermore, The results of VGG16 and VGG19 [9] confirm this conclusion. The results obtained by InceptionV2 [42] and InceptionV3 [11] show that a deeper architecture yields better performance, and reveal that the kernel factorization can improve the models' performance. Because these methods reduce the total number of parameters, this makes training easier. Comparing the results of InceptionV4 [43] with those of InceptionV3, the former architecture was deeper than the latter, requiring more inception modules to be added to the architecture, rendering it more complex. A more complex model is more challenging to train. We assumed that the scale of the dataset was not too large to train a complex model such as InceptionV4. From InceptionV4 to InceptionResnetV2 [43] , the results improved again. Because residual networks are easier to train, the method incorporating inception modules with residual blocks can improve the performance of architecture.
We show the above results in FIGURE 6. All architectures, when combined with our loss function, outperformed the baseline results reported by Wang et al. [1] .
G. VISUALISATION BASED ON CLASSIFICATION ACTIVATION MAP
In this dataset, there were 984 images containing diagnosis localization ground truth bounding boxes. There were eight kinds of diseases for which bounding boxes were available.
We employed the classification activation map(CAM) [22] to visualize the diagnosis features. The results are shown in FIGURE 7. For each disease, we plotted two images, one for the raw image and ground truth (left), and the other for the corresponding heat map obtained by CAM (right). For example, in FIGURE 7-a, the green bounding box indicates the ground truth. The image to the right shows the localization heatmap obtained by CAM. The blue bounding boxes to the right shows the ground truth. In these heatmaps, a region with warmer colors is more likely to be a lesion. We used a simple threshold to segment the heat map. The original heatmap had only one channel, and its values were integers in the range [0, 255] . The region with values close to 255 was the region of interest(ROI). We determined the bounding box for the largest connected component in the threshold map with a threshold of 200. From the examples shown in FIGURE 7, the ROI obtained by CAM was close to the ground truth bounding boxes.
V. CONCLUSIONS AND FUTURE WORK
In this study, a model called DeepCXRay was proposed to diagnose diseases automatically to address two kinds of issues in medical images. First, to effectively extract features from X-ray images, we employed a novel CNN architecture using InceptionV3 to extract features automatically. Because there no dataset is large enough to train the model, we used a model pretrained on ImageNet. Second, to address the problems of imbalanced datasets, we developed a loss function called CW-CEL. We combined the positive and negative weights with the cross-entropy terms to obtain state-of-the-art results. The results of experiments show that when a dataset is substantially imbalanced, the proposed loss function is much more effective.
In future research, we will study heuristic methods that can control the two terms automatically by learning algorithms based not only on samples batches. Of course, the problem with CADs is a sufficient amount of data are not always sufficient for some diseases. Thus, another direction of future work will involve constructing a suitable architecture, and VOLUME 6, 2018 using the limited amount of data with multiple label to train it while avoiding over-fitting. 
