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Abstract  
Super-resolution is an image enhancement method that increases the spatial 
resolution of video or images. This thesis focuses on multi-frame super-
resolution techniques, which aim to improve image resolution by fusing 
information from multiple low-resolution frames. Multi-frame super-resolution 
algorithms require several slightly different perspectives of the same scene, a 
non-integer pixel shift between images, such that each input view captures a 
marginally different representation of the scene. The subtle differences 
between views are then exploited to create an image that exceeds the spatial 
resolution of the input frames. Multi-view geometry on the other hand utilises 
multiple images of a 3-dimensional scene to extract the scene geometry. Given 
several low-resolution images captured from varying, unknown positions 
around a 3D scene, this thesis investigates how super-resolution and multi-
view geometry concepts can be combined to fully exploit the relationship 
between the domains and create high-resolution views of 3-dimensional scenes.  
Traditionally only applied to images of planar scenes, this work presents a 
range of novel solutions to address the inherent difficulties of extending super-
resolution enhancement to uncalibrated views of scenes with significant depth 
variation. In order to combat the potential increase in super-resolution 
execution time associated with examining complex 3D scenes, several methods 
of intelligently selecting frames from an input image sequence are presented. 
Such methods reduce the amount of data to be analysed and consequently 
increase time-efficiency while maintaining image quality. This thesis also 
proposes utilising sparse 3D reconstruction to ‘register’ generally positioned 
input views, which are then transferred to a novel image plane and combined to 
increase the perceived detail in the scene. Additionally, the resulting sparse 
reconstruction is analysed using a novel sparse viewpoint entropy measure to 
automatically locate the optimal viewpoint of a scene; quantifying the scene 
information captured at a viewing position from the number of visible scene 
points and possible occlusions. The optimal view encapsulating the most scene 
information is located via pattern search optimisation. 
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This thesis analyses two separate techniques for transferring input image 
information to the optimal image plane; a straightforward approach using 2D 
homographies and a more effective method utilising trifocal tensors. The 
proposed robust inverse tensor transfer algorithm for novel view synthesis 
achieves significant robustness and quality improvements compared to existing 
methods by introducing a novel multi-stage approach, including a depth-guided 
second stage and a robust variance measure derived from DAISY descriptors. 
This new technique produces realistic and geometrically consistent novel views 
from only a few uncalibrated input images without the need to compute a dense 
depth map. It was discovered that the application of different reference frames 
during robust inverse tensor transfer creates variation in the synthesised 
images, which is subsequently exploited in a unique multi-view super-
resolution method to increase the resolution of novel views. The result is a 
general 3D super-resolution solution which can synthesise spatially enhanced 
optimal or novel viewpoints, permits significantly varying perspectives of 3-
dimensional scenes and is incredibly versatile in that potentially any traditional 
2D super-resolution method may be integrated into the algorithm.  
Drawing on ideas from super-resolution and multi-view geometry this 
thesis has developed a complete 3D super-resolution pipeline including 
intelligent frame selection, optimal viewpoint selection and robust inverse 
tensor transfer for novel view synthesis, culminating in method for multi-view 
super-resolution which demonstrates that it is indeed possible to extend super-
resolution concepts from two dimensions to the 3D domain and create spatially 
enhanced views of 3-dimensional scenes. 
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C H A P T E R  O N E  
1. Introduction 
Super-resolution is an image enhancement method that increases the spatial 
resolution of video or images. This thesis focuses on multi-frame super-
resolution techniques, which aim to improve image resolution by fusing 
information from multiple low-resolution frames. Multi-frame super-resolution 
algorithms require several slightly different perspectives of the same scene, a 
non-integer pixel shift between images, such that each input view captures a 
marginally different representation of the scene. The subtle differences 
between frames are then exploited to create a high-resolution image. In 
addition to enhancing the spatial resolution of an image, multi-frame super-
resolution can also remove degradations inherent in the imaging process, such 
as noise, blur and spatial-sampling. 
Multi-frame super-resolution is a well-studied field that has achieved 
significant success in the 2D domain; it has been a distinct area of research 
since 1984 [1]. However, existing super-resolution techniques apply only to 
images of planar scenes. To this point, there has been limited research in 
applying super-resolution concepts to 3-dimensional scenes. Hence, this thesis 
aims to fill this void and extend super-resolution techniques from 2D to the 3D 
domain. The algorithms described in the following chapters lead to a method of 
estimating a single super-resolved image of a 3-dimensional scene, which 
exploits the spatial diversity of multiple low-resolution images captured from 
varying, unknown viewpoints. 
An extensive literature review conducted in Section 2.3 reveals a 
substantial absence of research on the application of super-resolution 
techniques to 3D scenes. Several authors also acknowledge that existing super-
resolution research has been confined to two dimensions and that there is a 
paucity of work examining 3D scenes where the input cameras are generally 
positioned [2-10]. Fanaswala [6] in particular consistently draws attention to 
the fact that super-resolution of 3D scenes has not received adequate attention. 
While the 3D super-resolution problem is far from solved, and few articles 
specifically address the super-resolution of 3-dimensional scenes, several 
researchers [2-8,11,12] make valuable contributions in defining the issues and 
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difficulties related to 3D super-resolution. Of the few directly relevant research 
publications, many bypass the difficulties of extending super-resolution to a 3D 
scenario by introducing complex hardware solutions or applying significant 
restrictions such that only a specific subset of the 3D super-resolution problem 
is addressed. In contrast, this thesis aims to remove the previously imposed 
restrictions and assumptions, utilising uncalibrated standard digital images 
from a single moving camera to directly investigate super-resolution from 
multi-view images and address the inherent difficulties of this specific 
scenario. 
As highlighted, multi-frame super-resolution research is concerned with 
combining data from multiple low-resolution images of the same plane to 
create a high-resolution image of that plane. Multi-view geometry on the other 
hand utilises multiple images of a 3-dimensional scene to extract the scene 
geometry. In the literature to this point, the fields of super-resolution and multi-
view geometry have been predominantly studied in isolation. While several 
researchers identify and acknowledge the close relationship between the fields, 
few have directly addressed the unique challenges concerned in the context of 
super-resolution. Given several low-resolution images of a 3-dimensional 
scene, this thesis investigates how super-resolution and multi-view geometry 
concepts can be combined to fully exploit the relationship between the domains 
and not only extract the geometry of a 3-dimensional scene, but utilise it to 
increase the perceived detail in the scene. 
Existing multi-frame super-resolution methods, applied in the 2D domain, 
are not without their complexities and limitations. However, when extending 
super-resolution concepts to a third dimension an entirely new range of issues 
arise that must be resolved. For example, traditional 2-dimensional super-
resolution generally requires many slightly different images of the same scene. 
However, when applying super-resolution to a complex 3D scene, many 
slightly different images, from several varying perspectives may be required. 
This has the potential to vastly increase the amount of data to be processed and 
consequently lead to extensive processing times in order to arrive at a super-
resolution result. Additionally, super-resolution historically involves first 
registering the observed input images to a common plane. When input frames 
are captured from unknown positions around a scene with significant depth 
variation, the collected images no longer necessarily depict the same planar 
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surface. Hence, images of a 3D scene must be ‘registered’ using an alternative 
approach, a problem not adequately explored in the context of super-resolution. 
Also, as existing super-resolution techniques apply to planar scenes, the input 
and output images represent precisely the same viewpoint. However, when 
multiple low-resolution images of a 3-dimensional scene are considered, it is 
possible to create an output image that not only exceeds the spatial resolution 
of the input frames, but views the scene from an angle different to the input 
views. Therefore, if a user is to be presented with a single novel view of a 3D 
scene, a method of determining the ideal virtual view encompassing the 
greatest scene detail is required. Once a target viewpoint is selected, 
transferring image information to the novel image plane from multiple input 
perspectives and performing super-resolution enhancement is yet another 
unique challenge. Novel solutions to all of the above issues are presented 
throughout the remainder of this thesis, which is organised as follows: 
Chapter 2 provides a broad overview of multi-frame super-resolution as well as 
a detailed analysis of research specifically related to the super-resolution of 
3-dimensional scenes. 
Chapter 3 introduces several methods of intelligently selecting frames from an 
input image sequence, reducing the amount of data to be analysed during 
super-resolution and consequently increasing time-efficiency while 
maintaining image quality. Algorithm-independent techniques are proposed 
that remove inferior input frames, select the highest-quality frames from a 
dataset and select pseudo uniformly-spaced frames based on registration 
data. A fourth hybrid technique combining the features of the three 
individual methods is also presented. 
Chapter 4 proposes a general framework capable of creating super-resolved 
images of 3-dimensional scenes, from existing or novel viewpoints. The 
concept of utilising a sparse scene reconstruction to ‘register’ images 
captured from generally positioned input cameras is proposed. Planar 
homographies are then employed to transfer input views to a selected novel 
image plane in order to perform super-resolution enhancement. This 
versatile framework enables any existing 2D super-resolution technique to 
generate spatially enhanced views of a scene with depth variation. 
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Chapter 5 presents a novel method to automatically locate the optimal 
viewpoint of a scene from a sparse 3D reconstruction. Given several 2D 
images of a scene, a sparse point cloud representation is constructed, from 
which the optimal view is identified. As a means to intelligently and 
automatically locate the optimal viewpoint the sparse viewpoint entropy is 
proposed. This measure quantifies the scene information captured from a 
viewing position based on the number of visible scene points and possible 
occlusions. The best viewing position is determined by optimising the 
sparse viewpoint entropy using the mesh-based pattern search algorithm. 
The novel view encapsulating the most scene information is then 
constructed by transferring pixels from the input views. 
Chapter 6 proposes a robust inverse tensor transfer algorithm for novel view 
synthesis, which introduces a new multi-stage approach including a depth-
guided second stage and a robust variance measure derived from DAISY 
descriptors. The result is a technique that produces realistic and 
geometrically consistent novel views from only a few uncalibrated input 
images without the need to compute a dense depth map. Significant 
robustness and quality improvements are achieved with respect to existing 
inverse tensor transfer methods. 
Chapter 7 describes a complete multi-view super-resolution technique that 
combines concepts developed throughout the thesis to complete the vision 
of a super-resolution approach capable of generating novel spatially 
enhanced views of 3-dimensional scenes. The application of different 
reference frames during robust inverse tensor transfer creates variation in 
the rendered images, which is exploited to increase the resolution of novel 
views. The result is a general 3D super-resolution solution that can 
synthesise the optimal or novel viewpoints, permits significantly varying 
perspectives of 3D scenes and is incredibly versatile in that potentially any 
traditional 2D super-resolution method may be integrated into the 
algorithm.  
Chapter 8 presents the primary conclusions of this research, discusses the 
specific contributions of the thesis and identifies potential future research 
directions. 
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C H A P T E R  T W O  
2. Multi-frame Super-resolution and 3-dimensional 
Scenes 
2.1. Introduction 
Super-resolution, a term first introduced by Papoulis in 1968 [13], is a method 
of up-scaling video or images. This field of research is also commonly referred 
to as high-resolution image reconstruction, multi-frame resolution 
enhancement or even intelligent image fusion. 
There are two distinct branches of super-resolution research: single-frame 
super-resolution and multi-frame super-resolution. Single-frame super-
resolution, also known as image interpolation, aims to magnify a single image 
without introducing blur. This process estimates missing high-resolution detail 
not present in the original image, reconstructing an output image beyond the 
resolution of the original imaging device. Multi-frame super-resolution, the 
focus of this thesis, aims to improve image resolution by fusing information 
from multiple low-resolution images. 
The first multi-frame super-resolution technique was presented by Tsai and 
Huang in 1984 [1]. Multi-frame super-resolution algorithms require several 
slightly different perspectives of the same scene, a non-integer pixel shift 
between images; otherwise no new information can be obtained. For example, 
as digital images are based on units of pixels, if a video sequence was captured 
while slightly moving a camera, discrete steps in features such as object 
boundaries will not be positioned at the same pixel locations in successive 
frames. However, after the overlapping frames have been aligned, it is critical 
that the displacement between images is less than one pixel. If images are 
shifted by an integer number of pixels, once the images are aligned they 
essentially contain the same information and the resolution of the image cannot 
be improved. 
In addition to enhancing the spatial resolution of an image, when 
combining information from multiple overlapping frames, multi-frame super-
resolution can also remove degradations inherent in the imaging process, such 
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as noise, blur and spatial-sampling. Hence, super-resolution techniques can be 
employed to not only increase the resolution of an image but to improve the 
overall quality of images as well. It is also possible to extend the field of view 
of an image, by creating a mosaic, or to remove moving objects in a scene 
when combining information from multiple frames. The key practical 
advantage of the super-resolution approach to resolution enhancement is that 
low-resolution hardware can still be used, thus reducing cost. 
Although there are many positives associated with multi-frame super-
resolution, there are some areas of concern also. Lighting variation between 
low-resolution input images has traditionally been a problem in this field, as 
matching image features may be wrongly interpreted due to lighting 
differences. Another problem is motion blur due to camera or object motion. 
Some algorithms compensate for this effect, but if blurring is significant super-
resolution may not be possible. Thirdly, super-resolution generally will not 
work on highly compressed images. Finally, as super-resolution effectively 
amplifies the features of an image, algorithms must also take care not to 
amplify any noise that is present. 
Despite some minor challenges, this useful technology has already been 
implemented in many different industries. Some possible applications include: 
• Surveillance/Security 
• Satellite Imaging 
• Astrophotography 
• Mobile Phones 
• Police Forensics 
• Microscopy 
• Medical Imaging 
• Military/Weapons 
• Industrial Measurement 
• Robotics/Visual Servoing 
• Computer Gaming 
• Marine Applications 
• Film/Television 
• Computer software for photographers, filmographers or general public 
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A number of commercial super-resolution applications already exist and 
new implementations are constantly emerging. Computer software including 
PhotoAcute [14], Video Enhancer [15], YUVsoft Super Resolution [16], Ikena 
and vReveal [17] all utilise super-resolution technology, and many popular 
image editing programs also feature super-resolution plug-ins. Cognitech 
produce forensic enhancement software called Video Investigator [18] that 
employs super-resolution, as does the similar Video Focus [19] software. There 
are even iPhone applications such as Occipital ClearCam [20] that can perform 
super-resolution. 
As discussed in Chapter 1, the focus of this research is the extension of 
existing 2D super-resolution concepts into the 3D domain. One can only 
imagine the benefits this might introduce to the applications listed above and 
the many other domains in which the super-resolution of a 3D scene may be 
invaluable. 
 
2.2. Multi-frame Super-resolution 
The following section presents an overview of existing multi-frame super-
resolution research. This review progresses through each step in the super-
resolution process from referencing and interpolation to image registration and 
the application of a super-resolution algorithm. A high-level discussion of the 
major streams in super-resolution research is provided, including analysis of 
key super-resolution techniques such as Iterative Back-Projection (IBP), 
Maximum Likelihood (ML) and Maximum a Posteriori (MAP) estimation and 
Projection Onto Convex Sets (POCS). Should the reader require an in-depth 
review and explanation of super-resolution techniques the review articles [21-
23] are suggested, along with the books [10, 24-26]. 
A thorough literature review and discussion of research particularly 
relevant to the super-resolution of 3-dimensional scenes is provided in Section 
2.3. 
2.2.1. Referencing and Interpolation 
The first step in the super-resolution process is to define a reference low-
resolution frame. This is typically the first frame in an input sequence; though 
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occasionally the ‘middle’ image is used. The selected frame is then expanded 
to the desired super-resolution image resolution. For example, a 150×150 pixel 
low-resolution input image may be upscaled to a 300×300 pixel image. The 
additional pixels required can be inferred as a first guess by any one of several 
methods, the simplest of which is bilinear interpolation. The upsampled 
reference frame will be a slightly blurred version of the original, but at the 
higher resolution of the desired super-resolution image. The aim of super-
resolution is then to utilise the information contained in the remaining low-
resolution frames to obtain a more accurate high-resolution image. 
2.2.2. Image Registration 
The following sub-sections discuss the image registration step in the overall 
super-resolution process. While accurate image registration is critical to the 
success of super-resolution algorithms it is not the focus of this research and 
therefore only covered in brief detail.  
Geometric image registration, often referred to as simply image registration 
or motion estimation, is the process of overlaying multiple images of the same 
scene taken at different times, from different viewpoints or by different 
sensors. Accurate image registration or alignment is a critical step in the super-
resolution process as it relies on the smallest displacement between images. 
The aim of this step is to find the transformation parameters that warp each 
input image onto the reference image. An alternative interpretation is that 
registration involves computing an accurate estimate of the point-to-point 
mapping between views. For example, given two different views of the same 
scene, for each point in the first view the image point in the second view 
corresponding to the same scene point is located and the relationship between 
the two is determined.  
Image registration methods fall into two broad categories: feature-based 
methods that utilise a sparse set of corresponding image features such as points 
and lines to estimate the image-to-image mapping, and direct correlation 
methods that compute a transformation which optimises some measure of 
photometric consistency over the entire image. The basic process in feature-
based image registration, as discussed in the following sections, involves 
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feature detection, feature matching, image transformation and finally 
resampling.  
The interested reader will find a detailed review of image registration 
techniques in both [27] and [28]. 
Feature-based Methods 
The most difficult step in feature-based image registration is reliably detecting 
features and matching them. A common approach is to first scale the images to 
be registered using a Gaussian or Laplacian pyramid, as a result only the most 
prominent features will remain. These features can then be located more easily 
using methods such as the Harris corner detection [29] and matched. When 
considering input images featuring changes in scale, the Harris-Laplace 
detector [30] is a suitable alternative to Harris corner detection. More recent 
approaches include image feature descriptors such as the Scale-Invariant 
Feature Transform (SIFT) [31], Speeded Up Robust Features (SURF) [32], and 
Gradient Location and Orientation Histogram (GLOH) [33].  
A putative match (also known as a putative correspondence, point 
correspondence or simply a point match) refers to two or more points, each 
from a different image taken from different perspective, which correspond to 
the same point in a scene. Putative matches are generally not established across 
an entire image, as described above algorithms usually seek only notable 
features of interest across multiple frames which represent the same point. The 
process of matching the same feature in multiple images can be approached in 
a number of ways. A common method employs the following technique; given 
a feature of interest that has been detected in one image, a match may be 
sought in a second image by searching only in a restricted window that is 
centred on the known location of the feature in the first image. To confirm that 
two features are indeed a match some algorithms may also compare a small 
neighbourhood around the two points to verify a correlation between the two.  
The RANdom SAmple Consensus (RANSAC) [34] algorithm is a very 
popular and powerful means of estimating the transformation relating two 
images, considering the influence of many potential correspondences at once. 
If a pyramid approach is employed during feature detection and matching, the 
transformation relating the images may be calculated instead using methods 
10 
such as the gradient descent method, discussed in Section 2.2.4, as it is a more 
straightforward algorithm and accurate solutions are not required at early 
stages of the pyramid. The estimated transform is then applied to each level of 
the pyramid and refined at each step. Other commonly utilised optimisation 
techniques include the iterative Levenberg-Marquardt algorithm or the Gauss-
Newton method, which are also discussed further in Section 2.2.4.  
Once matching features have been located in two or more images, a 
mathematical expression describing the correlation between the images can be 
calculated. For images that vary only by simple camera motion this may be a 
basic geometric relationship. However, if more complex motions are involved 
the relationship mapping one image to another must be defined using a 
coordinate transform. Hence, there are many different types of transformations 
that can be employed to describe the relationship between images; they vary in 
their complexity and suitability for different types of motion.  
The simplest coordinate transform assumes that images are related by a 
simple translation only. To account for both translation and rotation about the 
principal axis, a four Degree Of Freedom (DOF) similarity transformation may 
be used; this is the model most commonly employed in relation to super-
resolution. Under telephoto viewing conditions, where perspective effects such 
as the convergence of parallel lines are negligible, the six parameter affine 
transformation is applicable. Affine projection is very commonly used in 
super-resolution research due to its relative simplicity, however it does not 
account for camera pan or tilt. In general camera motion, the 8DOF projective 
model or homography accounts for all possible zero-parallax camera motions. 
There are two primary scenarios where this model applies; firstly if images of a 
plane are captured by an arbitrarily positioned camera, or secondly if images of 
a general 3D scene are captured by a camera in a fixed location rotating about 
its optic centre and/or zooming.  
Theoretically, if the exact positions of matching features in two images 
were known, only four matching points are required to calculate the eight 
parameters of a projective coordinate transform. As each point correspondence 
generates two linear equations, four pairs of matching points results in eight 
equations, the solutions of which can be used to define the 8DOF planar 
11 
homography. However, in practice there is always noise associated with the 
estimated feature positions and many matching points are used to refine the 
estimate of the transform. In this case a Maximum Likelihood (ML) approach 
is taken, that is an algorithm is designed to find the most plausible solution for 
the homography given the estimated feature locations. A cost function, such as 
the sum of the squared forward and reverse transfer distances is minimised 
using an optimisation method such as those discussed in Section 2.2.4 to find a 
solution. Some researchers choose to then validate and refine the homography 
even further. This can be done by applying the current homography estimate to 
locate a greater number of putative correspondences, which in turn are utilised 
to modify the homography parameters. 
Once a final estimate of the image transformation relating two images is 
obtained, the final step in the feature-based image registration process is to 
apply the transformation to the images concerned. Therefore, given two input 
images, this final step involves warping or resampling one of the images so that 
it is perfectly aligned with the other. The final result, two images whose 
matching features can be overlayed, is then passed on to a super-resolution 
algorithm. 
Direct Correlation Methods 
As the process of identifying and matching features in an image can be difficult 
and time consuming, a series of featureless techniques for image registration 
have gained popularity. These methods may be termed direct correlation 
methods, area based methods or template matching. Rather than minimising the 
distance between key feature points in multiple images, direct methods 
minimise the error based on direct image information collected from all pixels 
in the images. Such methods rely on the observation that the direct correlation 
between images will be at its maximum if the images are aligned. Direct 
techniques are more successful when input images lack prominent features and 
distinctive information is described by changes in colour or grey levels, rather 
than by shapes and structures. However, direct methods are also prone to 
incorrectly matching smooth areas in images due to a lack of differentiation. 
Direct methods can be applied in either the spatial or frequency domain and 
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while they can estimate translational motion, they do not perform very well 
when more complex movements are involved.  
Direct registration methods can be separated into a range a categories, the 
first being correlation methods. A characteristic correlation method is 
normalised cross-correlation. Normalised cross-correlation methods define a 
rectangular region in both a reference and unregistered image and attempt to 
match the intensities of the image pair. Some methods define a circular search 
area while others analyse the entire image. As this method does not complete 
any structural analysis of the images, it is sensitive to noise and illumination 
differences between images. Another common correlation method is the 
sequential similarity detection algorithm. 
A second category of direct registration techniques are the Fourier methods, 
which align images based on their Fourier representation in the frequency 
domain. This group of algorithms are generally more robust to frequency 
dependent noise and more successful at registering frames captured under 
different imaging conditions. A common Fourier method is the phase 
correlation method. This method is based on the Fourier shift theorem, 
computing the cross-power spectrum of the images and attempting to match 
peaks in the inverse. 
Another group of registration functions that have experienced limited 
application in super-resolution research are optical flow techniques. Optical 
flow is a concept utilised across many areas of research that is primarily 
concerned with analysing the flow or displacement of pixels in a sequence of 
images. There are three main types of optical flow algorithms; block matching, 
frequency-domain based correlation and gradient-based methods. While 
feature-based implementations of optical flow exist, a majority of algorithms 
track the location of each and every pixel’s location from one image frame to 
the next. The underlying assumption of optical flow methods is brightness 
consistency; that is image brightness and the colour of features in the scene 
must remain constant between frames, otherwise the displacement of pixels 
cannot be followed. The output of an optical flow technique is essentially a 
collection of displacement or velocity vectors describing the motion between 
frames.  
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2.2.3. Super-resolution Algorithm 
Following the registration of an input sequence to sub-pixel accuracy, a super-
resolution algorithm may be applied to enhance the spatial resolution. Super-
resolution algorithms can be categorised in a number of ways. For example one 
may compare methods based on a statistical framework with probabilistic 
methods or contrast mathematical algorithms with those based on a generative 
model. In the following review super-resolution methods have been grouped as 
frequency-domain methods and spatial-domain methods. Within these 
groupings a number of sub-categories are also established in an effort to 
present the reader with a structured overview of the research field. Every effort 
has been made to outline the most common methods, while the basic concepts 
behind the key algorithms are also discussed. As mentioned in Section 2.1, 
comprehensive overviews of super-resolution techniques have been conducted 
by both Park, Park and Kang [21] and Borman and Stevenson [22, 23]. 
Frequency-domain Methods 
While some of the first super-resolution algorithms were formulated in the 
frequency domain, in general over the past two decades spatial techniques have 
proven more popular. Frequency-domain methods are primarily simpler, 
mathematically driven and computationally efficient, however they face 
difficulties in accommodating the complex camera motions that are more easily 
tackled in spatial-domain methods. 
Frequency-domain registration methods attempt to estimate super-
resolution images based on Fourier representations of input frames. Such 
techniques model translational motion between frames via the Fourier shift 
theorem, in precisely the same manner as the registration methods discussed in 
the previous section. The most well-known frequency-domain methods include 
those of Tsai and Huang [1] and Kim, Bose and Valenzuela [35], which are 
discussed is the following sections. 
As previously mentioned, the 1984 method of Tsai and Huang [1] is widely 
accepted as the first multi-frame super-resolution technique, founding a group 
of techniques known as restoration via alias removal. Tsai and Huang found 
their inspiration when attempting to combine images from a Landsat satellite, 
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taken 18 days apart. At the time, Tsai and Huang claimed the paper was the 
first to register more than two frames at the same time and that they did so 
more accurately than existing registration techniques. They also assert that 
unlike other methods of the time, even if the input images are severely 
undersampled, accurate registration can be achieved if there are a sufficient 
number of frames in the input sequence. Like all frequency-domain 
approaches, in this technique the input image data is first transformed to the 
frequency-domain where it is combined, before being transformed back into 
the spatial domain where the output image displays a higher spatial resolution 
than the original frames. Experimental results presented by Tsai and Huang 
show that their technique performs better than cubic spline interpolation, in 
terms of signal-to-noise ratio. Tsai and Huang assume that the scene is band-
limited in the frequency-domain. Mathematically the authors manage to define 
a complex problem quite simply, however like many frequency-domain 
approaches the assumption of purely translational motion between frames is a 
significant restriction. However, the work of Tsai and Huang is by far one of 
the most influential paper’s in the field, simply because of the other frequency-
domain methods, and later spatial-domain super-resolution methods that it 
inspired. Those that directly built upon this work include Tekalp, Ozkan and 
Sezan [36] who attempt to generalise the technique such that it can handle 
noise and blur inherent to the imaging process, and Kaltenbacher and Hardie 
[37] who propose an alternative method when estimating motion parameters. 
The major contributors with respect to a second class of frequency-domain 
methods known as recursive least-squares techniques for multi-frame super-
resolution are Kim and Su [38-41] built on the earlier, and perhaps more well-
known, research of Kim, Bose and Valenzuela [35]. In [35] the authors retain 
many features of the algorithm proposed by Tsai and Huang [1] extending the 
method with the addition of noise and blur models and solving the problem 
using a weighted recursive least-squares approach. However, the authors 
ignore the motion estimation problem and continue the translational motion 
assumption of Tsai and Huang. In [38] and [39] Kim and Su further extend the 
algorithm firstly to include a method based on Tikhonov regularisation and 
secondly to incorporate a non-global translational model. 
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The group of algorithms that fall under the category of recursive total least-
squares are essentially a further extension of the recursive least-squares 
methods discussed above. Such functions are typically more robust to errors 
such as those introduced by inaccurate image registration. The key paper in this 
area of research is that of Bose, Kim and Valenzuela [42], the reader is also 
directed to additional publications by the same authors [43, 44] as well as the 
PhD thesis by Kim [45]. 
Spatial-domain Methods 
As discussed earlier, while spatial super-resolution techniques may have taken 
longer to emerge than their frequency-domain counterparts, they have gained 
wider acceptance among the super-resolution community. A vast majority of 
super-resolution research now focuses on spatial methods and all of the most 
popular methods including IBP, ML, MAP and POCS are spatial methods. The 
reasons for the popularity of spatial techniques are that they provide more 
flexibly, better performance and are applicable to a wider range of scenarios 
than frequency-domain methods. When utilising spatial techniques it is far 
easier to model optical and motion blur, accommodate noise and handle 
compression artefacts. Spatial methods also allow for the inclusion of 
previously known information, the basis of the MAP concept. However, by far 
the most significant advantage of this group of super-resolution techniques is 
that they allow greater flexibility in the choice of motion model, significantly 
increasing the range of real world scenarios to which super-resolution concepts 
can be applied. 
The projection and interpolation methods discussed in the following 
paragraphs, while intuitive and relatively straightforward, have proven popular 
and effective algorithms. Basic methods based on the generalised sampling 
theorem and the slightly more extensive interpolation of non-uniformly spaced 
samples technique are centred on the idea that previously registered input 
images may be combined in the one space and refined to produce a super-
resolution image. Irani and Peleg’s Iterative Back-Projection (IBP) method on 
the other hand takes a simulate-and-correct approach to super-resolution, 
iteratively refining the high-resolution estimate. 
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Several early attempts at solving the super-resolution problem were based 
on Papoulis’ generalised sampling theorem [46], in which all available image 
data from an image sequence is re-sampled into a single coordinate frame. The 
re-sampled data is then merged by averaging or median filtering to obtain a 
low-noise, high-density image. This method was extremely simple, and there 
are many drawbacks with this basic approach, including the fact that it does not 
allow for blur or noise in the input images, however this concept proved to be a 
catalyst for a new group of super-resolution algorithms known as the 
interpolation of non-uniformly spaced samples. A slightly more advanced 
algorithm employing a generalised sampling approach is presented by Ur and 
Gross [47], which also features some noise and blur correction. 
Though not as straightforward as the algorithms based on the generalised 
sampling theorem, interpolation of non-uniformly spaced samples is still a 
quite simple concept. Essentially this method is a three stage process involving 
image registration, interpolation and blur and noise removal. Provided that all 
low-resolution frames in an input sequence have been geometrically registered, 
the images may be combined to create a composite image of non-uniformly 
spaced samples. In order to create an image of higher resolution, these points 
are then interpolated and re-sampled on a regularly spaced high-resolution 
lattice. In [48] Hendriks and van Vliet provide a comparison of super-
resolution results employing different interpolation algorithms. Some common 
techniques include nearest-neighbour, least-squares plane fitting, normalised 
convolution and the Papoulis-Gerchberg algorithm. Following the interpolation 
stage, a majority of algorithms in this field then attempt to restore the image, 
correcting for blurring and noise. Several iterative algorithms based on 
Landweber iteration have also been attempted [49-52]. Additional research 
involving the interpolation of non-uniformly spaced samples can be found in 
[36, 53-58]. 
A group of Iterative Back-Projection (IBP) super-resolution methods 
formed from the initial work by Irani and Peleg [59, 60], which employs a 
back-projection method similar to that more commonly employed in computer 
aided tomography. The key feature of the IBP method is that it iteratively 
utilises the current best guess for the super-resolved image in conjunction with 
a model of the imaging process to create simulated low-resolution images, 
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which are then compared to the original low-resolution input images. 
Difference images are formed, by subtracting the real low-resolution images 
from the simulated low-resolution images, and then used to improve the initial 
guess by ‘back-projecting’ each value into the super-resolution image space. 
This process continues until a pre-determined error criterion is met, resulting in 
an improved super-resolution image. As super-resolution is an ill-posed inverse 
problem, the disadvantage to this particular technique is that it will not arrive at 
a unique super-resolution result. Irani and Peleg are the primary contributors in 
this field of super-resolution, their initial ideas are described in [53, 61], 
consolidated in [59, 60] and further discussed in a number of additional 
publications [62-64]. Shah and Zakhor [52, 65] have also presented novel ideas 
in this field, as have Tom and Katsaggelos [66] and Farsiu et al. [67]. 
A large category of super-resolution methods are the probabilistic or 
stochastic techniques, including the Maximum Likelihood (ML) and Maximum 
a Posteriori (MAP) methods. Both methods are based on a generative model of 
the image formation process, the MAP method draws inspiration from Bayes’ 
theorem. While straightforward, the ML technique is not ideally suited to 
solving ill-posed problems, hence the success of the MAP methods. MAP 
algorithms rely largely on the statistical knowledge that pixel to pixel 
differences are very small and can be modelled by a probability distribution 
function.  
Previous to discussing the Maximum Likelihood (ML) approach, it is 
helpful to first be familiar with the concept of a generative model and 
appreciate its importance in super-resolution research. 
The generative model, as it applies to super-resolution is a parameterised, 
probabilistic model of the camera transfer function. Put simply, a generative 
model describes mathematically how a scene is transformed, filtered and 
sampled to form a digital image. As the design and complexity of the 
generative model can significantly influence the success of a super-resolution 
technique almost every algorithm presented in the literature employs a slightly 
different model. As each researcher makes different assumptions about the 
image formation process, generative models vary widely in their treatment of 
camera motion, scene characterises, scene illumination, noise and camera 
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features such as the sensor, geometry and optics. The notation employed in 
mathematical descriptions of the generative model is also inconsistent in the 
literature; however models generally include parameters related to the 
geometric transform, noise, illumination, sub-sampling effects, the observed 
images, intermediate images and the desired super-resolution image. The 
generative model is a key element in many super-resolution algorithms, 
primarily the ML, MAP and POCS super-resolution techniques. 
The maximum likelihood estimate is the super-resolved image ?̌? which 
maximises the likelihood of the observed data, the set of low-resolution 
images, according to a defined generative model. Key contributions in this 
stream of super-resolution research are made by Tom Katsaggelos [68-70] and 
Elad and Feuer [71, 72]. As the ML approach is a probabilistic technique, if a 
greater number of low-resolution input images are available there is a higher 
probability that a more accurate reconstruction of the high-resolution image 
will result. However, as it is not possible to include prior knowledge in the ML 
formulation, it is poorly suited to solving the ill-posed inverse problem that is 
super-resolution. High-resolution output images from ML algorithms regularly 
suffer from high frequency noise, as a result of noise in the input images and 
image quantisation. The Maximum a Posteriori method discussed in the 
following section overcomes many of the issues related to the ML formulation 
by incorporating a-priori information. 
The Maximum a Posteriori (MAP) super-resolution technique is one of the 
most popular Bayesian super-resolution methods, as is the POCS method. 
Bayesian methods are derived from Bayes’ theorem, which stated simply is the 
likelihood that event A will be true; given that event B is already true. 
Formally, the theorem expresses the posterior probability, that is after evidence 
B is observed, of a hypothesis A in terms of the prior probabilities of A and B, 
and the probability of B given A. It implies that evidence has a stronger 
confirming effect if it was more unlikely before being observed.  
The MAP solution is derived from Bayes’ rule, with reference to the 
generative model discussed above. As in the ML method, the MAP technique 
finds the most probable high-resolution image ?̌? given a set of low-resolution 
images. However, unlike ML, MAP considers an additional prior probability, 
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the presence of which improves the system’s conditioning, avoiding the high-
frequency failure modes seen in the ML solution. Hence, the MAP objective 
function consists of a summation derived from the generative model, the 
remaining parameters of which are assumed known, and a second sum for the 
prior. 
With the addition of a prior probability, the MAP method displays a 
considerable increase in complexity compared to the ML method. This often 
results in high computation times, one of the major disadvantages of this 
method, but also another variable parameter. Hence, MAP algorithms in the 
literature vary widely, not only with respect to the generative model, but in 
their choice of prior probability. One of the most commonly employed priors is 
the Huber prior, a simple parametric prior which benefits from the fact that it 
penalises image edges less strongly than a Gaussian form of image prior. The 
Huber function requires a single alpha parameter; it is quadratic in the centre 
and linear at the tails, with no gradient discontinuity. Another commonly 
utilised prior is the Huber-Markov random field. 
Schultz and Stevenson [73-75] have contributed greatly in the field of MAP 
super-resolution as have Hardie et al. [76, 77]. The application of non-
Gaussian image priors has also been a major area of focus for some of the 
primary super-resolution researchers, namely Farsiu et al. [67, 78-80], Capel 
and Zisserman [81-84] and Baker and Kanade [85-87]. 
Another major category of super-resolution techniques are the set theoretic 
methods, which primarily revolve around the popular Projection Onto Convex 
Sets (POCS) algorithm and its extensions. Such methods intersect a space 
containing possible high-resolution images with a number of constraint sets 
representing desirable image characteristics in order to restrict the number of 
possible solutions. Generally the problem is posed in a ML framework where 
the constraints ensure the super-resolution estimates are consistent with the 
observed input images, while some algorithms include constraints derived from 
prior knowledge essentially defining a MAP framework. To ensure that the 
final super-resolution estimate satisfies all of the specified constraints, set 
theoretic methods often employ an iterative process. Set theoretic methods 
have gained a significant following in the super-resolution community, rivalled 
20 
only by the ML and MAP methods, as they are straightforward, permit the 
inclusion of prior information and are formulated in the spatial domain 
allowing flexibility in the choice of motion model. Disadvantages of the set 
theoretic methods include their slow convergence, high computational cost and 
failure to arrive at a unique solution. 
Projection Onto Convex Sets (POCS) is the primary set theoretic method. 
Stark and Oskoui [88] are credited with establishing the technique which was 
later modified by Tekalp et al. to include noise considerations [36]. Tekalp et 
al. have published some of the most well-known POCS research [89-92], with 
considerable contributions also from Elad and Feuer [93-95]. The POCS 
technique follows the concept of limiting the solution space for super-
resolution reconstruction as described above; the closed sets in this case are 
convex in design. Any high-resolution estimate that lies within the intersection 
of the sets will be, by definition, consistent with the input data and meet all 
additional constraints and is therefore a feasible solution. Iterative projection 
ensures convergence to a solution, however in general the result is non-unique 
and is dependent on the initial super-resolution estimate. 
The bounding ellipsoid technique is a variation of the POCS method, 
employing an ellipsoid to bound the constraint sets. The centroid of the 
ellipsoid is selected as the super-resolution image estimate. As in the POCS 
method, bounding ellipsoid again utilises an iterative approach to arrive at a 
solution. Although the solution to the bounding ellipsoid method may not be 
optimal, an advantage over the POCS method is that it does return a unique 
solution. The bounding ellipsoid method has primarily been investigated by 
Tom and Katsaggelos [66, 96, 97] and Elad and Feuer [71, 72]. 
A final category of spatial-domain super-resolution techniques may be 
termed hybrid methods. Given the popularity of the POCS, ML and MAP 
methods it was inevitable that techniques would be designed to exploit the 
advantages of each. A well-known ML/POCS hybrid method was presented by 
Elad and Feuer [72]; previous research by Schultz and Stevenson also 
combined MAP and POCS concepts [74, 98, 99]. In general, hybrid methods 
are designed to maximise a likelihood function, or posterior probability, while 
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at the same time constraining the series of possible super-resolution estimates 
utilising a set theoretic method. 
2.2.4. Methods of Convergence 
As discussed in the preceding sections, often when attempting to solve image 
registration and super-resolution problems mathematical techniques are 
required to converge to a result. The purpose of this section is not to discuss 
such methods in detail, but to merely list commonly employed techniques. 
Straightforward methods include minimising the sum of squared errors and 
gradient descent, which attempts to find the local minimum of a function by 
taking successive steps proportional to the negative of the gradient. Two 
disadvantages of this technique are that it is relatively slow and may ‘zigzag’ 
towards a solution. Conjugate gradient descent has also been employed by 
super-resolution algorithms as has the Guess-Newton technique; which is a 
modification of Newton’s method for finding the minimum of a function. 
Another popular function is the Levenberg-Marquardt algorithm, a variant of 
the Gauss-Newton method. This technique performs minimisation by 
interpolating between the Gauss-Newton algorithm and the gradient descent 
method. 
 
2.3. Super-resolution of 3D Scenes 
While the sections above provide a general overview of existing super-
resolution techniques, such methods only apply in a 2-dimensional space. All 
of the techniques discussed to this point assume that low-resolution input 
images belong to a flat, planar scene. As this thesis focuses on the application 
of super-resolution concepts in three dimensions, an in depth review of existing 
research related to the 3-dimensional case is now provided. 
Throughout the following review of super-resolution in the 3D domain, it is 
evident that authors have drawn inspiration from the existing 2D methods 
discussed in Section 2.2.3. Various works from the NASA Ames Research 
Centre by Cheeseman et al. [100-102] employ the Bayesian Maximum a 
Posteriori (MAP) technique as do Kimura et al. [103] and Yamaguchi et al. 
[7,104]. Chaudhuri et al. [105-110] also take a MAP approach but do so using 
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a Markov Random Field (MRF) model. Mudenagudi et al. [2,3] and Bhavsar 
and Rajagopalan [111] utilise an MRF-MAP method and additionally employ 
graph cut optimisation to minimise their energy function. Berthod et al. 
[11,112] formulate the problem as one of expectation maximisation using 
MRF-MAP; the iterative back-projection method is also employed to increase 
resolution, which the authors refer to as ‘camera jittering’. Irani and Peleg’s 
IBP is also utilised by Or et al. in [12] and [113]. Capel and Zisserman [114] 
choose instead to take a Maximum Likelihood (ML) approach while Caner, 
Tekalp, and Heinzelman [115] employ the popular POCS method. 
Shekarforoush, Berthod, and Zerubia [116] utilise Papoulis’ generalised 
sampling theorem in a Bayesian framework using MRF. Finally, Ham et al. 
[117] focus on the nonlinear interpolation super-resolution method, described 
in the review paper by Park, Park and Kang [21]. 
As discussed in Chapter 1, very few researchers have considered extending 
2D super-resolution concepts to the 3D domain. As a result, there are a limited 
number of research publications relevant to the super-resolution of a 3D scene. 
It is necessary to draw on works from a range of different fields to review the 
use of super-resolution techniques in three dimensions. 
The earliest work related to the application of super-resolution techniques 
in a 3D setting is that of Berthod et al. [11,112]. The 1993 research report from 
the French national institute for research in computer science and control 
discusses the concepts in detail. The authors propose an iterative method to 
recover the albedo, or reflectivity of a surface, as well as the depth of a scene. 
This is based on the assumption that recorded light intensity, an image, is 
dependent on the illumination of a surface, the reflectance and orientation of 
that surface as well as the distance between the surface and the imaging 
system. The authors discuss at length the relationship between light and image 
formation and the inherent degradations in this process. In this work it is 
assumed that the camera motion between frames involves only translation and 
rotation; registration to sub-pixel accuracy is also assumed. In order to recover 
a high-resolution image Berthod et al. presume that the depth map for the scene 
is known. In order to recover the high-resolution depth map, the high-
resolution image is then assumed to be known. Finally, it is also expected that 
the camera focal point is a significant distance from the scene, as in the aerial 
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photographs with which the technique is demonstrated, limiting the 
applicability of the algorithm to essentially planar scenes.  
Further research by the same authors is presented in [116] and [118]. In 
[116] Shekarforoush et al. are the first to refer explicitly to a ‘3D super-
resolution algorithm’. This paper discusses the use of Papoulis’ generalised 
sampling theorem in Bayesian framework using MRF. Their earlier concept is 
extended, solving depth and albedo simultaneously rather than the calculation 
of one relying on the other. The authors again acknowledge that accurate image 
registration is required, but do not elaborate on how this is achieved. The 
algorithm is applied to aerial images once more, this time including in the 
United States Department of Defense headquarters, the pentagon. In [118] 
Shekarforoush et al. also acknowledge that their algorithm relies on the 
assumption that camera parameters are known. The mean square error is 
employed to measure the quality of reconstructed synthetic images, which 
reduces significantly with a large number of iterations. 
Following the research of Berthod and Shekarforoush et al. a number of 
relevant publications by Chaudhuri, Rajan, Joshi and Rajagopalan et al. [105-
111,119] arose between 1999 and 2010. In [105] Rajagopalan and Chaudhuri 
employ the depth from defocus technique. Their algorithm utilises a single 
stationary camera to capture two images of a scene with different but known 
camera parameters. The authors propose that in doing so feature 
correspondence problems may be avoided and a focused image as well as the 
depth of the scene may be recovered based on the image blur. This approach is 
limited to images with a small depth of field and does not actually implement 
super-resolution concepts, though the enhancement capability is added in 
subsequent publications. 
Rajan and Chaudhuri extend the above algorithm to include super-
resolution in [106]. In this research the authors again assume that there is no 
relative motion between the scene under observation and the camera; the input 
images are captured from the same viewpoint. This significantly simplifies the 
overall super-resolution problem as an accurate image registration procedure is 
no longer required. This also implies that super-resolution could be achieved 
using an existing 2D technique. The authors assume that the input sequence of 
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low-resolution images are all blurred observations, additionally describing a 
model of the relationship between several blurred low-resolution images and a 
desired high-resolution image. As in their earlier research, the proposed 
algorithm produces a focused image and depth map from the low-resolution 
input images. The extension in this publication is the application of super-
resolution techniques to both the focused image and depth map. Rajan and 
Chaudhuri demonstrate their algorithm using both simulated and real images, 
though only five input images are used. Simulated images are created by 
assigning an arbitrary depth map to a scene, blurring the image and adding 
noise based on the depth map. More extensive results are presented in [108] 
where real experimental datasets including a ball and Budda demonstrate more 
compelling results than the simulated scenes. 
Throughout the research discussed so far by Berthod and Shekarforoush et 
al. and Rajagopalan, Rajan and Chaudhuri the focus of their work is obtaining 
a super-resolved depth map. Less attention is paid to the advantages of using 
this information, along with super-resolution techniques, to improve the 
intensity image. However, the ‘multi-objective’ super-resolution technique 
presented by Rajan, Chaudhuri and Joshi [109] begins to examine this idea and 
as such is more closely related to this thesis. The authors draw attention to the 
fact that in existing literature the notions of super-resolution and scene 
geometry have been approached independently. Hence Rajan, Chaudhuri and 
Joshi build on their earlier work including [107] and present a technique 
designed to extract the 3-dimensional structure of a scene based on multiple 
low-resolution observations, using this information to generate super-resolution 
images of the scene intensity. The authors also acknowledge that it would be 
beneficial if estimated super-resolution images were then employed as 
feedback to the algorithm, refining the estimated geometry in an alternating 
iterative fashion. 
Rajan, Chaudhuri and Joshi [109] recognise that when a 3-dimensional 
scene is analysed in the context of super-resolution one must consider not only 
the properties of the image capturing device, as is done in 2D super-resolution, 
but also the properties of the scene being examined such as the shape of objects 
in the scene, reflectance and the distribution of light sources. In order to 
generate a super-resolution image, the authors employ the generalised 
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interpolation method presented by Rajan and Chaudhuri in [10]. This method 
involves dividing a function space into multiple subspaces, performing 
interpolation and then combining the spaces again to return to the original 
space. The authors apply this technique in both the surface normal and albedo 
spaces. In [109] the authors also extend their previous algorithm to include not 
only depth from defocus but shape from shading in their model, however only 
one technique is employed at any given time. As for previous publications, the 
presented algorithm utilises input images obtained from a single viewpoint. 
The datasets used to present experimental results are the same as those featured 
in previous work, apart from two new datasets including images of a toy dog 
Jodu and a ‘pen stand’. The new datasets appear to have been selected to 
demonstrate the shape from shading technique due to their matte surface and 
completely black background.  
In [110] Joshi and Chaudhuri present another variation on the super-
resolution of scenes with depth. The authors observe that traditionally the 
relative motion between input frames is employed as a cue in the super-
resolution process and suggest that such methods do not consider the 3D 
structure of the scene being examined. Hence, a technique is presented 
whereby the camera is not moved during the image capture process and instead 
of relying on blurred images as in past research the authors illuminate the scene 
from different points to aid in the super-resolution process. The algorithm is 
presented as a structure preserving super-resolution technique, as the geometry 
of the scene is also utilised to constrain the super-resolution estimate. The 
authors assume that the reflectance model of the scene is approximately 
known. Therefore, given multiple low-resolution images of a static 3D scene 
under varying illumination, a super-resolved image can be estimated not only 
based on a particular light source, but potentially for any arbitrary illuminant 
pattern. 
In line with earlier publications by Chaudhuri, Rajan and Joshi et al. low-
resolution input images in this paper are captured from a single viewpoint, thus 
avoiding the need to perform sub-pixel registration. However, as the images 
are captured under varying illumination, this poses a new problem in that 
images can no longer be directly combined in the intensity domain. This paper 
initially presents the previously discussed generalised interpolation method. In 
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this particular algorithm, interpolation is performed in the surface normal and 
albedo spaces individually, preserving photometric and structural properties. 
However, as only a basic interpolation technique is employed, issues such as 
noise and blur that are normally rectified during super-resolution must still be 
addressed. Hence, the authors present an MRF-based method and a variational 
approach to overcome these pitfalls. A further extension employing graph cut 
optimisation is presented by Sharma and Joshi in [119]. Chaudhuri, Rajan and 
Joshi et al. [110] compare the success of the interpolation and MRF-based 
approaches using visual examples and quantitative measures such as the Peak 
Signal-to-Noise Ratio (PSNR). Experimental results are presented again using 
the Jodu dataset as well as images of a Reebok shoe. The results show the 
depth map for a scene can be extracted and intensity super-resolution results 
demonstrate some improvement in image quality. However, results over a 
wider selection of images, displaying more significant variation in depth would 
more accurately demonstrate the capabilities of their algorithm. 
More recently, Bhavsar and Rajagopalan [111] continue to build on the 
work of Chaudhuri, Rajan, Joshi and Rajagopalan et al. In [111] low-resolution 
stereo input images are introduced, from which high-resolution depth and 
intensity images are estimated. As noted by the authors, their integrated 
approach to estimating both quantities from stereo perspectives generalises 
previous work to truly 3D scenes, drawing closer to the concepts presented in 
this thesis. The joint resolution enhancement problem is again formulated using 
an MAP-MRF approach, with energy minimisation achieved via graph cuts as 
is [119] and iterated conditional modes. Extensive results are presented 
utilising a range of well-known stereo datasets. 
Park, Lee and Lee [120] propose a different approach to the estimation of 
high-resolution intensity and depth images from multi-view stereo, like 
Bhavsar and Rajagopalan noting that the stereo correspondence and super-
resolution problems are interlinked. In [120] a unified energy function based on 
an MRF model is again presented though Park, Lee and Lee incorporate a 
requirement for consistency across different viewpoints. In addition to 
enforcing geometric consistency between high and low-resolution images from 
the same viewpoint, the authors also suggest ensuring consistency amongst 
high-resolution estimates from different perspectives. An iterative optimisation 
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approach is presented, alternating between the high-resolution estimates and 
super-resolved depth utilising a tree-reweighted message passing algorithm. 
Results are again presented using well-known Middlebury datasets, however it 
is noted that calibrated input images are assumed. 
Lee and Lee aim to extend the above technique to a single moving camera 
in [121]. In this work the authors focus on the simultaneous rather than 
alternating estimation of high-resolution depth and intensity images in order to 
improve the quality of 3D reconstruction. Lee and Lee suggest that image 
quality impacts pose estimation and scene reconstruction, which may be 
improved through super-resolution of the input images. They propose that 
explicit pixel correspondences are not required for super-resolution. Given 
camera pose estimates, the authors contend that it is easier to pose the problem 
in terms of depth estimation and that the estimated depth map may assist super-
resolution enhancement. Hence, Lee and Lee propose the minimisation of a 
single convex energy function combining depth estimation and super-
resolution using the first-order primal-dual algorithm. Results are presented 
using real image sequences and synthetic datasets of 20 frames generated 
through down-sampling and arbitrary translation and rotation of a ground truth 
frame. Sparse feature-based simultaneous localisation and mapping is 
employed for camera localisation and registration error is quantified, though 
the displacement between low-resolution input frames is not displayed in the 
result images. 
Following the early approaches of Berthod and Shekarforoush et al. and 
Rajagopalan, Rajan and Chaudhuri, in 2002 Sala [8] presented a very different 
approach to the application of super-resolution concepts in three dimensions. 
Sala notes the lack of research regarding images of a 3D space and highlights 
associated issues regarding image registration and potential occlusions. Sala’s 
technique assumes that a 3D scene may be approximated by discrete planes in 
3D space. Super-resolution is then performed at a scene plane by back-
projecting pixels from low-resolution input views. Although this is a unique 
interpretation of 3D super-resolution, the presented results using calibrated 
synthetic images are of low visual quality; no quantitative results are provided. 
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Sei and Saito [122] present a method of super-resolution which assumes a 
scene may be approximated by multiple triangular plane patches, also in 2002. 
The authors suggest their algorithm is suited to images captured by an 
uncalibrated camera with unknown motion, however it is assumed that the 
fundamental matrices relating all input frames to two arbitrarily selected base 
images have been previously calculated via a feature point tracking algorithm. 
Additionally, correspondences between patch vertices in the selected base 
images must be manually assigned. The vertices of equivalent scene patches in 
all other input frames are located via epipolar transfer. Once the vertices of a 
patch have been matched in another frame, the homography relating the images 
may be determined and utilised to transfer the visual patch information. Hence, 
the triangular scene patches may be transferred from all input images to a 
common plane and combined during super-resolution. Results are presented 
using real and synthesised sequences of 200 frames. 
Caner, Tekalp and Heinzelman [115] present a paper that focuses on 
generating high-resolution images of people’s faces, from low-resolution 
surveillance footage, for further analysis. This work varies from similar 
attempts by others and is relevant to 3D super-resolution as it considers the 
case where there are multiple surveillance cameras. However, rather than 
utilising several cameras to enable multiple views of a scene, the authors use 
the cameras to overcome registration problems. For example, in surveillance 
video one would expect that multiple non-rigid objects, such as people, would 
move through the scene making it very difficult to relate the various frames to 
each other. If multiple cameras capture footage of the same scene, the video 
input can be temporally registered to account for scene motion. To enable such 
registration the cameras must have an overlapping field of view, hence they are 
positioned together and display very minor perspective differences. The 
authors propose the utilisation of projective transformations and fundamental 
matrices when registering multiple cameras in a 3D environment and discuss 
the situations in which the application of these methods is justified. Due to the 
design of the colour filter array in the cameras employed, the authors apply 
their POCS super-resolution technique to the green colour band only, in order 
to minimise possible errors. Experimental results are presented using both 
simulated and real video sequences. 
29 
In 2006, Or et al. [12] and Yu et al. [113] proposed a technique to track 
stereo cameras during 3D ego-motion and perform super-resolution 
enhancement. The authors assume that the intrinsic camera parameters are 
known through calibration and that the relationship between the two stereo 
cameras is fixed throughout image capture. They also note that existing super-
resolution algorithms limit motion between frames to planar rotation and 
translation and subsequently acknowledge the registration issues associated 
with images captured during more general camera motion. Or, Yu et al. 
propose tracking image features via the Kanade-Lucas-Tomasi tracker and 
establishing stereo correspondences between views through estimation of the 
fundamental matrix. Motion estimation is then performed by establishing 
correspondences across multiple input views using an extended Kalman filter 
and the trifocal tensor. The authors suggest this approach avoids the need for 
scene reconstruction, however surface fitting is utilised to establish the dense 
correspondence required between frames for image warping. Following their 
proposed global registration procedure, Or, Yu et al. additionally apply planar 
image registration. The authors implement the super-resolution technique of 
Irani and Peleg [59] and present limited results utilising 115 stereo frames 
comparing the proposed algorithm to Irani and Peleg’s method with standard 
planar registration. Despite the motion between frames ranging between just 
0.1-2.6 degrees and 1-26 millimetres [113] it is not surprising that the output 
from the proposed method appears to improve upon Irani and Peleg’s approach 
which does not account for 3D motion. 
Of the literature analysed so far, there is little research involving scenes 
with significant depth variation and differing perspectives of 3D scenes 
captured by a single camera. However, the work of Mudenagudi et al. [2,3] 
presents experimental results using images from varying viewpoints of a 3D 
scene and is therefore closely related to algorithms presented in this thesis. 
Mudenagudi et al. focus on the generation of novel super-resolved views of a 
3D scene with no restrictions on the scene geometry or camera positions, 
however camera viewpoints are assumed to be known. The authors observe 
that there has been limited research to date concerning the super-resolution of a 
3D scene, particularly when the cameras are generally positioned. Mudenagudi 
et al. also acknowledge some of the significant challenges when super-
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resolution techniques are applied to a 3D scenario. For example, the authors 
note that due to the depth variation in a 3D scene and the arbitrary placement 
of input cameras, the registration problem is far more complex than the 2D 
case. The authors assert that in order to accurately register input images dense 
depth estimation at each pixel is required, which they suggest is a problem yet 
to be solved. Hence, no explicit depth recovery is employed in this paper. 
While the authors identify the difficulties in registration they do not provide a 
solution, accomplishing registration instead via the automatic tracking and 
calibration software Boujou. In addition to identifying the issues related to 
depth estimation and image registration in a 3D scene, this work also advocates 
the consideration of occlusion effects in a 3D scenario, another problem not 
previously attempted in the super-resolution realm.  
Mudenagudi et al. employ a photo-consistency approach when estimating a 
super-resolved view, ensuring that each pixel in the high-resolution output 
image displays a similar colour to the equivalent pixel in the low-resolution 
input frames. A MRF-MAP framework is employed to solve the super-
resolution problem, in conjunction with a zone of influence approach, to ensure 
that only high-resolution pixels whose centre lies within a defined zone are 
affected by a particular low-resolution pixel. Solutions to the MRF-MAP 
problem are limited by considering only the depths which are photo-consistent 
at a given site and graph cut optimisation is utilised to minimise the energy 
function. A solution to handle occlusions is also proposed using photo-
consistency. The first series of experimental results presented by Mudenagudi 
et al. demonstrate the generation of a super-resolved novel view from 20 input 
images. A second set of results is presented using a dataset of eleven input 
views; ten images are selected as input to the super-resolution algorithm which 
estimates the missing view of the scene. Results are also presented to 
demonstrate the abilities of the algorithm with respect to occlusions. Finally, a 
fourth series of results demonstrate the generation of novel super-resolution 
views using a varying number of input images over differing fields of view. 
Visual results are also compared to the root mean square error between a 
ground truth and generated novel view.  
In [123] and [124] Knorr, Kunter and Sikora present a technique that 
utilises super-resolution in the creation of 3D video from 2D video, for use 
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with stereoscopic displays. The authors suggest that their algorithm increases 
depth perception compared to previous methods and the application of super-
resolution reduces motion blur and compression artefacts. In the stereoscopic 
visualisation of 3D scenes from monocular sequences the authors observe that 
there are two main approaches: creating a 3D model of the scene using 
methods such as structure from motion, or rendering stereoscopic views as in 
depth-image-based rendering. The method employed by Knorr, Kunter and 
Sikora is realistic stereo-view synthesis, combining ideas from both 
approaches. Similar to Mudenagudi et al. [2,3], Knorr, Kunter and Sikora do 
not utilise dense depth maps, instead employing photo-consistency measures to 
avoid computationally expensive depth estimation. To obtain camera 
parameters and a sparse 3D structure Knorr, Kunter and Sikora first apply the 
structure from motion technique. They then estimate the projective 
transformations relating temporally neighbouring views and utilise this 
information to generate virtual multi-view sets for each original camera 
position, based on surrounding input views. As the virtual views are generated 
based on temporally neighbouring input views depth calculations are avoided, 
as are potential occlusions due to the fact that a scene will only change 
marginally between neighbouring views.  
Rather than simply utilising temporally neighbouring images when 
applying super-resolution, Knorr, Kunter and Sikora select pixels from the 
surrounding images that will be the easiest to align to reduce error. However, 
the view containing the most appropriate pixel may be significantly displaced 
from the view being enhanced, which could introduce errors during planar 
transformation due to the larger baseline between views. To handle this 
scenario a smoothness constraint or average of closest views is applied. 
Although limited discussion of the super-resolution technique is provided, the 
experimental results presented using real world images appear to be of high 
visual quality. The success of the conversion from 2D video to 3D video is also 
assessed via psycho-visual experiments. Fifteen test subjects were asked to rate 
the quality of 25 input sequences produced using Knorr, Kunter and Sikora’s 
method compared to existing techniques and the original 2D input. The 
proposed method slightly outperformed the alternative techniques. 
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The master’s thesis by Fanaswala [6] is another key contribution with 
regards to the super-resolution of 3D scenes. Fanaswala suggests that while 
existing super-resolution algorithms have been shown to perform well with 
synthetic data, such as images that are artificially shifted, blurred and down-
sampled, they are less impressive in real world scenarios such as 3D scenes. As 
mentioned in Chapter 1, Fanaswala also observes that despite several 
researchers indicating that super-resolution utilising multi-view images should 
be possible, few attempt experiments with such images. He therefore provides 
a comprehensive analysis of the issues surrounding the application of super-
resolution techniques to a multi-view scenario. Similar to Mudenagudi et al. 
[2,3] and Sala [8], Fanaswala highlights the limited research regarding 
occlusion problems in relation to super-resolution and suggests that there are 
also very few applications of optical flow techniques in conjunction with 
super-resolution. Fanaswala’s thesis is focused on super-resolution utilising 
greyscale multi-view images of static scenes captured by the ProFUSION25 
compound camera array. Super-resolution results are primarily based on a 
scene consisting of a 3D object, a toy dinosaur, with depth discontinuities. 
Apart from occasional comparison to bi-cubic interpolation, very few 
numerical results are presented. 
Fanaswala originally employs a simple two parameter translation model to 
relate different views captured by the compound camera array, with limited 
success. Fanaswala suggests the poor results demonstrate that global 
displacement models are unsuitable for application with complex scenes. He 
subsequently modifies his approach to a six parameter affine model applied 
only to small regions of the input images, which are later combined by 
enforcing a smoothness constraint across the entire image. To overcome 
negative effects resulting from image registration errors, Fanaswala also 
introduces a weighting term during super-resolution which reflects the degree 
of confidence in the estimated transformation. Fanaswala’s registration 
algorithm employs an iterative coarse-to-fine approach; however it still 
requires 90 minutes to register just two 480×480 pixel images. 
As opposed to the photo-consistent handling of occlusions presented by 
Mudenagudi et al. [2,3], Fanaswala approaches this problem by utilising only 
visible pixels from input images during super-resolution enhancement. In order 
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to implement this approach, Fanaswala must first detect occlusion areas and 
eliminate them from the set of input data. Occlusion regions are identified as 
those with unreliable displacement vectors, compared to the average optical 
flow across an entire image. However, experimental results for the proposed 
occlusion detection scheme are unconvincing and Fanaswala concedes that it 
may not be applicable in a range of scenarios. He consequently suggests that a 
geometry-based occlusion detection scheme may be a more suitable approach. 
Fanaswala also suggests that joint displacement estimation and super-
resolution image generation may be beneficial and that a possible enhancement 
to his work would be the generation of novel viewpoints, as previously 
attempted by Mudenagudi et al. 
In 2009, Awatsu et al. [125] presented a technique for spatial and temporal 
super-resolution. Their method assumes that intrinsic and extrinsic camera 
parameters are known as well as the depth map for a static scene. Awatsu et al. 
suggest that the traditional planar assumption associated with super-resolution 
may be avoided by utilising a depth map to establish dense sub-pixel 
correspondences across input views. The proposed spatial super-resolution 
algorithm centres on the minimisation of an energy function based on depth 
smoothness and consistency between input and simulated images. Similar to 
Fanaswala [6], Awatsu et al. apply a binary image mask to eliminate the effect 
of potential occlusions on the energy function. The authors also take a similar 
approach to Park, Lee and Lee [120] in that the proposed energy function is 
minimised by alternately updating the super-resolved image and depth values. 
Awatsu et al. increase the temporal resolution of an image sequence by 
applying the proposed spatial technique to virtual viewpoints between the input 
frames. The position, pose and depth map required to generate a virtual view 
are calculated by averaging the properties of temporally adjacent input 
viewpoints. Experimental results are presented using both synthetic and real 
datasets, however the selected sequences are restricted to essentially planar 
scenes. Awatsu et al. select an aerial image sequence as their real dataset, 
similar to Berthod and Shekarforoush et al. [11,112,116,118], while in the 
synthetic scenario presented it appears the input camera is directed towards a 
scene plane and its orientation is not altered as it is moved parallel to the plane. 
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Garcia, Dorea, and de Queiroz [126,127] present a multi-view super-
resolution method based on the multi-view video-plus-depth format. In order to 
reduce the data size in 3D applications, such as 3D television, the authors 
propose a mixed-resolution system consisting of low-resolution frames along 
with a limited number of high-resolution frames. The authors subsequently 
devise a technique which utilises high-resolution views and depth data to 
restore low-resolution frames. High-frequency image detail is retrieved from 
high-resolution views adjacent to target low-resolution frames. The 
contribution of each high-resolution frame is weighted based on the Euclidean 
distance to the target low-resolution view. The method presented by Garcia, 
Dorea, and de Queiroz depends on depth information and camera parameters 
being known for all views. Correspondence between frames is established by 
employing a known depth map to project an input image into 3D space, then 
re-project the same points onto a second image plane. Image pairs with poor 
correspondence are identified via a consistency check, utilised as a means of 
detecting and compensating for occlusions. The primary difference between the 
two papers presented by Garcia, Dorea, and de Queiroz are the algorithms 
employed to evaluate inter-view consistency. Limited visual results are 
provided by the authors in [126]; super-resolution results for the Ballet and 
Breakdancers datasets are compared to reference frames using PSNR and the 
Structural Similarity Index (SSIM). More extensive results across a range of 
real and synthetic datasets are presented in [127]. The authors extend their 
work to the transform domain in [128], utilising the discrete cosine transform 
when up-sampling low-resolution frames and to incorporate high-frequency 
content from surrounding views. 
The multi-view super-resolution technique presented by Garcia, Dorea, and 
de Queiroz was developed even further by Richter et al. [129,130] during 
2012. In [129] Richter et al. adapt the method of Garcia, Dorea, and de Queiroz 
[126], replacing their consistency check with displacement compensation, 
improving the robustness of the technique to various depth map inaccuracies 
and distortions. In [130] Richter et al. again employ Garcia, Dorea, and de 
Queiroz's [126] approach to increasing the sharpness of low-resolution views 
through high-frequency synthesis, this time improving robustness to temporally 
misaligned depth maps. 
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A mixed-resolution approach similar to the work of Garcia, Dorea, and de 
Queiroz and Richter et al. which does not require depth information is 
presented by Najafi [131] who utilises ‘auxiliary’ high-resolution images to 
super-resolve low-resolution multi-view video. However, input viewpoints are 
only varied in a single dimension and while comparative PSNR results are 
provided, no visual results are presented. Recent work by Zhang et al. [132] 
also utilises mixed-resolution multi-view sequences to simultaneously recover 
high-resolution frames and depth information. Additionally, Zhang et al. [133] 
propose a related technique for super-resolution video enhancement based on a 
stereo configuration featuring one low-resolution high-speed camera and one 
high-resolution low-speed camera. Mixed-resolution image pairs are related by 
stereo matching while the authors take a block matching approach between 
low-resolution frames, assuming that input images have been rectified. Hence, 
high-frequency information may be recovered from mixed-resolution stereo 
pairs and the resulting super-resolved images may then be used to enhance 
adjacent low-resolution frames. The combination of low-resolution high-speed 
and high-resolution low-speed cameras also features in the work of Li, Yu, and 
Chai [134]. However, in this case the authors concentrate on depth-map super 
resolution rather than improving intensity images. While the focus of this thesis 
is the super-resolution of intensity images depicting 3-dimensional scenes, it 
must be noted that there are a number of publications which extend super-
resolution ideas into to 3D domain when estimating super-resolved depth 
maps, most commonly in relation to time-of-flight cameras [135-147]. 
The work presented by Yamaguchi et al. [7,104] is another key 
interpretation of 3D super-resolution. While Sei and Saito [122] presented a 
super-resolution method which assumes a scene may be approximated by 
multiple triangular plane patches, Yamaguchi et al. [7] take a similar approach 
to Sala [8] identifying and extracting a number of arbitrary planes which are 
assumed to approximate a 3D scene. The authors highlight that traditional 
super-resolution techniques are focused on planar scenes and discuss the 
difficulties in registration and super-resolution when extending the concepts to 
3D objects due to the appearance changes caused by motion and viewpoint 
variation. Yamaguchi et al. consequently suggest their technique is suited to 
images of multiple independently moving objects or non-rigid objects, captured 
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by a single freely-moving camera. The authors propose a ‘pixel-based’ 
registration algorithm in which corresponding feature points are tracked across 
multiple input images via the Kanade-Lucas-Tomasi method, grouped based on 
common motion and assigned to a candidate scene plane. The optimal plane for 
each pixel is estimated by minimising the re-projection error across all input 
frames. Image enhancement is then performed via MAP super-resolution. In 
[7] extensive experimental results using 41 input frames are presented, 
comparing the proposed approach to MAP-based super-resolution assuming a 
single scene depth and MAP-based super-resolution utilising Delaunay 
triangulation. In [104] Yamaguchi et al. extend their earlier work, 
incorporating an initial motion deblurring step before super-resolution is 
performed. Optical flow fields are estimated based on block matching and 
input images are then segmented into regions with common motion using 
graph cuts before motion blur is estimated and reduced by deconvolution. In 
addition, Yamaguchi et al. modify their MAP-based super-resolution algorithm 
to take depth-dependent defocus blur effects into account, similar to the work 
of Rajagopalan, Rajan and Chaudhuri [105-109]. Yamaguchi et al. present a 
range of experiments utilising images captured by a handheld camera, images 
of moving objects captured by a static camera and images of objects moved by 
a motorised stage captured from a stationary camera. 
A number of publications by Takahashi, Naemura et al. [148-151] take a 
similar approach to Yamaguchi et al. in assuming that a 3D scene may be 
approximated by a series of planes. Nakashima, Takahashi, and Naemura first 
analyse the arrangement of multi-view cameras in [148] and the affect this has 
on the quality of frequency-domain super-resolution reconstruction. The 
authors suggest their investigation relates to the super-resolution of 3D scenes, 
however the configuration analysed features a grid of regularly-spaced cameras 
arranged in a plane at a given depth from a parallel target plane which is 
covered in the texture to be super-resolved. Hence, as the input cameras are 
directed towards the target scene plane and their orientation is not altered, the 
problem is essentially restricted to the type of planar scenes addressed by 
traditional 2D super-resolution techniques. There are no experimental results 
provided in [148], it is a purely theoretical analysis of the super-resolution 
problem. 
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In [149], Takahashi, Ishii, and Naemura propose a super-resolution 
technique for free viewpoint image synthesis employing the camera layout 
described above. However, instead of super-resolving the texture on a single 
plane at a given depth, in this work the authors assume a 3D scene may be 
approximated by a series of depth planes. Super-resolution enhancement is 
applied to each of the depth planes in a plane sweeping framework. An 
adaptive weighting scheme is also proposed so that super-resolution is only 
performed on pixels where quality can be improved. The required novel output 
viewpoint is restricted to lie in the same plane as the input views. Experiments 
are conducted firstly utilising a single depth plane and secondly under the 
assumption that a scene can be approximated by 20 depth planes. Results using 
four input images from a dataset of 81 images captured by 9×9 camera array 
are presented. While depth variation is evident in the selected dataset, the scene 
contents appear quite distant and could most likely be treated as a single plane 
and enhanced via existing 2D super-resolution techniques. 
Takahashi and Naemura further adapt their approach in [150], removing 
assumptions regarding scene planes and replacing this step with depth 
estimation from the target viewpoint via stereo matching. The authors also 
introduce a depth reliability measure which is utilised during super-resolution 
regularisation. Extensive experimental results are presented using the same 
camera layout and input dataset as previous work; input camera parameters are 
also assumed known. Takahashi and Naemura extend their approach once more 
in [151], this time performing time-consuming operations on a GPU in search 
of real time execution. Fukushima and Ishibashi [152] also present a method 
for free-viewpoint generation with super-resolution from multi-view images 
similar to the approach taken by Takahashi and Naemura. The authors do not 
experiment with real images, but provide results from a simulated 11×11 
camera array reminiscent of the synthetic environment presented by Awatsu et 
al. 
Rather than solely estimating a super-resolved image, some researchers 
take 3D super-resolution in a slightly different direction by estimating not only 
an intensity image but the 3D structure of a scene also. Kimura et al. [103] 
utilise multiple low-resolution stereo images to estimate high-resolution 3D 
information as well as a super-resolved image. The authors suggest that the 
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fields of 3D reconstruction and super-resolution are closely related and that 3D 
information may be very useful in estimating high-resolution images. As a 
result they propose a MAP approach which estimates both a 3D mesh and 
super-resolution image in an alternating iterative fashion via a single cost 
function. Kimura et al. present experimental results utilising both real and 
synthetic datasets, under the assumption that camera geometry is known. Tung, 
Nobuhara, and Matsuyama [153] present a related approach, simultaneously 
computing a super-resolved 3D model and surface texture. The proposed 
technique is targeted specifically at calibrated multi-view video streams 
recorded simultaneously in a dedicated studio with cameras positioned to fully 
surround target models. The authors present an iterative coarse-to-fine 
approach which combines super-resolution surface texture and shape 
reconstruction in a single MRF-MAP framework, with minimisation achieved 
via graph cuts. Due to the restrictive image capture process required and focus 
on detailed model acquisition through multi-view reconstruction rather than 
super-resolved intensity images, the method of Tung, Nobuhara, and 
Matsuyama is not particularly well-aligned with the aims of this thesis, but 
mentioned for completeness. 
Another research field that is relevant to the super-resolution of 3D scenes 
is that of 3D surface reconstruction. Cheeseman et al. present several works 
[100-102] that attempt to address the 3D surface reconstruction problem 
drawing on Bayesian MAP super-resolution techniques. In [100] the authors 
apply their algorithm to images of the Martian landscape captured by the 
Viking orbiter from roughly the same direction under similar lighting 
conditions. In this particular publication Cheeseman et al. neglect the effects of 
surface contour; hence they are essentially performing traditional planar super-
resolution. In [101] the authors take an approach not dissimilar to that 
discussed earlier [11,112,116,118] in the sense that they attempt to identify 
albedo and height from images captured a significant distance from a target 
subject. However, Morris et al. focus their attention on the extraction of 
surface geometry rather than a creating a super-resolved intensity image, using 
input image data to determine the 3D geometry and reflectance properties of a 
surface. The presented algorithm assumes lighting conditions and camera 
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parameters are known; experimental results utilising four synthetic images are 
based on the Lambertian reflection model.  
An extension to the previous two publications is discussed by Smelyanskiy 
et al. in [102]. The authors again assume Lambertian reflectance, camera 
parameters and registration between input images to be known. The algorithm 
described appears similar to the iterative back-projection method in that from 
an estimated surface model synthetic images are rendered and compared to 
input images to refine the super-resolution estimate. While the focus of this 
paper is extracting a super-resolved 3D surface, the authors also acknowledge 
that super-resolution intensity images are possible. However, the simulated 
distance between the target surface and input cameras implies that super-
resolution may be performed in this case using traditional 2D methods. 
Experimental results using synthetic images are presented, this time generated 
from a digital elevation model. 
In [154], Kim and Zhu present a technique for super-resolution 3D multi-
view reconstruction using two optical cameras and two time-of-flight depth 
cameras. The authors assume the calibration data for all cameras is known; 
hence a 3D representation of a scene can be created from the known 
relationship between the depth cameras. Kim and Zhu initially focus on 
removing noise from low-resolution input depth data. Object boundaries are 
then detected from the reconstructed geometry and the identified points are 
removed to avoid occlusion errors. Experimental results demonstrating 
significant noise removal are displayed using Meshlab software. While there is 
significant discussion regarding the super-resolution of depth maps in this 
paper, the enhancement of input from the optical cameras is paid less attention. 
Recent research by Meilland and Comport [4,5] builds on the concept of 
joint 3D surface reconstruction and image super-resolution, significantly 
improving upon previous work. The authors propose a super-resolution visual 
simultaneous localisation and mapping technique which integrates 6DOF 
camera pose and scene structure as well as colour information from input 
images. Hence, in contrast to traditional planar super-resolution, this approach 
takes full 3D translation and rotation into account as well as a range of 
potential image deformations. Meilland and Comport note the super-resolved 
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intensity images are not the focus of their technique, which is designed to 
produce dense localisation and mapping for an autonomous robot. As a result, 
the proposed method is a very computationally intensive solution to 3D super-
resolution. However, the authors highlight that the system is capable of 
operating at 30Hz. Meilland and Comport employ dense tracking to align input 
images from a combined intensity and depth sensor. A joint cost function is 
utilised to simultaneously estimate super-resolved depth and intensity images 
from a set of low-resolution input data. Input images are combined and 
weighted based on their distance to an optimal virtual camera, which is 
positioned in space such that it has the same effective resolution as the desired 
high-resolution image. Simulated results show that optimisation in both 
intensity and depth improves localisation error, while experimental results with 
real images reveal considerable improvement in dense surface reconstruction 
as well as enhanced intensity images. 
Another field in which the application of super-resolution is relevant to this 
thesis is 3D surface texture. In [155] and [156] Dong et al. claim to be the first 
to apply super-resolution techniques in this domain. The authors note that 
variation in illumination can produce dramatic changes in the appearance of 
surface texture. In their work, four images of a sample texture are captured 
under differing illumination, after which photometric stereo is utilised to 
estimate the surface gradient and albedo maps. These maps are then employed 
in conjunction with a training dataset and input images to increase image 
resolution utilising an extended 2D super-resolution method. Experimental 
results compare the proposed method to cubic spline interpolation. 
Research related to the super-resolution of 3D scenes may also draw on 
developments in the field of texture mapping, a technique more commonly 
associated with computer graphics and gaming. In 2000, Saito [9] presented an 
algorithm that utilises super-resolution to not only improve surface texture, but 
to simultaneously refine a 3D mesh model. When mapping multi-view images 
to a 3D shape model there may be sections of the surface model that are poorly 
defined. Saito proposes that virtual views of a 3D model may be enhanced 
using super-resolution concepts. An initial estimation of the 3D surface texture 
is obtained by back-projecting observed multi-view images onto a surface 
mesh. Virtual views of the 3D object are then created and compared to the 
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multi-view inputs. Saito’s method is to then adjust the vertices of the 3D mesh 
until the generated virtual views more closely relate to the input views. Hence, 
the texture of the neighbouring triangles is refined, as is the 3D mesh. A 
disadvantage of this approach is that it assumes an initial 3D mesh has already 
been created using another method. Experimental results are presented based 
on input from 51 calibrated virtual cameras placed around a scene. Results 
derived from a real image sequence are also presented, though hundreds of 
input frames are required and only a small improvement is observed. 
Goldluecke and Cremers also apply super-resolution to image-based texture 
reconstruction in [157] and [158]. In order to render an object from varying 
virtual views or under different lighting conditions, high-resolution texture 
maps are required. Hence, the authors propose the use of super-resolution to re-
create surface textures as accurately as possible. Goldluecke and Cremers 
assume that the surface geometry of their target object is known and presume 
that in their calibrated multi-view camera arrangement most of the surface of 
an observed object has been captured. The authors do not consider noise in the 
input images or perform any explicit image registration. Hence, the success of 
their technique is dependent on the assumed surface geometry and camera 
calibration. Goldluecke and Cremers acknowledge that their approach is based 
on applying existing 2D super-resolution techniques; however they claim to be 
the first to apply super-resolution to curved surfaces. While the super-
resolution component of the proposed algorithm is not the major focus of the 
publication, results based on 48 input camera views distributed across six 
different height levels appear to be an improvement on the per-texel blending 
approach traditionally employed in this field. Unfortunately Goldluecke and 
Cremers’ algorithm takes around three hours to converge to a result. 
A related approach by Iiyama, Kakusho, and Mino [159] up-scales multi-
view images using a learning-based super-resolution technique which are then 
mapped onto a 3D mesh model. The authors do not elaborate on the acquisition 
of the 3D mesh model, only stating that the shape-from-silhouette technique is 
applied to obtain a volumetric model, which is converted to a mesh model 
using the extended machine cubes method. The mapping algorithm presented is 
primarily focused on reducing the artefacts resulting from overlapping input 
images. Iiyama, Kakusho, and Mino first separate input images into smaller 
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segments, then produce a super-resolved result based on training images. 
Experimental results showing mapping for an orange and kiwi fruit appear 
quite realistic, however as only 20 input images are used it is likely that the 
presented algorithm is very dependent on the database of 146 training images. 
Ham et al. utilise super-resolution concepts in [117] to overcome image 
degradation problems associated with synthetic zooming. Given a virtual view 
of a scene, if an observer’s viewpoint is moved forward or backward the 
quality of the output image is often degraded with the change in zoom when 
estimated via interpolation. When synthesising a virtual view this paper utilises 
multi-view frames and super-resolution concepts rather than interpolation in an 
effort to preserve the quality of the image. Ham et al. estimate the disparity 
between neighbouring input views before warping the input to a virtual camera 
position. The authors implement a forward warping approach which creates 
many problems due to foreground and background objects being mapped to the 
same pixel at an object boundary. Backward warping is used also to fill holes 
in the virtual view; a shock filter is employed to remove noise and enhance 
edges.  
While there are additional implementations of super-resolution techniques 
in 3D scenarios, such as those relating to magnetic resonance imaging, facial 
recognition and the enhancement of 3D surface models, this literature review is 
limited to contributions which are most closely related to the super-resolution 
of 3D scenes. 
 
2.4. Summary 
This chapter has presented an extensive review of the entire multi-frame super-
resolution process, including preliminary aspects such as referencing, 
interpolation and image registration as well as a high-level discussion of the 
key concepts behind a broad range of multi-frame super-resolution techniques.  
The second half of this chapter presents a thorough analysis of research 
related to the super-resolution of 3-dimensional scenes. Currently there does 
not appear to be a structured and coherent effort towards solving identified 
problems in this domain, with improvements arising instead due to advances in 
43 
hardware and progress in other streams of computer vision and image 
processing. Hence, this review gathers together discrete approaches spread 
across a range of related fields. As such techniques are not focussed 
specifically on the super-resolution of 3D scenes, and often only result as a by-
product of research with vastly different aims, there are notable disadvantages 
to these methods.  
Many of the techniques reviewed in this chapter impose significant 
restrictions and assumptions, such as assuming that a 3D scene may be 
approximated by a series of planes [7-8,104,122,148-151], assuming that depth 
information is known [11,125-128] or restricting the super-resolution problem 
to essentially planar scenes addressed by traditional 2D techniques [11,100-
102,112,116,118,125,148]. A number of authors also bypass the difficulties of 
3D super-resolution by utilising advanced hardware such as mixed-resolution 
multi-view cameras [126-127,131-134], stereo cameras [12,111,113,120], 
depth cameras [4,5,126-130,154], compound cameras [6,148-152,183] and 
camera arrays [115,153].  
This review confirmed the need for research specifically related to multi-
view super-resolution, as discussed in Chapter 1. To date, the key contributions 
with regards to 3D super-resolution include the work of Mudenagudi et al. 
[2,3], Meilland and Comport [4,5], Knorr, Kunter and Sikora [124], Fanaswala 
[6], Yamaguchi et al. [7,104], Or, Yu et al. [12,113], Sei and Saito [122], 
Takahashi, Naemura et al. [148-151] and Sala [8]. However, there is still no 
general 3D super-resolution solution utilising uncalibrated standard digital 
images from a single moving camera which can synthesise spatially enhanced 
optimal or novel viewpoints, permit significantly varying perspectives of 3-
dimensional scenes and take advantage of the plethora of existing 2D super-
resolution techniques, enabling their application to 3D scenes. This thesis aims 
to address the current gap, specifically addressing the inherent difficulties of 
extending super-resolution enhancement to low-resolution images captured by 
a single standard camera from varying, unknown positions around a 3D scene.
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C H A P T E R  T H R E E  
3. Intelligent Frame Selection for Multi-frame Super-
Resolution 
3.1. Introduction 
This thesis focuses on multi-frame super-resolution techniques, which aim to 
improve image resolution by fusing information from multiple low-resolution 
images. Multi-frame super-resolution algorithms require several slightly 
different perspectives of the same scene, a non-integer pixel shift between 
images, such that each input view captures a marginally different 
representation of the scene. The subtle differences between images are then 
exploited to create an image that exceeds the spatial resolution of the input 
frames. 
Super-resolution algorithms generally require a large number of input 
frames in order to create an output image of acceptable visual quality. As 
processing time is often directly dependent on the size of the input dataset, 
super-resolution is a time-consuming image enhancement option, limiting its 
use in practical applications. This is particularly true when applying super-
resolution to 3-dimensional scenes. Just as traditional super-resolution methods 
require many slightly different images of the same scene, to achieve the best 
results in the 3D case many slightly different images, from several different 
viewpoints of a scene may be required. This has the potential to vastly increase 
the amount of data to be processed, consequently inflating the processing time 
needed to arrive at an acceptable super-resolution result. Hence, the pure 
magnitude of input image data and the associated processing time are 
significant barriers to the feasibility of performing super-resolution in 3-
dimensional scenes. 
In this chapter several methods of intelligently selecting a subset of images 
from a dataset of input frames are proposed for use with super-resolution 
techniques, reducing the amount of data to be analysed and consequently 
increasing time-efficiency. The challenge in such a frame selection algorithm is 
to significantly reduce the size of an input dataset and the associated super-
resolution processing time while maintaining or even improving image quality. 
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Aiming to increase image quality via the removal of input frames directly 
conflicts with the established theory in super-resolution that a greater number 
of image samples provide more information about a scene and therefore results 
in a better super-resolution estimate. 
Multi-frame super-resolution relies on multiple slightly different images; 
each input frame containing different information. However, as the frames are 
deliberately very similar, a large percentage of the data in each image is also 
redundant. Hence, it should be possible to remove a majority of the input data 
without affecting the quality of the super-resolved output. At the same time, it 
is the minor differences between frames that add value during super-resolution 
processing, refining the high-resolution estimate. Therefore, a frame selection 
algorithm must take care not to eliminate this important information. In this 
chapter generic frame selection algorithms are presented, which are designed 
for implementation with as many super-resolution techniques as possible. 
Hence, the proposed methods reduce the amount of input data by discarding 
complete frames rather than selecting a portion of the information contained in 
each input image. As a result, some useful information will be lost with each 
image that is eliminated. It is important that each frame selection algorithm 
chooses images carefully to limit the amount of valuable data lost. 
Instead of viewing frame selection as minimising the loss of valuable data, 
an alternative view is that frame selection provides an opportunity to maximise 
the removal of undesirable data from an input dataset. In any real world 
dataset, captured for example by a hand-held camera, each image will 
inherently display a different level of degradation due to distortion, motion 
blur, noise and other factors. Some images, such as those captured out of focus, 
will be significantly more degraded than others in a dataset. In a blind super-
resolution algorithm, which processes all available input images, such 
erroneous or poor quality images are detrimental to the quality of the output 
image. Intelligent frame selection is a means of removing unfavourable input 
images, preventing them from influencing the super-resolution result. A frame 
selection algorithm may be designed to remove the problematic frames that 
impair the super-resolution result, or inversely geared to select and retain the 
highest quality input frames; both techniques are presented in this chapter. 
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As highlighted above, the primary aim of the frame selection algorithms 
presented in this chapter is to significantly reduce super-resolution processing 
time, increasing the number of possible applications for the technology. Super-
resolution processing time is almost always directly related to the amount of 
input data. This depends in part on the image dimensions, but is primarily 
affected by the number of images in an input dataset. In order to have the 
greatest impact on processing times, the frame selection algorithms presented 
are therefore designed to significantly reduce the number of images to be 
analysed. To ensure a net time saving, the frame selection process must also be 
as fast as possible. Hence, every effort is made to simplify the presented frame 
selection techniques as much as possible, resulting in the greatest time savings. 
In Sections 3.3 to 3.6 four different frame selection methods are proposed. 
Section 3.3 presents a frame selection method which focuses on the removal of 
inferior input frames. In Section 3.4 a method of selecting pseudo uniformly-
spaced frames based on registration data is proposed; the method in Section 3.5 
selects the highest-quality frames from a dataset. While each of these methods 
perform perfectly well on their own, in Section 3.6 a hybrid frame selection 
algorithm is presented which combines the features of the three individual 
methods. As the technique selecting uniformly-spaced samples and the hybrid 
method both rely on registration data, all four frame selection algorithms were 
implemented between the image registration and super-resolution stages. In 
practice, if the methods based on removal of inferior frames and selection of 
highest-quality frames were employed separately, it would be more beneficial 
to execute frame selection first. This would most likely result in time savings 
during the registration phase also. 
While the techniques presented in this chapter are aimed at overcoming one 
of the hurdles to the application of super-resolution to 3-dimensional scenes, 
the algorithms devised are equally relevant and useful in the traditional 2D 
case. The four frame selection algorithms presented are also designed to be 
algorithm-independent and ideally could be employed with any existing super-
resolution technique. Hence, all frame selection experiments presented here are 
conducted using some of the best-performing algorithms from an earlier 
performance evaluation of multi-frame super-resolution algorithms [160]. 
Implementations of these techniques are all readily available in the MATLAB 
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platform commonly used by image processing researchers, and are explained in 
greater detail in Section 3.2. The experiments conducted in this chapter were 
also purposely implemented using four standard images so that all results may 
be easily reproduced.  
There are a small number of existing publications that explore the concept 
of frame selection with respect to super-resolution. Like the algorithms 
proposed in this chapter, some methods aim to decrease computational 
complexity and associated processing time, while a majority focus explicitly on 
trying to increase image quality. In [161], Prabhudesai, Bopardikar and Reddy 
propose a selection method for super-resolution based on perceptual quality 
metrics. Similar to the method presented in Section 3.3, their technique is also 
model-free and focuses on discarding frames that impair the super-resolution 
result. In this method, two different quality metrics are used to identify poor 
frames, measuring sharpness based on just noticeable blur as well as block-
edge compression artefacts. Metric values are computed for small non-
overlapping windows, then averaged across an entire low-resolution frame. 
The technique is also extended to reject smaller poor quality regions within 
individual low-resolution frames. Petrou et al. [162] present a frame selection 
method for the super-resolution of sub-images that chooses images according 
to their degree of blurring. The authors suggest that blurring is the artefact that 
predominantly affects the quality of super-resolved images and therefore base 
their frame selection algorithm on sparse edge-based blur evaluation. This 
method detects the strongest 100 edge pixels in an image, calculates the profile 
of each edge pixel along the direction of the gradient vector and then estimates 
the slope of each edge pixel. This information is used to determine the degree 
to which a given frame is blurred, based on the statistical distribution of edge 
pixel slopes, and a selection of frames displaying the least blur are retained to 
perform super-resolution. 
Petrou et al. [162] note that mis-registered frames may be identified and 
excluded from super-resolution by comparing each image with a reference 
frame and calculating the signal-to-noise ratio. A similar approach is taken by 
Xue et al. [163], who employ an adaptive frame selection technique to discard 
input images that are significantly displaced from other frames in a dataset, 
using optical flow to measure the motion between frames. Jillela and Ross 
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[164] take an almost identical view to Xue et al., concluding that large inter-
frame motion can lead to incorrect registration and artefacts in the super-
resolution result. Again the authors propose automatically disregarding 
substantially displaced frames based on optical flow measurements, this time 
applying super-resolution to face images for biometric recognition. 
Interestingly, Ahmad and Li [165] approach frame selection with an almost 
directly opposite view to [163-164], choosing instead to discard frames that do 
not display significant movement. They reason that minor displacement 
between frames indicates that they are extremely similar and do not contribute 
any additional information towards the super-resolution reconstruction. 
Another registration-based frame selection technique is presented by Chen, 
Kuo and Fuh in [166]. Here, the authors also suggest that it may be useful to 
not only select key frames for super-resolution but carefully formulate an 
improved initial guess as this can significantly influence the super-resolution 
result; a method using third order interpolation is proposed. The value of initial 
image selection is also explored by Shen et al. in [167].  
Chen, Qiu and Lam [168] share the aim of expediting the super-resolution 
process without sacrificing the quality of the result; though instead apply this 
thinking to learning-based super-resolution. Here the size of a patch database is 
reduced by selecting training samples based on image content, as opposed to 
selecting frames for a multi-frame technique from an input dataset. Goto et al. 
[169] also attempt to reduce the computational time associated with a learning 
based total variation regularisation super-resolution method by eliminating 
redundancy in the training image database. The authors reduce processing time 
by varying the patch size used, but actively reduce the number of patches by 
first applying a high pass filter, calculating the sum of differences between 
each patch and the remainder of the dictionary then deleting patches with an 
absolute sum below a given threshold, concluding that such data is redundant. 
Another approach to reducing processing time in example-based learning 
super-resolution is presented by Qinlan, Hong and Huimin [170], where input 
image patches are grouped into different classes. 
Finally, Karam, Sadaka, Ivanovski et al. present a number of publications 
including [171-173], that aim to reduce the computational complexity of super-
resolution algorithms while maintaining perceptual quality by reducing the 
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number of pixels that are processed rather than eliminating complete frames. 
Several different perceptual methods are proposed utilising the human visual 
system that select visually important regions based on the perceived visibility 
of local edges by estimating local contrast sensitivity. 
 
3.2. Super-resolution Algorithms 
The registration and super-resolution algorithms employed in this chapter to 
evaluate the four proposed frame selection algorithms are all readily available 
MATLAB implementations obtained from three super-resolution research 
packages [174-176].  
3.2.1. Image Registration 
Two of the three registration algorithms employed in this chapter are derived 
from Lucas-Kanade optical flow [177]. Optical flow registration is primarily 
concerned with analysing the flow or displacement of pixels across a sequence 
of images. The Lucas-Kanade method assumes that displacement between 
sequential frames is small and that neighbouring points display similar motion. 
The displacement of a given pixel is therefore estimated by finding the least-
squares solution to a series of optical flow equations over a local region of 
interest. Two different implementations of Lucas-Kanade optical flow are 
utilised in this chapter; one using a Gaussian Pyramid (GPLK) and the other a 
Generalised Stochastic version (GSLK). 
The third registration technique employed in this chapter is the well-known 
iterative method of Keren, Peleg and Brada [53], used to measure translation 
and rotation to sub-pixel accuracy. As mentioned in Section 2.2.2, in the field 
of super-resolution it is commonly assumed that inter-frame motion consists of 
a translation parallel to the image plane and rotation about the principal axis. 
The error between two images, ?̌? and ?̌?, after rotation and translation is 
expressed using Taylor expansions: 
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𝑒𝑟𝑟(𝑥, 𝑦, 𝜃) = ∑[?̌?(𝑖, 𝑗) + (𝑥 − 𝑗𝜃 −
𝑖𝜃2
2
)
𝛿?̌?
𝛿𝑖
 
+(𝑦 + 𝑖𝜃 −
𝑗𝜃2
2
)
𝛿?̌?
𝛿𝑗
− ?̌?(𝑖, 𝑗)]
2
, 
(3.1) 
where 𝑥 is a horizontal translation, 𝑦 a vertical translation and a rotation 𝜃. The 
error is minimised iteratively by first moving the second image ?̌? by the 
accumulated translation and rotation values using interpolation, then re-
estimating the difference between the two images. The implementation applied 
in this chapter (KPB), again applies a Gaussian pyramid for increased 
efficiency and robustness.  
3.2.2. Super-resolution 
This chapter employs two Bayesian super-resolution algorithms, which vary 
primarily in their use of prior probability distribution. The method presented by 
Babacan, Molina and Katsaggelos [178] utilises a quadratic approximation of 
the Total Variation (TV) prior, given by 
 
p(?̌?|𝛼) = 𝜔𝛼𝑒𝑓𝑝𝑖𝑥/2exp{−
𝛼
2
∑ [√(∆𝑚h (?̌?))
2
+ (∆𝑚v (?̌?))
2
]
𝑒𝑓𝑝𝑖𝑥
𝑚=1
}, (3.2) 
where ?̌? is the unknown high-resolution image, ∆𝑚
h (?̌?) and ∆𝑚
v (?̌?) are the 
horizontal and vertical first order differences at pixel 𝑚, 𝑒𝑓 the resolution 
enhancement factor, 𝑝𝑖𝑥 the number of pixels in the observed low-resolution 
images, 𝛼 a model parameter and 𝜔 is a constant. The TV prior is known to 
preserve image edge information, while imposing overall smoothness. The 
posterior distribution in this case is approximated by minimising the Kullback-
Leibler distance between the set of model parameters and the posterior. 
The second Bayesian method utilised in this chapter implements algorithm 
3.1 in [179] by Villena, which employs the following Simultaneous Auto-
Regressive (SAR) prior: 
 p(?̌?|𝛼) ∝ 𝛼𝑒𝑓𝑝𝑖𝑥 2⁄ exp {−
𝛼
2
‖𝛻?̌?‖
2
}, (3.3) 
where 𝛻 is the Laplacian operator.  
51 
This chapter also utilises the Projection Onto Convex Sets (POCS) 
algorithm, a popular set theoretic super-resolution method. The POCS 
technique limits the solution space for super-resolution reconstruction by 
intersecting a space containing possible high-resolution images with a series of 
constraint sets representing desirable image characteristics. Any high-
resolution estimate that lies within the intersection of the sets will be, by 
definition, consistent with the input data and meet all additional constraints and 
is therefore a feasible solution. 
The final super-resolution algorithm utilised in this chapter in an 
interpolation-based method. Interpolation techniques employed in multi-frame 
super-resolution fuse low-resolution frames to create a composite image of 
non-uniformly spaced samples. To improve image resolution, the irregular 
points are then interpolated and re-sampled on a regularly spaced high-
resolution lattice. Included in this chapter is an implementation of the structure-
adaptive Normalised Convolution (NC) method [56].  
 
3.3. Frame Selection via Removal of Inferior Frames 
In any naïve super-resolution algorithm which bases a high-resolution estimate 
on an entire input image dataset, it is clear that the visual quality of the 
resulting image will be dependent on the quality of the low-resolution input 
frames. Any noisy, blurred or otherwise degraded frames present in the 
collection of input images will have a negative influence on the quality of the 
super-resolved image. It follows that removing such inferior frames from the 
super-resolution process should improve the quality of the output image. Here 
a simple but effective means of identifying and eliminating problematic frames 
is presented. Rather than attempting to specifically measure levels of blur or 
noise, a more general approach is taken to estimate the overall quality of each 
low-resolution frame. Hence, images suffering from degradations such as 
aliasing, quantisation and compression artefacts are detected as well as noisy or 
blurred frames. Image quality assessment in the absence of a reference image 
for comparison is a complex problem. In the method presented here, a no-
reference algorithm based on natural scene statistics [180] is utilised. 
Experimentation revealed that this metric is well suited to identifying the worst 
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frames in an image dataset. As shown in Fig. 3.1, to eliminate undesirable 
images the proposed algorithm simply steps through all available frames and 
measures their suitability for inclusion in super-resolution via an assessment 
function employing the chosen no-reference metric. A high suitability value 
indicates a higher quality image that should be retained for super-resolution. 
Hence, all frames with a suitability value below a predetermined threshold are 
discarded from the dataset preventing them from impairing the super-resolution 
result. The number of frames eliminated in this process is entirely dependent 
on the chosen suitability threshold, 𝜏s; selecting a higher value means more 
frames will be rejected. Selecting a low suitability value is advised so that only 
substantially degraded images are discarded during this process.  
 
 
%Step through all input frames 
01.  for i=1:Input 
         %Measure image degradation 
02.      Suitability(i) = Assessment_Function(Frame(i)) 
03.      if Suitability(i) < 𝜏s 
04.          Discard Frame(i) 
05.      end 
06.  end 
 
Figure 3.1: Algorithm for removing inferior frames. 
 
While the method presented here does not focus on any specific type of 
image degradation, preliminary algorithms attempted to identify and eliminate 
detrimental frames based explicitly on the level of noise or blur, similar to 
[161-162]. However, these techniques proved less effective than employing a 
no-reference metric to quantify overall image quality. Similarly, the metric 
used could be easily substituted with any other method of no-reference quality 
assessment, including the anisotropic quality index utilised in Section 3.5 
However, once again experimentation showed the algorithm by Sheikh, Bovik 
and Cormack [180] to be the most suited to the task.  
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3.4. Selecting Uniformly-spaced Frames 
The following section presents a novel frame selection method based on the 
relative displacement of input images. While the authors in [163-164,166] 
suggest discarding substantially offset images, and Ahmad and Li [165] 
advocate removing frames with negligible shift, here selecting frames that are 
uniformly-spaced across the sample plane is instead proposed. In [163-164], 
significantly displaced frames are discarded under the premise that large 
motions lead to registration errors. It is agreed that removing mis-registered 
frames would most likely improve super-resolution quality; however in this 
chapter it is assumed that all images have been registered correctly. Instead it is 
suggested that frames significantly offset from the remainder of an input 
dataset provide a completely novel perspective of a scene compared to the 
other images and therefore offer valuable information to super-resolution 
enhancement. It is proposed that selecting images which are spaced as evenly 
as possible is an effective means of reducing the number of input frames while 
yielding the greatest variation in input views. Hence, this method captures the 
most useful information about a scene, leading to a higher quality output and 
reduced processing time. 
When comparing the performance of super-resolution utilising uniformly-
spaced frame selection to blind super-resolution, the displacement of each 
input frame is calculated relative to the image chosen as the initial guess, often 
the first frame in a sequence. Otherwise the algorithm begins by calculating the 
median offset in the x and y-directions, 𝑥med and 𝑦med respectively, as well as 
the median rotation, 𝜃med, of the low-resolution input frames. The ‘distance’ 
between a given frame and the median offset, 𝑑𝑖, is then calculated as the ℓ
2 
norm: 
 𝑑𝑖 = √|𝑥med − 𝑥𝑖|2 + |𝑦med − 𝑦𝑖|2 + |𝜃med − 𝜃𝑖|2. (3.4) 
Input frames are then sorted in ascending order based on their associated 
ℓ2distance. There are a number of different ways in which samples could be 
selected ‘regularly’ amongst this ordered dataset. For example, adaptive 
sampling could be applied to select frames based on how densely frames are 
grouped at various ℓ2 distances; a more straightforward approach would be to 
simply select every second or third frame from the ordered list, depending on 
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the number of frames desired. Experiments with the latter approach revealed a 
tendency for images to be clustered at certain ℓ2 distances; hence neither 
approach will ensure uniform spacing across the sample plane. 
 
 
     %Set start of first interval to minimum distance 
01.  Interval(1) = 𝔻(1) 
02.  k = 2 
03.  Flag = false 
     %Continue until desired number of frames reached 
04.  for j=2:des 
05.      if Flag == false 
             %Propose interval endpoint at least one increment  
             away 
06.          Proposed_Interval = Interval(j-1) + inc 
             %Search for closest frame beyond proposed distance 
07.          while 𝔻(k) < Proposed_Interval 
08.              k = k + 1 
                 %Detect when unassigned intervals equals number  
                 of frames left 
09.              if (Remaining-k) == (des-j) 
10.                  Flag = true 
11.                  break 
12.              end 
13.          end 
14.          Interval(j) = 𝔻(k) 
15.          k = k + 1 
16.      else 
             %After flag set, remaining frames allocated to  
             unassigned intervals 
17.          Interval(j) = 𝔻(k) 
18.          k = k + 1 
19.      end 
20.  end 
 
Figure 3.2: Algorithm for selecting pseudo uniformly-spaced frames. 
 
In pursuit of more evenly distributed frames the algorithm in Fig. 3.2 is 
proposed. First the range of ℓ2 distances is divided evenly based on the number 
of desired low-resolution frames. This results in an increment reflecting the 
ideal image displacement, given by  
 
𝑖𝑛𝑐 =
max𝔻 − min𝔻
𝑑𝑒𝑠 − 1
, (3.5) 
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where 𝔻 is the set of ℓ2 distances sorted in ascending order and 𝑑𝑒𝑠 is the 
number of frames to be selected. To maximise the total time savings, by default 
𝑑𝑒𝑠 = ⌊
𝑛
2
⌉ is chosen, where 𝑛 is the number of input frames. Given the ideal 
increment, a straightforward method of selecting consistently spaced frames 
would be to step through the range of ℓ2 distances and at each increment locate 
the input frame with an ℓ2 distance closest to the desired value. The problem 
with this approach is that depending on the distribution of the input images 
some regions of the ℓ2 distance scale may be particularly sparse, hence 
sampling the range evenly may lead to the case where multiple samples point 
to the same input image. 
The algorithm presented in Fig. 3.2 outlines a solution to the above problem 
which calculates pseudo-evenly spaced sample intervals. In order to utilise the 
complete range of ℓ2 distances, the first interval is selected as the first element 
in 𝔻, i.e. the minimum ℓ2 distance in the set. The ideal increment is then added 
to this distance to give a proposed distance for the next interval. To ensure 
adequate spacing between frames, the algorithm then steps through the ordered 
list 𝔻 until the next frame with an ℓ2 distance greater than the proposed 
interval is located and selected as the next interval. This process continues until 
the number of unassigned intervals and number of frames remaining in the 
ordered list are equal. At this point, to ensure that the algorithm selects the 
desired number of images, all remaining frames must be selected, regardless of 
their spacing. Hence, in most cases this algorithm favours frames with large 
displacements. While this method uses an ideal interval in search of 
consistently spaced frames, the selected frames are in fact pseudo uniformly-
spaced, bearing in mind that without carefully controlling image capture it 
would be almost impossible to achieve truly uniformly-spaced frames. 
Experimentation has shown however, that approximately equally spaced 
frames still yield improved results compared to blind super-resolution. Rather 
than measuring relative frame displacement based on the ℓ2 norm of 
registration parameters, this technique could be extended to select regularly 
spaced samples based on both horizontal and vertical offsets. Experiments 
were also conducted using optimisation techniques to select optimally spaced 
frames. However, such extensions had little impact on the quality of the super-
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resolution results compared to the presented pseudo uniformly-spaced solution. 
Therefore, it was concluded that these methods were not worth exploring 
further due to the extra processing time that they require. 
 
3.5. Selecting Highest-quality Frames 
In this section a method for the intelligent selection of input frames from an 
available image sequence based on perceived image quality is presented. This 
algorithm takes the inverse approach to the technique in Section 3.3, this time 
reducing the amount of image data to be processed by selecting only the 
highest quality frames. As shown in Fig. 3.3, this method simply steps through 
all available frames and measures the quality of each using a no-reference 
quality function. The resulting vector of quality scores, 𝒒, is then sorted in 
descending order to give the ordered list, ℚ. The desired number of input 
frames can then be selected from ℚ; as in Section 3.4 by default the top ⌊
𝑛
2
⌉ 
frames are chosen. 
 
 
     %Step through all remaining frames 
01.  for l=1:Remaining 
         %Measure image quality 
02.      q(l) = Quality_Function(Frame(l)) 
03.  end 
 
Figure 3.3: Algorithm for selecting high quality frames. 
 
Potentially any no-reference quality metric could be used to measure image 
quality in this method; based on an image histogram, sharpness, entropy, 
dynamic range, contrast, blur, noise or any other suitable property. After 
extensive experimentation with a range of measures the anisotropic quality 
index proposed by Gabarda and Cristóbal [181] was chosen, with 𝑠 = 6 
directions and a window size of 𝑠𝑧 = 8 pixels. It may seem unusual to utilise 
two different metrics when removing inferior frames and selecting the highest 
quality frames, however the method of Sheikh, Bovik and Cormack [180] was 
found to perform well when isolating poor images, while the anisotropic 
quality index achieved better results when grading image quality. In addition to 
experimenting with various quality measures, several variations to the 
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algorithm in Fig. 3.3 were also evaluated. Similar to the algorithm presented in 
Section 3.4, several methods were established in which the quality range was 
sampled evenly in order to select images with a range of quality scores, 
potentially reflecting variation in the images and therefore useful information 
for super-resolution. However, it was determined that simply selecting the top-
quality frames was the most effective means of reducing computational 
complexity without sacrificing the quality of the super-resolution result. 
In addition to developing algorithms based on image quality and 
registration information, concepts such as shared information and reference 
image selection were also explored. A range of mutual information techniques, 
full reference metrics such as peak signal-to-noise ratio and structural 
similarity index and even simple difference images were all investigated as 
potential approaches to quantifying the information shared between two low-
resolution frames. In an attempt to reduce the amount of redundant information 
in an input dataset, algorithms were designed to evaluate shared information 
and discard exceptionally similar frames, thus retaining only the most useful 
information for super-resolution. Unfortunately, this approach has proved 
unsuccessful to date. As discussed in [166-167], carefully selecting an 
appropriate reference frame or initial guess may also have an impact on the 
quality of the super-resolution result. When selecting input frames based on 
perceived quality or registration data as presented in this chapter, it follows that 
the single best input frame must also be known, whether that be a centrally 
positioned frame or the image with the maximum quality rating. Hence, it 
would appear that selecting the best available frame as the reference image 
should increase the quality of the super-resolution output, perhaps even without 
additional frame selection. However, experiments with the algorithms 
described in Section 3.2 showed little to no quality improvement when 
selecting the ideal reference image. Nevertheless this approach may prove 
more successful if it were implemented with super-resolution techniques that 
depend more heavily on initial frame selection. 
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3.6. Hybrid Frame Selection 
The frame selection algorithms presented in the preceding sections demonstrate 
three separate approaches to reducing the computational complexity of multi-
frame super-resolution based on different attributes of the input images. Here a 
fourth and final technique is outlined, which combines the features of the 
individual methods into an all-encompassing frame selection algorithm. This 
technique begins by discarding substandard frames, using the method described 
in Section 3.3. Such frames are considered to be outlying data in super-
resolution estimation and as such there is no reason to waste valuable time 
processing these images when their influence will only degrade the quality of 
the super-resolved output. 
The second stage in this composite frame selection algorithm is to take the 
remaining frames and establish pseudo-uniformly spaced intervals based on the 
approach presented in Section 3.4. The difference in this case being that rather 
than actually selecting a frame at each interval, only the associated ℓ2 distance 
is recorded to define the intervals. As frames are not actually selected in this 
stage, it would be quicker to establish intervals by simply dividing the range of 
ℓ2 distances evenly by the ideal increment. However, the method described in 
Section 3.4 ensures that there is at least one input frame located within each 
interval. This is important if the frame selection function is to return the desired 
number of images, which in this case is half of the input dataset, as it was for 
the earlier methods. The only situation in which the hybrid frame selection 
algorithm is permitted to return a different number of frames is the unlikely 
case where the number of inferior frames eliminated in the first stage exceeds 
half of the input dataset. In this circumstance no further frame selection is 
required and the function returns the remaining frames. 
The third step in this multi-stage technique is to estimate the quality of the 
remaining frames using the algorithm from Fig. 3.3. Then the final stage is to 
combine interval and quality information to intelligently select the frames that 
contain the most useful information, as outlined in Fig. 3.4. While intervals 
were employed in Section 3.4 to identify ideally-spaced frames, here they are 
used to define search regions along the continuum of ℓ2 distances. Starting 
with the first interval, the algorithm steps through all candidate frames located 
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within the range and checks the estimated quality of each image to find the 
highest quality frame within the region. This process is continued for each 
region until the top-quality frame in each interval is selected, thus ensuring that 
the images chosen display high visual quality and are also distributed across 
the sample plane. 
 
 
01.  n = 1 
02.  for m=1:(des-1) 
         %Step through all frames positioned within each interval 
03.      while Interval(m) ≤ 𝔻(n) < Interval(m+1) 
04.          Candidate = q(n) 
             %Select the highest quality frame 
05.          if Candidate > Highest_Quality(m) 
06.              Highest_Quality(m) = Candidate 
07.              Selected_Frames(m) = n 
08.          end 
09.          n = n + 1 
10.      end 
11.  end 
12.  Highest_Quality(des) = q(n) 
13.  Selected_Frames(des) = n 
 
Figure 3.4: Algorithm for hybrid frame selection. 
 
Apart from the algorithm described in Fig. 3.4, there are a number of 
different ways registration and no-reference quality information could be 
combined in frame selection. Such approaches may include: ranking image 
importance based on quality as well as the number of ‘nearby’ frames or the 
distance to the closest frame, weighting a frame’s ℓ2 distance by its associated 
quality value or vice versa, or even establishing a cost function which 
minimises the median spacing between images and maximises the total quality 
of the selected frames. All of these methods have been explored in depth, yet 
none have proven to be as effective as the more straightforward concept in Fig. 
3.4.  
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3.7. Methodology 
In order to appraise the performance of the proposed frame selection 
techniques under likely image conditions, each algorithm is practically 
evaluated using a range of input datasets created from the four common 
256×256 pixel reference images shown in Fig 3.5. Synthetic datasets have been 
used during experimentation instead of real images so that meaningful quality 
metric results can be calculated using the reference images. The input datasets 
created are designed to artificially mimic the image capture process and to 
evaluate the response of the presented frame selection algorithms to known 
super-resolution problem areas such as quantisation, aliasing, motion blur and 
noise. Starting with a reference image from Fig. 3.5, a symmetric 10×10 
Gaussian low-pass filter with standard deviation 𝜎 is first applied to simulate 
blurring effects. The magnitude of 𝜎 is limited to one of the four values listed 
in Table 3.1, and is assigned depending on a noise/blur factor 𝑛𝑏𝑓. As 
indicated in Table 3.1, the dataset creation algorithm employed is formulated 
such that when 𝑛𝑏𝑓 = 1 there is a 2.5% chance that a given frame will be 
assigned a 𝜎 value of ten, a 5% chance that 𝜎 = 5, and so on. A greater 𝑛𝑏𝑓 
factor implies that a dataset should have a greater proportion of frames with 
higher levels of blur and noise.  
 
    
    (a)               (b)           (c)       (d) 
Figure 3.5: Reference images (a) Bird (b) Cameraman (c) Lena (d) Mandrill. 
 
After blurring, the resulting image is down-sampled by a factor 𝑑𝑓 and 
noise is added to achieve a desired Signal-to-Noise Ratio (SNR). Like 𝜎, the 
SNR values in Table 3.1 are assigned depending on the 𝑛𝑏𝑓 factor. However, 
𝜎 and SNR are assigned independently, hence a frame with a 𝜎 value of ten 
may not necessarily be allocated a SNR level of 5dB. To allow comparisons 
throughout this chapter, once assigned the same set of 𝜎 and SNR values are 
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used for datasets created from each of the reference images. The above process 
is repeated 𝑛 times, and the set of blurred, downsampled and noisy images, is 
offset by a factor 𝑜𝑓𝑓. An offset factor of two for example, represents each of 
the low-resolution images being translated by a different but known amount 
within the range ±2 pixels horizontally, ±2 pixels vertically then rotated by ±2 
degrees. The offset applied to each of the 𝑛 frames in a dataset is random; 
however like 𝜎 and SNR values, the same 𝑛 offsets are used for datasets 
created from each of the reference images to allow comparisons.  
 
Table 3.1: Possible SNR and 𝜎 values, and their respective probabilities 
associated with 𝑛𝑏𝑓 factors. 
SNR(dB) σ nbf = 1 nbf = 2 
5 10 0.025 0.050 
15 5 0.050 0.100 
20 1 0.150 0.300 
30 0.5 0.775 0.550 
 
    
    (a)              (b)          (c)      (d) 
    
    (e)               (f)          (g)      (h) 
(a) nbf = 1 (SNR = 30, σ = 0.5), df = 2, off = 2 (b) nbf = 1 (SNR = 30, σ = 0.5), df = 2, off = 4  
(c) nbf = 1 (SNR = 30, σ = 1), df = 4, off = 2 (d) nbf = 1 (SNR = 30, σ = 0.5), df = 4, off = 4  
(e) nbf = 2 (SNR = 15, σ = 0.5), df = 2, off = 2 (f) nbf = 2 (SNR = 20, σ = 1), df = 2, off = 4  
(g) nbf = 2 (SNR = 30, σ = 5), df = 4, off = 2 (h) nbf = 2 (SNR = 20, σ = 0.5), df = 4, off = 4 
Figure 3.6: Input frames created from the Lena image. 
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To examine how the number of low-resolution frames can affect the impact 
frame selection has on the super-resolution result, experiments were conducted 
with four different database sizes where 𝑛 ∈ {8,16,32,64}. Frame offset factors 
were chosen to assess a range of displacement magnitudes, 𝑜𝑓𝑓 ∈ {1,23,4}, 
and to ensure that the super-resolved image has the same dimensions as the 
reference frame, the resolution enhancement factor 𝑒𝑓 = 𝑑𝑓 where 𝑑𝑓 ∈ {2,4}. 
As indicated in Table 3.1, the noise/blur factor was restricted to just two levels, 
where 𝑛𝑏𝑓 ∈ {1,2}. Fig. 3.6 shows example input images created with varying 
noise, blur, synthetic down sampling factors and levels of translation and 
rotation.  
As the proposed frame selection methods are designed to be algorithm-
independent the response of each technique to a range of super-resolution 
implementations is also evaluated. Four of the best performing algorithms from 
an earlier practical comparison of super-resolution techniques [160] are 
selected, as described in Section 3.2. This includes two Bayesian super-
resolution methods, based on the Simultaneous Auto-Regressive (SAR) and 
Total Variation (TV) prior, combined with Generalised Stochastic Lucas-
Kanade optical flow registration (GSLK), structure-adaptive Normalised 
Convolution (NC) in conjunction with registration by Keren, Peleg and Brada 
(KPB) and a Projection Onto Convex Sets (POCS) algorithm employing 
Lucas-Kanade registration that utilises a Gaussian Pyramid (GPLK). 
The selected experimental methodology involved trialling the proposed 
frame selection algorithms with every possible combination of the four 
reference images, two noise/blur factors, two resolution enhancement factors, 
four offset factors, four database sizes and four super-resolution techniques. 
For each of the experiments conducted, the registration, frame selection and 
super-resolution execution times were recorded. The quality of the resulting 
output image was also measured using the reference images and full-reference 
metrics and all super-resolved output images were saved for future reference. 
All experiments were conducted on an Intel Xeon E5540 CPU @ 2.53 GHz 
with 8GB RAM. 
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3.8. Experimental Results and Analysis 
3.8.1. Comparison of Proposed Frame Selection Algorithms 
The following section compares the performance of frame selection via 
Removal of Inferior frames (RI), selecting Uniformly-Spaced frames (US), 
selecting Highest-Quality frames (HQ) and hybrid Frame Selection (FS) to 
Blind Super-Resolution (BSR) across a range of different conditions. To 
improve readability, throughout this section only the response of each 
algorithm when combined with structure-adaptive Normalised Convolution 
(NC) in conjunction with registration by Keren, Peleg and Brada (KPB) is 
plotted, all other parameters are varied as outlined in Section 3.7. As 
highlighted previously, during experimentation all algorithms were instructed 
to select ⌊
𝑛
2
⌉ frames from a given group of images. For example, given a dataset 
of eight frames, four will be eliminated during frame selection and super-
resolution will be performed on the remaining four images. Again, it must be 
noted that when removing inferior frames it is not possible to control the 
number of output frames, as this is based on a threshold value. Hence, the 
super-resolution values plotted for the RI algorithm may have been calculated 
using a different number of images to the other techniques. 
There are a number of different full reference image quality metrics that 
could have been used in this chapter to evaluate the impact frame selection has 
on super-resolution image quality. As discussed in [160], metrics such as the 
Universal Quality Index (UQI), Structural SIMilarity (SSIM) index and an 
extension of SSIM known as the Multi-Scale Structural SIMilarity index (MS-
SSIM), which calculates structural similarity over multiple image resolutions, 
are all well suited to evaluating super-resolution results. However, despite 
UQI, SSIM and MS-SSIM all producing far more flattering results for the 
proposed frame selection algorithms, in this chapter an efficient multi-scale 
Pixel domain implementation of the Visual Information Fidelity criterion [182] 
known as VIFP is selected to measure image quality, as this was identified as 
the image quality metric most suited to the appraisal of super-resolved images 
in [160]. Consequently VIFP is employed as the full-reference quality metric of 
choice throughout this thesis, though UQI, MS-SSIM and SSIM results are also 
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included where practical to enable easy comparison with a wider body of 
research. 
Firstly, Fig. 3.7 depicts the performance of each frame selection technique 
over a number of different database sizes. As may be expected, the average 
quality associated with blind super-resolution increases as the number of 
frames available to the algorithm increases, stabilising and approaching a 
quality limit beyond 𝑛 = 32. It is clear that frame selection via the removal of 
inferior frames results in significant quality gains over the blind technique; 
however the magnitude of the gain decreases as more frames are added. Due to 
the design of the RI technique, it selected more input frames than the other 
methods in almost all cases, which may explain the improved quality 
performance. However, as shown in Fig. 3.12, retaining a greater number of 
frames also results in greater processing times for the RI algorithm compared 
to other methods. Fig. 3.7 shows that in general the uniformly-spaced 
technique results in a slight decrease in quality compared to blind super-
resolution, with the notable exception at 𝑛 = 8. Selecting the highest-quality 
frames brings improved performance in all cases, including substantial gains 
for eight images, though the level of improvement is much less for larger 
database sizes. 
 
 
Figure 3.7: Mean VIFP (64 experiments) across varying database size. 
 
0.11
0.12
0.13
0.14
0.15
8 16 32 64
Im
ag
e 
q
u
al
it
y
 (
V
IF
P
)
Database size (n)
BSR
RI
US
HQ
FS
 
6
5
 
 
 
     
           (a)    (b)              (c)          (d)       (e) 
     
           (f)    (g)              (h)          (i)       (j) 
 (a) SR = BSR, n = 8, VIFP = 0.216342 (b) SR = RI, n = 8, VIFP = 0.265948 (c) SR = US, n = 8, VIFP = 0.262375 (d) SR = HQ, n = 8, VIFP = 0.268050 (e) SR = FS, n = 8, VIFP = 0.273382  
(f) SR = BSR, n = 64, VIFP = 0.248394 (g) SR = RI, n = 64, VIFP = 0.267581 (h) SR = US, n = 64, VIFP = 0.257783 (i) SR = HQ, n = 64, VIFP = 0.267504 (j) SR = FS, n = 64, VIFP = 0.267581 
Figure 3.8: Super-resolution output resulting from varying 𝑛, where 𝑛𝑏𝑓 = 1, 𝑒𝑓 = 2, 𝑜𝑓𝑓 = 4. 
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Finally, it can be seen from Fig. 3.7 that hybrid frame selection performs 
almost as well as inferior frame removal, but as Fig. 3.12 highlights, does so in 
significantly less processing time. Again the quality gain compared to blind 
super-resolution decreases as the number of frames increases, but this is to be 
expected, as in a smaller dataset the strategic removal of even a single frame 
can influence resultant image quality significantly. Fig. 3.8 presents some 
representative results using the Lena reference image for database sizes of 
eight and 64 images, even to the naked eye quality gains are evident, 
particularly for 𝑛 = 8. 
In Fig. 3.9 it can be seen that image quality results for blind super-
resolution decrease when there is a greater offset between frames, which is 
more likely to lead to registration errors. Again, there is a noticeable quality 
improvement between blind NC super-resolution and frame selection via the 
removal of inferior frames, the magnitude of which also increases as the offset 
factor increases. Quality results for selection based on uniformly-spaced frames 
hover around the blind technique with a noticeable dip at 𝑜𝑓𝑓 = 3. This feature 
is also evident in the HQ algorithm, which otherwise exceeds the mean quality 
of blind super-resolution. As was the case for a varying database size, with a 
changing offset factor the multi-stage frame selection technique follows the 
quality results of inferior frame removal, with the exception of a significant 
drop in image quality at 𝑜𝑓𝑓 = 4. Fig. 3.10 shows the affect that changing the 
offset factor between one and four has on the quality of results using the 
Cameraman image. 
 
 
Figure 3.9: Mean VIFP (64 experiments) with varying offset factors. 
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          (a)    (b)              (c)          (d)       (e) 
     
          (f)    (g)              (h)          (i)       (j) 
(a) SR = BSR, off = 1, VIFP = 0.151093 (b) SR = RI, off = 1, VIFP = 0.161023 (c) SR = US, off = 1, VIFP = 0.157179 (d) SR = HQ, off = 1, VIFP = 0.150467 (e) SR = FS, off = 1, VIFP = 0.163433  
(f) SR = BSR, off = 4, VIFP = 0.124492 (g) SR = RI, off = 4, VIFP = 0.133018 (h) SR = US, off = 4, VIFP = 0.128844 (i) SR = HQ, off = 4, VIFP = 0.128837 (j) SR = FS, off = 4, VIFP = 0.124044 
Figure 3.10: Super-resolution output due to varying 𝑜𝑓𝑓, where 𝑛𝑏𝑓 = 2, 𝑒𝑓 = 2, 𝑛 = 64. 
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The primary aim of the frame selection algorithms presented in this chapter 
is to significantly reduce super-resolution processing time and Fig. 3.11 clearly 
highlights the time savings that can be achieved by processing fewer 
strategically selected frames. As one would expect, the blind super-resolution 
technique displays the largest execution times which increase almost linearly 
with database size; increases appear strongly exponential in Fig. 3.11 due to the 
logarithmic scale used. As the RI algorithm retains a greater number of images 
to be processed during super-resolution compared to the other proposed frame 
selection techniques, its processing times are the second highest. It can be seen 
that all remaining frame selection techniques display approximately the same 
processing times, with an initial database of 64 frames this equals around 30% 
of the blind processing time. It is important to note that time savings are 
achieved purely by selecting and processing fewer frames, no changes were 
made to the structure-adaptive normalised convolution algorithm. 
 
 
Figure 3.11: Mean super-resolution time (64 experiments) owing to varying 
database size. 
 
Finally, Fig. 3.12 provides the ultimate comparison of the proposed frame 
selection algorithms; output image quality versus super-resolution execution 
time. Here the four points plotted for each technique represent the four 
database sizes employed during experimentation. It can be seen that for all five 
techniques, super-resolution processing time increases as image quality 
approaches the maximum achievable. Selecting uniformly-spaced frames 
results in significant time savings compared to blind super-resolution; however 
in general image quality is also reduced. The frontier produced by selecting the 
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highest-quality frames makes another significant step in the desired direction, 
again reducing processing time, but in this instance quality is also improved 
compared to the blind technique. Frame selection via the removal of inferior 
frames returns the highest quality results on average, and shows a reduction in 
processing time compared to blind super-resolution. However, the time savings 
are not as substantial as the other techniques proposed. It is concluded that 
hybrid frame selection gives the best results overall. Though partially obscured 
by the logarithmic scale, this technique results in a win-win situation of 
significant time savings combined with substantial quality gains, compared to 
blind super-resolution.  
 
 
Figure 3.12: Comparison of mean VIFP (64 experiments) and super-resolution 
time. 
 
Across all results presented in this section, it appears that selecting 
uniformly-spaced samples is actually detrimental to image quality in most 
cases, compared to the blind super-resolution technique. It may then be 
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with NC super-resolution does not necessarily represent the response of this 
algorithm when combined with other super-resolution techniques. For example, 
during experiments with SAR super-resolution, selecting uniformly-spaced 
frames actually produced the best results whereas selecting the highest-quality 
frames resulted in mean VIFP measurements below blind super-resolution in a 
majority of cases. Hence, combining different methods in a multi-stage frame 
selection algorithm leads to more robust performance across a wide range of 
scenarios. 
Overall, the results presented in this section show that under an array of 
different conditions, all three independent frame selection techniques as well as 
the composite method significantly reduce processing time whilst preserving 
visual quality; in most cases significantly improving it. There are a few minor 
exceptions, but in general all methods follow a consistent trend. As the results 
in this section examine only the NC super-resolution algorithm, the following 
section presents a more thorough analysis of the hybrid frame selection 
technique across multiple super-resolution algorithms. 
3.8.2. Detailed Analysis of Hybrid Frame Selection  
Now that each of the components of the hybrid frame selection technique are 
well understood, a thorough analysis of the composite method is presented. 
Starting with Fig. 3.13, it is seen that super-resolution image quality is 
significantly affected by the reference image employed, a result consistent with 
the analysis in [160]. On average, the Bird and Lena reference images were 
able to be restored to a much higher quality from low-resolution frames than 
the other references, especially the Mandrill image. All methods generally 
reacted similarly to the Mandrill and Cameraman images, with the Bird and 
Lena images invoking a slightly more varied response from some algorithms; 
the POCS super-resolution method performed noticeably better for Bird image 
while the NC algorithm was comparatively worse. More importantly, the 
results of hybrid frame selection combined with each super-resolution method 
follow the response of the corresponding blind techniques. Frame selection 
results with both SAR and TV super-resolution follow their respective naïve 
versions very closely, showing a marginal decrease in average quality for the 
Mandrill and Lena images. Normalised convolution with frame selection 
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consistently outperforms its blind equivalent, as does POCS-FS, the gains in 
the latter case are significantly magnified for the Bird and Lena images. Fig. 
3.14 depicts representative output for the Mandrill and Bird images when using 
SAR and NC super-resolution. 
 
 
Figure 3.13: Mean VIFP (64 experiments) across four different reference 
images. 
 
    
     (a)              (b)          (c)     (d) 
    
     (e)               (f)          (g)     (h) 
(a) SR = SAR, VIFP = 0.150728 (b) SR = SAR-FS, VIFP = 0.146535 (c) SR = NC, VIFP = 0.134657  
(d) SR = NC-FS, VIFP = 0.136210 (e) SR = SAR, VIFP = 0.317587 (f) SR = SAR-FS, VIFP = 0.316541  
(g) SR = NC, VIFP = 0.239284 (h) SR = NC-FS, VIFP = 0.262177 
Figure 3.14: Super-resolution results for different reference images, where 
𝑛𝑏𝑓= 1, 𝑒𝑓 = 2, 𝑜𝑓𝑓 = 1, 𝑛 = 64. 
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Figure 3.15 highlights the affect a varying database size has on the quality 
of the super-resolution result. It would typically be expected that a greater 
number of input frames is desirable, as this provides a super-resolution 
algorithm with more samples from which to refine a high-resolution image 
estimate. This is generally the case for the SAR, NC and TV methods, the only 
exception being the SAR algorithm showing a slight decrease in quality 
between 32 and 64 images. The POCS super-resolution algorithm appears to 
maintain a relatively consistent level of quality across all database sizes, 
however the mean VIFP actually decreases slightly as the number of input 
images is increased.  
 
 
Figure 3.15: Mean VIFP (64 experiments) with varying database size. 
 
It can be seen from Fig. 3.15 that hybrid frame selection combined with 
both NC and POCS super-resolution results in considerable quality 
improvement over the equivalent blind techniques, for all database sizes. 
Employing frame selection with the TV method shows a slight quality gain for 
𝑛 = 8. Similarly, there is a minor gain for SAR-FS at 64 images, though in 
general both SAR-FS and TV-FS show slight decrease in quality compared to 
blind techniques. However, considering that hybrid frame selection is 
removing 50% of the input frames, comparisons should also be drawn between 
frame selection and corresponding blind techniques at 
𝑛
2
. For example, while 
SAR-FS performs worse than naïve SAR at 𝑛 = 16, as SAR-FS is actually 
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strategically selected frames can result in significant quality improvement. Fig. 
3.16 visually depicts the quality results plotted in Fig. 3.15; the top row 
showing the Cameraman image where 𝑛 = 8 while the bottom row shows the 
impact when 𝑛 is increased to 64. 
 
    
     (a)              (b)          (c)     (d) 
    
     (e)               (f)          (g)     (h) 
(a) SR = SAR, n = 8, VIFP = 0.155991 (b) SR = SAR-FS, n = 8, VIFP = 0.151430  
(c) SR = NC, n = 8, VIFP = 0.125838 (d) SR = NC-FS, n = 8, VIFP = 0.148299  
(e) SR = SAR, n = 64, VIFP = 0.175535 (f) SR = SAR-FS, n = 64, VIFP = 0.174645  
(g) SR = NC, n = 64, VIFP = 0.144985 (h) SR = NC-FS, n = 64, VIFP = 0.147882 
Figure 3.16: Super-resolution results when varying 𝑛, where 𝑛𝑏𝑓 = 1, 𝑒𝑓 = 2, 
𝑜𝑓𝑓 = 2. 
 
As expected, Fig. 3.17 shows that the quality of output images from all 
blind super-resolution techniques decrease as the offset factor is increased. 
This is most likely due to more frequent registration errors induced by the 
greater offset between frames. As in earlier results considering different 
reference images and varying database sizes, NC-FS and POCS-FS both show 
considerable quality improvement over blind techniques across all offset 
factors. The magnitude of the improvement observed in both super-resolution 
methods remains relatively constant apart from a slight peak in the blind POCS 
technique at 𝑜𝑓𝑓 = 3. Comparatively, hybrid frame selection employed with 
the SAR and TV methods follow their respective naïve algorithms very closely, 
resulting in very minor quality losses across all offset factors tested. 
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Figure 3.17: Mean VIFP (64 experiments) through varying offset factors. 
 
    
    (a)               (b)          (c)      (d) 
    
    (e)                (f)          (g)      (h) 
(a) SR = SAR, off = 1, VIFP = 0.192955 (b) SR = SAR-FS, off = 1, VIFP = 0.192093 
(c) SR = NC, off = 1, VIFP = 0.127103 (d) SR = NC-FS, off = 1, VIFP = 0.134825 
(e) SR = SAR, off = 4, VIFP = 0.068629 (f) SR = SAR-FS, off = 4, VIFP = 0.068381 
(g) SR = NC, off = 4, VIFP = 0.112676 (h) SR = NC-FS, off = 4, VIFP = 0.119741 
Figure 3.18: Super-resolution results across varying 𝑜𝑓𝑓, where 𝑛𝑏𝑓 = 2, 
𝑒𝑓=2, 𝑛 = 64. 
 
Throughout this section, the impact of each variable on frame selection 
performance and super-resolved image quality has been examined in detail and 
the choice of reference image and 𝑛𝑏𝑓 factor, discussed below, appear to 
exhibit considerable influence over quality results. However, no single 
parameter has as great an impact on image quality as the resolution 
enhancement factor.  
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Figure 3.19: Mean VIFP (128 experiments) due to varying 𝑒𝑓. 
 
    
    (a)               (b)          (c)      (d) 
    
    (e)               (f)          (g)      (h) 
(a) SR = SAR, ef = 2, VIFP = 0.275309 (b) SR = SAR-FS, ef = 2, VIFP = 0.259102 
(c) SR = NC, ef = 2, VIFP = 0.222640 (d) SR = NC-FS, ef = 2, VIFP = 0.243953 
(e) SR = SAR, ef = 4, VIFP = 0.144045 (f) SR = SAR-FS, ef = 4, VIFP = 0.137524 
(g) SR = NC, ef = 4, VIFP = 0.118888 (h) SR = NC-FS, ef = 4, VIFP = 0.134247 
Figure 3.20: Super-resolution results with varying 𝑒𝑓, where 𝑛𝑏𝑓 = 1, 𝑜𝑓𝑓 = 1, 
𝑛 = 8. 
 
Fig. 3.19 clearly shows the adverse effects of increasing the resolution 
enhancement factor 𝑒𝑓 from two to four, reducing image quality by 
approximately half across all four super-resolution algorithms, the POCS 
algorithm affected to a slightly lesser extent than the others. A loss of quality is 
to be expected however, as the super-resolution algorithms essentially have to 
estimate a high-resolution image from fewer noisy samples. More importantly 
in the context of this chapter, it is seen that both NC-FS and POCS-FS 
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maintain quality gains over the equivalent blind algorithms, while SAR-FS and 
TV-FS follow the naïve algorithms much more closely, displaying only 
marginal quality deficits for both enhancement factors. The impact of 𝑒𝑓 on 
image quality is shown in Fig. 3.20, the top row showing 𝑒𝑓 = 2 and the 
bottom 𝑒𝑓 = 4. The quality gains achieved when using frame selection with 
NC super-resolution are clearly observed in Fig. 3.20(d) and (h). 
 
 
Figure 3.21: Mean VIFP (128 experiments) as a result of varying 𝑛𝑏𝑓 factor. 
 
Figure 3.21 shows the impact that increasing the 𝑛𝑏𝑓 factor, and therefore 
the proportion of frames with higher levels of blur and noise, has on the quality 
of super-resolved images. As expected, all blind super-resolution algorithms 
show a significant decline in image quality when the 𝑛𝑏𝑓 factor is increased 
from one to two, though the magnitude of the response varies considerably 
between the different methods. The SAR and TV methods produce notably 
higher average quality results at 𝑛𝑏𝑓 = 1 than the remaining two techniques, 
however both methods show a very steep decline in quality towards 𝑛𝑏𝑓 = 2 
while the descendent gradient for the NC and POCS algorithms is less severe. 
Again it is seen in Fig. 3.21 that NC-FS and POCS-FS display the response 
expected from a frame selection algorithm, as has been the case across almost 
all experimentation. Both algorithms show quality gains when frame selection 
is employed at 𝑛𝑏𝑓 = 1 and when the percentage of degraded images is 
increased the magnitude of the quality gain is amplified. This is expected 
because in a blind super-resolution algorithm all input frames will contribute to 
the quality of the output image, hence at 𝑛𝑏𝑓 = 2 a greater number of 
degraded frames are being included by the blind methods, decreasing the 
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quality of the result relative to a method employing frame selection which will 
ideally remove frames with considerable noise and blurring. 
 
    
    (a)               (b)          (c)      (d) 
    
    (e)               (f)          (g)      (h) 
(a) SR = SAR, nbf = 1, VIFP = 0.288004 (b) SR = SAR-FS, nbf = 1, VIFP = 0.312251 
(c) SR = NC, nbf = 1, VIFP = 0.188202 (d) SR = NC-FS, nbf = 1, VIFP = 0.231897 
(e) SR = SAR, nbf = 2, VIFP = 0.293565 (f) SR = SAR-FS, nbf = 2, VIFP = 0.267188 
(g) SR = NC, nbf = 2, VIFP = 0.198566 (h) SR = NC-FS, nbf = 2, VIFP = 0.212314 
Figure 3.22: Super-resolution results across varying 𝑛𝑏𝑓, where 𝑒𝑓 = 2, 
𝑜𝑓𝑓=2, 𝑛 = 16. 
 
In contrast to the results displayed by NC-FS and POCS-FS, frame 
selection combined with the SAR and TV super-resolution techniques showed 
a slightly unexpected response. Given the significant decline in image quality 
observed in the associated blind techniques when increasing the 𝑛𝑏𝑓 factor it 
would appear that the SAR and TV algorithms are more sensitive to noisy and 
blurred images than the other techniques tested. Hence, one may then expect 
frame selection in this case to not only increase image quality, but to show an 
improvement of sizeable magnitude. However, from Fig. 3.21 it is observed 
that mean VIFP values calculated over 128 experiments are only marginally 
higher than blind super-resolution at 𝑛𝑏𝑓 = 1 and actually decrease slightly at 
𝑛𝑏𝑓 = 2 compared to the naïve methods. While not the desired response, this 
result is not overly surprising given that SAR-FS and TV-FS have shown a 
slight quality drop across almost all results presented in this section. This 
performance difference may also be explained by the SAR and TV super-
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resolution techniques penalising image properties that the VIFP quality metric 
considers to be desirable. For example, when Fig. 3.21 is reproduced using the 
SSIM metric instead of VIFP the results are much more complementary; the 
expected response is observed across all four super-resolution algorithms. As 
the SAR and TV techniques generally give higher quality results than the 
remaining two methods, the magnitude of the gains shown by NC and POCS 
when combined with frame selection may also be due in part to there being 
more room for improvement. 
 
 
Figure 3.23: Mean super-resolution time (64 experiments) due to varying 
database size. 
 
In practical super-resolution applications not only is the quality of the 
resulting image important, the algorithm execution time is also crucial. In this 
chapter the view is taken that by intelligently selecting input images from an 
available sequence, the efficiency of super-resolution algorithms can be 
improved, decreasing processing time and increasing the number of possible 
applications for the technology. Super-resolution time is affected by the 
dimensions of the low-resolution frames, but even more so by the size of the 
input database. As expected, Fig. 3.23 shows a significant increase in 
processing time as 𝑛 increases across all algorithms except POCS, which 
generally maintains a super-resolution time between one and three seconds 
regardless of 𝑛. Blind SAR and TV super-resolution demonstrate by far the 
highest execution times; normalised convolution is significantly more efficient. 
The relative performance of the super-resolution techniques is maintained with 
the addition of frame selection; however processing times are vastly reduced. 
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For example, when combined with hybrid frame selection, super-resolution 
execution time for the SAR technique is reduced from almost 450 seconds to 
approximately 225 seconds at 𝑛 = 64. 
While the time savings shown in Fig. 3.23 are substantial, such gains are 
only useful if they are not consumed by the addition of the frame selection 
algorithm. Hence, the proposed hybrid frame selection algorithm has been 
designed to be as simple and fast as possible. As was observed for super-
resolution algorithms, the hybrid frame selection execution time was mostly 
affected by the number of images to be analysed and the image dimensions, 
which are directly influenced by the chosen resolution enhancement factor. 
Mean frame selection processing time over 256 experiments was 0.714871, 
1.67348, 3.21263 and 6.20277 seconds for 𝑛 = 8, 16, 32 and 64 respectively. 
With respect to resolution enhancement factor, frame selection took an average 
of 4.14606 seconds when 𝑒𝑓 = 2 and just 1.75581 seconds for 𝑒𝑓 = 4, across 
a total of 512 experiments in which all other parameters were varied including 
the super-resolution algorithm, reference image, 𝑛𝑏𝑓, 𝑜𝑓𝑓, and 𝑛 factors. 
Across all 1024 experiments conducted, the mean processing time was 2.95094 
seconds, with a standard deviation of 2.88428 seconds. 
Compared to the substantial time saved by performing frame selection, the 
associated processing time is insignificant, except when utilising the POCS 
super-resolution implementation. Due to the extremely fast processing time of 
the POCS technique investigated, putting aside any potential quality 
improvements, it is actually faster to process all available input images than to 
perform hybrid frame selection. For example, as the POCS algorithm averages 
a processing time of just 2.84942 seconds for 64 images, it can take up to three 
times as long to perform frame selection and process the remaining 32 images. 
However, for the remaining three super-resolution methods, frame selection 
time plus super-resolution processing time, results in a 30% or greater 
reduction in processing time compared to blind super-resolution. For example, 
when utilising NC super-resolution the average processing time for 𝑛 = 64 is 
reduced from 240.860 seconds, when processing all 64 images, to a combined 
frame selection/super-resolution time of just 68.0797 seconds, a time saving of 
over 70%. It must also be noted that frame selection processing times are based 
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on non-optimised MATLAB code and could definitely be further improved, 
especially if written in C or similarly efficient languages. 
 
 
Figure 3.24: Comparison of mean VIFP (64 experiments) and super-resolution 
time. 
 
Figure 3.24 compares all four super-resolution algorithms, with and without 
hybrid frame selection, in relation to the two key indicators: output image 
quality and super-resolution execution time. Here, the four points plotted for 
each technique represent the experiments conducted where 𝑛 ∈ {8,16,32,64}. 
For the SAR, NC and TV super-resolution methods, both with and without 
frame selection, Fig. 3.24 shows that super-resolution processing time 
increases as image quality approaches the maximum achievable. It is also clear 
that the POCS technique behaves very differently to the other algorithms; 
given the logarithmic time scale it is clear that this method is considerably 
faster than other techniques investigated. As discussed, there is no time gain 
when combining frame selection with the POCS method; however there is a 
very substantial quality improvement, even though the output quality of POCS-
FS does not quite reach the levels achieved by the other three super-resolution 
techniques. Fig. 3.24 demonstrates that on average, frame selection combined 
with the TV super-resolution method results in a small decrease in image 
quality, but significant time savings. The fronts representing SAR-FS and NC-
FS both take substantial steps towards the ideal case of high quality images and 
low execution time. SAR-FS demonstrates a very similar response to TV-FS, 
showing a general trend of slightly decreased image quality but large time 
savings. Overall, it is the normalised convolution method that displays the best 
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response to hybrid frame selection with Fig. 3.24 highlighting tremendous 
gains in image quality and reduction in super-resolution processing time. 
3.8.3. Establishing Limits for Frame Selection 
The preceding sections of this chapter have described and analysed a hybrid 
frame selection algorithm capable of not only vastly reducing super-resolution 
processing time but also significantly improving output image quality. Such 
results pose a number of additional questions regarding the multi-stage frame 
selection algorithm: What are its limitations? If removing several frames can 
improve image quality, how many frames can be removed before image quality 
begins to decline again? Where is the break-even point? The following section 
attempts to address these questions by analysing the variables that influence 
these properties. 
Figure 3.25 showing experimental results obtained with the Cameraman 
reference image demonstrates that several parameters affect the performance of 
the hybrid frame selection algorithm with respect to the total number of frames 
that can be eliminated from super-resolution processing. Experiments were 
conducted in which frame selection was combined with each of the four 
nominated super-resolution algorithms and the 𝑛𝑏𝑓, 𝑒𝑓 and 𝑜𝑓𝑓 factors were 
varied through their full range, i.e. 𝑛𝑏𝑓 ∈ {1,2}, 𝑒𝑓 ∈ {2,4} and 𝑜𝑓𝑓 ∈
{1,23,4}. Rather than simply discarding half of the input frames as in earlier 
experiments, starting with a complete dataset of 64 frames, in this case the 
number of images that the hybrid frame selection algorithm was instructed to 
choose, 𝑠𝑒𝑙, was varied between four and all 64 frames, in increments of four. 
However, it can be seen from Fig. 3.25 that data is missing at values of 52, 56 
and 60 frames. This is due to the design of the hybrid frame selection approach 
and removing inferior frames in the first stage of the algorithm. For example, if 
in stage one it is determined that 13 frames in a set of 64 are inferior they will 
be removed from the dataset, meaning that the algorithm cannot return a 
selection of 52 images, but instead returns the remaining 51 images. Hence, 
beyond a selection of 48 images the hybrid algorithm did not return the same 
number of frames in each experiment due to the varying 𝑛𝑏𝑓, 𝑒𝑓 and 𝑜𝑓𝑓 
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factors, therefore the average result across eight experiments could not be 
calculated. 
In an ideal situation one may expect the values plotted in Fig. 3.25 to 
follow an inverted parabola. As any inferior frames are removed from an input 
dataset it would be expected that the output image quality should increase, to a 
point where only the most valuable images remain, resulting in the highest 
output quality. However beyond this maximum, as fewer and fewer images are 
selected it would be expected that image quality would again decrease as vital 
information is lost. One can see that this is very loosely the case in Fig. 3.25, 
but the response of the hybrid frame selection algorithm changes under 
different experimental conditions. For example, Fig. 3.25(a) and (b) show the 
response of the algorithm to resolution enhancement factors of two and four 
respectively. 
Figure 3.25(a) shows that image quality for the SAR and TV super-
resolution algorithms subjected to hybrid frame selection peaks when 16 
images are selected from the input dataset, while NC-FS reaches its maximum 
quality when 12 frames are chosen. In general, as more frames are removed 
from the set of 64 images, moving from right to left, the quality of the super-
resolved output for these methods gradually increases, then sharply declines 
beyond the maximum point. The POCS super-resolution technique responds 
similarly, with the exception of the mean quality at 𝑠𝑒𝑙 = 4 which is actually 
the peak for this method. Although this appears to be an unusual result, it is 
consistent with quality results observed in earlier experiments when varying 𝑛 
and may be a feature of the particular POCS implementation utilised.  
 
8
3
 
 
 
      
                 (a)            (b) 
         
                  (c)             (d) 
Figure 3.25: The effect of: (a) 𝑒𝑓 = 2 (b) 𝑒𝑓 = 4 (c) 𝑛𝑏𝑓 = 1 (d) 𝑛𝑏𝑓 = 2, on mean VIFP (eight experiments) with the Cameraman image.
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When the resolution enhancement factor is increased to four in Fig. 3.25(b) 
the POCS super-resolution method displays an entirely different response to 
Fig. 3.25(a). In this case, the mean image quality follows an upward trend from 
right to left, increasing steadily to a maximum again when four frames are 
selected. The effect on the remaining super-resolution algorithms is less severe, 
increasing the enhancement factor instead acting to shift the quality peak; for 
SAR-FS and TV-FS this is when 32 frames are selected, NC-FS is again one 
increment behind at 28 images. Moving from right to left, as more frames are 
removed the output quality for SAR-FS and TV-FS again rises gradually to a 
noticeable peak, declining very rapidly when fewer than 20 images are 
selected. As is the case in almost every experiment conducted with the 
normalised convolution algorithm, the response from NC-FS remains very 
stable. 
Figure 3.25(c) and (d) demonstrate the response of hybrid frame selection 
to different noise/blurring factors. The results shown in Fig. 3.25(c) depict a 
similar response to that observed in (b), with the SAR-FS and TV-FS methods 
showing a slightly smoother quality curve. When 𝑛𝑏𝑓 = 1 the SAR and TV 
super-resolution algorithms combined with hybrid frame selection achieve their 
maximum output quality when 28 frames are selected, for NC-FS this occurs at 
12 frames and the peak for POCS-FS is again at 𝑠𝑒𝑙 = 4. It is interesting to 
note that the response shown in Fig. 3.25(d) where 𝑛𝑏𝑓 = 2, is extremely 
similar to (a) when 𝑒𝑓 = 2. In this case SAR-FS and TV-FS peak at 16 frames, 
NC-FS when 28 images are selected and finally POCS-FS again unaltered at 
four frames. Fig. 3.26 shows example super-resolution output for 𝑛𝑏𝑓 = 1, 
𝑒𝑓 = 4 and 𝑜𝑓𝑓 = 2 using the Cameraman reference image. When moving 
from right to left across the bottom row of images it can be seen that the mean 
VIFP value increases slightly as frames are removed from the full set of 64 
images, peaking when 𝑠𝑒𝑙 = 32 in Fig. 3.26(d). As more frames are removed 
beyond the peak VIFP value from right to left across the top row of images in 
Fig. 3.26, image quality sharply declines to a minimum when 𝑠𝑒𝑙 = 4 in (a), 
which is entirely consistent with the response observed in Fig. 3.25. 
Across the various scenarios depicted in Fig. 3.25, it is seen that the 𝑒𝑓 and 
𝑛𝑏𝑓 factors may affect the shape of the frame selection response as well as the 
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relative position of the peak quality value for each super-resolution technique. 
The optimal number of frames to select for maximum output image quality 
remains unclear and appears to be dependent on a combination of several 
variables. This most likely includes the reference image employed; Fig. 3.25 
provides indicative results for the Cameraman image only. However, in many 
cases it appears that a large number of input frames can be removed without 
adversely affecting image quality, resulting in major time savings. The position 
of peak quality values in Fig. 3.25 also indicates that quality gains can still be 
achieved after all degraded frames have been removed, implying that it should 
be possible to achieve quality improvements even when frame selection is 
applied to datasets without any significant noise or blurring. Though designed 
to closely mimic the image capture process, the use of synthetic input datasets 
in this chapter to enable quantitative analysis means that the results obtained do 
not necessarily give an indication of the expected performance when applied to 
images from a real camera. However, the previous observation suggests that 
frame selection may indeed be beneficial in real world applications. 
 
           
     (a)                      (b)                      (c) 
           
     (d)                      (e)                      (f)  
(a) sel = 4, VIFP = 0.063641 (b) sel = 8, VIFP = 0.075238 (c) sel = 20, VIFP = 0.086839 
(d) sel = 32, VIFP = 0.089951 (e) sel = 44, VIFP = 0.088127 (f) sel = 64, VIFP = 0.087380 
Figure 3.26: Super-resolution results due to varying 𝑠𝑒𝑙, where 𝑛𝑏𝑓 = 1, 𝑒𝑓= 4, 
𝑜𝑓𝑓 = 2, 𝑠𝑟 = TV-FS. 
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3.9. Conclusion 
This chapter presents several methods of intelligently selecting a subset of 
images from a dataset of input frames to potentially facilitate more widespread 
application of multi-frame super-resolution to 3-dimensional scenes. Such 
techniques reduce the amount of data to be analysed and consequently increase 
time-efficiency while maintaining image quality. Algorithm-independent 
techniques are proposed which remove inferior input frames, select the highest-
quality frames from a dataset and select pseudo uniformly-spaced frames based 
on registration data. An extensive range of experiments were conducted with 
synthetic datasets demonstrating that all three independent frame selection 
techniques as well as a fourth robust hybrid method significantly reduce 
processing time compared to blind super-resolution whilst preserving visual 
quality, in most cases significantly improving it. A non-optimised MATLAB 
implementation of the hybrid frame selection method achieved a mean 
processing time of less than three seconds across a wide range of database sizes 
and improvement factors. A detailed analysis of the proposed hybrid method 
using four different traditional 2D super-resolution algorithms showed a 30% 
or greater reduction in processing time compared to blind techniques; with an 
input database of 64 images reductions of over 70% were achieved. Image 
quality results varied with the super-resolution algorithm employed; frame 
selection combined with NC and POCS algorithms resulted in substantial 
quality improvements, while SAR and TV techniques generally returned minor 
quality losses when evaluated using the VIFP full-reference metric. 
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C H A P T E R  F O U R  
4. Super-resolution of a 3-dimensional Scene using a 2D 
Homography 
4.1. Introduction 
Multi-frame super-resolution is an image enhancement technique that requires 
several slightly different perspectives of the same planar scene, which are 
aligned via an image registration process and intelligently combined to create a 
high-resolution image. Multi-view geometry on the other hand uses multiple 
images of a 3-dimensional scene to extract the scene geometry. Given several 
low-resolution images captured from varying, unknown positions around a 3D 
scene, this chapter demonstrates how super-resolution and multi-view 
geometry concepts can be combined to create spatially enhanced views of 3-
dimensional scenes. 
Interpreting 3D super-resolution as the amalgamation of super-resolution 
and multi-view geometry concepts has resulted in a unique approach to the 
super-resolution of 3-dimensional scenes. Super-resolution historically 
involves first registering the observed input images to a common plane. 
However, when input frames are captured from unknown positions around a 
scene with significant depth variation, the collected images no longer 
necessarily depict the same planar surface. Hence, this chapter introduces the 
concept of employing a sparse 3D scene reconstruction to determine the 
camera projection matrices for each frame, effectively ‘registering’ the input 
images. In order to present a user with a single high-resolution view of a 3D 
scene, next an appropriate virtual viewpoint must be determined. Potentially 
any existing or novel perspective may be selected as the output viewpoint, in 
this chapter the novel output view is simply defined from the mean of the input 
camera centres. 
Given a desired novel viewpoint, the process of transferring image 
information from multiple input perspectives to the novel image plane and 
performing super-resolution enhancement is yet another unique challenge in 
3D super-resolution. In this chapter each input image is transferred to the novel 
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image plane using a 2D homography. The proposed approach is incredibly 
versatile in that potentially any existing 2D super-resolution algorithm may 
then be applied to combine to the relocated image information and increase the 
perceived detail in the 3-dimensional scene.  
The creation of high-resolution images via super-resolution techniques in 
this work does not imply mosaicing images together to create a larger field of 
view; high-resolution in this context implies greater spatial detail in the same 
field of view. Additionally, this research is not aimed at creating a high-
resolution 3D-mesh or any other type of surface model of a scene. Estimating 
the 3D structure of a scene from multiple low-resolution views is a beneficial 
step in creating a high-resolution view of a 3D scene, however there are many 
other areas of research which are more advanced with regards to 3D 
reconstruction. Furthermore, while the focus of this chapter is to generate high-
resolution 3D visual information, the output of this research is not stereoscopic. 
The desired output is a single super-resolved image, constructed from a novel 
viewpoint, of a scene with depth. 
As discussed in detail in Section 2.3, there are a limited number of research 
publications directly related to the application of super-resolution techniques to 
3D scenarios, however many authors bypass difficulties by employing a range 
of hardware solutions. In [6,148-152,183] compound imaging systems are 
used, a microlet array in [184], while Perez Nava, Luke et al. [185-187] 
employ a plenoptic camera. Gao and Ahuja [188] present a custom camera 
with a rotating transparent plate, Mitra and Veeraraghavan apply super-
resolution to a light field camera [189], while several authors utilise 
omnidirectional image sensors [190-193] to apply super-resolution in the 3D 
domain. The use of multiple cameras [115,153], stereo cameras 
[12,111,113,120], intensity and depth cameras [4,5,154] and multi-view plus-
depth formats [126-130] are also common methods of extending the 
application of super-resolution techniques. In [126-127,131-132] input is 
drawn from both low-resolution and high-resolution cameras, while in [133-
134] low-resolution high-speed cameras and high-resolution low-speed 
cameras are combined. As outlined in Chapter 1, throughout this thesis only 
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images or video from a single standard digital camera is utilised, no additional 
imaging or measurement hardware of any kind is required. 
In addition to introducing complex hardware, significant restrictions are 
often applied in existing work such that only a very specific subset of the 3D 
super-resolution problem is addressed. For example, several authors make the 
significant assumption that a 3D scene may be approximated by a series of 
planes [7-8,104,122,148-151]. Joshi et al. [110,119] vary the illumination of a 
scene, others assume either a high-resolution image or depth map of a scene are 
known [11,125-128], while in [11,100-102,112,116,118,125,148] the input 
images are restricted in such a way that super-resolution is applied to an 
essentially  planar scene. Others have focused their work on specific domains 
such as aerial and satellite imaging [11,102,112,116,118], 3D television [123-
124,126-128,131] and computer graphics [157-158], imposing restrictions such 
that the research has limited applicability in other areas. Another subset of 
related publications employ super-resolution techniques to solve a problem in 
the 3D domain, but the focus is not the use of super-resolution [4-5,11,105-
106,108-110,112,153,157-158]. In general there is a paucity of research 
involving scenes with significant depth variation and varying perspectives of a 
3D scene. Additionally, in the field of super-resolution researchers often 
assume that camera parameters are known and in multi-view geometry related 
research it is frequently assumed that position and orientation of input cameras 
have been previously calculated. 
In order to extend super-resolution techniques from two dimensions to three 
dimensions, this thesis aims to lift many of the assumptions and restrictions 
imposed on the problem in past research. Techniques such as varying scene 
illumination, deliberately blurring frames or employing training images to 
simplify the super-resolution problem do not feature in this research. 
Throughout this thesis it is anticipated that input images belong to a static 3-
dimensional scene. It is expected that the content of the scene, object locations 
and lighting were not altered during image capture. It is also presumed that 
although captured from different viewpoints, images belong to the same static 
scene. During this research radial distortion is disregarded, it is expected that 
any adverse effects have been rectified. Besides this common omission, input 
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images are otherwise treated as being captured by an uncalibrated camera. No 
prior knowledge of the camera parameters, its motion, optics or photometric 
characteristics is assumed.  
As discussed by Fanaswala [6], while traditional 2D super-resolution 
algorithms have consistently been shown to perform well when applied to 
synthetic data, few researchers demonstrate their work under real world 
imaging conditions, as assumptions made about the imaging process are often 
inaccurate and poor output images result. In contrast, all datasets utilised 
throughout this and the remaining chapters of the thesis are images of real 3-
dimensional scenes captured by standard digital cameras. All algorithms are 
designed to accept Red-Green-Blue (RGB) images, though could be simplified 
for greyscale input if required. 
 
4.2. Theoretical Background 
4.2.1. Epipolar Geometry 
The following section provides a brief introduction to epipolar geometry, 
deriving the concepts required to ultimately describe the proposed 3D super-
resolution framework. Fig. 4.1 depicts the primary geometric entities utilised in 
epipolar geometry. This figure shows the most basic multi-view geometry 
scenario: a scene observed by two generally positioned cameras, indicated by 
their camera centres 𝐶?̌? and 𝐶?̌? and respective image planes. The cameras 
observe a point 𝑋 in 3-space, imaged by the first camera as the point 𝒙?̌? and 𝒙?̌? 
by the second camera. The camera centres, image points 𝒙?̌? and 𝒙?̌? and the 
scene point 𝑋 lie in a common plane, 𝜋, called an epipolar plane. An epipolar 
plane is a plane containing the baseline between two camera centres. An 
epipolar plane intersects the associated image planes along epipolar lines, and 
defines the correspondence between the lines.  
An image point in the first camera, 𝒙?̌?, back-projects to a ray in 3-space 
defined by the camera centre, 𝐶?̌?, and 𝒙?̌?. The resulting ray is imaged as a line 
in the second view, 𝒍𝑒?̌?, known as an epipolar line. An epipolar line is the 
intersection of an epipolar plane and an image plane; all epipolar lines meet at 
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the epipole. The image point 𝒙?̌? in the second view, corresponding to 𝒙?̌?, must 
lie on the epipolar line 𝒍𝑒?̌?.  
 
 
Figure 4.1: Epipolar geometry describing two cameras viewing a scene. 
 
The camera baseline defined by the two camera centres 𝐶?̌? and 𝐶?̌? 
intersects the two image planes at the points 𝒆?̌??̌? and 𝒆?̌??̌?. Such points are 
termed epipoles; the point of intersection between an image plane and the 
baseline between two camera centres. An epipole is therefore the image of one 
camera centre from another viewpoint. Hence, 𝒆?̌??̌? represents the image of the 
second camera centre 𝐶?̌? from the first viewpoint and 𝒆?̌??̌? depicts the first 
camera centre in the second image. Any plane containing the camera baseline 
is an epipolar plane, 𝜋, intersecting the image planes along the epipolar lines 
𝒍𝑒?̌? and 𝒍𝑒?̌?. As the position of the 3D point under observation 𝑋 moves around 
the scene, the corresponding epipolar planes rotate around the camera baseline. 
4.2.2. The Fundamental Matrix 
The fundamental matrix is an algebraic representation of epipolar geometry, 
encapsulating the relationship between two views in a 3×3 matrix. This can be 
explained with reference to Fig. 4.2, which again shows two cameras observing 
a scene, represented by their centres 𝐶?̌? and 𝐶?̌? and their respective images ?̌? 
and ?̌?. The baseline between the cameras intersects the image planes at the 
epipoles 𝒆?̌??̌? and 𝒆?̌??̌?. The cameras observe a point 𝑋 = [𝑥, 𝑦, 𝑧, 𝑡]
T in 3-space 
which lies on the plane 𝛱, not coplanar the epipolar plane. 𝑋 projects to the 
point 𝒙?̌? = [𝑥?̌?1, 𝑥?̌?2, 1]
T in image ?̌? and 𝒙?̌? = [𝑥?̌?1, 𝑥?̌?2, 1]
T in ?̌?. The plane 
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𝛱 induces a 2D homography 𝑯?̌??̌? between ?̌? and ?̌?; a projective transform 
describing the relationship between the two image planes. The 3×3 matrix 𝑯?̌??̌? 
has nine elements, but as any constant multiple represents the same 
transformation there are essentially eight degrees of freedom. Hence this eight 
Degree Of Freedom (DOF) homography may be calculated directly from the 
identification of four matching points (or lines) in images ?̌? and ?̌?, as each 
point correspondence eliminates two degrees of freedom. If more than four 
putative matches are known the homography may be computed from a least-
squares solution.  
 
 
Figure 4.2: A plane induces a 2D homography relating two views of a scene. 
 
The 2D homography 𝑯?̌??̌?, induced by 𝛱, which maps each point in ?̌? to the 
corresponding point in ?̌? is expressed as 
 𝒙?̌? = 𝑯?̌??̌?𝒙?̌?. (4.1) 
Additionally, the epipolar line in the second view, 𝒍𝑒?̌?, may be defined as 
 𝒍𝑒?̌? = 𝒆?̌??̌? × 𝒙?̌? = [𝒆?̌??̌?]×𝒙?̌?, (4.2) 
where [𝒆?̌??̌?]× is the skew-symmetric matrix corresponding to 𝒆?̌??̌?: 
 if 𝒆?̌??̌? = [𝑒?̌??̌?1, 𝑒?̌??̌?2, 𝑒?̌??̌?3]
T then [𝒆?̌??̌?]× = [
0 −𝑒?̌??̌?3 𝑒?̌??̌?2
𝑒?̌??̌?3 0 −𝑒?̌??̌?1
−𝑒?̌??̌?2 𝑒?̌??̌?1 0
]. (4.3) 
From equations (4.1) and (4.2): 
 𝒍𝑒?̌? = [𝒆?̌??̌?]×𝑯?̌??̌?𝒙?̌? = 𝑭?̌??̌?𝒙?̌?, (4.4) 
where 𝑭?̌??̌? is the fundamental matrix relating view ?̌? to view ?̌?. 
93 
 
Hence, the fundamental matrix 𝑭?̌??̌? is defined as 
 𝑭?̌??̌? = [𝒆?̌??̌?]×𝑯?̌??̌?. (4.5) 
The fundamental matrix therefore defines the intrinsic projective geometry 
between two views of a scene. It is not dependent on the structure of the scene, 
it depends only on the cameras internal parameters and the relative pose 
embedded in 𝒆?̌??̌? and 𝑯?̌??̌?. The fundamental matrix may also be thought of as 
a projective mapping from points to lines. Given a point in the first image, the 
fundamental matrix can be used to predict the location of the equivalent point 
in the second image in the form of an epipolar line. From (4.4), for any point 
𝒙?̌? in the first image, the corresponding epipolar line is 𝒍𝑒?̌? = 𝑭?̌??̌?𝒙?̌?. The 
fundamental matrix also satisfies the condition that for any pair of 
corresponding points 𝒙?̌? ↔ 𝒙?̌? in two images  
 𝒙?̌?
T𝑭?̌??̌?𝒙?̌? = 0. (4.6) 
Hence, given at least seven putative matches between two images the 
fundamental matrix can be calculated from image correspondences alone.  
The fundamental matrix, 𝑭?̌??̌?, may also be uniquely determined from a pair 
of known camera projection matrices 𝑷?̌? and 𝑷?̌?, up to an overall scaling 
factor. A projection matrix (also known as a camera projection matrix or 
simply a camera matrix) is a 3×4 matrix relating 3D scene points to 2D image 
points according to 𝒙 = 𝑷𝑋. A projection matrix may be formulated as 𝑷 =
𝑲[𝑹|𝒕], where 𝑹 is a 3×3 rotation matrix describing the orientation of the 
camera coordinate frame relative to world coordinate frame, 𝒕 is a 3×1 
translation vector and 𝑲 is a 3×3 camera calibration matrix describing internal 
camera parameters. 
While the fundamental matrix relating two images can be uniquely 
calculated from their projection matrices, the converse is not true; at best the 
fundamental matrix can only determine a pair of camera matrices up to an 
unknown 3D projective transformation. It must also be noted that, if 𝑭?̌??̌? is the 
fundamental matrix for the pair of cameras defined by the projection matrices 
𝑷?̌? and 𝑷?̌?, then 𝑭?̌??̌?
T = 𝑭?̌??̌? is the fundamental matrix for the same pair of 
cameras examined in the opposite order, i.e. 𝑷?̌? and  𝑷?̌?. 
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4.2.3. Image Transfer via a 2D Homography 
As a 2D homography describes the projective relationship between two image 
planes it follows that a homography may be used to transfer points from one 
image to another. By exploiting the relationship defined in (4.1), a point 𝒙?̌? in 
one image may be mapped to the matching point 𝒙?̌? in a second image using 
the projective transform 𝑯?̌??̌? relating the two views. Applying the homography 
to each pixel in a given view results in the entire image being warped or 
transferred to a different perspective. This enables multiple images to be 
mapped to a common plane and mosaicked to create a panorama, or if the 
homography relating a given image to a novel view is known an entirely new 
perspective may be established. A novel view (also known as a virtual view) is 
an entirely new image of a scene, rendered from the viewpoint of a virtual 
camera with a different perspective to those captured in a set of input images. 
A homography may be used in one of two different ways to transfer image 
points, namely direct transfer and inverse transfer. In direct transfer, also 
known as forward mapping, each pixel location in the first image, ?̌?, is 
transformed to the corresponding location in the second image, ?̌?, using (4.1). 
In order to copy the colour or intensity value associated with point 𝒙?̌? across to 
image matrix ?̌?, 𝒙?̌? is first rounded to the nearest integer pixel location before 
the information is transferred. Conversely, inverse transfer or backward 
mapping involves each pixel location in the second image being mapped back 
to the first image utilising the inverse of the original homography: 
 𝒙?̌? = 𝑯?̌??̌?
−1𝒙?̌?. (4.7) 
Again it is most likely that 𝒙?̌? will have a non-integer value, therefore the 
colour or intensity value for 𝒙?̌? may be retrieved from the nearest pixel or 
interpolated from a collection of neighbouring pixels. 
Of the two transfer methods described, inverse transfer is generally 
preferred due to several problems with the direct approach. As transformed 
points generally display non-integer values during direct transfer it is quite 
common for multiple pixels in image ?̌? to be mapped to the same destination 
pixel in image ?̌?. An even less desirable scenario is that at some pixel locations 
in image ?̌? there may be no value transferred from image ?̌?, leading to ‘holes’ 
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in the output image. As inverse transfer retrieves colour or intensity values 
from image ?̌? it does not suffer from these issues. 
 
4.3. 3D Super-resolution Framework 
4.3.1. Detection and Matching Key Image Features 
As with any super-resolution algorithm, the proposed framework begins by 
first detecting and matching key image features. In this chapter input frames 
are presented as a temporal sequence, however the algorithm could be adapted 
accept input frames of a 3D scene in any order. Key features are detected in the 
first two temporal frames using Features from Accelerated Segment Test 
(FAST) high speed corner detection [194-195]. Putative matches are then 
established based on maximal correlation between windows surrounding the 
interest points. 
FAST corner detection was selected for use in this research due to its ability 
to locate a relatively high number of interest features in each input frame. 
Although the proposed framework utilises only a sparse scene reconstruction, a 
significant number of points are helpful in refining the resulting point cloud 
and associated camera projection matrices. Chapter 5 also highlights that 
additional scene points are useful when calculating the optimal viewpoint of a 
scene. 
The proposed 3D super-resolution framework enables various components 
of the system, such as the techniques employed for feature detection and 
matching, to be easily exchanged with alternative algorithms. Experimentation 
has shown that Harris corner detection [29] or the Harris-Laplace detector [30] 
allowing for scale changes may produce adequate results in lieu of FAST 
detection. The feature detection and matching stages might also be replaced by 
implementing SIFT [31], SURF [32], or GLOH [33] descriptors, however 
while such methods find accurate correspondences, in general they return 
fewer matches than FAST. 
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4.3.2. Sparse 3D Reconstruction 
Historically the second stage in traditional super-resolution algorithms involves 
registering input frames to a common image plane, as without accurate 
registration super-resolution algorithms are redundant. However, when applying 
super-resolution concepts to scenes with depth, the ideal space in which to 
register images is no longer clear. Consider the situation in which multiple 
cameras are positioned around a scene with unknown position and orientation. 
The captured images no longer necessarily belong to the same planar surface as 
is the case in traditional super-resolution approaches. Due to the variation in 
depth between the input images, the registration problem becomes much more 
complicated, as observed by Mudenagudi et al. [2-3]. 
While consideration was given to various manifolds on which input images 
could be registered, sparse 3D reconstruction was selected as the standout 
‘registration’ method. The creation of a high-resolution mesh or any other 
surface model of a scene is by no means the focus of this algorithm. A sparse 
3D point cloud in this case acts only as an intermediate device facilitating 
accurate ‘registration’ of camera position and orientation. 
The fundamental matrix between the first two input views in the image 
sequence, 𝑭?̌??̌?, is first established using RANdom SAmple Consensus 
(RANSAC) [34]. Putative matches are also updated at this time, only inlying 
matches from the RANSAC stage are accepted. Singular value decomposition 
is then used to estimate the epipole, 𝒆?̌??̌?, and the projection matrices for each 
frame are assigned according to 
 𝑷?̌? = [𝑰3×3|𝟎3], (4.8) 
 𝑷?̌? = [[𝒆?̌??̌?]×𝑭?̌??̌?|𝒆?̌??̌?]. (4.9) 
Given the two projection matrices, 𝑷?̌? and 𝑷?̌?, and the set of image point pairs, 
the corresponding scene points are triangulated using Direct Linear 
Transformation (DLT) [196]. The world frame is aligned with 𝑷?̌?. The 
cheirality, ɕ, of the triangulated points is then calculated to determine their 
direction relative to the cameras 𝑷?̌? and 𝑷?̌?. The cheirality of a point 𝑋 =
(𝑥, 𝑦, 𝑧, 𝑡)T, with respect to a camera 𝑷?̌? is given by 
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 ɕ(𝑋) = sgn(𝑤𝑡det(𝑴?̌?)), (4.10) 
where 𝑴?̌? is the left hand 3×3 block of 𝑷?̌?, 𝒙?̌? is the projection of point 𝑋 by 
camera 𝑷?̌? and 𝑷?̌?𝑋 =  𝑤𝒙?̌?. If required, the orientation of the cameras 𝑷?̌? 
and 𝑷?̌? are then corrected to ensure that all triangulated points lie in front of 
both cameras, thus creating a feasible scene reconstruction. 
Once an initial point cloud has been established, all remaining images in the 
sequence must be added to the reconstruction in order to ‘register’ their 
position. FAST corner detection is again used to identify interest features in the 
next temporally adjacent view and feature matches between neighbouring views 
are established by maximal correlation. Regardless of the feature matching 
method applied, occasionally a situation arises whereby multiple points in one 
image may be mapped to the same location in another image. Consider the 
situation where two interest points in image ?̌?, 𝒙?̌? and ?̇??̌?, are both matched to 
the same point in image ?̌?, 𝒙?̌?. When a third image is included in the 
reconstruction, point 𝒙𝑐̌ is matched to point 𝒙?̌?. In this situation it is unclear if 
the point in the third image, 𝒙𝑐̌, relates to 𝒙?̌? or ?̇??̌? in the first image leading to 
problems with regards to triangulation and reconstruction. Therefore, such 
ambiguous points are eliminated from the set of interest features to ensure a 
unique solution. 
Once putative correspondences between an additional frame and the 
preceding image have been established, the subset of interest features common 
to all three views is identified, along with the corresponding scene points that 
were previously triangulated. Given the set of image points and scene points 
common to three adjacent frames, the projection matrix for the third frame can 
be estimated. This over-determined problem is solved using direct linear 
transformation. The projection matrix for each additional image in the input 
sequence is computed in the same manner. The cheirality of scene points with 
respect to each camera added to the reconstruction is determined, enabling 
camera orientation to be corrected if required. With the addition of each new 
camera the reconstructed point cloud and camera properties are refined using 
bundle adjustment [197-198]. 
As the projection matrix for each image is estimated and refined using 
bundle adjustment, feature points from that image are added to the sparse scene 
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reconstruction. Given a newly estimated projection matrix, the projection matrix 
for the previous frame and the set of putative correspondences between the two 
views, the corresponding scene points can be triangulated. Those points that are 
unique to this image pair are identified and added to the scene reconstruction 
point cloud. 
 
 
Figure 4.3: Sparse reconstruction of Games dataset from ten frames. 
 
When all input images have been ‘registered’, the result is a sparse 
projective reconstruction including estimation of the position and orientation of 
each ‘camera’ corresponding to an input image. Based on the estimated camera 
projection matrices and the putative matches between frames, an iterative 
metric self-calibration algorithm is applied to upgrade the scene reconstruction 
from a solution related to the true environment by an unknown projective 
transformation to a metric reconstruction that differs only by an arbitrary 
Euclidean transformation and a scale factor [199]. 
4.3.3. Novel View Calculation 
The output of the proposed 3D super-resolution framework is not intended to 
be a 3D image, but rather a super-resolved image of a scene with depth. Hence, 
if a user is to be presented with a single high-resolution view of a 3D scene, an 
appropriate virtual viewpoint must first be determined. The ideal novel 
perspective is the virtual view encompassing the greatest scene detail. Chapter 
5 presents a novel approach to calculating such an optimal viewpoint from a 
sparse scene reconstruction. However, as the focus of this chapter is the general 
3D super-resolution framework, a more straightforward solution is proposed 
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here. A novel view is selected by defining the camera centre, 𝐶?̌?, as the mean 
of the input camera centres. The Euclidean distance between this viewpoint and 
the centre of each input camera is then calculated and the input view closest to 
the novel camera is selected as a reference. As the projection matrices of the 
input cameras are derived from a metric reconstruction, a projection matrix for 
the novel camera, 𝑷?̌?, may then be assembled based on the relative translation, 
𝒕?̌??̌?, between the reference and novel views. The orientation of the novel 
camera is assumed to match the nearby reference view; hence the projection 
matrix is defined as 
 𝑷?̌? = 𝑲?̌?[𝑹?̌?| 𝒕?̌? + 𝒕?̌??̌?]. (4.11) 
An initial sparse view from the novel perspective is then obtained by projecting 
scene points from the metric reconstruction using the calculated novel 
projection matrix. 
A line from a given camera centre, such as the novel camera centre 𝐶?̌?, 
perpendicular to the associated image plane is known as the principal axis or 
principal ray of the camera. The principal axis vector for a camera, 𝑷?̌?, 
directed towards the front of the camera, is given by 
 𝒗?̌? = det (𝑴?̌?)𝒎?̌?
3, (4.12) 
where 𝒎?̌?
3 is the third row of 𝑴?̌?, the left hand 3×3 block of 𝑷?̌?. Following 
novel viewpoint selection, the principal axes of all input views are calculated 
and the angle between each and the principal axis of the novel view is 
determined in order to identify the most similar views to the novel perspective. 
The closest ⌊
𝑛
3
⌉ views, where 𝑛 is the number of input frames, are then 
employed in the next stage of the algorithm to obtain an estimate of the novel 
view.  
4.3.4. Input View Transfer 
In order to transfer input frames to the novel image plane, putative 
correspondences must first be established between the sparse representation of 
the novel view and the closest ⌊
𝑛
3
⌉ views. However, due to the sparse nature of 
the current novel view estimate, feature matching algorithms based on 
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descriptors or windows surrounding interest features are not successful. Hence, 
interest features are matched to the sparse novel view using non-rigid point 
cloud registration algorithms [200-201]. 
With the establishment of interest point matches, the projective 
transformations relating the most similar views to the novel view can be 
determined. Each homography is first estimated through a quasi-linear method 
then optimised by minimising the re-projection error. The closest ⌊
𝑛
3
⌉ input 
views are then transferred to the novel image plane through application of the 
relevant homography. To ensure absolute alignment, the transformed images are 
registered to sub-pixel accuracy using the iterative method of Keren, Peleg and 
Brada [53] described in Section 3.2.1. A temporal average of the transferred 
frames is established by calculating the median of the registered images, 
resulting in a complete low-resolution estimate of the novel view, thus replacing 
the earlier sparse representation. 
Given a complete estimate of the novel view, FAST corner detection may 
be employed once again to locate image interest features. In addition, as the 
novel perspective is no longer represented by a sparse planar point cloud, 
features located in the novel view can be matched to all other input views via 
maximal correlation techniques. As was done for the ⌊
𝑛
3
⌉ most similar views, 
the homographies relating each input view to the novel image plane may then 
be calculated based on putative matches. Finally, all input frames are 
transferred to the novel image plane and aligned to sub-pixel accuracy in 
preparation for super-resolution enhancement. 
The 2D homography is a well-known method of transferring pixel 
information between input and novel image planes, as described in Section 
4.2.3. As highlighted in Section 2.2.2, there are two primary scenarios where 
the 8DOF planar homography applies; firstly to images of a plane captured by 
generally positioned cameras, and secondly to images of a 3D scene captured 
by a camera in a fixed location rotating about its optic centre and/or zooming. 
However, the use of this model is often extended to scenarios involving a 
freely moving camera imaging a very distant scene, or as is the case in this 
chapter, to closely spaced images of a 3D scene captured by arbitrarily 
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positioned cameras. As discussed by Knorr, Kunter and Sikora [124], for input 
frames extracted from short video sequences such as the Games and Textbooks 
datasets employed in this chapter, the displacement between consecutive 
frames is very small, therefore it is reasonable to transfer features between 
planes using a 2D homography. However, if the difference between input 
viewpoints is large, the 8DOF projective transform is less applicable and this 
may affect the quality of the output image. A solution permitting greater 
variation between input viewpoints is explored in Chapter 6, which utilises the 
trifocal tensor for image transfer. 
4.3.5. Super-resolution 
At this point the proposed framework enabling super-resolution of a 3-
dimensional scene is essentially complete. Input images capturing different 
perspectives of a scene with depth have been transformed and aligned to an 
initial estimate of a novel view; the plane in which super-resolution is to be 
applied. Potentially any existing super-resolution algorithm designed to operate 
on images of a planar scene could now be applied. In the experiments described 
below, an adaptation of the Bayesian super-resolution algorithm 3.1 in [179] 
was utilised, which employs the following texture-preserving non-sparse 
Simultaneous Auto-Regressive (SAR) prior: 
 p(?̌?|𝛼) ∝ 𝛼𝑒𝑓𝑝𝑖𝑥 2⁄ exp {−
𝛼
2
‖𝛻?̌?‖
2
}, (4.13) 
where ?̌? is the unknown high-resolution image, 𝑒𝑓 is the resolution 
enhancement factor, 𝑝𝑖𝑥 the number of pixels in the observed low-resolution 
images, 𝛼 a model parameter and 𝛻 is the Laplacian operator. 
 
4.4. Experimental Results and Analysis 
This section presents results obtained from the proposed 3D super-resolution 
algorithm. All experiments were conducted with datasets of real images 
captured using a handheld digital camera. The first experiment demonstrates the 
proposed method’s ability to generate a super-resolved novel view using the 
Games dataset. Fig. 4.4 shows two of the ten input frames, the relative motion 
between images is most noticeable when inspecting the rear game in the centre 
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of the image. A top view of the sparse reconstruction created to calculate the 
previously unknown camera locations and orientations can be seen in Fig. 4.3. 
Fig. 4.5 shows a super-resolved image with a magnification 𝑒𝑓 = 2, which 
provides a novel perspective of the scene. 
 
  
Figure 4.4: Two 640×480 pixel input frames (out of ten) from the Games 
dataset. 
 
 
Figure 4.5: Super-resolved novel view of the Games dataset from ten frames. 
 
In order to compare a synthesised super-resolved view with ground truth 
data a second experiment is presented using the Textbooks dataset. All ten low-
resolution 320×240 pixel frames are initially provided to the 3D super-
resolution algorithm as input. Once the sparse reconstruction stage is 
completed and all camera locations and orientations have been determined, one 
of the ten frames is selected as the target view and all information about this 
frame is disregarded apart from its projection matrix. The proposed super-
resolution framework then uses the remaining nine input frames to recreate a 
super-resolved estimate of the missing target view. 
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Figure 4.6: Two 320×240 pixel input frames (out of ten) from the Textbooks 
dataset. 
 
Fig. 4.6 shows two low-resolution input frames from the Textbooks dataset. 
Camera motion between images can be observed by examining the top right of 
the frames or the bottom right of the central black book. Fig. 4.7 shows the 
ground truth target view upscaled using bilinear interpolation, while Fig. 4.8 
shows the super-resolved estimate generated using only the remaining nine 
frames in the sequence. Fig. 4.9 shows close up comparisons of 90×90 pixel 
regions from the interpolated ground truth and super-resolved images. 
Quantitative comparison of the interpolated ground truth frame and super-
resolved estimate returned multi-scale Pixel domain Visual Information 
Fidelity criterion (VIFP), Universal Quality Index (UQI), Multi-Scale 
Structural SIMilarity index (MS-SSIM) and Structural SIMilarity index (SSIM) 
values of 0.206347, 0.416488, 0.859971 and 0.712980 respectively.  
 
 
Figure 4.7: 640×480 pixel interpolated ground truth frame from the Textbooks 
dataset. 
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Figure 4.8: Super-resolved target view of the Textbooks dataset from the 
remaining nine frames. 
 
    
    (a)               (b)          (c)      (d) 
Figure 4.9: Enlargements of 90×90 pixel regions in the interpolated ground 
truth (a) super-resolved image (b) ground truth (c) super-resolved image (d) of 
Textbooks dataset. 
 
As discussed in Chapter 3, VIFP is employed as the full-reference quality 
metric of choice throughout this thesis based on the evaluation in [160], though 
UQI, MS-SSIM and SSIM results are also included to enable easy comparison 
with a wider body of research. Image quality metrics are very useful when 
comparing different algorithms using the same dataset, as in Chapter 3, and 
quantitative results are generally preferred to subjective evaluation. However, 
experimentation such as that presented in [160] or Section 3.8 demonstrates 
that, regardless of the quality metric employed, measured values may vary 
significantly between different datasets and image sizes. For example, the 
VIFP value for an apparently high-quality super-resolved image produced from 
the Textbooks dataset may be very low in comparison to the VIFP value 
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calculated for an equally impressive output image generated from the Games 
dataset. Hence, as a stand-alone measure of image quality, full-reference 
metrics are not always particularly meaningful. Nevertheless, outstanding 
metric values may be reasonably accepted as an indication of high image 
quality, regardless of the circumstances. Following extensive experimentation 
with a range of datasets it has been concluded that VIFP, UQI, MS-SSIM and 
SSIM values above 0.33, 0.54, 0.97 and 0.78 respectively represent exceptional 
results. Hence, these values are treated as a quality benchmark throughout this 
thesis. 
 
4.5. Conclusion 
In this chapter a general framework capable of creating super-resolved images 
of 3-dimensional scenes, from existing or novel viewpoints, has been 
presented. The concept of establishing a sparse reconstruction in order to 
‘register’ input images captured from varying, unknown positions around a 3D 
scene was proposed. Planar homographies were then employed to transfer 
input frames to a selected novel image plane in order to perform super-
resolution enhancement. This versatile framework allows any existing 2D 
super-resolution technique to generate spatially enhanced views of a scene with 
depth variation. Experimental results using uncalibrated images of real 3-
dimensional scenes were also presented.  
The framework proposed in this chapter, which centres on the concepts of 
sparse reconstruction, view transfer and repurposing existing super-resolution 
techniques, forms the basis of a complete 3D super-resolution solution which 
evolves throughout the remainder of this thesis. For example, Section 4.3.3 
proposed a straightforward solution for selecting a novel view of a 3D scene, 
but highlighted the need for a method to determine the ideal virtual view. 
Chapter 5 specifically addresses this challenge, presenting a technique to locate 
the optimal viewpoint of a scene from a sparse 3D reconstruction. 
Additionally, while the framework described in this chapter applies to 
generally positioned input cameras, the viewpoint variation between frames is 
constrained by the use of 8DOF homographies to transfer input images to a 
novel image plane. Hence, a transfer method enabling greater variation 
106 
 
between input viewpoints is required. Chapter 6 introduces an appropriate 
transfer technique based on the trifocal tensor which was developed solely to 
permit significant displacement between input frames during 3D super-
resolution. 
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C H A P T E R  F I V E  
5. Optimal Viewpoint Selection from Sparse 3D 
Reconstruction 
5.1. Introduction 
With the rising popularity of 3D modelling in recent years, and ever increasing 
model complexity, visualisation methods for 3D datasets are attracting growing 
attention. A common problem is the need to render a single perspective of a 3D 
scene. As the user is limited in this case to a solitary impression of a 3D 
dataset, the selected view must be as informative as possible. Several methods 
of selecting the optimal viewpoint for 3D volumes and polygonal mesh 
representations already exist [202-207]. However, Chapter 4 highlighted the 
need to determine the optimal viewpoint of a scene from the limited 
information contained in a sparsely reconstructed 3D point cloud. In the 
previous chapter, a single novel view was defined from the mean of the input 
camera centres, though while this is a straightforward solution there is no 
guarantee that a centrally located view will capture key scene features. Hence, 
the following chapter poses the question: if a user is to be presented with only a 
single view of a 3D scene, derived from several input views, how is the virtual 
view encompassing the greatest scene detail determined?  
This chapter presents a novel method to automatically locate the optimal 
viewpoint of a scene from a sparse 3D reconstruction. Given several 2D 
images of a scene, a sparse point cloud representation is constructed, from 
which the optimal view is identified. The novel view encapsulating the most 
scene information is then synthesised by transferring pixels from the input 
views. Hence, the process of rendering the optimal view of a scene via a sparse 
3D reconstruction may be separated into the three sub-problems of view 
evaluation, view optimisation and view synthesis. 
As a means to automatically locate the optimal viewpoint the sparse 
viewpoint entropy is proposed, which measures the scene information captured 
from a viewing position based on the number of visible scene points and 
possible occlusions. Sparse viewpoint entropy is an indicator of the amount of 
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information that can be transferred from nearby views, as it is derived from a 
point cloud in which only the key scene features have been reconstructed. 
While the sparse viewpoint entropy serves essentially the same purpose as 
entropy measures previously presented in the literature [203-208], the proposed 
formulation avoids unnecessary complication due to the intrinsic simplicity of 
a sparse point cloud scene representation, resulting in rapid execution. 
The optimal viewpoint of a scene is the point resulting in the maximum 
viewpoint entropy. To optimise the sparse viewpoint entropy and therefore 
select the best viewing position, the mesh-based pattern search algorithm [209] 
is employed. As the optimal view in this case will be rendered utilising 
information from the input views, rather than the projection of the scene points, 
the optimisation problem is constrained by enforcing a bounding box 
surrounding the camera centres of the input views. Once the optimal viewpoint 
has been located, view synthesis is achieved via the robust inverse tensor 
transfer technique proposed in Chapter 6. For each pixel in the optimal view, 
this method utilises the trifocal tensor and multi-view geometry to predict 
potentially matching points across a small set of real input images. A robust 
variance measure derived from DAISY descriptors is then employed to select 
the most likely correspondence, allowing colour information to be transferred 
from the input images to the optimal view. 
A number of complex viewpoint selection algorithms have already been 
applied to 3D volumes and polygonal mesh representations. Such existing 
methods are primarily utilised in the fields of direct volume rendering, object 
recognition and object reconstruction. The concept of viewpoint entropy was 
first proposed by Vázquez et al. [208] for the automatic computation of ideal 
viewing positions. Derived from Shannon entropy [210], the viewpoint entropy 
is a quality function that describes view optimality based on the projected area 
of faces on a 3D mesh and the number of visible faces. Hence, the viewpoint 
entropy may be treated as a measure of the information captured at a given 
point and will reach a maximum, corresponding to the best viewpoint, at the 
position where all object faces are visible with the same relative projected area.  
The concept of mesh saliency is proposed by Lee, Varshney and Jacobs 
[202] to locate visually interesting regions of 3D meshes and to guide in 
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viewpoint selection. The optimal view is selected as the point that maximises 
the sum of the saliency for visible regions of the object. Takahashi et al. [203] 
take an existing 3D surface mesh optimal viewpoint method and apply it 
instead to volume rendering. Two approaches are presented, which decompose 
a 3D dataset into a set of isosurfaces or interval volumes. The best view of each 
individual feature is found by calculating viewpoint entropy based on the 
visible projected face area in a rendered view. The defined entropy is based on 
the method of Vázquez et al., and therefore increases as a candidate viewpoint 
achieves a more balanced distribution of face visibility. The significance of 
each feature component is then weighted using opacity transfer functions and 
the globally optimal viewpoint is determined by combining the locally optimal 
results. 
The method proposed by Zhang and Wang [204] determines the visibility, 
and therefore importance, of voxels based on their opacity, luminance and 
structural features of the 3D volume to be rendered. A pre-defined distance 
from the centre of the 3D dataset describes a view sphere on which the optimal 
view is restricted to lie, which is then located using a shuffled frog leaping 
algorithm. Tao et al. [205] present a viewpoint selection framework based on a 
shape view and detail view descriptor. The detail view descriptor uses gradient 
directions to measure locally visible detail while the shape view descriptor 
evaluates the overall orientation of features of interest. Wang et al. propose a 
viewpoint selection algorithm that utilises particle swarm optimisers [206]. 
They calculate both the total and important viewpoint entropy, based on voxel 
visibility, where important voxels are those with high visibilities that contribute 
more to the optimal view.  
An interactive view selection algorithm is presented by Bordoloi and Shen 
[207], which can guide a user to interesting viewpoints using view entropy, 
view-likelihood and view-stability measures. View entropy is calculated from 
voxel visibility and noteworthiness, a measure of visual significance based on 
voxel colour and opacity. Maximum entropy is achieved when voxel 
visibilities are proportional to their measured importance. As in [204], a view 
sphere is again used in [205], [206] and [207] to limit the optimal view search 
space. 
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5.2. Sparse 3D Reconstruction 
In order to locate the optimal view of a scene represented by a series of input 
images, a sparse 3D representation is first created. The first step in this process 
is to detect and match significant image features. Key features are detected in 
the first two temporal frames of an input dataset using Features from 
Accelerated Segment Test (FAST) high speed corner detection [194-195]. 
Putative matches are established based on maximal correlation between 
windows surrounding the interest points. The fundamental matrix between the 
first two input views in the image sequence, 𝑭?̌??̌?, is then determined via 
RANdom SAmple Consensus (RANSAC) [34]. Singular value decomposition 
is used to estimate the epipole, 𝒆?̌??̌?, required to assign the projection matrices 
for each frame, 𝑷?̌? and 𝑷?̌?. Given the two projection matrices and a set of 
image point pairs, the corresponding scene points are triangulated through 
Direct Linear Transformation (DLT) [196]. If required, the orientation of the 
cameras 𝑷?̌? and 𝑷?̌? are corrected to ensure that all triangulated points lie in 
front of both cameras, thus creating a feasible scene reconstruction. 
Once an initial point cloud has been established all remaining images in the 
input sequence are added to the reconstruction. Interest features in each view 
are identified via FAST corner detection, matched to the preceding view by 
maximal correlation and the subset of interest features common to three 
temporally adjacent views are identified, along with the corresponding 
previously triangulated scene points. Given the correspondence between image 
and known scene points, the projection matrix for each additional frame, may 
be estimated and any unique feature points from the image added to the sparse 
scene reconstruction. With the addition of each new camera the reconstructed 
point cloud and camera properties are refined using bundle adjustment [197-
198]. An iterative, metric self-calibration algorithm is applied to the resulting 
sparse projective reconstruction, to upgrade the scene reconstruction from a 
solution related to the true environment by an unknown projective 
transformation to a metric reconstruction that differs only by an arbitrary 
Euclidean transformation and a scale factor [199]. 
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5.3. Sparse Viewpoint Entropy 
Given a sparse 3D scene reconstruction it is now possible to pursue the optimal 
viewing position. However, to do so, the favourable properties of a ‘good’ 
view must first be defined. What constitutes the best viewpoint? How does one 
quantify the quality of a view? The optimal viewpoint of course depends on the 
objective, though it is generally accepted that the best viewing position is the 
point that captures the maximum information from a scene [203-208]. Again, 
the means of measuring an informative view may also be debated. In this 
chapter, as previously advocated [203,207], it is suggested that the most 
informative view is achieved not only by maximising the number of visible 
features, but also by minimising the occlusion of significant features. These 
two objectives may initially appear to be one and the same; intuitively reducing 
the number of occluded features will increase those that are visible. However, 
when applied to point clouds the goals may be treated separately. It is possible 
that every point in a sparse scene reconstruction may be within the field of 
view of a chosen vantage point and is therefore visible; however as the points 
represent scene objects any number of features may also be occluded. 
To facilitate the automatic computation of the optimal viewpoint, a measure 
of view information calculated from the number of visible scene points and 
possible occlusions is defined. Occlusion occurs when the line of sight to a 
surface is blocked by another surface. If the observer is moving through a static 
environment, occlusions correspond to discontinuities in both the perceived 
motion and depth. A sparse 3D reconstruction is an inherently simplified 
representation of a scene; the only information known about a given scene 
point is its coordinates and perhaps its colour. Hence, it is not possible to 
calculate properties such as gradient direction, projected area and opacity 
employed in entropy measures for volume and mesh representations. The 
proposed method is inspired by the viewpoint entropy of Vázquez et al. [208], 
along with similar implementations [203-207], and quantifies the amount of 
scene information captured from a viewpoint. However, the measure employed 
in this chapter is simplified to suit sparse point clouds and is not derived from 
Shannon entropy. The sparse viewpoint entropy of a candidate view is defined 
as 
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 𝑒𝑐̌ = 𝛽
𝑣𝑐̌
𝑤
+ 𝛾 (1 −
𝑜𝑐̌
𝑤
), (5.1) 
where 𝑤 is the number of normalised reconstructed scene points, 𝑣𝑐̌ is the 
number of scene points visible in the candidate view, 𝑜𝑐̌ is the number of 
possible occlusions in the candidate view, 𝛽 and 𝛾 are weighting factors. The 
first term of the sparse viewpoint entropy measures the number of visible scene 
points, comparable to the sum of projected face area in [208], which is then 
penalised by the number of potential occlusions. 
The weighting factors 𝛽 and 𝛾 may be conveniently chosen to produce 
sparse viewpoint entropies between zero and one. In this chapter 𝛽 =
1
5
 and 
𝛾 =
4
5
 are selected, however during experimentation it was established that the 
relative contribution of visible points and occlusions to the sparse entropy 
value is not critical. Even when the relative visible points to occlusions ratio 
was relaxed as far as 1:9 or 3:7 the proposed algorithm still converged to the 
optimal result. 
To evaluate the sparse viewpoint entropy associated with a candidate 
camera centre 𝐶𝑐̌ = [𝑥, 𝑦, 𝑧, 1]
T the Euclidean distance between this viewpoint 
and the centre of each input camera is first established. The input camera 
closest to the candidate camera centre is then selected as the reference view. As 
the projection matrices of the input cameras are derived from a metric 
reconstruction, a projection matrix for the candidate camera, 𝑷𝑐̌, may then be 
assembled based on the relative translation, 𝒕?̌?𝑐̌, between the reference and 
candidate views. The orientation of the candidate camera is assumed to match 
the nearby reference view; hence the projection matrix is defined as 
 𝑷𝑐̌ = 𝑲?̌?[𝑹?̌?| 𝒕?̌? + 𝒕?̌?𝑐̌]. (5.2) 
If calculating the optimal viewpoint for a projective rather than metric 
reconstruction, specifying a candidate view is not as straightforward, as 
highlighted in Section 6.3.2. 
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Once the candidate projection matrix has been established, the number of 
scene points visible within the boundaries of the candidate view, 𝑣𝑐̌, is 
calculated from a perspective projection of the sparse 3D reconstruction to the 
candidate image plane according to 
 𝑣𝑐̌ = |{𝒙𝑐̌}| where {𝒙𝑐̌} = 𝑷𝑐̌{𝑋}, (5.3) 
and {𝒙𝑐̌} is the set of projected image points in the candidate view. To 
determine the number of projected points that actually lie within the image area 
on the candidate image plane, the projected points are culled based on the input 
image dimensions before 𝑣𝑐̌ is assigned. 
In order to estimate the number of occluded points in a candidate view an 
approach similar to ray casting, a method of finding the object intersected by a 
ray in computer graphics, is employed. As the concept is applied to a sparse 
point cloud rather than distinct 3D objects, it is not practical to find the 
intersection of a ray and the scene. Hence, a cylinder is defined around a line of 
sight to estimate potential occlusions. The application of a cylinder accounts 
for minor errors in scene reconstruction and its dimensions are scalable based 
on properties of the reconstructed scene. There is a possibility that utilising a 
cylinder for occlusion detection may lead to false positives, however in the 
context of sparse viewpoint entropy this is not a major concern as it is also 
desirable to avoid candidate viewpoints with the potential for occlusion. Rather 
than a cylinder, an alternative model if calculating the optimal viewpoint of a 
projective reconstruction may be to define a cone with increasing radius 
relative to the distance from a candidate camera centre.  
To rule out self-occlusion resulting from noise in reconstructed points that 
belong to the same scene surface, the end of the occlusion cylinder is offset 
from each scene point. To define the cylinder endpoint a normal vector, 𝒏𝑚, is 
created from each reconstructed scene point to the candidate camera centre, 𝐶𝑐̌, 
and normalised to unit length. An offset point, 𝑂𝑃𝑚, associated with each scene 
point, 𝑋𝑚, is then calculated according to 
 𝑂𝑃𝑚 = 𝑋𝑚 + 𝜑𝜌?̂?𝑚, (5.4) 
where 𝜌 is the minimum distance between any two reconstructed scene points: 
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 𝜌 = min‖𝑋𝑙 − 𝑋𝑚‖  for 𝑙, 𝑚 = 1,… ,𝑤, (5.5) 
and 𝜑 is a point offset factor. During experimentation 𝜑 = 4 was determined to 
be a suitable value. A cylinder of radius 𝑟𝑑 =
𝜑𝜌
2
 is then established between 
each offset point and the candidate camera centre, following the appropriate 
normal vector, 𝒏𝑚. If any other reconstructed scene point falls within the 
cylinder volume it is presumed that the scene point, 𝑋𝑚, is occluded in the 
candidate view. Therefore the number of possible occlusions in the candidate 
view, 𝑜𝑐̌, is the sum of those points that are deemed to be occluded. 
The inequalities defined in (5.6) characterise one method of implementing 
the proposed occlusion cylinder. Once the offset point, 𝑂𝑃𝑚, associated with a 
scene point, 𝑋𝑚, has been established the dot product of a vector from 𝑂𝑃𝑚 to 
another scene point, 𝑋𝑙, and a vector from 𝑂𝑃𝑚 to the candidate camera centre, 
𝐶𝑐̌, is computed. Additionally, the dot product of a vector from 𝐶𝑐̌ to 𝑋𝑙 and a 
vector from 𝐶𝑐̌ to 𝑂𝑃𝑚 is calculated. A positive dot product indicates that the 
angle between two vectors is less than 90°. Hence if the first dot product is 
positive this indicates that point 𝑋𝑙 is in front of 𝑂𝑃𝑚 in the direction of the 
camera centre, while if the second dot product returns a positive result this 
implies 𝑋𝑙 is front of the candidate camera in the direction of 𝑂𝑃𝑚. Therefore, 
if both dot products are positive the scene point 𝑋𝑙 lies between 𝑂𝑃𝑚 and 𝐶𝑐̌, 
i.e. the scene point 𝑋𝑙 is positioned within the endpoints of the occlusion 
cylinder. In order to check whether 𝑋𝑙 is actually captured within the cylinder 
radius, 𝑟𝑑, the minimum distance between the scene point and a vector from 
the candidate camera centre and the offset point is calculated. This is described 
by the third inequality in (5.6). Therefore, if a scene point 𝑋𝑙 satisfies  
 (𝑋𝑙 − 𝑂𝑃𝑚) ∙ (𝐶𝑐̌ − 𝑂𝑃𝑚) > 0, 
(𝑋𝑙 − 𝐶𝑐̌) ∙ (𝑂𝑃𝑚 − 𝐶𝑐̌) > 0, 
‖(𝑋𝑙 − 𝐶𝑐̌) × (𝑋𝑙 − 𝑂𝑃𝑚)‖
‖𝑂𝑃𝑚 − 𝐶𝑐̌‖
≤ 𝑟𝑑, 
(5.6) 
it is positioned within the defined occlusion cylinder and it is concluded that 
point 𝑋𝑚 may be occluded by point 𝑋𝑙 in the candidate view. 
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%Find number of visible points 
01.  Calculate Euclidean distance between candidate camera centre  
     and each input camera 
02.  Select closest view as reference 
03.  Assemble candidate projection matrix based on relative  
     translation between reference and candidate views 
04.  Calculate number of visible points from perspective projection  
     of scene points 
%Find number of potential occlusions 
05.  for each scene point 
06.     Calculate normal vector from scene point to camera centre 
07.     Normalise vector to unit length 
08.     Calculate offset point from unit vector and minimum distance  
        between scene points 
09.     Calculate vector from offset point to camera centre 
10.     Calculate vector from camera centre to offset point 
11.     for remaining scene points 
12.        Calculate vector from offset point to scene point 
13.        Calculate vector from camera centre to scene point 
14.        Calculate dot product of vector from offset point to  
           camera centre and vector from offset point to scene point 
15.        Calculate dot product of vector from camera centre to  
           offset point and vector from camera centre to scene point 
16.        if both dot products are greater than zero 
17.           Calculate minimum distance between scene point and  
              vector from camera centre to offset point 
18.           if minimum distance less than defined cylinder radius 
19.              Register potential occlusion 
20.              break 
21.           end 
22.        end 
23.     end 
24.  end 
25.  Calculate sum of potential occlusions 
%Calculate sparse viewpoint entropy 
26.  Calculate sparse viewpoint entropy from number of visible and 
     potentially occluded points 
 
Figure 5.1: Algorithm for calculating sparse viewpoint entropy. 
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5.4. Bound-constrained Optimisation using Pattern Search 
The ideal novel perspective of a sparse 3D reconstruction is the virtual view 
encompassing the greatest scene detail, achieved by maximising the sparse 
viewpoint entropy. However, depending on the objective of a selected 
application, a number of additional restrictions may be enforced when defining 
the optimal viewpoint. For example, it is common for the optimal viewpoint 
search space to be constrained using a view sphere [204-207]. As the proposed 
algorithm has been tailored for sparsely reconstructed point clouds, it is 
assumed that the optimal view will be constructed via transformation of the 
input views rather than projection of the scene points. With this in mind, the 
optimal viewpoint is restricted to fall within a bounding box surrounding the 
camera centres of the input views.  
While it is possible that viewpoints outside a defined bounding box may 
provide a better perspective of the scene, rendering a virtual view of acceptable 
visual quality is increasingly difficult the further the target camera centre is 
located from the input views. For example, by selecting a viewpoint that is 
behind the input views and a greater distance away from the scene, or a point 
that has a significantly different viewing angle with the scene, it is clear that a 
better view may be achieved that potentially encompasses all scene 
information. However, as such views are significantly different to the input 
views, rendering a satisfactory image from this perspective is difficult. 
Enforcing a bounding box avoids these issues and constrains the optimal 
viewpoint problem, considerably reducing the solution search space. Therefore, 
when solving for the optimal camera centre 𝐶?̌? = [𝑐?̌?𝑥 , 𝑐?̌?𝑦 , 𝑐?̌?𝑧 , 1]
T, depending 
on the set of input camera centres, {𝐶𝑖𝑛}, boundary conditions are enforced 
according to 
 
[
 
 
 
min{𝑐𝑖𝑛𝑥}
min {𝑐𝑖𝑛𝑦}
min{𝑐𝑖𝑛𝑧} ]
 
 
 
 ≤ [
𝑐?̌?𝑥
𝑐?̌?𝑦
𝑐?̌?𝑧
]  ≤
[
 
 
 
max{𝑐𝑖𝑛𝑥}
max {𝑐𝑖𝑛𝑦}
max{𝑐𝑖𝑛𝑧} ]
 
 
 
.  (5.7) 
Given the above boundary conditions and a sparse viewpoint entropy, 𝑒𝑐̌, to be 
maximised, the optimal viewpoint may be formulated as a bound-constrained 
multivariable optimisation problem defined by 
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 max
𝑐?̌?𝑥∈ℝ
𝑐?̌?𝑦∈ℝ
𝑐?̌?𝑧∈ℝ
𝑒𝑐̌ = 𝛽
𝑣𝑐̌
𝑤
+ 𝛾 (1 −
𝑜𝑐̌
𝑤
), 
 subject to 
[
 
 
 
min{𝑐𝑖𝑛𝑥}
min {𝑐𝑖𝑛𝑦}
min{𝑐𝑖𝑛𝑧} ]
 
 
 
 ≤ [
𝑐?̌?𝑥
𝑐?̌?𝑦
𝑐?̌?𝑧
]  ≤
[
 
 
 
max{𝑐𝑖𝑛𝑥}
max {𝑐𝑖𝑛𝑦}
max{𝑐𝑖𝑛𝑧} ]
 
 
 
.  
(5.8) 
A solution to the above optimisation problem is determined via a MATLAB 
implementation of pattern search optimisation [209]. An appropriate algorithm 
was deliberately sought from the MATLAB platform commonly used by image 
processing researchers so that the results presented in Section 5.6 may be easily 
reproduced. The choice of an applicable algorithm is limited by the need to 
enforce bound constraints and the fact that the search for the optimal camera 
centre 𝐶?̌? = [𝑐?̌?𝑥 , 𝑐?̌?𝑦 , 𝑐?̌?𝑧 , 1]
T is a multivariable optimisation problem. Even 
though a single global solution is required, as opposed to local maxima, the 
optimal camera centre is a product of its x, y and z coordinates. Additionally, 
sparse viewpoint entropy is a discrete measure; hence the optimisation problem 
cannot be solved via gradient-based methods. For example, Fig. 5.8 illustrates 
that entropy is solely dependent on the relationship between a candidate 
viewpoint and an input scene; there appears to be no functional relationship 
between the measured entropy at different locations. 
Given the above restrictions, suitable MATLAB algorithms include 
implementations of the pattern search [209], genetic algorithm [211] and 
simulated annealing [212] techniques. As the optimisation problem described 
in (5.8) is only one aspect of the proposed optimal viewpoint selection 
algorithm, potentially any of these approaches could be employed with 
minimal impact on the overall result. Considering the characteristics of the 
proposed optimisation problem, pattern search is selected as a suitable 
approach. Pattern search can handle multivariable problems, accepts bound 
constraints, demonstrates proven and efficient convergence, returns repeatable 
results as it employs deterministic iterates and does not require the gradient of 
the objective function, promoting application with functions that are not 
continuous or differentiable. Additionally, during experiments conducted with 
the pattern search, genetic algorithm and simulated annealing techniques, 
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pattern search returned the results with the maximum sparse viewpoint entropy. 
Compared to pattern search, the genetic algorithm implementation produced 
highly variable results, due to stochastic iterates, with lower sparse viewpoint 
entropy values than pattern search, hence they must not be optimal. Simulated 
annealing also returned highly variable sub-optimal results and was 
significantly less efficient than the alternative methods, even when high initial 
temperatures and slow cooling functions were employed. 
Pattern search is a direct search optimisation method; minimisation is 
achieved without knowledge about the gradient of the objective function. The 
primary features of the pattern search algorithm are an optional global search 
across a defined mesh for a point that improves the objective function with 
respect to the current point, followed by polling neighbours of the current point 
should a search prove unsuccessful. If an improved point is located either via 
search or local poll this location becomes the current point for the next iteration 
of the pattern search. 
If enabled, each iteration of the pattern search algorithm begins with an 
optional global search of a finite number of points on the mesh surrounding the 
current point. Here any strategy may be used to define mesh points and search 
the solution space; typical approaches include the Nelder-Mead simplex 
algorithm [213] or genetic algorithm [211]. If the search succeeds in locating a 
point with a lower objective function than the incumbent, the improved mesh 
point becomes the current point for the next iteration, the local poll step is 
bypassed and the search is restarted from this point. If the global search stage 
fails to identify an improved mesh point local polling is invoked. 
The local poll step starts by establishing a set of neighbouring points on the 
mesh around the current point, which may be a supplied initial point or the 
location returned from the previous iteration. Mesh points are determined by 
multiplying a set of vectors known as a pattern by a preselected scalar initial 
mesh size, 𝜓ie, and adding them to the current point. The pattern, or set of 
direction vectors, is defined by the number of independent variables in the 
objective function and a selected positive basis set. Polling proceeds by 
systematically evaluating the objective function at each of the neighbouring 
mesh points. If the local poll of surrounding points successfully identifies a 
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location with a lower objective function value this improved mesh point is 
selected as the current point for the next iteration and the mesh size parameter 
controlling the breadth of the search, 𝜓, is increased by a given expansion 
factor, 𝜀. In the event that a local poll of mesh neighbours fails to locate an 
improved mesh point the current point is termed a mesh local optimiser. The 
mesh size variable, 𝜓, is reduced by a contraction factor, 𝜆, in this case 
promoting convergence to the optimal solution. The pattern search algorithm 
continues until the mesh size is sufficiently small or a number of additional 
stopping criteria are met, such as iteration or time limits. 
The search for the optimal viewpoint begins at an initial estimate of the 
optimal camera centre, 𝐶ie. Along with the initial mesh size, 𝜓ie, the initial 
camera centre was found to have a significant impact on the optimisation result 
during experimentation. Choice of the initial estimate, 𝐶ie, is important to 
ensure a thorough search of the bounding box surrounding the camera centres 
of the input views. For example, while it may seem logical to select the input 
view with the greatest sparse viewpoint entropy as the initial estimate, 
max(𝑒𝑖𝑛), it is likely that the pattern search algorithm will get stuck searching 
in the immediate vicinity of this point. During experimentation a number of 
additional starting points were trialled, including the input view with the lowest 
sparse viewpoint entropy, min(𝑒𝑖𝑛), however it was determined that the most 
successful method of avoiding a local search is to set the initial viewpoint 
estimate to be the mean of the input camera centres 
 
𝐶ie =
1
𝑛
[
∑ 𝑐𝑖𝑛𝑥
𝑛
𝑖𝑛=1
∑ 𝑐𝑖𝑛𝑦
𝑛
𝑖𝑛=1
∑ 𝑐𝑖𝑛𝑧
𝑛
𝑖𝑛=1
], (5.9) 
where 𝑛 is the number of input frames.  
When applying pattern search to the optimisation of sparse viewpoint 
entropy the optimal search phase was omitted in favour of a larger initial mesh 
size. During a wide range of preliminary experiments the optional search phase 
demonstrated no measureable benefit in locating the optimal viewpoint. 
However, it was determined that improved results were achieved by selecting 
an initial mesh size, 𝜓ie, large enough to ensure that the entire bounding box 
surrounding the input camera centres is encapsulated by the initial mesh. Along 
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with initiating the pattern search algorithm at the centre of the search space, the 
mean camera centre, this ensures coverage of the entire solution space, 
reducing the likelihood of the algorithm converging to a local maximum. An 
appropriate initial mesh size, 𝜓ie, is entirely dependent on the input scene. As 
shown in Fig. 5.9 for example, 𝜓ie = 100 was sufficient for the Flowers 
dataset. An expansion factor of 𝜀 = 2 was applied during all experiments, 
while the selected contraction factor was 𝜆 = 0.5. In addition, mesh points are 
restricted by the boundary conditions outlined in (5.7). 
The described pattern search implementation has proven successful in 
locating the optimal sparse viewpoint entropy, as demonstrated by the 
experimental results in Section 5.6. As previously discussed, pattern search 
exceeded the results returned by alternative methods, and across numerous 
experiments such as that depicted in Fig. 5.8 the identified maximum sparse 
viewpoint entropy exceeded the entropy calculated at each input camera centre 
and at over 2,500 additional regularly-spaced samples throughout the defined 
search space. 
 
5.5. Synthesising Optimal View via Image Transfer 
Once the optimal viewpoint has been identified, a method of rendering a novel 
view of the scene from this perspective is required. Though there are several 
possible approaches, in order to obtain the highest quality view the robust 
inverse tensor transfer method of novel view synthesis presented in Chapter 6 
is applied. Robust inverse tensor transfer utilises a small set of real input 
images, appropriate trifocal tensors and a point-line-point transfer relationship 
to synthesise a novel frame by fetching colour information for each pixel from 
the known views. The trifocal tensor is a 3×3×3 matrix that encapsulates the 
intrinsic projective geometry between three views of a scene, similar to the 
fundamental matrix for two views; it is described in detail in Section 6.2.3. 
Generally, five or six source views are sufficient to synthesise a novel view 
of high quality via robust inverse tensor transfer. Therefore, if the input dataset 
contains a significantly larger number of frames, the principal axes of all input 
views may be calculated from (4.12) and the angle between each and the 
principal axis of the optimal view can be computed, in order to identify the 
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most similar views to the optimal camera. Approximately six of the most 
similar views, and their associated camera projection matrices, are then 
retrieved for use as source views in robust inverse tensor transfer. 
Alternatively, the frame selection techniques proposed in Chapter 3 may be 
employed to choose source views from an input dataset. One of the input views 
is also selected as the reference view for the transfer process, and as the 
optimal camera centre, 𝐶?̌?, has now been established via pattern search, the 
projection matrix for the optimal view may be constructed from (5.2). 
Given the projection matrices of the required views, the necessary trifocal 
tensors relating the optimal view, via the selected reference view, to each of the 
source views are then calculated from 
 
𝑇𝑖
𝑗𝑘⟨?̌?, ?̌?, ?̌?⟩ = (−1)𝑖+1det [
~𝑃?̌?
𝑖
𝑃?̌?
𝑗
𝑃?̌?
𝑘
]  for ?̌? = 1,… , 𝑛 ;  𝑖, 𝑗, 𝑘 = 1, 2, 3, (5.10) 
where ~𝑃?̌?
𝑖 is the projection matrix 𝑷?̌? with the 𝑖
th row omitted, 𝑃?̌?
𝑗 is the 𝑗th 
row of 𝑷?̌?, index ?̌? refers to the optimal view, index ?̌? is the input view 
selected as the reference and index ?̌? refers to each of the source views in turn, 
which may include the reference view. It must be noted that both (5.10) and 
(5.11) below utilise tensor notation, which is described in detail in Section 
6.2.3. 
 
 
Figure 5.2: Point-line-point incidence relation for inverse tensor transfer. 
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Robust inverse tensor transfer exploits the point-line-point incidence 
relation depicted in Fig. 5.2 for point transfer. Given a pixel location 𝒙?̌? to be 
rendered in the optimal view and a line 𝒍?̌? in the reference view, the 
corresponding point in one of the source views 𝒙?̌? is given by  
 
𝑥?̌?
𝑘 = ∑∑𝑥?̌?
𝑖𝑙?̌?𝑗
3
𝑗=1
3
𝑖=1
𝑇𝑖
𝑗𝑘⟨?̌?, ?̌?, ?̌?⟩ for 𝑖, 𝑗, 𝑘 = 1, 2, 3. (5.11) 
A potential match for 𝒙?̌? in the optimal view, the point 𝒙?̌? in the reference view 
must lie on the epipolar line, 𝒍𝑒?̌? = 𝑭?̌??̌?𝒙?̌?. The line, 𝒍?̌?, is selected to pass 
through 𝒙?̌?, perpendicular to the epipolar line 𝒍𝑒?̌?. Hence, if the point in the 
reference image is defined as 𝒙?̌? = [𝑥?̌?1, 𝑥?̌?2, 1]
T and the epipolar line 𝒍𝑒?̌? =
[𝑙𝑒?̌?1, 𝑙𝑒?̌?2, 𝑙𝑒?̌?3]
T it follows that the desired line is  
 𝒍?̌? = [𝑙𝑒?̌?2, −𝑙𝑒?̌?1, −𝑥?̌?1𝑙𝑒?̌?2
+𝑥?̌?2𝑙𝑒?̌?1
]T. (5.12) 
In order to render the complete optimal view each pixel, 𝒙?̌?, is processed in 
turn. For a given pixel location in the optimal view, the line 𝒍?̌? is incrementally 
stepped across the reference image and the corresponding pixel 𝒙?̌? in each of 
the source views is calculated using the appropriate trifocal tensor and (5.11). 
A pre-computed DAISY descriptor is then retrieved from each of the 
geometrically consistent points in the source views. Hence, for a single pixel 
location 𝒙?̌? in the optimal view, if 𝒍?̌? is incremented across the entire reference 
image, this process results in 𝑤𝑑 vectors of length 𝑛, containing the DAISY 
descriptors of the hypothesised pixel locations in the source views, where 𝑤𝑑 
is the width of the reference image and 𝑛 is the number of source views.  
It is reasoned that the pixel location 𝒙?̌? satisfying the trifocal geometry will 
display consistent characteristics across all source images, while the remaining 
incorrect hypotheses are likely to change from view to view. Hence, the 
following DAISY variance is proposed to measure consistency across the 
source images: 
 ?̃? = med(𝜎1, 𝜎2, 𝜎3, … , 𝜎200), (5.13) 
where 𝜎1-𝜎200 are the individual standard deviations of the 200 DAISY 
elements across 𝑛 source views. Equation (5.13) is applied to each of the 𝑤𝑑 
hypothesised pixel locations in the reference view and the point with the 
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minimum DAISY variance is selected as the most likely match for 𝒙?̌? in the 
optimal view. If the DAISY variance of the selected match is less than a 
predefined threshold, 𝜏1, the median colour of the corresponding pixel in the 
source views is transferred to the optimal view. 
Robust inverse tensor transfer is in fact a multi-stage novel view synthesis 
algorithm. The first stage of the algorithm is designed to capture only the most 
consistent points by applying the above transfer process with a low variance 
threshold, 𝜏1. The second stage significantly restricts the search range for 
matches between the optimal and reference views based on the estimated depth 
of points calculated during the first stage, quickly synthesising large regions of 
the optimal view. The final stage of the algorithm completes the view synthesis 
by calculating the optimal solution along each epipolar line in the optimal view 
via dynamic programming. A more detailed explanation of robust inverse 
tensor transfer is presented in Chapter 6; a brief summary is included here for 
completeness in describing the calculation and synthesis of the optimal view. 
 
5.6. Experimental Results and Analysis 
The following section presents an analysis of sparse viewpoint entropy 
including its properties, calculation and optimisation via pattern search. 
Additionally, output images synthesised from the calculated optimal viewpoint 
are presented. However, in order to locate and render the optimal view a 
dataset of input images are required. Two important image datasets, namely the 
Monkey and Flowers datasets are now introduced. Both datasets were selected 
as a result of their utilisation in research directly related to this thesis, hence for 
convenient comparison the same datasets are consistently employed in the 
following chapters. The Oxford Monkey sequence [214] of 89 frames was 
created by the Robotics Research Group in the Department of Engineering 
Science at the University of Oxford; it is of particular relevance in Chapter 6 
due to its application in the work of Li and Hartley [215]. The dataset utilised 
throughout this thesis is a subset of seven images, frames six to twelve 
inclusive, from the Oxford Monkey sequence and will be referred to in the 
following chapters as the Monkey dataset. The second primary dataset 
originally appeared in [2] and [3]. Of the nine publicly available images again a 
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subset of seven is selected, frames two to eight inclusive. Also, the original 
384×288 pixel images feature black strips along multiple edges which are not 
part of the scene; hence three pixels were removed from the left of each frame, 
one from the right, and two from the bottom resulting in 380×286 pixel images. 
Though not given a name in its original publication, the resulting images will 
be referred to as the Flowers dataset throughout the remainder of this thesis. 
 
  
Figure 5.3: Two input frames (out of seven) from the Flowers dataset. 
 
Figure 5.3 presents two of the seven frames in the Flowers dataset. The 
focus of this image sequence is the bunch of flowers including a bright yellow 
gerbera, a dark red rose, a smaller pink rose, a white rose and a gladioli 
towards the rear of the arrangement. The background of the scene features a 
2006 calendar depicting an Indian temple, a standard resolution test chart, a 
number of smiley face graphics and multiple blue drawing pins to the right of 
the scene. 
Figure 5.4 shows two input images from the Monkey dataset which, as the 
name suggests, primarily features a toy monkey. The background of the scene 
is a print of the University of Oxford skyline depicting its famous spires. To 
the right of the scene, behind the monkey’s left arm is what appears to be a 
wood carving of the Hindu deity Ganesha. As shown in Fig. 5.5, the image 
sequence gradually moves across the scene from right to left, hence the white 
border on the edge of the background print slowly vanishes to the left of the 
scene while more of the Oxford spires come in to view on the right. The input 
Monkey images are 654×490 pixel frames which have most likely been 
corrected for distortion as small curved black regions are noticeable at the 
edges of the images, particularly at the bottom. 
125 
 
 
Figure 5.4: Two input frames (out of seven) from the Monkey dataset. 
 
 
Figure 5.5: Sparse reconstruction of Monkey dataset from seven input frames. 
 
As described in Section 5.2, the first step in the proposed optimal viewpoint 
selection algorithm is to establish a sparse 3D reconstruction of the input scene. 
Fig. 5.5 depicts a typical sparse reconstruction of just 544 scene points from 
the Monkey dataset. In this case only minor displacement is evident between 
input frames relative to the reconstructed scene, which clearly shows points 
belonging to the toy monkey and University of Oxford print in the background. 
The relative motion between input frames is specifically highlighted in Fig. 
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7.6. As highlighted in Section 5.3, the reconstructed scene points may be 
projected to a novel image plane to determine which points are visible from a 
given location, or analysed to estimate possible occlusions, such as when the 
monkey’s arms might obstruct the spires in the background of the scene. This 
information may then be combined to assess candidate view optimality. 
 
 
Figure 5.6: 3D visualisation of changing viewpoint entropy when moving 
across sparse reconstruction of the Monkey scene. 
 
Figure 5.6 above is included to visualise how sparse viewpoint entropy 
might change when a virtual camera is moved across a reconstructed scene. In 
this particular case the mean y and z-coordinates of the estimated input camera 
centres are used to constrain two axes of the virtual camera, while the x-
coordinate is varied to mimic the camera moving across the reconstructed 
Monkey scene depicted in Fig. 5.5. Sparse viewpoint entropy was calculated at 
regular intervals along the x-axis within the bounding box defining the search 
space for the optimal viewpoint, represented by the coloured dots, to 
demonstrate how viewpoint entropy may change when viewing a scene from 
different locations. The large black dots in Fig. 5.6 indicate the input camera 
centres while the attached vectors indicate the principle axes of each view. The 
pose at each virtual camera location is derived from the closest input camera. 
The black square in Fig. 5.6 signifies the mean input camera centre, which acts 
as the initial estimate 𝐶ie for the pattern search, while the black diamond 
represents the resulting optimal viewpoint. 
The sparse viewpoint entropy values depicted in Fig. 5.6 have been mapped 
to a jet colourmap, ranging from dark blue through cyan, yellow and orange to 
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dark red. The cooler colours such as blues represent relatively low sparse 
viewpoint entropy, while warmer colours such as red represent a higher 
entropy value. With this in mind, Fig. 5.6 shows slight peaks in viewpoint 
entropy near input camera one and again between cameras six and seven, then 
lulls when moving towards the mean camera centre, particularly in the vicinity 
of camera two. In the centre of the restricted search range near input cameras 
three and four the sparse viewpoint entropy reaches its maximum for this 
particular path across the Monkey scene. It must be noted that Fig. 5.6 only 
represents a single trajectory through the defined solution space and although it 
may indicate a general trend it does not necessarily reflect the expected sparse 
viewpoint entropy along different paths across the Monkey scene. For example, 
Fig. 5.8 depicts the variation in sparse viewpoint entropy in three dimensions, 
highlighting that there is no clear function or pattern to describe entropy 
values. 
 
 
Figure 5.7: Plot of changing viewpoint entropy when moving across sparse 
reconstruction of the Monkey scene. 
 
Figure 5.7 presents a different interpretation of the information portrayed in 
Fig. 5.6, graphically representing a virtual camera that is restricted to move 
solely along the x-axis of a sparse reconstruction. Here the positions of the 
input cameras are represented by vertical red lines; as for Fig. 5.6 camera one 
is shown by the red line on the far right, camera seven is on the far left. The x-
coordinate of the optimal viewpoint is indicated by a bold red line. The blue 
circles reveal the changing sparse viewpoint entropy at 100 evenly distributed 
samples along the x-axis between the first and seventh frames, corresponding 
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to the coloured entropy values in Fig. 5.6. The behaviour in Fig. 5.7 reflects the 
earlier observations of Fig. 5.6; there are slight entropy peaks at the edges of 
search range, which declines leading towards a peak again in the vicinity of 
input camera three. The blue line connecting samples in Fig. 5.7 is included to 
highlight the sporadic and discrete nature of sparse viewpoint entropy, which at 
times jumps violently between adjacent points. This behaviour is again evident 
in Fig. 5.8 below. 
 
 
Figure 5.8: 3D visualisation of varying sparse viewpoint entropy within the 
bound-constrained search space for the Monkey scene. 
 
The behaviour of sparse viewpoint entropy within an entire 3D bound-
constrained solution space may be more easily understood from Fig. 5.8. Here 
multiple slices through the search region for the Monkey dataset highlight the 
variation in sparse viewpoint entropy in a 3-dimensional space. Fig. 5.8 depicts 
over 2,500 regularly-spaced samples throughout the bounding box defined by 
the input camera centres, as outlined in (5.7). As in Fig. 5.6, brighter colours 
such as reds and oranges indicate high viewpoint entropy while cyan and blue 
represent low entropy. Multiple local minima and maxima can be seen 
throughout the search space in Fig. 5.8, which is consistent with the peaks 
observed earlier in Figs 5.6 and 5.7. Fig. 5.8 also clearly shows the position of 
the input camera centres, mean camera centre and optimal viewpoint relative to 
the numerous local maxima. As discussed in Section 5.4, pattern search 
optimisation was capable of repeatedly identifying the optimal viewpoint 
across many different datasets. Additionally, across numerous experiments 
such as that depicted in Fig. 5.8, the calculated optimal viewpoint was verified 
to exceed the entropy of all supplementary samples. 
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The variation in sparse viewpoint entropy throughout Fig. 5.8 highlights the 
severe discontinuity in entropy values; there is no clear function to describe the 
change in entropy across the x-axis of the Monkey scene, or in the y and z-
axes. For example, there are multiple instances of bright stand-alone points 
representing high entropy being surrounded by lower values, or cooler blue 
regions of low sparse viewpoint entropy right beside equally significant high-
entropy regions. Such rapid changes in entropy may be caused by a sudden 
increase or decrease in the number of possible occlusions with a slight change 
in viewpoint, which is a result of both the nature of sparse reconstruction and 
the properties of the input scene. 
The range of entropy values portrayed in Fig. 5.8 and the presence of 
multiple local minima and maxima suggest that when analysing a scene with 
relatively few reconstructed scene points it is possible that there could be 
multiple locations displaying equal sparse viewpoint entropy values. Hence, it 
is also possible that there may be multiple viewpoints that are equally optimal 
and they could potentially be located at opposite ends of the defined search 
region. As the number of reconstructed scene points is increased the likelihood 
of this scenario decreases, however it is still possible. In the event that multiple 
optimal viewpoints are located the most central location should be selected, as 
this decreases the mean displacement between the optimal camera centre and 
the input frames, resulting in the synthesis of a higher quality optimal view via 
robust inverse tensor transfer. 
The exponential decline of the pattern search mesh size, 𝜓, is shown for the 
Flowers dataset in Fig. 5.9. The mesh size rapidly declines from an initial mesh 
size, 𝜓ie = 100, to just 7.45 × 10
−7 over 47 iterations. An increase in mesh 
size due to a successful polling step is evident at iteration seven. As discussed 
in Section 5.4, selecting a large initial mesh size was found to be advantageous 
as it ensures better coverage of the optimal viewpoint solution space, reducing 
the likelihood of the algorithm converging to a local maxima. 
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Figure 5.9: Decreasing mesh size over 47 iterations for Flowers dataset. 
 
 
Figure 5.10: Evolution of sparse viewpoint entropy for Flowers dataset. 
 
Figure 5.10 depicts the evolution of optimal sparse viewpoint entropy for 
the Flowers dataset over 47 iterations. Again a successful poll is evident at 
iteration seven, demonstrated by a relatively significant jump in viewpoint 
entropy, in keeping with the increased mesh size observed in Fig. 5.9. 
Generally, Fig. 5.10 describes the gradual increase in the current maximum 
entropy across many iterations as the number of visible scene points is 
increased, and the number of possible occlusions is decreased, as pattern search 
optimisation explores the solution space. The evolution of these two 
contributing factors is more clearly described in Fig. 5.11 below. 
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Figure 5.11: Maximising the number of visible scene points and minimising the 
number of possible occlusions in Flowers dataset during pattern search for 
optimal viewpoint. 
 
From (5.1) it can be seen that sparse viewpoint entropy is primarily a 
function of two key variables: the number of scene points visible in a candidate 
view, 𝑣𝑐̌, and the number of possible occlusions in a candidate view, 𝑜𝑐̌. Fig. 
5.11 highlights the contribution that each of these variables make to the 
optimal entropy value for the Flowers dataset as it evolves during pattern 
search optimisation. The blue circles and left axis indicate the number of 
visible scene points at each iteration while the red squares and right axis depict 
the number of possible occlusions at each iteration. Although the overall sparse 
viewpoint entropy may show a steady upward trend in Fig. 5.10, Fig. 5.11 
highlights the erratic changes in the number of visible points and potential 
occlusions behind the corresponding entropy levels as the pattern search 
algorithm seeks the best possible solution. Despite the rapid variation, there is a 
clear upward trend in the number of visible points and a decline in the number 
of possible occlusions. Eventually both variables reach a plateau in which the 
number of visible points are maximised and the number of possible occlusions 
are minimised, resulting in the maximum possible entropy and therefore the 
optimal viewpoint for the Flowers dataset. Fig. 5.11 reveals that from the 
optimal viewpoint a maximum of 1,540 key scene points are visible, from a 
total possible 1,560 points. 
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Table 5.1: Experimental summary of viewpoint optimisation for Monkey and 
Flowers datasets. 
 Monkey Flowers 
Maximum sparse viewpoint entropy 0.973529 0.929231 
Minimum sparse viewpoint entropy 0.969118 0.896795 
Number of iterations 36 47 
Number of reconstructed scene points 544 1560 
Average execution time (seconds) 1.91192 23.8094 
 
Table 5.1 presents a comparison of pattern search optimisation for the 
Monkey and Flowers datasets. It can be seen that in addition to locating the 
maximum sparse viewpoint entropy, experiments were also conducted in which 
the optimisation was inverted and the worst possible viewpoint was located for 
each dataset. As viewpoint entropy values are deliberately formulated to range 
between zero and one, the minimum sparse viewpoint entropy may be 
determined by modifying (5.8) such that the pattern search algorithm optimises 
max(1 − 𝑒𝑐̌), instead of max(𝑒𝑐̌). When comparing the minimum and 
maximum viewpoint entropy for each dataset it is apparent that the Flowers 
dataset varies over a relatively large range in relation to the Monkey dataset. 
This may be explained by there being less displacement between input views in 
the Monkey dataset, resulting in fewer key scene points and a smaller bounding 
box surrounding the input camera centres. As a result there is less variation in 
the location of potentially optimal viewpoints, hence most reconstructed scene 
points will be visible in all candidate views and the potential for occlusions is 
limited. In comparison, the displacement between input Flowers frames is more 
substantial, leading to a greater number of unique reconstructed scene points, a 
broader search space for the optimal camera centre and therefore greater 
perspective variation between candidate viewpoints. This results in a broader 
range of sparse viewpoint entropy values and extra iterations being required to 
locate the optimal solution. Table 5.1 indicates that 47 iterations were required 
to identify the optimal camera centre for the Flowers dataset, as opposed to just 
36 for the Monkey scene. 
The execution time of the pattern search for the optimal viewpoint is a 
product of the breadth of the search space and therefore the number of function 
iterations, but it is also directly related to the total number of reconstructed 
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scene points. As outlined in Section 5.3, each time the sparse viewpoint 
entropy is evaluated at a candidate camera centre the number of potential 
occlusions is determined by constructing a cylinder along the line of sight to 
every single scene point. Hence, as the number of scene points is increased the 
time taken to estimate the number of possible occlusions also increases. Table 
5.1 confirms these observations; the sparse reconstruction of the Monkey 
dataset features just 544 scene points, requiring 36 pattern search iterations to 
determine the optimal viewpoint, taking an average of just 1.91192 seconds 
across ten trials. In contrast the reconstructed Flowers scene features 1,560 key 
points, resulting in 47 iterations during pattern search and an average executing 
time of 23.8094 seconds.  
All experiments were conducted on an Intel Xeon E5540 CPU @ 2.53 GHz 
with 8GB RAM. Even without optimising experimental MATLAB code the 
average execution times in Table 5.1 are comparable to existing optimal 
viewpoint selection algorithms [204]. However, execution times could be 
considerably improved through code optimisation and, as the name of the 
proposed technique implies, this method is only intended for use with sparsely 
reconstructed scenes, like those presented throughout this thesis where the 
reconstruction serves only an intermediate role in estimating input camera 
positions. 
 
 
          (a)                  (b) 
Figure 5.12: Optimal (a) and worst (b) view generated from the Monkey 
dataset. 
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Figure 5.12 presents the optimal and worse views of the Monkey scene 
synthesised from the input images via robust inverse tensor transfer. Due to the 
relatively minor displacement between input frames the variation between the 
best and worst view is also minimal. With this in mind, it is evident that the 
optimal view in Fig. 5.12(a) incorporates a majority of the Oxford spires 
observed in the input views, while in the worst view the background scene on 
the right of the monkey is cut in favour of the white border on the background 
print to the left of the view.  
The content of the best and worst views and their selection via pattern 
search optimisation can be explained by observing the sparse scene 
reconstruction in Fig. 5.5. The sparse point cloud shows that a majority of 
reconstructed scene points in the background lie to the right of the monkey, 
there are comparatively few to the left. Hence, the maximum number of visible 
points can be achieved by selecting a viewpoint which encapsulates the region 
to the right of the toy monkey, as is the case in the optimal view, which 
exhibits a sparse viewpoint entropy of 0.973529. The opposite is true in the 
worst view which captures more of the background to the left of the monkey, 
subsequently resulting in a lower entropy value of 0.969118.  
Keen observers will note that both the best and worst views feature thin 
black streaks towards the edge of the images; this can be seen on the extreme 
right of the optimal view and on the left of the worst view. The images are 
rendered in this way because such regions correspond to the limits of the input 
frames, which feature black areas around the edges due to rectification. Hence, 
while the scene may not be black in these areas, the true colour of the pixels in 
the input images from which the output views are rendered is indeed black. 
Due to the minimal displacement between input frames in the Monkey 
dataset and the resulting optimal view, at times it can be difficult to notice the 
difference between frames when they are displayed side-by-side. Fig. 5.13 
below is included to address this issue and highlight the difference in 
perspective between the optimal view and the neighbouring input views. 
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          (a)                 (b) 
 
           (c)                  (d) 
(a) Closest frame to the optimal viewpoint in the negative x-direction (frame four) (b) and positive x-
direction (frame three) (c) difference between optimal view and input frame four (d) and input frame 
three. 
Figure 5.13: The two closest input frames to the optimal viewpoint and the 
difference to the optimal view, for the Monkey dataset. 
 
As can be seen most clearly from Fig. 5.8, input camera three is relatively 
close to the optimal viewpoint in the positive x-direction while the nearest 
frame in the negative x-direction is input image four. As the orientation of the 
optimal view is derived from the closest input view, frames three and four are 
not only geometrically neighbouring views, they also show the most similar 
perspectives of the Monkey scene. Therefore, as the optimal camera centre is 
very close to input camera three, the associated images should also be very 
similar. This is verified in Fig. 5.13(d), which reveals relatively small 
differences between frame three and the rendered optimal view, whereas Fig. 
5.13(c) depicts much greater difference between the optimal view and input 
frame four as a result of the more significant perspective difference. 
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          (a)                  (b) 
Figure 5.14: Optimal (a) and worst (b) view generated from the Flowers 
dataset. 
 
Figure 5.14 presents the best and worst views of the Flowers scene. As 
revealed in Fig. 5.11, 1,540 out of a possible 1,560 important scene features are 
visible in the optimal view shown in Fig. 5.14, while it is estimated that there is 
the potential for 133 occlusions. Such a high number of visible scene points is 
achieved by the optimal camera centre being positioned slightly further away 
from the scene, within the defined bounding box, allowing more of the smiley 
faces to the top and right, and the calendar to the left of the scene to be 
included in the output view. The distance between the scene and the optimal 
view, relative to the input views, is highlighted further in Fig. 5.15. 
As expected, the worst Flowers view depicted in Fig. 5.14(b) is quite the 
opposite of the optimal view. Again from Fig. 5.11 it can be seen that only 
1,355 key scene points are calculated to be visible from the worst viewpoint, 
while there is the potential for 150 occlusions, resulting in a sparse viewpoint 
entropy of 0.896795, compared to 0.929231 for the optimal viewpoint. Where 
the optimal viewpoint is positioned slightly further from the Flowers scene, the 
worst viewpoint is significantly closer, which is highlighted by the relative size 
of the yellow gerbera in Fig. 5.14(b). Being much closer to the scene increases 
the likelihood of background features being occluded and crops much of the 
background information out of the view. The significant displacement between 
the sub-optimal camera centre and the input frames also makes it more difficult 
to synthesise the view from the input images and may lead to rendering errors, 
such as the smiley faces to the right of the worst view in Fig. 5.14(b). 
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          (a)                  (b) 
  
          (c)                  (d) 
(a) Closest frame to the left of the optimal viewpoint (frame four) (b) and right of the optimal viewpoint 
(frame three) (c) difference between optimal view and input frame four (d) and input frame three. 
Figure 5.15: The two closest input frames to the optimal viewpoint and the 
difference to the optimal view, for the Flowers dataset. 
 
Finally, Fig. 5.15 highlights the difference between the optimal view and 
nearby input frames, as was previously presented for the Monkey sequence in 
Fig. 5.13. The relative positioning of the input Flowers images is most clearly 
presented in Fig. 7.15; as for the Monkey dataset the closest frames to the 
optimal view are again frames three and four. Fig. 5.15 emphasises that in the 
case of the Flowers dataset the distance of the optimal viewpoint relative to the 
scene, or the virtual zoom, results in significant differences between the 
synthesised optimal view and the surrounding input images. It can be seen that 
the level of differentiation is lower in the centre of Fig. 5.15(c) and (d) but 
noticeable around the outside of the images due to the difference in virtual 
zoom. The difference between the optimal view and frame four in Fig. 5.15(c) 
is slightly more substantial than that with frame three in Fig. 5.15(d); however 
both images show much greater variation than was observed for the Monkey 
dataset in Fig. 5.13. 
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5.7. Conclusion 
This chapter has presented a novel method to automatically locate the optimal 
viewpoint of a scene from the limited information contained in a sparse 3D 
reconstruction. Techniques concerning both viewpoint evaluation and view 
optimisation were proposed. Sparse viewpoint entropy was introduced as a 
means of intelligently locating the optimal viewpoint by measuring the scene 
information captured from a viewing position based on the number of visible 
scene points and possible occlusions. A method for quantifying potential 
occlusions from a 3D point cloud was subsequently suggested, which utilises a 
cylinder constructed around the line of sight to each scene point. In order to 
optimise the sparse viewpoint entropy and therefore select the best viewing 
position, a mesh-based pattern search algorithm was applied. The ideal 
parameters for pattern search, including the optimum starting position and 
initial mesh size, were also thoroughly investigated. As the optimal view of a 
sparsely reconstructed scene is synthesised via robust inverse tensor transfer, 
which transfers pixels from a small set of input views, the optimisation 
problem is constrained by enforcing a bounding box surrounding the camera 
centres of the input views. The complete viewpoint selection algorithm was 
tested through numerous experiments with the Monkey and Flowers datasets, 
facilitating a thorough analysis of the properties of sparse viewpoint entropy, 
particularly its high variability throughout the defined 3D search space. 
Experimental results also demonstrated the simplicity and efficiency of the 
proposed solution as well as the ability to synthesise high quality optimal 
views. 
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C H A P T E R  S I X  
6. Novel View Synthesis through Robust Inverse Tensor 
Transfer 
6.1. Introduction 
Novel View Synthesis (NVS) refers to the task of generating a new image of a 
3-dimensional scene from a novel viewpoint, as if it were observed by a real 
camera, utilising a small set of real input images. This is an important research 
problem in the field of computer vision and a long desired functionality in 
multimedia applications. While many approaches to solving the view synthesis 
problem have emerged, each has their own restrictions and imperfections. A 
highly accurate and robust method for novel view synthesis is required, which 
is capable of rendering realistic images that appear as though they were 
captured by a real camera. Chapter 4 highlighted the need for a method which 
permits significant displacement between frames when transferring information 
from multiple images to a novel image plane. However, for such a method to 
be beneficial to multi-view super-resolution it is imperative that the results are 
highly detailed and precise. 
One approach to novel view synthesis is to reconstruct a point cloud or 
model of the 3D scene captured in the input images and then reproject the 
scene points to a novel image plane. In principle, this is similar to the 
reconstruction performed in Chapter 4, however rather than a sparse 
representation of the scene a very dense and accurate model is required to 
generate an original view of the scene. Although significant progress is 
constantly being made in the field of 3D reconstruction, even the best available 
methods are not capable of synthesising views with enough detail to be useful 
in multi-view super-resolution. 
A more promising approach to novel view synthesis is the group of 
techniques known as Image-Based Rendering (IBR). Image-based rendering 
relies on multi-view geometry to generate novel views of a scene by directly 
transferring pixel information from a set of input images. This bypasses the 
need to reconstruct and reproject the 3D scene, resulting in more realistic novel 
140 
 
images. Existing approaches to image transfer include line of sight transfer, 
epipolar transfer and trifocal transfer, all of which are described in detail in 
Section 6.2. Line of sight transfer is limited in the scenes in which it is 
applicable and there are a number of disadvantages associated with epipolar 
transfer, the most significant being that degenerate conditions are possible. 
Trifocal transfer addresses the degeneracy of epipolar transfer, however this 
method and has the potential to introduce ‘holes’ or undefined pixels in the 
novel view. More importantly, trifocal transfer also requires dense 
correspondence between input views, which is difficult to obtain and will lead 
to errors if inaccurate. However, a method known as inverse tensor transfer 
overcomes the drawbacks associated with previous approaches by inverting the 
tensor transfer process and relying on photo-consistency rather than depth.  
Unlike direct tensor transfer, which utilises the geometry relating three 
views to transfer each pixel from the original images across to a novel view, 
inverse tensor transfer takes the opposite approach transferring each pixel from 
the novel view to the input frames and retrieving colour information. When 
applying the inverse method it is no longer necessary to compute a dense depth 
map between views, in fact a small number of correspondences across multiple 
images are all that is required to calculate the trifocal tensor encapsulating the 
intrinsic projective geometry between views which facilitates point transfer. 
Rather than relying on pre-computed correspondences between images for 
view synthesis, inverse tensor transfer proposes sets of geometrically compliant 
points in the input views and selects the most likely correspondence based on 
consistency. 
Inverse tensor transfer has demonstrated great potential for view synthesis, 
however the concept requires further refinement in order to produce novel 
views accurate enough for application in the super-resolution of 3D scenes. To 
date it appears research regarding inverse tensor transfer is limited to the work 
of Connor and Reid [216] and Li and Hartley [215], hence it is felt that the 
capabilities of this promising technique have not been adequately explored. 
The following chapter draws on the general approach taken in [215] but 
investigates substantial implementation changes and careful refinements to 
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increase the robustness and accuracy of the technique so that it may be applied 
in a range of additional areas such as super-resolution. 
The proposed robust inverse tensor transfer algorithm introduces a multi-
stage approach, which most notably includes a depth-guided second stage and a 
compulsory third stage employing dynamic programming. Camera projection 
matrices and the required trifocal tensors are estimated via sparse 
reconstruction, while the optimal novel view is calculated and easily specified 
via the algorithm described in Chapter 5. The first stage of the algorithm is 
designed to capture only the most consistent points via the introduction of a 
robust variance measure derived from DAISY descriptors. By employing the 
proposed robust DAISY variance, accepting only points present in all source 
frames, searching a wide range of disparities and applying a low variance 
threshold, the most likely correspondences between views are identified and 
used to guide the latter stages of the algorithm. The second stage of robust 
inverse tensor transfer significantly restricts the search range for matches 
between images based on the estimated depth of points calculated during the 
first stage, quickly synthesising large regions of the novel view. The final stage 
of the algorithm completes the novel view synthesis by calculating the optimal 
solution along each epipolar line in the novel view via dynamic programming. 
The result is a technique which produces realistic and geometrically consistent 
novel views from only a few uncalibrated input images without the need to 
compute a dense depth map. Significant robustness and quality improvements 
are achieved with respect to existing inverse tensor transfer methods, to such a 
level that the technique may be employed in multi-view super-resolution in 
Chapter 7. 
 
6.2. Theoretical Background 
6.2.1. Line of Sight Transfer 
The line of sight transfer method for novel view synthesis, first introduced by 
Irani, Hassner and Anandan [217], draws on the plane-plus-parallax 
representation of multiple view geometry, depicted in Fig. 6.1. Two generally 
positioned cameras, indicated by their camera centres 𝐶?̌? and 𝐶?̌? and respective 
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image planes, observe a point 𝑋 in 3-space, imaged by the first camera as the 
point 𝒙?̌? and 𝒙?̌? by the second camera. The ray from the camera centre 𝐶?̌? 
through the scene point 𝑋 intersects the plane 𝛱 at the point 𝑋𝛱. The images of 
𝑋 and 𝑋𝛱 are coincident at 𝒙?̌? in the first view, however in the second image 
they project to the points 𝒙?̌? and ?̇??̌? = 𝑯?̌??̌?𝒙?̌? respectively. 𝒙?̌? and ?̇??̌? are not 
coincident in the second view, unless 𝑋 lies on 𝛱, but both are situated on the 
epipolar line 𝒍𝑒?̌? associated with 𝒙?̌?. The vector between the points 𝒙?̌? and ?̇??̌? 
is the parallax relative to the homography 𝑯?̌??̌? induced by the plane 𝛱. 
 
 
Figure 6.1: Parallax relative to a homography induced by a plane. 
 
Line of sight transfer relies on the above geometry to generate a novel view 
from the perspective of a point in the scene, which has been captured in one or 
more input images. The line of sight method assumes that a common scene 
plane is visible in all input images. The relationship between images of the 
scene is then determined by estimating the homographies induced by the plane 
between a reference view and each of the other images. The location of the 
novel viewpoint is defined by a user selecting the same scene point in multiple 
images. 
Similar to ray tracing, in this transfer method a ray defined by the novel 
camera centre and a pixel location in the novel view is back-projected into 3-
space. The resulting ray, or line of sight, may intersect the scene at several 
different points. However, given the user-specified epipoles of the novel 
camera in a collection of input views, and the homographies relating those 
views, the images of the line of sight in the input frames can be used to predict 
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the colour of the pixel in the novel view. In [217] Irani, Hassner and Anandan 
note that a scene point visible from a specified location will display a 
consistent colour across the input images at the same point along a line of 
sight. Due to the parallax relative to the common scene plane, the colour at any 
other point along the line of sight will change in each different perspective 
view of the scene. To ensure reliable identification of colour consistency ten or 
more input views are generally required. 
In addition to the line of sight transfer method of Irani, Hassner and 
Anandan [217], several other homography-based approaches to novel view 
synthesis have been presented, such as [218] which utilises two common scene 
planes and [219] which describes a plane-plus-parallax method for view 
synthesis from two reference images. 
6.2.2. Epipolar Transfer 
Epipolar transfer, first presented in detail by Faugeras et al. in [220] and [221], 
is a method of transferring image points to a novel view when given two input 
images as well as point correspondences and the fundamental matrices between 
the novel and input views. Given a point in the first or second view, the 
epipolar constraint limits the possible location of the corresponding point in the 
novel view to the epipolar line, rather than the entire image. Hence, the 
location of the matching feature in the novel view may be predicted by finding 
the intersection of the epipolar line of a point in the first view and the epipolar 
line related to the equivalent point in the second view. An application of 
epipolar transfer may be found in [222], which proposes a method of 
generating novel views for free viewpoint television based on epipolar transfer. 
Figure 6.2 describes the epipolar geometry relating the points 𝒙?̌? and 𝒙?̌?, 
images of the scene point 𝑋 in the first and second views respectively, to 𝒙?̌? 
the projection of 𝑋 in the novel view. As 𝒙?̌? matches point 𝒙?̌? in the first 
image, it must therefore lie on the epipolar line corresponding to 𝒙?̌?, equal to 
𝑭?̌??̌?𝒙?̌?. Similarly, 𝒙?̌? must also lie on the epipolar line 𝑭?̌??̌?𝒙?̌?. Hence, 𝒙?̌? is 
situated at the intersection of the two epipolar lines and is given by 
 𝒙?̌? = 𝑭?̌??̌?𝒙?̌? × 𝑭?̌??̌?𝒙?̌?. (6.1) 
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Figure 6.2: The geometry of epipolar transfer. 
 
While a seemingly elegant solution, there are a number of disadvantages 
associated with epipolar transfer. Firstly, in order to transfer a point to the 
novel view a putative match must be determined between the two input views. 
This is required for every single pixel that is transferred, however establishing 
such dense correspondence is far from trivial. Specifying the location of a 
novel view and obtaining the fundamental matrices relating this view to the 
input images can also be painstaking task. More significantly, as discussed in 
Section 4.2.3, direct transfer methods such as that described above are not ideal 
for NVS as they may lead to ‘holes’ being created in the novel image. As 
before, this problem may be addressed by inverting the transfer process. Rather 
than finding the intersection of epipolar lines in the novel view, a target pixel 
location in the novel view can be used to define an epipolar line in each of the 
two input views. In the absence of any noise, the matching points in the first 
and second views should lie on the epipolar lines. Hence, a search is conducted 
in the vicinity of the epipolar lines to establish a putative match. Due to 
occlusion, searching may result in multiple candidate correspondences. 
However, epipole locations can be used to determine the order of potential 
matches along the epipolar lines and therefore which point is visible. When the 
correct correspondence has been identified its colour or intensity information is 
transferred to the matching pixel in the novel view. Hence, ‘holes’ in the novel 
view may be avoided by employing potentially expensive guided matching. 
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The most significant problem with epipolar transfer is that degenerate 
conditions are possible. Epipolar transfer fails when the two epipolar lines in 
the novel image are coincident. This degeneracy condition occurs when the 
scene point 𝑋 lies on the plane defined by the three camera centres, known as 
the trifocal plane. Epipolar transfer will fail for points lying on the trifocal 
plane, and points lying near the plane will be estimated with poor precision. A 
completely degenerate case exists when the three camera centres are collinear; 
the trifocal plane is not uniquely defined and epipolar transfer fails for all 
points. 
6.2.3. The Trifocal Tensor 
The trifocal tensor is a 3×3×3 matrix encapsulating the intrinsic projective 
geometry between three views of a scene. The trifocal tensor therefore plays an 
analogous role in three views to that of the fundamental matrix in two views. 
Like the fundamental matrix, the trifocal tensor is independent of scene 
structure, depending only on the cameras internal parameters and their relative 
pose. The projection matrices for each of the three cameras may be retrieved 
from the trifocal tensor, up to a common 3D projective transformation, while 
the fundamental matrices relating each pair of views may be uniquely 
recovered. The trifocal tensor, its computation and related properties were first 
introduced by Shashua [223] and Hartley [224] while robust maximum 
likelihood estimation of the tensor was later proposed by Torr and Zisserman 
[225]. Readers particularly interested in the computation of the trifocal tensor 
are directed to the thesis by Ressl [226] which explores this in detail. 
Figure 6.3 outlines the trifocal geometry relating three generally positioned 
cameras, indicated by their camera centres 𝐶?̌?, 𝐶?̌? and 𝐶𝑐̌ and respective image 
planes ?̌?, ?̌? and ?̌?. The cameras observe a point 𝑋 in 3-space, imaged by the 
three cameras respectively as 𝒙?̌?, 𝒙?̌? and 𝒙𝑐̌. As it does in the two view case, if 
𝑋 lies on a plane 𝛱, a 2D homography 𝑯?̌??̌? is induced between the image 
planes ?̌? and ?̌?, where 𝒙?̌? = 𝑯?̌??̌?𝒙?̌?. Additionally, the homography 𝑯?̌??̌? may 
be used to express the image points 𝒙?̌? and 𝒙?̌? with respect to the scene point 
𝑋: 
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 𝒙?̌? = [𝑰3×3|𝟎3]𝑋, (6.2) 
 𝒙?̌? = [𝑯?̌??̌?|𝒆?̌??̌?]𝑋, (6.3) 
where 𝑰3×3 is a 3×3 identity matrix and 𝟎3 is a 3×1 column vector of zeros. It 
follows that in the three view case an equivalent relationship also exists 
between the other image pairs, for example 
 𝒙𝑐̌ = 𝑯?̌?𝑐̌𝒙?̌?, (6.4) 
 𝒙𝑐̌ = [𝑯?̌?𝑐̌|𝒆?̌?𝑐̌]𝑋, (6.5) 
where 𝑯?̌?𝑐̌ is the homography induced by 𝛱 mapping image ?̌? to ?̌?. From 
(6.2), (6.3) and (6.5), the trifocal tensor may be defined1 as 
 𝑻𝑖 = 𝒉?̌??̌?𝑖𝒆?̌?𝑐̌
T − 𝒆?̌??̌?𝒉?̌?𝑐̌ 𝑖
T for 𝑖 = 1, 2, 3, (6.6) 
where the set of three 3×3 matrices 𝑻1, 𝑻2, and 𝑻3 constitutes the trifocal 
tensor and 𝒉?̌??̌?𝑖 and 𝒉?̌?𝑐̌ 𝑖 are the 𝑖th columns of 𝑯?̌??̌? and 𝑯?̌?𝑐̌ respectively. 
 
 
Figure 6.3: Trifocal geometry. 
 
 
 
 
 
                                                 
1 See Hartley and Zisserman [11] for complete derivation. 
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A fundamental geometric property of the trifocal tensor of utmost 
importance to this thesis is that a homography 𝑯?̌?𝑐̌ between the first and third 
views can be induced by a line 𝒍?̌? in the second view. As shown in Fig. 6.4, a 
line 𝒍?̌? back-projects to a plane in 3-space which is intersected at the scene 
point 𝑋 by a ray back-projected from the image point 𝒙?̌? in the first view. The 
3D point 𝑋 is then viewed as the image point 𝒙𝑐̌ by the third camera. Hence, 
any line 𝒍?̌? in the second view will induce a homography between the 
remaining two views. With reference to the definition of the trifocal tensor in 
(6.6), and the point-line-point correspondence depicted in Fig. 6.4, the image 
point 𝒙𝑐 may be described by 
 𝒙𝑐̌ = 𝑯?̌?𝑐̌𝒙?̌? = [𝑻1
T𝒍?̌?, 𝑻2
T𝒍?̌?, 𝑻3
T𝒍?̌?]𝒙?̌? = (∑ 𝒙?̌?
𝑖𝑻𝑖
T3
𝑖=1 )𝒍?̌?, (6.7) 
which applies for any line 𝒍?̌? through the image point 𝒙?̌? in the second view. 
The homogeneous scale factor may be eliminated by post-multiplying the 
transpose of both sides of equation (6.7) by the skew-symmetric matrix [𝒙𝑐̌]× 
to give 
 𝒙𝑐̌
T[𝒙𝑐̌]× = 𝒍?̌?
T(∑ 𝒙?̌?
𝑖𝑻𝑖
3
𝑖=1 )[𝒙𝑐̌]× = 𝟎3
T. (6.8) 
A similar point-point-point incidence relation also exists; the trifocal constraint 
between 𝒙?̌?, 𝒙?̌? and 𝒙𝑐̌ in this case may be written as 
 [𝒙?̌?]×(∑ 𝒙?̌?
𝑖𝑻𝑖
3
𝑖=1 )[𝒙𝑐̌]× = 𝟎3×3. (6.9) 
 
 
Figure 6.4: A point-line-point trifocal incidence relation. 
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At this stage it is worthwhile making a slight detour to introduce the 
concept of tensor notation. To this point the trifocal tensor has been described 
as a collection of 3×3 matrices. However, this style of notation can become 
quite cumbersome when referring to individual elements of the tensor. It is 
more practical to describe the trifocal tensor using three indices as opposed to 
the two indices employed in matrix notation. Using standard tensor notation 
image points and lines are represented by column and row 3-vectors, 
respectively, e.g. 𝒙 = (𝑥1, 𝑥2, 𝑥3)T and 𝒍 = (𝑙1, 𝑙2, 𝑙3). The 𝑖𝑗
th entry of a 
matrix such as the homography 𝑯?̌??̌? is denoted by ℎ?̌??̌?𝑗
𝑖
, where index 𝑖 is the 
contravariant (row) index and 𝑗 is the covariant (column) index. In addition, 
indices repeated in the contravariant and covariant positions imply summation 
over the range (1, 2, 3) of the index. For example, the equation 𝒙?̌? = 𝑯?̌??̌?𝒙?̌? is 
equivalent to 𝑥?̌?
𝑖 = ∑ ℎ?̌??̌?𝑗
𝑖
𝑗 𝑥?̌?
𝑗, which may be written as 𝑥?̌?
𝑖 = ℎ?̌??̌?𝑗
𝑖 𝑥?̌?
𝑗, 
where 𝒙?̌? and 𝒙?̌? are image points in first and second views respectively. Using 
tensor notation, the earlier definition of the trifocal tensor in (6.6) now 
becomes 
 𝑇𝑖
𝑗𝑘
= ℎ?̌??̌?𝑖
𝑗𝑒?̌?𝑐̌
𝑘 − 𝑒?̌??̌?
𝑗ℎ?̌?𝑐̌ 𝑖
𝑘
, (6.10) 
while (6.7) used to calculate a point in the third view from a point in the first 
image and a line in the second becomes 
 𝑥𝑐̌
𝑘 = ℎ?̌?𝑐̌𝑖
𝑘𝑥?̌?
𝑖 = 𝑙?̌?𝑗𝑇𝑖
𝑗𝑘
𝑥?̌?
𝑖. (6.11) 
Here the indices 𝑖, 𝑗 and 𝑘 in the expression for the trifocal tensor 𝑇𝑖
𝑗𝑘
 
correspond to the first, second and third views respectively. Hence, a partial 
expression such as 𝑙𝑐̌𝑗𝑇𝑖
𝑗𝑘
 cannot occur, because the index 𝑗 is associated with 
the second view and not with a line 𝒍𝑐̌ in the third image. Repeated indices 
must occur once in the contravariant position and once in the covariant 
position. Therefore, an expression such as 𝑥?̌?
𝑗𝑇𝑖
𝑗𝑘
 cannot occur either as the 
index 𝑗 occurs twice as a contravariant index. From (6.11) above it can be seen 
that the 3×3 homography between the first and third views is extracted from 
the trifocal tensor by contraction with the line 𝒍?̌?; summation occurs as the 
index 𝑗 is repeated as one contravariant index of the trifocal tensor and the 
149 
 
covariant index of the line. Hence, the trifocal tensor may be thought of as an 
operator which accepts a line and returns a homography. 
Another particularly important tensor is the Levi-Cevita tensor, used to 
represent the vector product. The tensor 𝜖𝑖𝑗𝑘 is defined for 𝑖, 𝑗, 𝑘 = 1,… ,3 as 
follows 
 
𝜖𝑖𝑗𝑘 = {
0 unless 𝑖, 𝑗 and 𝑗 are distinct
+1 if 𝑖𝑗𝑘 is an even permutation of 123
−1 if 𝑖𝑗𝑘 is an odd permutation of 123
. (6.12) 
For example, the line joining two points 𝑥?̌?
𝑖 and 𝑦?̌?
𝑗 is equal to the cross 
product 𝑥?̌?
𝑖𝑦?̌?
𝑗𝜖𝑖𝑗𝑘 = 𝑙?̌?𝑘, and the skew-symmetric matrix [𝒙?̌?]× is written as 
𝑥?̌?
𝑖𝜖𝑖𝑟𝑠 in tensor notation. Hence, the point-line-point and point-point-point 
trilinear incidence relations, commonly known as trilinearities, can be rewritten 
as 
 𝑥?̌?
𝑖𝑙?̌?𝑗(𝑥𝑐̌
𝑘𝜖𝑘𝑞𝑠)𝑇𝑖
𝑗𝑞
= 0𝑠, (6.13) 
 𝑥?̌?
𝑖(𝑥?̌?
𝑗𝜖𝑗𝑝𝑟)(𝑥𝑐̌
𝑘𝜖𝑘𝑞𝑠)𝑇𝑖
𝑝𝑞 = 0𝑟𝑠. (6.14) 
Additional trilinearities relating to line-line-line, point-line-line and point-
point-line correspondences also exist, but are not investigated here. 
6.2.4. Trifocal Transfer 
Trifocal transfer, proposed initially by Avidan and Shashua [227], seeks to 
exploit the properties of the trifocal tensor discussed in Section 6.2.3 in order 
to transfer points and lines between views. If the trifocal tensor relating three 
real images is known, tensor transfer may be used to locate points in the third 
view that match interest features in the first two views. However, of particular 
interest in this thesis is the scenario in which the tensor relating two input 
views to a novel view is known and trifocal transfer relations can be used to 
synthesise the new image. Like epipolar transfer, trifocal transfer is an image-
based rendering technique; a novel image can be generated regardless of image 
content and without needing to reconstruct and reproject a model of a 3D 
scene. However, trifocal transfer avoids the degeneracy associated with 
epipolar transfer and is therefore preferred for NVS. 
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Given a putative match 𝒙?̌? ↔ 𝒙?̌? between the first and second views, a line 
𝒍?̌? through 𝒙?̌? is then chosen. Point 𝒙?̌? in the first view is then transferred to 
the corresponding point in the novel image 𝒙?̌? via the homography induced by 
𝒍?̌?, equivalent to 𝑙?̌?𝑗𝑇𝑖
𝑗𝑘
. Hence, the transferred point in the novel view is given 
by 
 𝑥?̌?
𝑘 = 𝑥?̌?
𝑖𝑙?̌?𝑗𝑇𝑖
𝑗𝑘
. (6.15) 
The trifocal geometry for this point-line-point transfer is depicted in Fig. 6.4. 
From this figure it can be seen that if 𝒍?̌? is selected to be the epipolar line 
corresponding to 𝒙?̌? then the point of intersection between a ray back-projected 
from 𝒙?̌? and the plane back-projected from 𝒍?̌? is undefined and therefore 𝒙?̌? 
cannot be determined. Hence, to avoid this problem 𝒍?̌? is selected as the line 
which passes through 𝒙?̌? and is perpendicular to the epipolar line 𝒍𝑒?̌? = 𝑭?̌??̌?𝒙?̌?. 
If the point in the second image is defined as 𝒙?̌? = [𝑥?̌?1, 𝑥?̌?2, 1]
T and the 
epipolar line 𝒍𝑒?̌? = [𝑙𝑒?̌?1, 𝑙𝑒?̌?2, 𝑙𝑒?̌?3]
T it follows that the desired line is  
 𝒍?̌? = [𝑙𝑒?̌?2, −𝑙𝑒?̌?1, −𝑥?̌?1𝑙𝑒?̌?2
+𝑥?̌?2𝑙𝑒?̌?1
]T. (6.16) 
While trifocal transfer avoids the significant degeneracy of epipolar 
transfer, one degenerate configuration remains. Any 3D point lying on the 
baseline between the first and second camera centres cannot be transferred to 
the novel view. In this case, the scene point 𝑋 will project to the epipoles 𝒆?̌??̌? 
in the first view and 𝒆?̌??̌? in the second; the rays back-projected through these 
points are collinear and therefore their intersection is undefined. This is the 
only exceptional case in trifocal transfer; any other point on the trifocal plane 
can be transferred to the novel view, including those on the baseline between 
the second and third cameras. This gives trifocal transfer a major advantage 
over epipolar transfer, which fails for all points on the trifocal plane. However, 
direct tensor transfer is still prone to some of the other drawbacks associated 
with epipolar transfer, such as the need for dense correspondence between the 
input views, a means of specifying the novel viewpoint and calculating the 
trifocal tensor and the potential for ‘holes’ in the novel view as a result of 
forward transfer. 
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Despite the disadvantages of direct tensor transfer there are multiple 
applications in the literature. Xiao [228] employs the trifocal tensor in so-called 
tri-view morphing which relies on trinocular-stereo to compute disparity maps 
and subsequently synthesise virtual views. Dembélé et al. [229] also present an 
interesting application of direct tensor transfer; used to synthesise views from a 
virtual microscope to assist in the robotic manipulation of micro electro 
mechanical systems. Mayer [230] describes the computation of the trifocal 
tensor and its use in direct tensor transfer; while in [231] and [232] direct 
tensor transfer is applied in the field of augmented reality, to map augmented 
textures onto 3D objects and to augment objects in 3D scenes respectively. 
6.2.5. Inverse Trifocal Transfer 
As for epipolar transfer, some of the drawbacks plaguing direct transfer can be 
overcome by inverting the tensor transfer process. Direct trifocal transfer refers 
to the conventional forward transfer relationship from two input images to a 
third novel view using the tensor 𝑇⟨?̌?, ?̌?, ?̌?⟩, where the third index ?̌? is the 
novel view. In contrast, inverse tensor transfer utilises a tensor such as 
𝑇⟨?̌?, ?̌?, ?̌?⟩ or 𝑇⟨?̌?, ?̌?, ?̌?⟩, where the third index is one of the real input images. 
Throughout this thesis the novel view will always take the first position 
indicated by index ?̌? during inverse tensor transfer, while indices ?̌? and ?̌? will 
refer to real input views. Hence, by rearranging the order of the views when 
calculating the trifocal tensor, such that the novel view is the first image rather 
than the third, in inverse tensor transfer a given pixel from the novel view is 
transferred back to a real input image. The colour or intensity value of the 
corresponding pixel is then retrieved from the input image and returned to the 
novel view, as in inverse epipolar transfer. 
Inverse tensor transfer approaches have been proposed by Connor and Reid 
[216] and later Li and Hartley [215]. In Connor and Reid’s method, a 
correlation between the real input views is obtained from a given a tensor 
𝑇𝑘
𝑖𝑗
⟨?̌?, ?̌?, ?̌?⟩, where index ?̌? is the novel view, by contraction with a pixel 
location in the novel view 𝒙?̌?: 
 𝐽𝑖𝑗 = 𝑇𝑘
𝑖𝑗
𝑥?̌?
𝑘. (6.17) 
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This 3×3 matrix mapping between the input images is induced by the ray back-
projected from 𝒙?̌?. The images of this ray in the real views are the epipolar 
lines 𝒍𝑒?̌? and 𝒍𝑒?̌?; the left and right null spaces of 𝐽
𝑖𝑗. Hence, the trifocal point 
transfer is reduced to a problem similar to that encountered in inverse epipolar 
transfer of establishing a putative correspondence given epipolar lines through 
two input views. However, in this case the search for a putative match is 
guided by the following condition: 
 𝑥?̌?
𝑗 = 𝐽𝑖𝑗𝑙?̌?𝑖, (6.18) 
where 𝒍?̌? is any line through 𝒙?̌?, apart from the epipolar line 𝒍𝑒?̌?. Therefore, 
each correspondence on the epipolar lines, i.e. 𝑥?̌?
𝑖𝑙𝑒?̌?𝑖 = 0 and 𝑥?̌?
𝑗𝑙𝑒?̌?𝑗 = 0, is 
evaluated in visibility order using (6.18) until a compatible putative match is 
located. The colour or intensity value of this pixel may then be transferred to 
the novel view. 
The inverse tensor transfer technique for NVS presented by Li and Hartley 
[215] is quite different to that of Connor and Reid, overcoming the need for 
dense correspondence by predicting point matches across multiple images and 
employing a colour consistency check to select the most probable pixel colour. 
This method requires greater than five input images, with known projection 
matrices, to ensure an output of acceptable visual quality. The projection 
matrix for a novel view is established via the seed-tensor method of Avidan 
and Shashua [233]. The trifocal tensors relating the novel view, via a selected 
reference view, to each of the other input views are then calculated from 
 
𝑇𝑖
𝑗𝑘⟨?̌?, ?̌?, ?̌?⟩ = (−1)𝑖+1det [
~𝑃?̌?
𝑖
𝑃?̌?
𝑗
𝑃?̌?
𝑘
]  for ?̌? = 1,… , 𝑛;  𝑖, 𝑗, 𝑘 = 1, 2, 3, (6.19) 
where ~𝑃?̌?
𝑖 is the projection matrix 𝑷?̌? with the 𝑖
th row omitted, 𝑃?̌?
𝑗 is the 𝑗th 
row of 𝑷?̌?, index ?̌? refers to the novel view, index ?̌? is the input view selected 
as the reference and index ?̌? refers to each of the source or input views in turn 
including the reference view.  
Li and Hartley exploit the point-line-point incidence relation depicted in 
Fig. 6.4 and described in Section 6.2.4 for point transfer. Given a pixel location 
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𝒙?̌? in the novel view and a line 𝒍?̌? in the reference view, the corresponding 
point in one of the input views 𝒙?̌? is given by  
 
𝑥?̌?
𝑘 = ∑∑𝑥?̌?
𝑖𝑙?̌?𝑗
3
𝑗=1
3
𝑖=1
𝑇𝑖
𝑗𝑘⟨?̌?, ?̌?, ?̌?⟩ for 𝑖, 𝑗, 𝑘 = 1, 2, 3. (6.20) 
In order to render the complete novel view each pixel is processed in turn. For 
a given pixel location in the novel view, the line 𝒍?̌? is incrementally stepped 
across the reference image and the corresponding pixel 𝒙?̌? in an input view is 
calculated from (6.20). 𝒍?̌? may be swept across the entire reference image, or as 
suggested by Li and Hartley, limited to a given disparity relative to the current 
𝒙?̌?. As recommended in Section 6.2.4, 𝒍?̌? should ideally be perpendicular to the 
epipolar line 𝒍𝑒?̌?. At each position of 𝒍?̌?, for each pixel location in the novel 
view, the equivalent point in each of the input views is calculated using the 
appropriate trifocal tensor and (6.20). Hence, for a single pixel location 𝒙?̌? in 
the novel view, if 𝒍?̌? is stepped across a limited disparity range, this process 
results in 𝑑𝑠𝑝 vectors of length 𝑛, representing the colours of all the 
hypothesised pixel locations in the input views, where 𝑑𝑠𝑝 is the width of the 
disparity search range and 𝑛 is the number of input views.  
Li and Hartley take a similar approach to that of Irani, Hassner and 
Anandan [217] when analysing the resulting colour vectors, or pixel chains, to 
determine the most likely pixel position from the 𝑑𝑠𝑝 hypotheses. It is 
reasoned that the pixel location 𝒙?̌? satisfying the trifocal geometry will display 
a consistent colour across all input images, while the colour of the remaining 
incorrect hypotheses is likely to change from view to view. Hence, Li and 
Hartley propose the following consistency metric to measure the spread of 
colours in a pixel chain: 
 ?̅? = 𝜅med(𝛿𝑚), (6.21) 
which measures the median distance from the median colour or intensity value, 
where 𝛿𝑚 is the distance of a point 𝑚 with respect to the median colour or 
intensity value, med(𝛿𝑚) is the median of the distances and 𝜅 is a 
normalisation constant. Equation (6.21) is applied to each of the 𝑑𝑠𝑝 pixel 
chains and the most photometrically consistent is selected as the likely colour 
of the pixel location 𝒙?̌? in the novel view. If the spread value, ?̅?, of the selected 
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pixel chain is less than or equal to a predefined threshold, the colour is then 
transferred to the novel view. 
Li and Hartley suggest that a problem with their method of inverse tensor 
transfer is the ambiguity of the best colour match, a concern earlier noted in 
[217]. For example, in some scenes it may be possible that a vector of pixels 
from a consistently-coloured background exhibit less colour variation than the 
truly matching pixels. To address this issue Li and Hartley propose an optional 
addition to their algorithm that employs Dynamic Programming (DP). As 
briefly mentioned in Sections 6.2.1 and 6.2.2, a common inference in multi-
view geometry is the ordering assumption: that corresponding points occur in 
the same order along equivalent epipolar lines. Li and Hartley enforce the 
ordering constraint to choose between potential matches, utilising DP to find 
the optimal order-preserving solution for epipolar lines in the novel image. DP 
computation is slightly simplified by virtually rectifying the novel and 
reference views so that corresponding epipolar lines are parallel with the edge 
of the image, i.e. the images are not actually resampled, but the rectification is 
applied when sampling points from the image. For each pixel location 𝒙?̌? along 
a row in the novel view, Li and Hartley first compute a cost from their 
consistency metric at each position of 𝒍?̌? within a selected disparity range. The 
cost values are arranged in a table with axes corresponding to the pixel 
locations 𝒙?̌? and 𝒙?̌? in the novel and reference images. DP is then utilised to 
find the least-cost path through the table, returning the optimal order-
preserving matches. 
 
6.3. Robust Tensor Transfer with DAISY Descriptors 
6.3.1. Estimating Projection Matrices 
The proposed robust tensor transfer method begins with a series of uncalibrated 
images captured from varying viewpoints of a static 3-dimensional scene. A 
sparse reconstruction of the scene is then created to determine the camera 
projection matrices for each frame. As outlined in Chapter 4 this is achieved 
by; detecting and matching significant features in the first two frames, 
estimating the fundamental matrix 𝑭?̌??̌? relating the views using RANdom 
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SAmple Consensus (RANSAC), extracting the epipole 𝒆?̌??̌? and establishing the 
projection matrices 𝑷?̌? and 𝑷?̌?, triangulating scene points via Direct Linear 
Transformation (DLT), calculating the projection matrices of subsequent views 
by establishing correspondences with known scene points, refining the sparse 
reconstruction and projection matrices with bundle adjustment and finally 
obtaining a metric reconstruction through the application of a self-calibration 
algorithm. The exact intrinsic parameters of the input cameras do not need to 
be known for robust tensor transfer, as demonstrated in Section 6.6 excellent 
results are already achieved without this knowledge. However, fully calibrated 
cameras may potentially improve the results for datasets exhibiting significant 
viewpoint variation between frames. 
6.3.2. Novel View Specification 
In order to render a novel view of a scene, the desired position and orientation 
of the view must be specified. While any novel perspective may be chosen, as 
the projection matrices of input views and reconstructed scene points are 
already known, the algorithm outlined in Chapter 5 is applied to find the 
optimal viewpoint. The projection matrix for the optimal viewpoint, 𝑷?̌?, is 
defined based on the translation between the optimal camera centre, 𝐶?̌?, and a 
nearby reference view using (5.2). As the projection matrices of the input 
cameras are derived from a metric reconstruction, any other view of interest 
may be specified in a similar manner based on a rotation and translation 
relative to an input view. 
If applying robust tensor transfer to a projective rather than metric 
reconstruction, specification of the novel view is not as straightforward. In the 
projective case an ideal solution in the context of tensor transfer is to use a seed 
tensor [233]. As outlined in Section 6.2.3 the trifocal tensor defines the 
geometric relationship between three views of a scene. However, by adapting 
(6.19) to include the projection matrix of one input view, 𝑷?̌?, and utilise a 
second input view 𝑷?̌? twice, rather than projection matrix of a different third 
view, it is possible to construct the seed tensor 𝑇⟨?̌?, ?̌?, ?̌?⟩ relating just two 
views. The resulting seed tensor merely comprises elements of the fundamental 
matrix relating the two views embedded in the tensor structure. Given the 
156 
 
rotation matrix, 𝑹?̌??̌?, between the two input views and the rotation, 𝑹?̌??̌?, and 
translation, 𝒕?̌??̌?, of a novel view relative to view ?̌?, the seed tensor may be 
updated to encapsulate the relationship between all three views according to: 
 𝑇𝑖
𝑗𝑘
⟨?̌?, ?̌?, ?̌?⟩ =  𝑅?̌??̌?𝑙
𝑘𝑇𝑖
𝑗𝑙
⟨?̌?, ?̌?, ?̌?⟩ −  𝑡?̌??̌?
𝑘𝑅?̌??̌?𝑖
𝑗. (6.22) 
To aid in explanation, the resulting tensor 𝑇⟨?̌?, ?̌?, ?̌?⟩, where the third index is 
the novel view is a conventional forward tensor, however (6.22) could be 
modified to produce the required inverse tensor for robust trifocal transfer. 
Similarly, the optimal view selection algorithm described in Chapter 5 may 
also be altered for projective rather than metric calibration. 
6.3.3. Inverse Tensor Transfer 
Once the novel view has been specified, the process of inverse trifocal tensor 
transfer begins by selecting one of the input frames as the reference view, and 
then calculating all of the required trifocal tensors, 𝑇𝑖
𝑗𝑘⟨?̌?, ?̌?, ?̌?⟩, relating the 
input frames to the novel perspective from (6.19), where index ?̌? refers to the 
novel view, index ?̌? is the reference view and index ?̌? refers to each of the 
source views in turn including the reference view.  
The first stage of the robust inverse tensor transfer algorithm starts by 
stepping along a given epipolar line in the novel view, defining a specific pixel 
location, 𝒙?̌?. When virtual rectification is taken into account this is effectively 
the same as stepping across a row in the novel view. As briefly mentioned in 
Section 6.2.5, input views are not resampled during virtual rectification; the 
rectifying transformations are merely applied when calculating point 
coordinates. Virtual rectification is applied purely for convenience in 
employing dynamic programming during the final stage of the robust inverse 
tensor transfer algorithm. For a given point, 𝒙?̌?, in the novel view the 
corresponding epipolar line in the reference view, 𝒍𝑒?̌?, is calculated using the 
fundamental matrix, 𝑭?̌??̌?, relating the two views, which may be extracted from 
the trifocal tensor if required. For each pixel location in the novel view, the 
algorithm steps across the reference view defining the x-coordinate of a point, 
𝑥?̌?1, while the corresponding y-coordinate, 𝑥?̌?2, is established from 𝑥?̌?1 and the 
calculated epipolar line 𝒍𝑒?̌?. A line, 𝒍?̌?, perpendicular to the epipolar line at 
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point, 𝒙?̌?, in the reference view is then determined from (6.16). In yet another 
nested loop the algorithm then steps through each source view and calculates 
the point, 𝒙?̌?, corresponding to 𝒙?̌? in the novel view, with the appropriate 
tensor and the point-line-point inverse tensor transfer relationship in (6.20). If 
the calculated location, 𝒙?̌?, is within the image boundaries of the associated 
source view, the corresponding colour values are retrieved. While the robust 
inverse tensor transfer algorithm may be simplified for greyscale images, 
throughout this thesis it is assumed that Red-Green-Blue (RGB) images are 
utilised. 
The colour values linked to point 𝒙?̌? in each of the source views are 
assembled into red, green and blue colour vectors, and the variance of the 
results across the 𝑛 input views is evaluated using (6.25). However, during the 
first stage of the robust inverse tensor transfer algorithm the photo-consistency 
of the results is calculated only if 𝒙?̌? falls within the image boundaries of all 𝑛 
source views. As explained below, the reason behind this restriction is that 
during the first stage of the algorithm only the most consistent points are 
desired, and points that only feature in a small subset of the source images are 
deemed to be less notable than those which are consistent across all frames. 
While this works well for a wide range of datasets, for those with significant 
viewpoint variation between frames, or a large number of images, there may be 
very few points that are present in every image. In such cases it may be 
beneficial to weight the calculated variance values using a formula such as 
 
?̿? =
?̅?
(
𝑝
𝑛)
2, 
(6.23) 
where ?̅? is the colour variance, 𝑛 is the number of source views, 𝑝 is the 
number of views in which 𝒙?̌? is present and ?̿? is the resulting weighted colour 
variance. Weighting variance values based on the number of views in which a 
transferred point is found allows points that are present in different numbers of 
frames to be considered equally. For example, consider a dataset where there 
are seven source frames. Point 𝒙?̌? in the novel view, transferred to the 
corresponding point, 𝒙?̌?, falls within the image boundaries of only three source 
views, i.e. 𝑝 = 3, and the colour variance of the point across those three frames 
is low. While there is a second point, ?̇??̌?, which when transferred to point, ?̇??̌?, 
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via inverse tensor transfer is present in six source frames, displaying a variance 
only marginally higher than 𝒙?̌?. If judged solely on their colour variance, 𝒙?̌?, 
would be chosen as the superior result. However, it may be reasoned that it is 
more unlikely for a point to display consistent colour across a greater number 
of frames, and therefore even though ?̇??̌? displays a slighter higher colour 
variance than 𝒙?̌?, it should be considered the better result. Equation (6.23) 
subscribes to this theory, rewarding points that display low variance across a 
greater number of frames. 
The robust inverse tensor transfer algorithm continues to step across the 
entire width, 𝑤𝑑, of the reference view until the variance at each point along 
the epipolar line is known. The minimum colour variance across the 𝑤𝑑 
hypotheses is then located, indicating the point, 𝒙?̌?, in the reference view that is 
most likely to match the given location, 𝒙?̌?, in the novel view. If the minimum 
colour variance is less than the stage one threshold, 𝜏1, the coordinates of the 
potential match, 𝒙?̌?, are saved for stage two of the algorithm outlined in 
Section 6.4. The entire stage one inverse tensor transfer process is then 
repeated for each point along the epipolar line in the novel view. 
The stage one variance threshold, 𝜏1, is a predefined value that is 
deliberately set to a very low level. This is because during the first of three 
stages in the robust inverse tensor transfer algorithm the aim is to accept only 
the very best points, showing the highest consistency across the source images. 
Incorrectly matched points are known to interfere with the subsequent stages of 
the novel view synthesis algorithm, hence the stage one threshold, 𝜏1, is 
purposely set to be as low as possible to eliminate these results. Limiting the 
threshold value results in some regions of the novel image being undefined 
after stage one, as in Fig. 6.6(a) for example, however the points that pass this 
stage are highly likely to be correctly matched and are then used to guide 
second the third stages to fill in the remainder of the image. Raising the stage 
one threshold value, 𝜏1, or eliminating the threshold all together and selecting 
the most consistent point in the reference image regardless of its magnitude, 
would result in greater proportion, or all of the novel view being rendered. This 
would still result in a quite realistic novel view, depending on the level of 
159 
 
variation in the input perspectives, however higher quality results can be 
achieved by employing a multi-stage approach.  
It must also be highlighted that the robust inverse tensor transfer algorithm 
searches the entire width, 𝑤𝑑, of the reference view for the point most likely to 
match location 𝒙?̌? in the novel view. If applying the algorithm to a dataset with 
significant viewpoint variation between frames it may even be beneficial to 
extend this range further along the image plane, however as no assumptions are 
made about the input images this is a logical search range for a prospective 
correspondence. In contrast, Li and Hartley [215] advocate restricting the range 
of disparities to limit ambiguity in the best colour match. However, as it is 
assumed that nothing is known of the input dataset it is unclear how a 
reasonable disparity range is defined. Another alternative approach may be to 
enforce the epipolar ordering constraint and define a search range forward of 
the previous match, however the success of this method would depend on the 
previous matches being correct. Instead it is reasoned that by employing a 
robust variance measure, accepting only points present in all 𝑛 source frames, 
searching a wide range of disparities and applying a low threshold value 𝜏1 that 
the most consistent points, and therefore those most likely to be correctly 
matched, will emerge. As shown in stage one results such as Fig. 6.6(a), a large 
proportion of pixel locations in the novel view still meet this criteria. Once the 
most consistent points have been identified, the search range required to find a 
match for the remaining undefined points can be significantly reduced; this is 
the reasoning behind the second stage of the algorithm described in Section 
6.4. 
6.3.4. Colour Variance 
The principal advantage of inverse tensor transfer over direct tensor transfer is 
that by enforcing photo-consistency across sets of geometrically consistent 
pixels, the need for a known depth map or dense correspondence between input 
frames is avoided. Hence, the method employed to quantify photo-consistency 
is of utmost importance. In this section several possible approaches to this 
problem are explored. 
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Based on (6.21) proposed by Li and Hartley, colour variance, σ̅, may be 
defined as 
 ?̅? = med(𝛿𝑚), (6.24) 
which measures the median distance from the median colour value, where 𝛿𝑚 
is the distance of a point 𝑚 with respect to the median colour value, given by 
the ℓ2 norm of the difference between the red, green and blue values associated 
with a point 𝑚 and the median value of each colour across the source images, 
and med(𝛿𝑚) is the median of the distances. The use of the median to find the 
average colour in this scenario is critical, as opposed to the mean, as it is less 
sensitive to outliers. There are many ways in which equation (6.24) may be 
modified to potentially improve variance measurement. For example, the 
difference between the colour values linked to a point 𝑚 and the median may 
be determined via colour difference formulations such as CIE1976, CIE1994 or 
CIE2000, rather than taking a simple subtraction. Additionally, red, green and 
blue differences might be combined by taking the sum or mean rather than the 
ℓ2 norm. Finally, instead of measuring the variation across a range source 
views by finding the median, alternative approaches include calculating the 
variance, standard deviation, sum, mean or ℓ2 norm. 
While none of the above variations proved particularly fruitful during 
experimentation, fundamentally changing the manner in which colour variation 
is measured did return improved results. Despite the relatively small number of 
input images required for inverse tensor transfer, measuring the spread in 
colour values using the standard deviation or variance proved quite successful. 
In this context, employed as a measure of consistency for comparison across 
like vectors with an equivalent set of 𝑛 points, the standard deviation of RGB 
values exceeded the ability of the median distance from median colour 
approach in robustly determining colour variance. When combining the 
standard deviation across the red, green and blue colour chains into a single 
variance measure the sum, mean or ℓ2 norm may be used. During 
experimentation the latter proved to give the highest quality results, hence an 
improved colour variance measure is defined as 
 
?̅?  =  √𝜎𝑟2 + 𝜎𝑔2 + 𝜎𝑏2, (6.25) 
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where 𝜎𝑟, 𝜎𝑔 and 𝜎𝑏 are the standard deviations of the red, green and blue 
colour values of the point, 𝒙?̌?, across 𝑛 source views. The median red, green 
and blue values are still calculated however, as this is colour transferred to the 
novel image. As a result, slight smoothing may be observed in the novel view 
compared to the input images. 
6.3.5. Robust Variance: DAISY Descriptors 
While measuring the variance of RGB values across source images is an 
adequate means of identifying the most likely colour at a given pixel in the 
novel image, there are a number of more substantial changes which may 
improve the variance measure and result in more visually appealing images. 
For example, taking human perception into account, it may be beneficial to 
convert the input frames to the YUV colour space and analyse the spread of 
luma and chrominance values rather the RGB components. However, it is more 
likely that the quality of output images may be improved by increasing the 
robustness of variance measurement. Rather than evaluating the spread in RGB 
values across a single pixel in the source images, robustness may be improved 
be examining a small window around the pixel locations calculated by inverse 
tensor transfer. Analysing a small region around each candidate 
correspondence would likely rule out many incorrect matches which by chance 
may display a consistent colour across a single pixel, but are likely to vary 
across a 3×3 or 5×5 pixel window. While larger windows may increase 
robustness when there is only minor variation between input images they are 
not applicable when there is significant displacement between frames; the 
larger the region the more likely it is to be affected by perspective distortions 
across the source images. 
An even greater step towards improved robustness in quantifying variation 
across corresponding points would be to employ an image descriptor such as 
the Scale-Invariant Feature Transform (SIFT) [31] or Gradient Location and 
Orientation Histogram (GLOH) [33], which capture a substantial amount of 
information about the region surrounding an interest point. Such descriptors 
were designed for robustness against scaling, orientation, perspective and 
lighting changes by employing gradient orientation histograms, making them 
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ideal for quantifying the variation across candidate matches during inverse 
tensor transfer. However, while colour variance may be easily calculated from 
single pixels or small windows from the information contained in the input 
images, employing SIFT or GLOH for variance measurement would require 
first computing the descriptors at every single pixel in each input image. 
Unfortunately, while they have proven successful at matching key image 
features, SIFT and GLOH are too computationally expensive to be employed 
for dense comparisons. Partly inspired by SIFT, the Speeded Up Robust 
Features (SURF) [32] descriptor addresses its computational expense by 
approximating gradient orientation histograms using integral images to 
compute the histograms bins. As a result SURF is several times faster than 
SIFT, making it more suitable for dense computation at every pixel in an 
image. However SURF does not employ spatial weighting like SIFT, therefore 
all local gradients contribute equally to their respective bins. As highlighted by 
Tola, Lepetit and Fua [234], this results in damaging artefacts when SURF is 
used for dense computation. 
A more applicable descriptor for robust inverse tensor transfer is DAISY 
[234]. Again inspired by descriptors such as SIFT and GLOH, DAISY was 
specifically designed for dense wide-baseline matching. As a result DAISY 
retains the robustness of earlier methods but can be efficiently computed at 
every pixel in an image and does not introduce the detrimental artefacts 
observed with SURF. This is achieved by convolving orientation maps to 
compute gradient histogram bin values, reducing computational expense while 
preserving performance. In SIFT and GLOH, histogram bins capture a 
weighted sum of the norms of the surrounding image gradients. The 
contribution made by the norm of the image gradient at each pixel in a local 
region is inversely proportional to the distance between the pixel location, bin 
boundaries and one of the keypoints. DAISY replaces the weighted sum of 
gradient norms by convolutions of the original image with several oriented 
derivatives of Gaussian filters. At each pixel the DAISY descriptor is a 
concatenation of vectors for each orientation layer of values from the 
convolved orientation maps located on concentric circles centred on the pixel 
location, where the amount of Gaussian smoothing is proportional to the radii 
of the circles. DAISY vectors are normalised independently for each histogram 
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to unit length. It is noted in [234] that this may cause problems in 
homogeneous regions, however as the aim of inverse tensor transfer is to 
produce a photo-realistic image rather than calculating exact matches this is not 
such an issue. The size of the DAISY descriptor is dependent on the radius, 
radius quantisation, angular quantisation and the number of bins in the 
histogram. Tola, Lepetit, and Fua perform a parameter sweep test for DAISY 
in [234]; showing that similar performance is achieved with a variety of 
descriptor sizes. However, they choose to employ the most generic parameter 
set (radius = 15, radius quantisation = 3, angular quantisation = 8, histogram 
quantisation = 8), as it performs well for short and wide baselines, resulting in 
a 200 length descriptor. This high dimensionality is retained for robust inverse 
tensor transfer as the disparity between input frames and scene texture is 
assumed to be unknown. DAISY descriptors were previously employed in the 
field of novel view synthesis by Germann et al. in [235]. 
6.3.6. DAISY Variance 
In addition to the measures introduced in Section 6.3.3, the performance of the 
robust inverse tensor algorithm, and its ability to isolate only the very best 
matches during stage one, is further enhanced by the application of a robust 
DAISY variance measure. DAISY variance is significantly more robust than 
straightforward colour variance to scaling, orientation, perspective and lighting 
changes. DAISY variance has also proven to be more robust than colour 
variance to any calibration errors resulting from sparse reconstruction. To a 
large extent this alleviates ambiguities in the best colour match and allows 
inverse tensor transfer to be applied to a wider range of input datasets, 
including those with large perspective distortions and increased occluded areas 
due to significant disparity between input views. 
Inspired by equation (6.25), the most successful implementation of colour 
variance, DAISY variance is derived from the standard deviation of the 200 
descriptor elements, previously normalised to unit length during calculation, 
across 𝑛 source views. As for colour variance, the 200 standard deviation 
results may be combined into a single DAISY variance value via the ℓ2 norm, 
sum or median. In this case, the median value returned the best results during 
experimentation, hence DAISY variance, σ̃, is defined as 
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 ?̃? = med(𝜎1, 𝜎2, 𝜎3, … , 𝜎200), (6.26) 
where 𝜎1-𝜎200 are the individual standard deviations of the 200 DAISY 
elements across 𝑛 source views. 
With regards to the algorithm described in Section 6.3.3, the introduction of 
DAISY variance requires that the DAISY descriptors for each source image are 
computed along with the required trifocal tensors before inverse tensor transfer 
begins. Additionally, when retrieving the colour values associated with a point 
𝒙?̌? in a source view, the DAISY descriptor for that pixel is also extracted. The 
standard deviation across 𝑛 source views for each of the 200 elements in the 
DAISY descriptor is then calculated and the DAISY variance is determined by 
finding the median of the 200 standard deviation values. 
 
6.4. Depth-guided Inverse Tensor Transfer 
When referring to the epipolar ordering constraint and enforcing it via dynamic 
programming, Li and Hartley [215] note that the match selected for a particular 
pixel in the novel view can influence the match calculated for all other pixels 
along the epipolar line. This may be viewed in either a positive or negative 
light. A correctly estimated correspondence may act as a helpful guide in 
determining subsequent matches; however an incorrectly matched point can 
prevent many others from being correctly paired. Similarly, during 
experimentation it was observed that if a large percentage of the novel view 
has been correctly filled after stage one of robust inverse tensor transfer it acts 
as a great guide for DP to correctly fill in the remainder of the image. 
Inversely, incorrectly matched points and large undefined regions in the novel 
view negatively influence the DP stage, leading to a greater number of errors in 
the output image. Hence, it is desirable for the novel image to have as few 
undefined pixels as possible before the DP stage, which may be achieved by 
raising the stage one threshold, 𝜏1, however this also raises the likelihood of 
introducing incorrect matches. A middle stage is therefore required to 
intelligently reduce the number of undefined pixels in the novel view, without 
inserting any erroneous matches. 
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After the first stage of inverse tensor transfer, a measure of depth may be 
obtained from the existing matches. Given a location, 𝒙?̌?, in the novel view and 
the corresponding point, 𝒙?̌?, displaying the minimum DAISY variance in the 
reference view, the disparity between the two points and therefore relative 
depth can be calculated. Consequently, while inverse tensor transfer eliminates 
the need for dense correspondence when transferring image points, the 
subsequent point matches established during transfer result in a dense depth 
map. Hence, this information may be exploited to assist the latter stages of the 
robust inverse tensor transfer algorithm to fill pixels without a defined match 
after stage one.  
Following the first stage of robust inverse tensor transfer a vast majority of 
the novel view has been defined using only the most consistent points. During 
the second stage these points are now assumed to be correct and the 
correspondence established with the reference view, or relative depth, is used 
to guide the search for additional matches. Given a previously undefined 
location in the novel view, 𝒙?̌?, the search range for a potential match in the 
reference view may be drastically reduced based on the relative depth of 
surrounding matches. Depth-guided matching reduces the likelihood of 
developing incorrect matches with low-variance points further along the 
epipolar line, therefore the stage two variance threshold, 𝜏2, may be raised 
significantly compared to stage one. Even if the minimum observed DAISY 
variance in the restricted search range is relatively high, as it must lie within an 
accepted window of depth values it is still likely to be a correct match. 
Stage two of robust inverse tensor transfer begins by stepping through the 
DAISY variance values recorded across a given row of the novel view during 
the first stage of the algorithm, in search of a point without a defined variance 
value, and therefore without a defined match in the reference view. Such a 
location must have either displayed a DAISY variance above the stage one 
threshold, 𝜏1, or the corresponding points calculated by inverse tensor transfer, 
𝒙?̌?, must lie on the plane outside the image boundary of at least one source 
view. If an undefined point is detected, the algorithm then progresses along the 
row of the novel view and determines the width of the undefined region by 
locating the first point in either direction with a defined match. The disparity at 
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each location is then recorded; if an undefined region stretches to the boundary 
of the novel view the algorithm performs subsequent calculations based only 
on the disparity at the opposite end of the region. A restricted search range for 
correspondence in the reference view is then defined based on width of the 
undefined region and the local disparity values.  
The remainder of the depth-guided tensor transfer stage progresses 
similarly to stage one of the algorithm. For the selected undefined point in the 
novel view, 𝒙?̌?, the algorithm incrementally considers potential matches in the 
reference view, 𝒙?̌?, and calculates geometrically consistent points, 𝒙?̌?, in each 
source view via inverse tensor transfer. The difference in the depth-guided 
second stage is that the algorithm only examines a restricted search range in the 
reference view, as opposed to the width of the entire image, which enables 
matches to be located for undefined regions in the novel view very quickly. 
Additionally, the first stage restriction that transferred points, 𝒙?̌?, must lie 
within the image boundaries of all source views is relaxed such that DAISY 
variance is recorded so long as transferred points fall within at least two source 
views. 
As in the first stage of the robust inverse tensor transfer algorithm, once the 
DAISY variance has been calculated at each location within the restricted 
search range, the minimum result is compared to a specific stage two variance 
threshold, 𝜏2, which is significantly higher than the equivalent stage one 
threshold. The predefined threshold, 𝜏2, depends in part on the input dataset, 
however generally 𝜏2~2𝜏1. If it is possible to raise the variance threshold by 
such a margin in the second stage, one may ask why the threshold in the first 
stage of the system could not be raised to the same level, effectively 
eliminating the need for a second stage. The reason for this is that during the 
first stage matches are sought across the entire width of the reference view, 
hence it is possible that there could be points along the epipolar line with a 
lower DAISY variance than the correct match. Hence, raising the variance 
threshold at the first stage may result in incorrect matches. During the second 
stage however, correspondences for a majority of points in the novel view are 
known and can be used to define a restricted search range in the reference view 
that encapsulates the correct correspondence, reducing the likelihood of 
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ambiguity in the best match. It may also be questioned why a threshold is 
needed at all during the depth-guided stage, it is still possible that points with a 
DAISY variance above the threshold may be the correct match and without a 
threshold the entire novel view could be completed and the third and final DP 
stage would not be required. Again the explanation for this feature is that 
eliminating the threshold, 𝜏2, would increase the likelihood that points could be 
incorrectly matched. While the aim of the depth-guided tensor transfer stage is 
to fill as much of the novel view as possible to aid the DP stage, it is important 
that the established matches are correct. Wrongly matched points are 
detrimental to the DP stage, and while having a greater number of 
correspondences is helpful in guiding the DP solution, it is more important that 
the matches are correct even if fewer are defined. 
As shown in Fig. 6.7, the depth-guided tensor transfer stage which relaxes 
some of the conditions imposed during the first stage of the algorithm is 
effective at reducing the number of undefined pixels in the novel view. The 
remaining undefined points after stage two occur near depth discontinuities, in 
image regions that vary dramatically across the input views and at the edges of 
the novel view where the corresponding points may only appear in a small 
number of source views. For datasets exhibiting significant viewpoint variation 
between frames the depth-guided stage may be less effective at filling 
undefined regions in the novel view, however an optimal solution may be 
established in this case via dynamic programming in the third and final stage of 
the robust inverse tensor transfer algorithm. 
 
6.5. Dynamic Programming 
While Li and Hartley [215] propose Dynamic Programming (DP) as an 
optional extension to their approach to inverse tensor transfer, it is explicitly 
included as the third and final stage in robust inverse tensor transfer. DP is 
employed to fill any remaining undefined pixels in the novel view by 
calculating the globally optimal solution along epipolar lines. The optimal 
solution is determined by enforcing the ordering constraint along epipolar lines 
in the novel and reference views, which assumes that if point 𝒙?̌? is to the left of 
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point ?̇??̌? along an epipolar line in view ?̌?, then point 𝒙?̌? in the second view, ?̌?, 
should also be to the left of point ?̇??̌?. 
Dynamic programming is a method of solving complex computational 
problems by separating them into a collection of simpler sub-problems, storing 
the results of the smaller sub-problems and utilising them to eventually find a 
solution to the original problem. This avoids repetitive computation of the 
same quantity, improving efficiency. Dynamic programming concepts have 
been applied in many fields, of particular relevance to robust inverse tensor 
transfer is the Needleman-Wunsch algorithm [236] which utilises dynamic 
programming to globally align two sequences. The Needleman-Wunsch 
algorithm was originally developed for, and is now commonly used in, 
bioinformatics to align protein or nucleotide sequences, though may be easily 
applied to other sequence alignment problems. The algorithm computes the 
cost of aligning individual elements from each sequence taking previous 
elements into account; element matches are rewarded while mismatches or the 
need to introduce a gap in a sequence is penalised. The optimal alignment is 
that which produces the highest total score.  
The Needleman-Wunsch algorithm begins by placing the two sequences to 
be aligned along the sides of a (ℎ1 + 1) by (ℎ2 + 1) scoring matrix, 𝑫𝑷, where 
ℎ1 and ℎ2 are the lengths of the first and second sequences respectively. The 
first row and column of 𝑫𝑷 are filled with a value of zero. The remaining 
elements of the scoring matrix are progressively filled according to 
 
𝑑𝑝𝑗
𝑖 =  max 
(
 
 
𝑑𝑝(𝑗−1)
(𝑖−1) + 𝑓𝑗
𝑖
𝑑𝑝(𝑗−1)
(𝑖) + 𝑔2
𝑑𝑝(𝑗)
(𝑖−1) + 𝑔1)
 
 
, (6.27) 
where 𝑓𝑗
𝑖 is the similarity score at matrix location (𝑖, 𝑗) and 𝑔1 and 𝑔2 are the 
costs associated with introducing a gap in the first and second sequence 
respectively. The similarity score 𝑓𝑗
𝑖 is generally positive if sequence elements 
match and negative if they do not; gap penalties 𝑔1 and 𝑔2 are also usually 
negative. As implied in (6.27), a matrix element 𝑑𝑝𝑗
𝑖  cannot be filled until 
𝑑𝑝(𝑗−1)
(𝑖−1)
, 𝑑𝑝(𝑗−1)
(𝑖)
 and 𝑑𝑝(𝑗)
(𝑖−1)
 have been computed.  
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Once the entire scoring matrix has been filled, element 𝑑𝑝(ℎ2+1)
(ℎ1+1)
 
will hold 
the maximum score of all possible alignments. The final stage in the sequence 
alignment is commonly referred to as the traceback step, which is needed to 
identify the alignment that results in the maximum score. Starting from element 
𝑑𝑝(ℎ2+1)
(ℎ1+1)
 
this process involves retracing the highest scoring path through the 
scoring matrix by analysing the value associated with each element and (6.27) 
to determine the preceding element on the path. This results in the optimal path 
through the 𝑫𝑷 matrix and therefore the optimal alignment of the two 
sequences. The Needleman-Wunsch dynamic programming algorithm is 
guaranteed to find an optimal alignment given a particular scoring system. 
However, depending on the simplicity of the scoring system employed, 
multiple alignments with the same maximum score may be possible. 
Unfortunately, it seems that identifying an appropriate scoring system is often 
an empirical rather than theoretical problem. As highlighted in Section 6.6 
however, the choice of similarity scores and gap penalties appears to have little 
influence on optimal path calculations when applied to robust inverse tensor 
transfer. While it has also been suggested that the dynamic programming 
approach is computationally expensive when aligning extremely long 
sequences or many sequences at once, it is perfectly sufficient for aligning two 
short and very similar sequences, as encountered in this thesis. 
Dynamic programming is employed in the final stage of robust inverse 
tensor transfer to find the optimal order-preserving solution along epipolar 
lines in the novel view. The epipolar ordering assumption provides a rigorous 
constraint on which to amend any incorrectly matched points from earlier 
stages and to find the best possible solution to any remaining undefined pixels. 
Stage three begins by calculating the maximum search range in the reference 
view. To do this the algorithm steps across a given row in the novel image 
resulting from stage two and locates first and last points along the epipolar line 
with defined matches, recording the disparity relative to the reference view at 
both locations. Based on the coordinates of the known matches and the 
corresponding disparity values the maximum search range in the reference 
view is defined, which then becomes the x-axis of the DP scoring matrix, while 
the current row of the novel image is the y-axis.  
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The scoring matrix, 𝑫𝑷, is filled by comparing the reference view 
coordinates corresponding to the minimum DAISY variance stored at each 
location across the novel view with each point in the maximum search range 
and establishing the appropriate score from (6.27). In generating the results 
shown in Section 6.6 the cost of introducing a gap in either sequence was 
equal, 𝑔1 = 𝑔2 = −2, while similarity scores were assigned according to 
 
𝑓𝑗
𝑖 = {
2 coordinate match
0 DAISY variance undefined
−1 coordinate mismatch
. (6.28) 
If the DAISY variance at a given point in the novel view remains undefined 
after stage two a match or mismatch cannot occur nor can its effect on the 
optimal path be inferred, hence unlike traditional DP approaches a third case is 
established so that undefined points can be awarded a neutral score, as shown 
in (6.28). In addition to the scoring scheme described, during experimentation 
many other penalty combinations were analysed, including 𝑔1 = −2, 𝑔2 =
−4, 𝑓𝑗
𝑖 = {
2
1
−1
 and 𝑔1 = 𝑔2 = 0, 𝑓𝑗
𝑖 = {
1
0
0
 for example. However, it was 
established that the scoring scheme applied had little to no effect on the 
optimal DP path for the datasets tested, almost exactly the same path was 
chosen regardless of the selected penalties. The path calculated via DP was 
affected much more severely by the presence or lack of incorrect matches than 
the scoring scheme implemented. 
Once the scoring matrix has been filled the traceback step then identifies 
the optimal path by starting at the matrix location with the highest score and 
stepping back along the path that results in the maximum score, revealing the 
optimal matches between the novel and reference views. With DP calculations 
complete, the algorithm then steps along the identified optimal path to retrieve 
the required colour information. For a given point along the optimal path, if the 
median colour values are already known from previous calculations, i.e. the 
point resulted in the minimum DAISY variance during stage two, the colour 
information is directly transferred to the novel view. However, if the median 
colour values are not known, i.e. the point remained undefined after stage two 
and its optimal match was only identified during the DP stage, they must be 
calculated. For any point in the novel view, 𝒙?̌?, the matching point in the 
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reference view, 𝒙?̌?, is now known. Hence, the median colour may be 
determined by finding the line perpendicular to the epipolar line at 𝒙?̌? and 
calculating the corresponding point, 𝒙?̌?, in each source view via inverse tensor 
transfer. 
Generally the optimal path moves diagonally through the DP scoring 
matrix, which results in a specific point in the novel view being matched to a 
specific point in the reference view. Occasionally the optimal path moves 
vertically, i.e. multiple points in the novel view are matched to the same point 
in the reference view, though this is not a problem as there is still a defined 
match for each point in the novel view. However, the optimal path may also 
move horizontally, resulting in single point in the novel view being mapped to 
multiple points in the reference view. In this case the DAISY variance and 
median colour must be calculated for each location in the reference view and 
colour is transferred to the novel view from the point with the lowest DAISY 
variance. Detailed pseudocode of the complete robust inverse tensor transfer 
algorithm may be found in Appendix B. 
As dynamic programming is capable of determining the optimal 
correspondences between the novel and reference views it may appear that the 
second depth-guided tensor transfer stage is not required. However, 
experimentation has shown that if there are large undefined regions in the 
novel view before the final stage there are many potentially optimal solutions 
and often DP does not return a favourable result. Hence, the second stage of the 
algorithm is required to complete as much of the novel image as possible to 
refine the number of possible paths. As previously discussed however, it is 
imperative that the matches established during the earlier stages are correct, 
because the DP stage will assume them to be so. Since DP finds the globally 
optimal result, it will account for and correct the occasional incorrectly 
matched point. However, if there are numerous incorrect correspondences, the 
DP stage will assume they are correct and accommodate them resulting in a 
sub-optimal path and ultimately many more incorrect matches and a poor novel 
view. 
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6.6. Experimental Results and Analysis 
6.6.1. Monkey Dataset 
Theoretically robust inverse tensor transfer could be used to synthesise a novel 
perspective from just two source views, thought this is not ideal. Generally a 
greater number of input frames results in a better output view as the calculated 
DAISY variance for each point is refined, eliminating incorrect matches. 
However, during experimentation it was also established that a large number of 
frames can be detrimental to the quality of the synthesised view. For example, 
if the input dataset consists of many views from significantly varying 
perspectives it becomes important that the images are well calibrated, 
otherwise the number minimally varying points is greatly reduced, resulting in 
an inferior novel view. While large displacement between input views is 
beneficial during sparse reconstruction, closely spaced frames reduce the 
likelihood of substantial occlusion and increase the effectiveness of the 
epipolar ordering constraint. As a general recommendation, five or six source 
views are sufficient to synthesise a novel view of high quality. 
Throughout the results in Sections 6.6.1 and 6.6.2 the leave-one-out 
approach is adopted in order to compare the synthesised view with ground truth 
data. Seven frames are initially provided to the algorithm as an input dataset. 
Once the initial sparse reconstruction is completed and all camera locations and 
orientations have been determined, one of the frames is selected as a target 
view and all information about this frame is disregarded apart from its 
projection matrix. The remaining six input frames are then used to recreate an 
estimate of the missing target view via the proposed robust inverse tensor 
transfer algorithm.  
The following section utilises the Monkey dataset introduced in Chapter 5, 
two of the input views are shown in Fig. 6.5. During the experiments 
conducted view four was selected as the target frame, while view one acts as 
the reference view. The relative positions of the input frames are described in 
Fig. 7.6. It must be noted that the synthesised output view is marginally 
affected by the reference view chosen; this result is explored in detail in 
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Chapter 7. The DAISY variance thresholds employed for the Monkey dataset 
were 𝜏1 = 0.025 and 𝜏2 = 0.050. 
 
  
Figure 6.5: Two input frames (out of seven) from the Monkey dataset. 
 
Figure 6.6(a) depicts the synthesised target view for the Monkey dataset 
after the first stage of robust inverse tensor transfer. As discussed in Section 
6.3 the focus during stage one is to consider a wide range of possible 
disparities but only select the points displaying very high consistency across 
the source views by employing a robust DAISY variance measure, applying a 
low threshold value 𝜏1 and accepting only points present in all source frames. It 
can be seen from Fig. 6.6(a) that approximately 75% of the target view meets 
this strict criteria; the black regions represent the pixels that remain undefined. 
A majority of the undefined pixels are clustered around the edges of the image 
due to the restriction that points must be present in all source frames at this 
stage. This is addressed during the depth-guided second stage, as shown in Fig. 
6.7(a). The remaining undefined pixels in Fig. 6.6(a) are generally grouped 
together in regions that vary significantly between source views due to the 
relative motion of scene objects, such as around the monkey’s arms. The 
robustness achieved by matching based on DAISY variance is demonstrated by 
the highly variable and intricate regions of the target view, such as foliage to 
right of the image and the spires in background, being rendered very 
accurately. Additionally, while it is clear that undefined pixels are generally 
grouped together in small regions, the proposed DAISY variance can also 
detect lone pixels that do not meet the selected criteria. As noted in Section 6.3, 
a much greater percentage of the target view would be defined by raising the 
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stage one threshold, 𝜏1, however this would likely deplete the visual quality of 
the view. 
 
  
          (a)                 (b) 
Figure 6.6: Synthesised target view (a) and depth map (b) of Monkey dataset 
after stage one. 
 
The primary advantage of inverse tensor transfer over direct tensor transfer 
is that the need for a known depth map between input views is avoided. 
Furthermore, as the aim of inverse tensor transfer is to synthesise a photo-
consistent and realistic novel view it is not strictly necessary that the relative 
depth at each pixel be calculated. However, depth maps such as that shown in 
Fig. 6.6(b) are a useful by-product of the correspondences established during 
robust inverse tensor transfer and are helpful in visualising how the algorithm 
operates. It is evident from Fig. 6.6(b) that the application of the robust DAISY 
variance measure to inverse tensor transfer results in a very realistic and 
plausible depth map. The independent computation of each pixel results in 
some variation in depth values, particularly in the background, which in this 
dataset should most likely be constant. Depth variation is most noticeable in 
the top right and bottom left of Fig. 6.6(b), in regions which ought to be 
constant. From Fig. 6.6(a) it can be seen that the equivalent regions in the 
selected scene feature consistent blue and white colours respectively. Even 
with the application of robust DAISY descriptors it is incredibly difficult to 
establish a valid depth map for such regions. In this scenario it is highly likely 
that multiple points along an epipolar line will possess similar DAISY 
variance, hence it is completely plausible that one of these points will display 
slightly less DAISY variance than the ideal correspondence and will be 
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selected incorrectly. It is almost impossible to prevent this occurrence by 
reducing the 𝜏1 threshold as many points will display low DAISY variance in a 
region of consistent colour. One possible solution may be to limit the range of 
allowable disparities between the novel and reference view. However, as the 
aim of inverse tensor transfer is to achieve photo-consistency, and the 
appropriate colour has been accurately reproduced in Fig. 6.6(a), modifications 
aimed at improving the depth map are unnecessary.  
 
  
          (a)                 (b) 
Figure 6.7: Synthesised target view (a) and depth map (b) of Monkey dataset 
after stage two. 
 
Figure 6.7 shows the results from the second depth-guided stage of inverse 
tensor transfer in which the DAISY variance threshold is doubled to 𝜏2 =
0.050. Compared to the stage one result in Fig. 6.6, it can be seen that a 
majority of the undefined regions of the target view are correctly matched 
during the second stage. Depth-guided inverse tensor transfer is particularly 
valuable around the boundary of the image, filling previously undefined 
regions towards the edge of the view. Much of this benefit may be credited to 
reducing the number of frames in which a transferred point must appear from 
all input images to just two source views. As previously explained, this 
restriction is relaxed during the second stage as stage one is focussed on 
detecting only the most consistent points. In addition to the perimeter of the 
image, improvements during stage two are also observed around the outside of 
the monkey’s left arm, while previously undefined regions inside the monkey’s 
left arm and between its torso and the carving of Ganesha are almost entirely 
completed. Figure 6.7(a) shows that after stage two is completed, undefined 
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pixels remain only in highly volatile regions, near depth discontinuities and at 
the very edges of the synthesised view. 
As for the target view, the depth map from stage one in Fig. 6.6(b) is 
assumed to be correct and is merely amended during the second stage. While 
the estimated depth levels displayed occasional variation in stage one, Fig. 
6.7(b) shows that depth values defined during stage two exhibit consistent 
depth. This is observed as streaks across the depth map rather than discrete dots 
representing slightly different depth levels, particularly around the edges the 
image. 
As the proposed algorithm for robust inverse tensor transfer is inspired by 
the work of Li and Hartley [215] it is reasonable to compare results from the 
two different methods. While Li and Hartley present results for the same 
Monkey dataset, a different perspective has been synthesised. Li and Hartley 
note that quite good results are obtained via their method of inverse tensor 
transfer, however it is clear that robust inverse tensor transfer shows 
considerable improvement. 
In comparison to Fig. 4 in [215] the undefined pixels in Fig. 6.7(a) are 
immediately noticeable as the view is yet to be completed by DP. It is unclear 
why the results in [215] do not show similarly undefined regions. Li and 
Hartley employ a colour consistency check before rendering a pixel in the 
novel view, similar to the DAISY variance thresholds applied during stage one 
and two; hence it is unclear how Fig. 4 in [215] comes to be completely 
defined. Li and Hartley highlight that if a point with the minimum spread 
within a defined search range does not pass a colour consistency check it is not 
assigned a colour, hence it appears that the colour consistency threshold must 
be continually raised until all points in the novel view are defined. Taking this 
approach would most likely result in many incorrectly matched points, 
increasingly the dependence on DP resolving such issues by calculating the 
optimal correspondences. 
Apart from the undefined regions in Fig. 6.7(a), the most noticeable 
difference between this view and Fig. 4 in [215] is the spires in the 
background. In Li and Hartley’s result, several large regions of the spires to the 
left and top of the image are incorrectly coloured to match the blue sky, while 
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the spires surrounded by foliage on the right of the image are also rendered 
poorly. It can also be seen that a lot of fine detail is missing from the hairs on 
the monkey’s arms, which have effectively been trimmed. These problems are 
further highlighted by Fig. 5 in [215]. In comparison, Fig. 6.7(a) does not 
display any of the issues identified. Even greater differences are observed 
between the depth map in Fig. 6.7(b) and Fig. 6 in [215] depicting a pseudo 
depth map before DP is applied. While Fig. 6.7(b) demonstrates robust and 
consistent depth estimation determined from DAISY variance, Fig. 6 in [215] 
shows inconsistent and rapidly varying depth values. 
The final stage of robust inverse tensor transfer utilises dynamic 
programming to complete the view synthesis by calculating the optimal 
correspondences between the target and reference views based on matches 
established during the preceding stages. Fig. 6.8(a) depicts the DAISY variance 
calculated at each hypothesised correspondence as the algorithm steps across a 
particular row of the target view during stage one and two. Specifically Fig. 
6.8(a) describes row 227, which is around halfway down the target image, 
crossing through the monkey’s left eye and below its right eye. The white 
regions near the diagonal indicate the lowest DAISY variance values; darker 
shades of grey indicate higher variance. The black regions in the bottom left 
and top right of the matrix are undefined. Starting from the left of the Monkey 
image, when moving across the background region including the spires with 
moderately consistent colour there is a relatively large white region in the top 
left of Fig. 6.8(a) displaying low DAISY variance values for quite a distance to 
the left and right of the diagonal. As the algorithm progresses across the target 
view the band of low variance contracts and expands multiple times. It is clear 
the while DAISY variance values vary right across the x-axis of Fig. 6.8(a), 
they increase significantly outside a narrow band around the diagonal. The 
purpose of the third stage in robust inverse tensor transfer and the use of DP is 
to find the optimal path shown in red through Fig. 6.8(a). 
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            (a)           (b) 
Figure 6.8: Optimal path through (a) calculated DAISY variance values and (b) 
DP scoring matrix for line 227 of target view for Monkey dataset. 
 
In order to determine the optimal correspondences between the target and 
reference views using DP, the maximum search range in the reference view 
must first be calculated. It can be seen in the bottom right of Fig. 6.8(a) that the 
optimal path intersects the right side of the matrix, hence the match for point 
654 in the target view will be on the image plane outside the image boundary 
of the reference view. The maximum search range in the reference view is 
defined from the coordinates of the first and last known matches along the 
epipolar line and their corresponding disparity values. The search range then 
becomes the x-axis for the DP scoring matrix shown in Fig. 6.8(b), while the x-
coordinates in the target view are the y-axis. Here it can be seen that for line 
227 the search range in the reference view is between 19 and 668. The scoring 
matrix in Fig. 6.8(b) is filled as described in Section 6.5; lighter shades 
represent a higher cumulative DP score, darker shades are lower scores. 
Starting with the highest score in the bottom right of Fig. 6.8(b), the traceback 
step then determines the path that results in the maximum score, shown here in 
red. 
After the optimal correspondences have been calculated along each epipolar 
line via DP, the result is a completely synthesised view such as Fig. 6.9(a) 
below. As seen in Fig. 6.9(a), all undefined regions in the target view have now 
been rendered to complement the points calculated during earlier stages of the 
algorithm. In general the robust inverse tensor transfer algorithm performs very 
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well; the synthesised target view is of high visual quality. Unfortunately it is 
also at this stage that some minor errors are noticeable. While every effort is 
made during stage one and two to complete a majority of the view, it is 
inevitable that eventually the challenging regions of the image must be 
rendered with the best possible solution. In comparison to the stage two results 
shown in Fig. 6.7(a), it can be seen that any small undefined regions and areas 
around the edges of the image are rendered correctly in Fig. 6.9(a). However, 
when inspected in detail it is the larger undefined regions that display slight 
errors when filled during the DP stage. The most noticeable example of this 
may be seen inside the monkey’s right arm, highlighted in detail in Fig. 
6.11(d). The bottom half of the region inside the monkey’s arm has been 
guided by correctly matched points from earlier stages and is realistically 
synthesised, while the top half of the region is almost completed solved during 
the DP stage and has not been rendered correctly.  
 
  
          (a)                 (b) 
Figure 6.9: Synthesised target view (a) and depth map (b) of Monkey dataset 
after stage three. 
 
Figure 6.9(a) highlights the benefit of defining a majority of the target view 
during stage one and two, though in this case it was particularly difficult as the 
DAISY variance in this region was very high due to relative movement 
between the monkey and background in the input views. Also, while DP finds 
the best possible solution given the known surrounding points, the output is 
inaccurate in this situation as the epipolar ordering constraint breaks down at 
depth discontinuities, such as the step from the monkey’s arm to the 
background and back to the monkey’s torso, which cause an abrupt change in 
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disparity. In finding the globally optimal path, DP also disassociates some of 
the correctly matched points from earlier stages. For example, detailed analysis 
of the large spire at the top of the target view in Fig. 6.9(a) reveals slightly 
jagged edges, which were more clearly defined after stage two in Fig. 6.7(a). 
Keen observers may also note small black streaks towards the top, left and 
right edges of Fig. 6.9(a). These points are in fact correctly matched to the 
limits of the input frames, which include black regions where they were most 
likely corrected for distortion. 
A noticeable feature of the stage three depth map shown in Fig. 6.9(b) is the 
streaks across the image and the slight differences in depth between rows. 
Additionally, jagged edges can be seen at the transition from the monkey’s 
arms to the background. This is an unfortunate but common characteristic of 
utilising DP to process each row of the view independently and may explain 
the output observed at the edges of the large spire as noted above. As DP 
calculates the globally optimal solution along epipolar lines a general 
smoothing is observed across the depth map compared to earlier stages, there 
are fewer individual pixels at different depth levels. Additionally, regions 
defined during the DP stage, such as areas around the edges of the image, 
display consistent depth along epipolar lines. Some clear errors remain in the 
depth map after DP; this is most evident to the left of the monkey’s right arm 
and in the bottom right of the image. However, as previously noted this 
generally occurs in highly repetitive or consistently coloured regions of the 
input scene allowing photo-consistency to be maintained in the synthesised 
view regardless of the estimated depth, as seen in Fig. 6.9(a). As for the 
synthesised target view, overall the depth map is a high quality estimate. 
In addition to the earlier comparison with the results of Li and Hartley 
[215], a post-DP evaluation is now presented. Again different viewpoints are 
synthesised, however as the same dataset is employed the challenges faced are 
similar. Li and Hartley [215] present an example synthesised view after DP in 
Fig. 6. Compared to the pre-DP result presented in Fig. 4, the image in Fig. 6 is 
not as wide; subsequently elements of the scene such as the monkey’s face and 
torso appear disproportionate. In Fig. 6 the top of the monkey’s hands are 
clearly missing, while there is also an error in the right side of the monkey’s 
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mouth. In contrast, the results of robust inverse tensor transfer in Fig. 6.9(a) 
display no such problems. Generally Fig. 6.9(a) appears sharper and shows 
greater detail, this is particularly noticeable in the spires to the left of the 
image. 
While the differences between the two techniques may not be particularly 
noticeable from the synthesised views, variance in the depth maps is far more 
apparent. Figure 6 in [215] shows considerable improvement in the pseudo 
depth map following the application of DP; however in contrast as Fig. 6.7(b) 
is already accurate before DP, Fig. 6.9(a) shows relatively minor improvement. 
This trend is similarly observed in the resulting synthesised views. Despite 
improvements due to DP, Fig. 6 in [215] continues to display considerable 
unexpected pseudo depth variation, including significant depth differences 
throughout background regions which should ideally exhibit a constant depth 
level. Streaks across the pseudo depth map due to DP are far more noticeable 
than in Fig. 6.9(b) which generally appears more realistic, displaying more 
consistent depth estimation. 
Though difficult to compare the proposed method with the results presented 
by Connor and Reid [216] due to the different datasets employed, it appears 
that generally robust inverse tensor transfer produces more visually appealing, 
high quality images. 
 
  
           (a)                 (b) 
Figure 6.10: Ground truth image (frame four) (a) and difference between 
ground truth and synthesised target view (b) of Monkey dataset after stage 
three. 
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Figure 6.10 presents the ground truth target frame and the difference 
between this image and the equivalent synthesised view to highlight the most 
significant variations between the two views. Fig. 6.10(b) demonstrates that 
differences occur at the edges of objects as this is where colour changes most 
significantly in a scene; if an edge pixel is rendered incorrectly it stands out as 
a considerable deviation from the ground truth in a difference image. However, 
the aim of robust inverse tensor transfer is to produce a photo-realistic image 
and small differences at the edges of objects are not particularly noticeable in 
Fig. 6.9(a). 
As previously highlighted, the most substantial difference between the 
synthesised Monkey target image and the ground truth is emphasised by 
enlargement in Fig. 6.11(d). In this case the discrepancy is apparent due to 
structural difference between the two images rather than colour. In contrast 
Fig. 6.11(a) and (b) depict an intricate region of the ground truth and 
synthesised view respectively, which has been rendered almost perfectly. 
 
    
    (a)               (b)          (c)     (d) 
Figure 6.11: Enlargements of 64×64 pixel regions in the ground truth (a) 
synthesised view (b) ground truth (c) synthesised view (d) of Monkey dataset 
after stage three. 
 
6.6.2. Flowers Dataset 
In the following section a second set of results are presented with the Flowers 
dataset to reinforce the capabilities of robust inverse tensor transfer observed 
with the Monkey dataset. Two of the seven input views from the Flowers 
dataset are shown in Fig. 6.12; the relative positions of the input frames are 
described in Fig. 7.15. As for the Monkey dataset, image four was selected as 
the target view, while view two acts as the reference Flowers view. The 
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DAISY variance thresholds employed for the Flowers dataset were 𝜏1 = 0.035 
and 𝜏2 = 0.050. 
 
  
Figure 6.12: Two input frames (out of seven) from the Flowers dataset. 
 
Figure 6.13 presents the results for the Flowers dataset after identifying the 
points with exceptionally low DAISY variance during stage one. As in 
previous sections, the black regions in Fig. 6.13 represent undefined pixels. A 
majority of the undefined points in Fig. 6.13 are situated on the extreme left 
and right of the image, suggesting that such pixels did not meet the stage one 
restriction of transferred points being present within the image boundaries of 
all source views, i.e. due to movement of the camera across the scene points at 
the edge of the view will not be captured in every image. Other undefined 
points, such as the small regions located to the top and left of the yellow 
gerbera most likely possess a high DAISY variance due to relative motion of 
scene objects between source views and did not meet the stage one threshold 
𝜏1 = 0.035. However, like the Monkey dataset a large proportion of the target 
view is defined during the first stage, approximately 85% in this case. 
The robustness of point matching derived from DAISY variance is again 
demonstrated in Fig. 6.13(a). Highly variable and intricate regions of the target 
view such as the Indian template and resolution chart in the background are 
rendered very accurately. However, Fig. 6.13(a) also highlights one of the only 
issues identified with robust inverse tensor transfer during experimentation. It 
may be observed that repetitive patterns along epipolar lines appear to be 
rendered incorrectly, such as the spiral bound calendar in the top-left of Fig. 
6.13(a) and what appears to be a second spiral bound document to the left of 
the flowers. To have been rendered during stage one the points concerned must 
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feature a low DAISY variance; however an incorrect match has occurred in this 
instance due to there being multiple points along the epipolar line with very 
similar properties. In this situation it is highly likely that a similar point will 
possess a DAISY variance lower than the ideal correspondence and be matched 
incorrectly. Regardless of whether consistency is measured based on colour or 
a descriptor such as DAISY the same issue will arise as similar points will 
always return similar values. 
 
  
          (a)                 (b) 
Figure 6.13: Synthesised target view (a) and depth map (b) of Flowers dataset 
after stage one. 
 
The depth map resulting from stage one of robust inverse tensor transfer is 
presented in Fig. 6.13, showing a realistic approximation of expected depth 
levels. Though less prevalent than the Monkey dataset, as each pixel of the 
depth map is computed independently, some variation is observed in regions 
such as background that would be assumed to display constant depth. The most 
evident issues with the depth map correspond to the two spiral binding regions 
previously discussed, near the top of the calendar in the background and to the 
left of the image. For example, on the left of the view it would be expected that 
the same background depth level would be shown right across to the edge of 
the image. However, Fig. 6.13(b) suggests that the corresponding region has a 
much greater depth due to points being incorrectly matched. 
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          (a)                  (b) 
Figure 6.14: Synthesised target view (a) and depth map (b) of Flowers dataset 
after stage two. 
 
Following the depth-guided second stage of robust inverse tensor transfer 
Fig. 6.14 indicates that a majority of the undefined regions from Fig. 6.13 have 
now been successfully matched. Like the Monkey dataset, again stage two is 
particularly valuable around the boundary of the image, filling a bulk of the 
significant undefined regions. However, small regions to the top and left of the 
gerbera as well as a larger area to the top of the image are largely unchanged; 
additionally several distinct vertical strips remain undefined to the far left and 
far right of Fig. 6.14. The vertical regions correspond to the edges of the source 
views, making it difficult to maintain a DAISY variance below the stage two 
threshold, 𝜏2 = 0.050, across multiple views. There are other pixels however 
with a DAISY variance below the selected threshold that have been rendered in 
Fig. 6.14 but are incorrectly matched. For example, careful examination of the 
smiley faces in the top right of the target view reveals that the right side of the 
faces have been partly duplicated. Comparison with Fig. 6.16 highlights that 
this mismatch is repaired during the DP stage, demonstrating the advantage of 
finding the globally optimal correspondences. 
Figure 6.14(b) presents the estimated depth map for the target view, 
updated with the correspondences established during stage two. Similar to the 
Monkey dataset, while estimated depth levels are occasionally variable in Fig. 
6.13(a), additions during stage two display consistent depth across regions such 
as the background which are expected to be constant. This may be observed as 
streaks across rows of the depth map rather than discrete dots depicting slightly 
different depth levels and is particularly noticeable around the edges of the 
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image. To the left of Fig. 6.14(b), points estimated during stage two further 
highlight a region of incorrectly estimated depth values from the first stage. 
However, as shown in Fig. 6.16(b), the depth levels in this region are 
significantly corrected via dynamic programming in the final stage of the 
algorithm. 
 
          
            (a)           (b) 
Figure 6.15: Optimal path through (a) calculated DAISY variance values and 
(b) DP scoring matrix for line 143 of target view for Flowers dataset. 
 
Figure 6.15 describes the calculation of the optimal DP path for row 143 of 
the target Flowers view, which is approximately halfway down the image, 
crossing at the bottom of the dark region in the centre of the gerbera. 
Compared to the equivalent results presented for the Monkey dataset in Fig. 
6.8(a), the most notable differences in Fig. 6.15(a) are the larger undefined 
regions to the left and right of the graph. This is due to there being greater 
motion between frames in the Monkey dataset; there are more points that do 
not appear in all source views and therefore the associated DAISY variance has 
not been defined. Notably the optimal path in Fig. 6.15(a) passes through the 
undefined regions in the top left and bottom right of the graph. Hence, the 
median colour, and DAISY variance if required, of the associated pixels must 
be determined during the DP stage from the 𝑝 views in which each point is 
present. In Fig. 6.15(a) the optimal path crosses the left and bottom sides of the 
DAISY variance matrix, hence the maximum search range in the reference 
view is shifted in the opposite direction to that for the Monkey dataset in Fig. 
6.8(b), ranging between -15 and 366 in Fig. 6.15(b). 
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Similar to the DAISY variance for the Monkey dataset shown in Fig. 6.8(a), 
the Flowers dataset again displays a large region of particularly low variance in 
the top left of Fig. 6.15(a) followed by a much narrower band as the reference 
view coordinate is increased. In general, Fig. 6.15(a) is significantly brighter 
than Fig. 6.8(a) indicating an overall reduced DAISY variance. In particular 
variance values rise significantly either side of the optimal path in Fig. 6.8(a), 
while in Fig. 6.15(a) the transition is much more gradual. With respect to 
establishing correspondence, this implies greater ambiguity in the Flowers 
dataset compared to the Monkey images. Also, in the bottom right of Fig. 
6.15(a) is an example of exclusively horizontal movement in the optimal path. 
In this case reference view coordinates between 320 and 323 are all matched to 
x-coordinate 324 on line 143 of the target view. As clarified in Section 6.5, in 
this circumstance the point featuring the smallest DAISY variance will be 
selected as a match for coordinate 324 in the target view. 
 
  
          (a)                  (b) 
Figure 6.16: Synthesised target view (a) and depth map (b) of Flowers dataset 
after stage three. 
 
The final robust inverse tensor transfer result for the Flowers dataset is 
presented in Fig. 6.16. Compared to the stage two results in Fig. 6.14(a), 
following DP all previously undefined pixels have been realistically rendered 
in Fig. 6.16(a). When examined carefully however, it may be seen that small 
errors occur in regions that vary dramatically between views due to relative 
movement between scene objects, which may result in scene points being 
occluded in some views. The enlargement in Fig. 6.18(g) emphasises one such 
region; analysis of the input images in Fig. 6.12 highlights that the points 
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displayed between the gerbera petals vary significantly across the input views. 
As also observed with the Monkey dataset, such highly varying regions are 
generally undefined previous to the final stage, leaving DP to calculate the best 
possible solution. However, the region above the gerbera is narrower than 
undefined regions observed in the Monkey dataset, reducing the number of 
points to be solved by DP and hence reducing the likelihood that they will be 
calculated incorrectly, thus highlighting the importance of completing a 
majority of the view during stages one and two. Additionally, the vertical black 
line to the right of the target view has clearly been rendered incorrectly in some 
places, again highlighting the previously discussed issue of solving the optimal 
correspondences independently along each epipolar line. 
In contrast to the above comments, Fig. 6.16(a) is also an example of the 
benefits of the DP stage. Compared to Fig. 6.14(a) it can be seen that in this 
case DP repairs mismatched points from previous stages. For example, the 
repetitive region to the left of the view is slightly enhanced by DP, while the 
smiley faces to the top left of the image are significantly improved. The large 
previously undefined region at the top of the view has also been satisfactorily 
completed by DP. The corresponding depth map in Fig. 6.16(b) shows that 
matches in this region may not be correct; however the ultimate goal of photo-
consistency has been maintained. Fig. 6.16(b) displays a general smoothing 
compared to the depth maps estimated in earlier stages due to DP, this is also 
beneficial in reducing the influence of the incorrectly calculated depth levels to 
the left of the view. Overall the depth map in Fig. 6.16(b) and indeed the target 
view in Fig. 6.16(a) are very realistic and visually appealing. 
Figure 6.17 below is included to highlight the most significant pixel 
differences between the ground truth image and the synthesised target view. 
Like the Monkey dataset, Fig. 6.17(b) suggests that notable differences occur 
around the edges of objects, though such variation is not apparent from Fig. 
6.16(a) alone. The most noticeable difference to the ground truth image is 
highlighted in Fig. 6.18(a) and (e); the most likely reason behind this 
discrepancy has already been explored. In contrast Fig. 6.18(b) and (f) depict 
an intricate region of the target view that has been reconstructed almost 
perfectly. From Fig. 6.18(c) and (g) it may be observed that general smoothing 
189 
 
in the synthesised view due to the selection of the median colour across the 
input frames actually removes compression artefacts evident in the ground 
truth image. Fig. 6.18(g) also shows that detailed sections of target view, such 
as the resolution chart, have been recreated quite accurately. Fig. 6.18(d) and 
(h) highlight the difficulty in faithfully rendering partially occluded regions of 
the input scene; it can be seen that the smiley face behind the green foliage is 
missing some detail in the synthesised view. 
 
  
          (a)                 (b) 
Figure 6.17: Ground truth image (frame four) (a) and difference between 
ground truth and synthesised target view (b) of Flowers dataset after stage 
three. 
 
    
   (a)               (b)          (c)     (d) 
    
   (e)               (f)          (g)      (h) 
Figure 6.18: Enlargements of 64×64 pixel regions in the ground truth (a)-(d) 
and synthesised view (e)-(h) of Flowers dataset after stage three. 
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Despite the minor differences highlighted between the ground truth image 
and the target view synthesised by robust inverse tensor transfer, image quality 
metric results suggest the two frames are in fact very similar. Quantitative 
comparison of the images returned multi-scale Pixel domain Visual 
Information Fidelity criterion (VIFP), Universal Quality Index (UQI), Multi-
Scale Structural SIMilarity index (MS-SSIM) and Structural SIMilarity index 
(SSIM) values of 0.405761, 0.810955, 0.969253 and 0.844792 respectively. 
Previous experimentation concerning full-reference image quality metrics 
[160] indicates such results confirm the visual judgement that the synthesised 
view is a high-quality accurate representation of the target view. 
6.6.3. Optimal View 
The following section presents a final series of results demonstrating the ability 
of the robust inverse tensor transfer algorithm to synthesise high quality novel 
views of a scene. During experimentation the same Monkey and Flowers 
datasets of seven images employed in Sections 6.6.1 and 6.6.2 were used. The 
optimal viewpoint for each dataset was calculated via the algorithm presented 
in Chapter 5. Figs 5.2-5.5 describe how the optimal viewpoint for the Monkey 
dataset is selected, while Figs 6.19-6.21 below outline how the optimal view is 
synthesised. The DAISY variance thresholds employed for the Monkey 
dataset, 𝜏1 = 0.025 and 𝜏2 = 0.050, are the same as those utilised in Section 
6.6.1 while the reference view selected to generate the following results was 
view four, which previous acted as the target view. 
Although synthesised from a different viewpoint to that shown in Fig. 
6.6(a), with respect to generating a view via robust inverse tensor transfer the 
optimal view after stage one shown in Fig. 6.19 is quite similar. In general the 
undefined regions in Fig. 6.19 are slightly larger, including some extra regions 
below the monkey’s hands, eyes and nose and in the background on the right of 
the image. 
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Figure 6.19: Synthesised optimal view of Monkey dataset after stage one. 
 
 
Figure 6.20: Synthesised optimal view of Monkey dataset after stage two. 
 
Figure 6.20 indicates that a majority of the undefined areas in Fig. 6.19 are 
filled during the depth-guided second stage. The abundance of new matches 
established around the outside of the view is particularly noticeable, in some 
areas the optimal view has been defined almost to the image boundaries. 
Additionally, most interior clusters of undefined pixels have been marginally 
reduced in size, while the regions above and inside the monkey’s right arm are 
notably smaller, as are regions on the monkey’s face. A large undefined area 
above the monkey’s right hand is almost totally eliminated during stage two, 
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though the regions outside the monkey’s left arm and beside the carving of 
Ganesha are essentially unaltered. In comparison to the stage two results shown 
in Fig. 6.7(a) the undefined regions of the image are quite different, though 
approximately equivalent in terms of total undefined area. 
 
 
Figure 6.21: Synthesised optimal view of Monkey dataset after stage three. 
 
Without a ground truth image for comparison, evaluation of complete 
optimal view Fig. 6.21 is purely subjective. There are no obvious flaws in the 
synthesised optimal view, upon close inspection a few black vertical streaks are 
noticeable on the right of the image, as previously noted this is believed to be a 
result of the input frames used. Regions of the scene that are highly variable in 
the source views, such as inside the monkey’s right arm, are not as noticeably 
mismatched as in Fig. 6.9(a). Even large regions of the view which were 
previously undefined after stage two, such as the black area shown to the right 
of the monkey’s arm in Fig. 6.20, have been realistically synthesised. Fig. 6.21 
is a visually pleasing and entirely plausible original view 
In generating a novel view of the Flowers dataset the same DAISY variance 
thresholds are employed as in Section 6.6.2, while this view six is selected as 
the reference view instead of view two. As noted in Section 5.6, the optimal 
view of the Flowers dataset is positioned slightly further away from the scene 
compared to nearby views, allowing more scene information to be included in 
the image. Apart from depicting a different perspective and scene objects being 
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slightly smaller in Fig. 6.22, again the stage one image is similar to the 
previous results observed with the same dataset in Fig. 6.13(a). The undefined 
regions in Fig. 6.22 are comparable to Fig. 6.13(a), the most evident difference 
in terms of view synthesis is that the region to the left of the view appears 
slightly more distorted in Fig. 6.22. 
 
 
Figure 6.22: Synthesised optimal view of Flowers dataset after stage one. 
 
 
Figure 6.23: Synthesised optimal view of Flowers dataset after stage two. 
 
Following stage two a greater difference is apparent between Fig. 6.23 and 
the equivalent result in Fig. 6.14(a). The impact of the depth-guided stage on 
the optimal view is notably less than previously observed in Fig. 6.14(a), which 
featured significantly fewer undefined pixels. In Fig. 6.23 large undefined 
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regions remain on both the left and right of the view, which is far from ideal 
leading in to the DP stage. However, Fig. 6.24 reveals that after DP the 
previously undefined regions have been realistically rendered. The smiley faces 
in the bottom right of the image are not quite as well defined as in Fig. 6.14(a); 
there is also a slight error in the vertical black line, the reasons for which have 
been discussed previously. However, even without a ground truth image for 
comparison, it can be seen that the most noticeable error in Fig. 6.24 is the 
distortion to the left of the image. Nevertheless, taking all of the above into 
account, Fig. 6.24 presents a photo-consistent and realistic novel view of a 3-
dimensional scene to a level not previously demonstrated in image transfer. 
 
 
Figure 6.24: Synthesised optimal view of Flowers dataset after stage three. 
 
Though the benefits of synthesising multiple images via a range of 
difference reference views are thoroughly investigated in Chapter 7, to date it 
has not been possible to identify a consistent method of selecting the ideal 
reference frame when generating a single novel view. As outlined in the 
preceding sections, when synthesising the optimal view of the Monkey dataset 
frame four was employed as the reference, while frame one was used when 
recreating an input view. With respect to the Flowers dataset, frames six and 
two were selected as the reference views when rendering the optimal and target 
views respectively.  
To ensure the validity and improve the quality of the results obtained when 
enforcing the epipolar ordering constraint between the novel and reference 
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views it is preferable that the views are as similar as possible. If the two views 
are alike it reduces the likelihood of there being occlusions and promotes more 
accurate matching between the views. Hence, it may be reasoned that the ideal 
reference view is the most similar frame to the novel view. By extension, the 
suitability of a reference frame and therefore quality of the novel view may be 
a function of the ‘distance’ between the novel view and reference view, 
quantified by either the displacement between camera centres or the difference 
in viewing angle. During experimentation with the Monkey dataset this overall 
trend was observed, with either distance measure. As a very general rule when 
recreating a selected target view, reference frames closer to the target view 
returned better quality metric results in comparison to a ground truth. However, 
as a general trend the Flowers dataset displayed opposite results; reference 
frames further from the target view gave better metric results. Hence, it appears 
that the ideal reference view may be scene dependent. In all experiments 
conducted to date, across a wide variety of datasets, a consistent pattern 
relating the reference view and quality of the novel view is yet to emerge. 
 
6.7. Conclusion 
This chapter introduced a highly accurate and robust method for novel view 
synthesis which is capable of rendering realistic images that appear as though 
they were captured by a real camera. Robust inverse tensor transfer addresses 
the shortcomings of epipolar and direct tensor transfer approaches and achieves 
significant robustness and quality improvements with respect to existing 
inverse tensor transfer methods. A novel multi-stage approach to transfer was 
proposed including a depth-guided second stage and a robust variance measure 
derived from DAISY descriptors. The result is a technique which produces 
realistic and geometrically consistent novel views from only a few uncalibrated 
input images without the need to compute a dense depth map. Extensive results 
were presented with the Monkey and Flowers datasets, recreating original 
views for quality comparisons and also demonstrating the capability to 
synthesise optimal novel views. Thorough analysis and comparison to existing 
techniques demonstrated that the proposed method is capable of consistently 
producing views of high enough quality for robust inverse tensor transfer to be 
employed in multi-view super-resolution in Chapter 7. 
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C H A P T E R  S E V E N  
7. Multi-view Super-resolution via Inverse Tensor 
Transfer 
7.1. Introduction 
Multi-view super-resolution is the relatively new concept of combining ideas 
from both multi-view geometry and super-resolution, two fields of research 
that until now have predominantly been studied in isolation, to synthesise novel 
spatially enhanced views of 3-dimensional scenes. Chapter 6 demonstrated the 
ability to render realistic, geometrically consistent novel views of scenes with 
depth from only a few uncalibrated input images. Given an equivalent set of 
low-resolution views around a 3-dimensional scene this chapter aims to go one 
step further and increase the resolution of synthesised views via super-
resolution techniques. In introducing sparse reconstruction and robust inverse 
tensor transfer to the 3D super-resolution problem, this chapter solves the 
previously identified problem of ‘registering’ images captured from unknown 
3D viewpoints and avoids need for dense depth estimation when generating 
high-resolution novel views of a 3-dimensional scene. 
This chapter is the culmination of the concepts presented throughout this 
thesis, combining ideas from Chapters 4, 5 and 6 to complete the vision of a 
method for super-resolution of 3-dimensional scenes outlined in Chapter 1. The 
structure of the thesis itself therefore mirrors the architecture of the multi-view 
super-resolution technique proposed in the following chapter, which draws on 
the concept of ‘registration’ using sparse 3D scene reconstruction from Chapter 
4, optimal viewpoint selection from Chapter 5 and robust inverse tensor 
transfer from Chapter 6. The multi-view super-resolution technique presented 
generally follows the key algorithm design outlined in Chapter 4, but 
incorporates the developments of the previous chapters which aim to address 
the limitations of the initial concept, such that the only notable similarity 
between the two methods is the application of sparse reconstruction. 
Remaining aspects of the algorithm, such as the techniques employed for novel 
view specification and input view transfer have evolved throughout the thesis. 
The result is a multi-view super-resolution approach which can synthesise the 
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optimal or novel viewpoints, permits significantly varying perspectives of 3D 
scenes and is incredibly versatile in that potentially any traditional 2D super-
resolution method can be integrated into the algorithm. The proposed method 
therefore avoids the requirement for an entirely new and potentially 
complicated super-resolution algorithm specific to 3D scenarios, instead 
presenting a general solution which takes advantage of the plethora of existing 
techniques, enabling their application to 3D scenes. 
The most significant difference between the multi-view super-resolution 
algorithm presented in this chapter and the more straightforward concept 
presented in Chapter 4 is the application of robust inverse tensor transfer to 
transfer image information to a novel image plane rather than 2D 
homographies. This approach enables much greater variation between input 
viewpoints, however as described in Chapter 6 inverse tensor transfer 
combines information from several images to render a single novel view, rather 
than producing the multiple frames required for super-resolution. Though 
during experimentation it was observed that by varying the selected reference 
view during robust inverse tensor transfer, slight differences result in the 
synthesised novel views. Hence, by deliberately employing each image in an 
input dataset as the reference in turn, multiple novel view estimates may be 
generated and then combined to increase the resolution of the desired view via 
super-resolution. 
 
7.2. Reference View Variation 
As highlighted in Section 6.6.3, when experimenting with robust inverse tensor 
transfer a range of different input frames were selected as the reference during 
view synthesis. It was subsequently observed that using different reference 
views from the same dataset of input frames may influence the appearance of 
the novel view. When the desired output is a single synthesised perspective it 
would be beneficial to know in advance the reference view most likely to 
produce the highest quality result, rather than having to generate multiple 
views and select the best image. Hence, it was hypothesised that the ideal 
reference view is likely to be the most similar frame to the novel view. 
However, throughout multiple experiments with a variety of datasets no 
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consistent rule relating the reference view and quality of the novel view 
emerged. 
It appears the concept of trialling multiple reference views has not been 
previously noted in the literature, nor has the effect that the reference view can 
have on a view synthesised by tensor transfer. With respect to inverse tensor 
transfer, Li and Hartley [215] select either the central camera or the first frame 
in a dataset as the reference view, while Connor and Reid [216] do not mention 
the choice of a reference. Similarly, reference view selection is generally not 
discussed in relation to direct tensor transfer methods like that proposed by 
Avidan and Shashua [227]. Such techniques may only utilise three, or even two 
views, hence there is no opportunity to vary the reference image. 
In the ideal case, synthesised optimal views should be identical regardless 
of the reference image selected. At the individual pixel level, correctly matched 
points between the optimal and multiple reference views should be transferred 
to the same point in any source view. Consider a point correspondence across 
three views, 𝒙?̌? ↔ 𝒙?̌? ↔ 𝒙?̌?, including the optimal view and two different 
reference views, as depicted in Fig. 7.1. Any two lines, 𝒍?̌? and 𝒍?̌?, through the 
points 𝒙?̌? and 𝒙?̌? in the respective reference views, form a point-line-line 
relation 𝒙?̌? ↔ 𝒍?̌? ↔ 𝒍?̌? corresponding to a line 𝐿 in 3-space. Similarly, 𝒙?̌? in the 
optimal view, 𝒍?̌? or 𝒍?̌? in either reference view and 𝒙?̌? in a source view are 
linked by a point-line-point trifocal incidence relation. The lines 𝒍?̌? and 𝒍?̌? 
back-project to planes in 3-space which are intersected by rays back-projected 
from 𝒙?̌? and 𝒙?̌? at the scene point 𝑋, on the line 𝐿. Hence, a putative match 
𝒙?̌? ↔ 𝒙?̌? between the optimal and first reference view, or a correct match 
between the optimal and second reference view 𝒙?̌? ↔ 𝒙?̌?, should lead to the 
same point 𝒙?̌? in the source view during tensor transfer. 
As previously explained in Section 6.2.3, the plane defined by the back-
projection of a line 𝒍?̌? in a reference view induces a homography mapping 
between the optimal and source views: 
 𝑥?̌?
𝑘 = ℎ?̌??̌?𝑖
𝑘𝑥?̌?
𝑖 where ℎ?̌??̌?𝑖
𝑘 = 𝑙?̌?𝑗𝑇𝑖
𝑗𝑘
. (7.1) 
Due to the displacement between input frames, the planes back-projected from 
multiple reference views will be different, as will the resulting homographies 
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relating the optimal and source views. However, given the geometry described 
in Fig. 7.1, when multiplied by the point 𝒙?̌? in the optimal view, the 
homography induced by any reference view should return the same point 𝒙?̌? in 
the source view. 
 
 
Figure 7.1: Correctly matched points in the optimal and reference views are 
transferred to the same point in the source view. 
 
Despite the expected outcome of indistinguishable synthesised images 
when varying the reference view during inverse tensor transfer, in practice 
slight differences are evident between the views. There are a number of 
possible explanations as to why this may occur. When retrieving colour 
information and the DAISY descriptor associated with a point, 𝒙?̌?, in a source 
view during robust inverse tensor transfer, the point coordinates are rounded to 
the nearest pixel, which may lead to minor differences when synthesising 
images via multiple reference views. Slight differences between views 
resulting from rounding may also be further magnified during the Dynamic 
Programming (DP) stage. As noted in Section 6.5, if a rounding error 
associated with the application of a particular reference view results in an 
incorrectly matched point this may influence the optimal DP path, potentially 
affecting an entire row of the synthesised novel view and increasing the 
variation between images generated with different reference frames.  
The appearance of a synthesised novel view is also dependent on the set of 
source views utilised during robust inverse tensor transfer. For small datasets 
generally all input frames are employed as source views, though as discussed 
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in Section 5.5 for particularly large datasets a subset of the input views may be 
selected as source views. While the reference view is selected from the set of 
all input images, there is no requirement that the reference view is also 
included in the set of source views. Hence, if inverse tensor transfer was 
applied in such a way that the choice of reference view affected the set of 
source views, e.g. the selected reference view was removed from the set of 
source views; this would influence DAISY variance calculations and likely 
result in varying novel views. However, during experiments conducted 
throughout this thesis all input frames were employed as source views, 
including the selected reference view. Therefore, exactly the same data was 
utilised during DAISY variance calculations regardless of the reference view 
chosen, hence this does not account for the variation observed in synthesised 
novel views. 
It is most likely that the observed differences between synthesised novel 
views arise due to inaccuracies in the input camera projection matrices 
estimated during sparse scene reconstruction. Even slightly inaccurate 
projection matrices will lead to the calculation of inaccurate trifocal tensors 
from equation (6.19). Subsequently, trifocal transfer via (6.20) results in points 
which are slightly offset from the true correspondence. Variation of the 
selected reference view implies that a different set of inverse tensors are 
employed during transfer, resulting in marginally altered novel views. 
At the individual pixel level, for a given location 𝒙?̌? in the optimal view, if 
the trifocal tensors associated with a selected reference view are inaccurate, 
tensor transfer will result in points in the source views which are displaced 
from the true correspondence, depending on the level of inaccuracy in the 
tensors. Hence, the point in the reference image displaying the minimum 
DAISY variance across the source views, ?̇??̌?, may be different to the correct 
correspondence, 𝒙?̌?. Therefore, the median colour will be retrieved from a 
shifted point ?̇??̌? in the source views, rather than the matching point 𝒙?̌?, 
resulting in the pixel in the optimal view 𝒙?̌? being marginally dissimilar to the 
expected value. Across an entire optimal view this leads to a slightly warped 
version of the desired perspective that is dependent on the reference view. 
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Figure 7.2 describes the geometry resulting from incorrectly matched points 
between the optimal and reference views due to inaccuracies in the trifocal 
tensor. In comparison to Fig. 7.1 which depicts correct correspondence across 
multiple views, Fig. 7.2 shows points 𝒙?̌? and 𝒙?̌? in different reference views 
which have been incorrectly matched to point 𝒙?̌? in the optimal view. As a 
result the points no longer correspond to the same location in 3-space; the ray 
back-projected from 𝒙?̌? now intersects the planes back-projected from 𝒍?̌? and 
𝒍?̌? at two different scene points, 𝑋?̌? and 𝑋?̌? respectively. Therefore, depending 
on the reference view selected, 𝒙?̌? will be transferred to either 𝒙?̌??̌? or 𝒙?̌??̌? in the 
source view. An alternative analysis is that the locations in the reference views 
resulting in the minimum DAISY variance, 𝒙?̌? and 𝒙?̌?, and any line through 
these points, 𝒍?̌? and 𝒍?̌?, induce homographies between the optimal and source 
views that map 𝒙?̌? to two slightly shifted locations, 𝒙?̌??̌? or 𝒙?̌??̌?, rather than the 
expected single location 𝒙?̌?. 
 
 
Figure 7.2: Incorrectly matched points in the optimal and reference views are 
transferred to different points in the source view. 
 
Given the effect that inaccurate calibration via sparse metric reconstruction 
has on novel view synthesis the logical next step is to question whether there is 
a remedy to this problem. A natural first response is to assume that fully 
calibrated cameras will address the issue. While slight inaccuracies in the 
current projection matrix estimates are evident, the application of bundle 
adjustment and metric self-calibration during scene reconstruction already 
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results in quite accurate calibration. Employing completely calibrated cameras 
would reduce the error in projection matrix estimates, though it is unlikely that 
the difference between metric calibration and full calibration would be 
substantial enough to significantly improve results. Additionally, as only a 
single novel view is desired, completely calibrated cameras demand 
unnecessary effort and computation considering that even after full calibration 
there will remain an error between the estimated and true projection matrices 
and subsequently variation in synthesised views.  
Though it may not address the cause of the problem, an alternative 
approach to producing a single output image is to generate novel views via a 
variety of reference images and combine the results by taking the mean or 
median. In any case, without a ground truth for comparison there is no way of 
knowing which view, if any, is the best representation of the optimal view. 
However, considering there is little to no gain in finding the average result this 
may also be considered excessive; it would be more efficient to simply 
synthesise a single view. This again raises the question of how the ideal 
reference view might be determined. Given that variation in synthesised views 
is most likely due to inaccuracies in calibration it may appear that the ideal 
reference view is the camera with the most accurate projection matrix, if it 
could be determined, though the inaccuracy of the camera matrices for the 
remaining views would continue to affect the quality of the result. Another 
solution may be to select the reference view that reduces the impact of any one 
projection matrix by minimising the displacement between the chosen 
reference and any other view, i.e. select the most centrally located view as the 
reference. However, once again experimental results to date have not supported 
this hypothesis.  
While it appears the discrepancy between novel views synthesised via 
different reference frames may not be easily eliminated, it can most definitely 
be exploited. The inconsistencies in novel views are essentially due to slight 
changes in perspective; differences are most noticeable around the edges of 
scene objects as shown in Section 7.4. Hence, the variation due to different 
reference views may potentially be utilised to specifically handle possible 
occlusions in robust inverse tensor transfer. Although it may potentially be 
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elaborate and computationally expensive, the variation resulting from 
employing different reference views during tensor transfer could also be 
iteratively minimised to refine the estimated projection matrices or associated 
trifocal tensors, similar to bundle adjustment. 
In this chapter however, the variation in synthesised views due to the 
application of different reference frames in robust inverse tensor transfer is 
exploited to increase the resolution of the optimal view via super-resolution. 
Super-resolution algorithms require several slightly different perspectives of 
the same scene, which is precisely the product of performing robust inverse 
tensor transfer with a range of different reference views. As described in 
Section 7.3.3, these concepts may be unified by repeatedly synthesising the 
optimal view, employing each image in an input dataset as the reference in 
turn, then combining the resulting optimal view estimates using any existing 
2D super-resolution technique. Hence, rather than being viewed as a hindrance, 
the minor differences between synthesised views are helpful in refining an 
estimate of the true optimal view and at the same time useful in increasing the 
spatial resolution of the image. 
 
7.3. Multi-view Super-resolution 
7.3.1. Sparse 3D Reconstruction 
The proposed method for multi-view super-resolution begins by detecting and 
matching key features across a series of uncalibrated images, as is done for 
existing 2D super-resolution techniques. Throughout this thesis key features 
are detected via Features from Accelerated Segment Test (FAST) high speed 
corner detection [194-195], though a range of alternate approaches such as 
SIFT [31], SURF [32], or GLOH [33] could be employed. Putative matches 
between the first two frames in an input sequence are established based on 
maximal correlation between windows surrounding the interest points.  
As discussed in Section 2.1.2, the identification of interest features in each 
image is historically followed by a registration or alignment phase in 
traditional super-resolution algorithms. However, when applying super-
resolution to images captured with unknown position and orientation around a 
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scene with depth, there is no common image plane in which to register the 
views. As initially suggested in Chapter 4 and employed throughout this thesis, 
a sparse scene reconstruction acts as an ideal ‘registration’ method for 3D 
scenes. In multi-view super-resolution the resulting sparse point cloud is used 
to estimate the relative position and orientation of input images, it is not 
utilised during view synthesis. 
The creation of a sparse scene reconstruction begins by estimating the 
fundamental matrix 𝑭?̌??̌? relating the first two input views via RANdom 
SAmple Consensus (RANSAC), extracting the epipole 𝒆?̌??̌? and establishing the 
projection matrices 𝑷?̌? and 𝑷?̌?. Given the two projection matrices and a set of 
image point pairs, the corresponding scene points are triangulated through 
Direct Linear Transformation (DLT), establishing an initial point cloud from 
the first two views. The projection matrices of subsequent views may be 
estimated by matching key features to preceding views and thus establishing 
correspondence with known scene points. Unique feature points from each 
additional frame are added to the sparse scene reconstruction which is then 
refined, along with the set of camera projection matrices, using bundle 
adjustment [197-198]. When all input images have been ‘registered’, the result 
is a sparse projective reconstruction including estimation of the position and 
orientation of each ‘camera’ corresponding to an input image. A self-
calibration algorithm is then applied to upgrade the scene reconstruction from a 
solution related to the true environment by an unknown projective 
transformation to a metric reconstruction that differs only by an arbitrary 
Euclidean transformation and a scale factor [199]. The exact intrinsic 
parameters of the input cameras are not calculated and the affect that this has 
on view synthesis was explored in Section 7.2. 
7.3.2. Optimal Viewpoint Selection 
The desired output of a multi-view super-resolution algorithm is a single high-
resolution image of a scene with depth. Hence, an appropriate virtual viewpoint 
must first be selected and its position and orientation specified in relation to the 
input views. Potentially any existing or novel perspective may be selected as 
the output viewpoint. During the initial proposal of a framework for 3D super-
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resolution in Chapter 4 the novel output view was simply specified as the mean 
of the input camera centres. However, while this is a straightforward solution 
there is no guarantee that a centrally located view will capture the important 
aspects of a scene. If a user is to be presented with only a single super-resolved 
view of a 3D scene ideally it should be the best possible view. The optimal 
output perspective depends on the objective, though it is generally accepted 
that the best viewing position is the point that captures the maximum 
information about a scene.  
Determining the virtual view encompassing the greatest scene detail given 
only a sequence of uncalibrated input images would be exceptionally difficult. 
Hence, an additional benefit of constructing a sparse 3D reconstruction is that 
it may be utilised to automatically locate the optimal viewpoint. Chapter 5 
presents a novel technique for intelligently finding the optimal viewpoint of a 
scene, which is applied here to multi-view super-resolution. The ideal super-
resolved viewpoint may be identified through its sparse viewpoint entropy, 
which measures the scene information captured from a viewing position based 
on the number of visible scene points and possible occlusions. Therefore, 
sparse viewpoint entropy is an indicator of the amount of information that can 
be transferred from nearby views, as it is derived from a point cloud in which 
only the key scene features have been reconstructed. 
 To calculate the sparse viewpoint entropy of a candidate location, a camera 
projection matrix is first specified using the projection matrix of the nearest 
input view and the relative translation between the candidate point and the 
input camera centre. The number of scene points visible within the candidate 
view may then be calculated from a perspective projection of the sparse 3D 
reconstruction to the candidate image plane. In order to estimate the number of 
potentially occluded points in a candidate view, a cylinder is defined along the 
line of sight from the candidate camera centre to each scene point. If any other 
reconstructed scene point falls within the cylinder volume it is presumed that 
the original point is occluded in the candidate view. The resulting sparse 
viewpoint entropy associated with any candidate location may then be 
calculated from the number of visible points and estimated occlusions. To 
optimise the sparse viewpoint entropy and therefore select the best viewing 
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position, the mesh-based pattern search algorithm [209] is applied. As the 
optimal view is to be synthesised utilising information from the input images 
the optimisation problem is constrained by enforcing a bounding box 
surrounding the camera centres of the input views. Finally, the projection 
matrix for the optimal view may be constructed from the optimal camera 
centre, 𝐶?̌?, determined via pattern search and (5.2). 
7.3.3. Robust Inverse Tensor Transfer 
When presenting the initial concept of 3D super-resolution in Chapter 4, input 
information was transferred to the novel image plane using 2D homographies. 
Similar to specifying the novel viewpoint using the mean of the input camera 
centres, employing a 2D homography is a straightforward method of 
implementing 3D super-resolution, though as highlighted in Section 4.5 it has 
limited application. To achieve super-resolution of 3-dimensional scenes with 
significant displacement between input views, image transfer is accomplished 
in this chapter via the robust inverse tensor transfer technique proposed in 
Chapter 6. For each pixel in the optimal view, this method utilises the trifocal 
tensor and multi-view geometry to predict potentially matching points across a 
small set of real input images. A robust variance measure derived from DAISY 
descriptors is then employed to select the most likely correspondence, allowing 
colour information to be transferred from the input images to the optimal view. 
Given the camera projection matrices of the optimal and input views, the 
necessary trifocal tensors relating the optimal view, via one of the input views 
selected as a reference, to each of the input views are calculated from (6.19). 
Robust inverse tensor transfer then exploits the point-line-point incidence 
relation depicted in Fig. 7.3 for point transfer. Given a pixel location 𝒙?̌? to be 
rendered in the optimal view and a line 𝒍?̌? in the selected reference view, the 
corresponding point in one of the input or source views 𝒙?̌? is given by  
 
𝑥?̌?
𝑘 = ∑∑𝑥?̌?
𝑖𝑙?̌?𝑗
3
𝑗=1
3
𝑖=1
𝑇𝑖
𝑗𝑘⟨?̌?, ?̌?, ?̌?⟩ for 𝑖, 𝑗, 𝑘 = 1, 2, 3. (7.2) 
A potential match for 𝒙?̌? in the optimal view, the point 𝒙?̌? in the reference view 
must lie on the epipolar line, 𝒍𝑒?̌? = 𝑭?̌??̌?𝒙?̌?. The line, 𝒍?̌?, is selected to pass 
through 𝒙?̌?, perpendicular to the epipolar line 𝒍𝑒?̌?.  
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Figure 7.3: Point-line-point incidence relation for robust inverse tensor 
transfer. 
 
In order to render the complete optimal view each pixel, 𝒙?̌?, is processed in 
turn. For a given pixel location in the optimal view, the line 𝒍?̌? is incrementally 
stepped across the reference image and the corresponding pixel 𝒙?̌? in each of 
the source views is determined using the appropriate trifocal tensor and (7.2). 
A previously calculated DAISY descriptor is then retrieved from each of the 
geometrically consistent points in the source views. Hence, for a single pixel 
location 𝒙?̌? in the optimal view, if 𝒍?̌? is incremented across the entire reference 
image, this process results in 𝑤𝑑 vectors of length 𝑛, containing the DAISY 
descriptors of the hypothesised pixel locations in the source views, where 𝑤𝑑 
is the width of the reference image and 𝑛 is the number of source views.  
It is reasoned that the pixel location 𝒙?̌? satisfying the trifocal geometry will 
display consistent characteristics across all source images, while the remaining 
incorrect hypotheses are likely to change from view to view. Hence, a DAISY 
variance measure is presented in (6.26) to evaluate consistency across the 
source images. Equation (6.26) is applied to each of the 𝑤𝑑 hypothesised pixel 
locations in the reference view and the point with the minimum DAISY 
variance is selected as the most likely match for 𝒙?̌? in the optimal view. If the 
DAISY variance of the selected match is less than a predefined threshold, 𝜏1, 
the median colour of the corresponding pixel in the source views is transferred 
to the optimal view. 
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The first stage of robust inverse tensor transfer is designed to capture only 
the most consistent points by applying the above transfer process with a low 
variance threshold, 𝜏1. The second stage of the algorithm significantly restricts 
the search range for matches between the optimal and reference views based on 
the estimated depth of points calculated during the first stage, quickly 
synthesising large regions of the optimal view. The final stage of the algorithm 
completes the view synthesis by calculating the optimal solution along each 
epipolar line in the optimal view via dynamic programming.  
As noted in Section 7.2, it has been observed during experimentation that 
the appearance of the optimal view synthesised via the above process varies 
depending on the input frame selected as the reference view during transfer. 
Multi-frame super-resolution seeks to take advantage of this discovery by 
deliberately employing multiple different images from an input dataset as the 
reference view during several iterations of robust inverse tensor transfer. This 
results in multiple similar, but slightly different, versions of the synthesised 
image which may then be combined to increase the resolution of the optimal 
view via super-resolution. 
Given a relatively small dataset of 𝑛 input frames and the calculated 
optimal viewpoint, a straightforward implementation of this concept is to 
repeat synthesis of the optimal view via robust inverse tensor transfer 𝑛 times 
employing each of the input images as the reference in turn. The set of 𝑛 
optimal view estimates may then be combined using any existing 2D super-
resolution technique, exploiting the diversity of the synthesised frames to 
increase the resolution of the optimal view. Though dependent on the super-
resolution method applied, the results in Section 7.4 demonstrate that good 
results can be achieved with this approach. 
Although sequences of around five or six input frames have been shown to 
produce high quality novel views via robust inverse tensor transfer, such small 
datasets limit the number of possible reference views when generating multiple 
estimates for super-resolution. As discussed in Chapter 3, with respect to 
super-resolution generally a greater number of images are desirable, as this 
provides more samples from which to refine a high-resolution image estimate. 
Hence, it would appear that larger input datasets are required, though in 
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Chapter 6 it was highlighted that a large number of significantly varying 
perspectives can be detrimental to the quality of views synthesised via inverse 
tensor transfer. It has been demonstrated that the best novel view synthesis 
results are achieved by employing a set of approximately five or six similar 
views. Hence, an intelligent strategy is required to generate a high number of 
images for multi-view super-resolution. 
Given a relatively large input dataset, e.g. 𝑛 = 32, one possible solution 
may be to identify the most similar perspectives to the optimal view based on 
their principle axes, as previously suggested in Section 5.5, and select a subset 
as the source views for robust inverse tensor transfer. All 𝑛 input frames could 
then be employed as reference views, resulting in 𝑛 optimal view estimates for 
super-resolution. As previously discussed, changing the source views 
employed with a particular reference frame may also generate the variance in 
optimal view estimates required for super-resolution. Given a particular 
reference view and a set of twelve source views for example, selecting various 
combinations of approximately six source views with the same reference view 
is another method of producing many similar optimal views for super-
resolution. Alternatively a sliding-window style approach could be employed 
to move across a reconstructed scene and select approximately six adjacent 
source views at a time, from a set of 𝑛 input frames. Each set of source views 
could be processed with either one, the local six or all 𝑛 views employed as the 
reference. Additionally, the frame selection techniques proposed in Chapter 3 
may be employed to choose source views from an input dataset, or to select the 
best optimal view estimates for inclusion in super-resolution. 
7.3.4. Super-resolution 
Following the generation of numerous optimal view estimates through the 
application of different reference views in robust inverse tensor transfer, the 
final step in multi-view super-resolution is to apply an image enhancement 
algorithm. The proposed 3D super-resolution architecture is incredibly 
versatile in that potentially any existing super-resolution algorithm designed to 
operate on images of a planar scene can be applied to the synthesised optimal 
view estimates.  
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Multi-view super-resolution has been specifically developed for 
uncalibrated low-resolution input images captured from significantly varying 
viewpoints of a static 3-dimensional scene. The application of robust inverse 
tensor transfer permits much greater changes in perspective than the original 
concept presented in Chapter 4 which relies on 2D homographies to transfer 
image information. As the input images are captured throughout a scene with 
depth they cannot be directly processed with traditional 2D super-resolution 
algorithms, as demonstrated in Fig. 7.5. However, rather than seeking a 
potentially complicated enhancement technique specific to 3D scenarios, the 
proposed multi-view super-resolution scheme transfers the input image data to 
the optimal image plane enabling existing super-resolution techniques to be 
employed. Additionally, as multi-view super-resolution utilises several 
estimates of the same optimal view the images are already aligned. Therefore, 
unlike traditional super-resolution a sub-pixel registration stage is not required. 
This was verified by conducting the experiments presented in Section 7.4 both 
with and without an additional registration stage; there was absolutely no 
difference between the two sets of numerical results. 
Section 7.4 presents results using five of the best-performing super-
resolution algorithms from an earlier performance evaluation [160]. A 
Bayesian super-resolution method employing a Simultaneous Auto-Regressive 
(SAR) prior and structure-adaptive Normalised Convolution (NC) were shown 
to be the standout algorithms in [160]; both methods also demonstrated 
superior performance for small datasets like those employed in this thesis. As 
the results in Chapter 4 were presented using the SAR technique, visual results 
in Section 7.4 are primarily generated by the NC method. The NC algorithm 
[56] employed during experimentation is an interpolation-based multi-frame 
super-resolution technique which fuses low-resolution frames to create a 
composite image of non-uniformly spaced samples. To improve image 
resolution, the irregular points are then interpolated and re-sampled on a 
regularly spaced high-resolution lattice. 
This chapter also employs three Bayesian super-resolution algorithms, 
which vary primarily in their use of prior probability distribution. The method 
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presented by Babacan, Molina and Katsaggelos [178] utilises a quadratic 
approximation of the Total Variation (TV) prior, given by 
 
p(?̌?|𝛼) = 𝜔𝛼𝑒𝑓𝑝𝑖𝑥/2exp{−
𝛼
2
∑ [√(∆𝑚h (?̌?))
2
+ (∆𝑚v (?̌?))
2
]
𝑒𝑓𝑝𝑖𝑥
𝑚=1
}, (7.3) 
where ?̌? is the unknown high-resolution image, ∆𝑚
h (?̌?) and ∆𝑚
v (?̌?) are the 
horizontal and vertical first order differences at pixel 𝑚, 𝑒𝑓 the resolution 
enhancement factor, 𝑝𝑖𝑥 the number of pixels in the observed low-resolution 
images, 𝛼 a model parameter and 𝜔 is a constant. The TV prior is known to 
preserve image edge information, while imposing overall smoothness. The 
posterior distribution in this case is approximated by minimising the Kullback-
Leibler distance between the set of model parameters and the posterior. 
Villena et al. [237] propose a prior based on the ℓ1-norm (L1) of vertical 
and horizontal first order differences of image pixel values. The ℓ1 prior 
probability is described by 
 
p(?̌?|𝛼h, 𝛼v) ∝ (𝛼h, 𝛼v)
𝑒𝑓𝑝𝑖𝑥
exp{− ∑ [𝛼h√(∆𝑚h (?̌?))
2
𝑒𝑓𝑝𝑖𝑥
𝑚=1
+ 𝛼v√(∆𝑚v (?̌?))
2
]}, 
(7.4) 
where 𝛼h and 𝛼v are model parameters. The use of two parameters in this case, 
for the horizontal and vertical directions, makes the ℓ1 model more adaptable 
to image characteristics than the single-parameter TV model above. 
The third Bayesian method utilised in this chapter implements algorithm 
3.1 in [179], which employs the following Simultaneous Auto-Regressive 
(SAR) prior: 
 p(?̌?|𝛼) ∝ 𝛼𝑒𝑓𝑝𝑖𝑥 2⁄ exp {−
𝛼
2
‖𝛻?̌?‖
2
}, (7.5) 
where 𝛻 is the Laplacian operator.  
The final super-resolution technique integrated with multi-view super-
resolution is a popular set theoretic method called Projection Onto Convex Sets 
(POCS). The POCS technique limits the solution space for super-resolution 
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reconstruction by intersecting a space containing possible high-resolution 
images with a series of constraint sets representing desirable image 
characteristics. Any high-resolution estimate that lies within the intersection of 
the sets will be, by definition, consistent with the input data and meet all 
additional constraints and is therefore a feasible solution. 
 
7.4. Experimental Results and Analysis 
7.4.1. Monkey Dataset 
The following section utilises the Monkey dataset previously employed in 
Sections 5.6 and 6.6. However, in order to allow comparisons between the 
eventual super-resolved result and a ground truth image, the input frames are 
down-sampled by a factor 𝑑𝑓 = 2. 
 
  
Figure 7.4: Two downsized input frames (out of seven) from the Monkey 
dataset. 
 
As previously discussed, multi-view super-resolution has been developed to 
create optimal high-resolution views of 3D scenes from uncalibrated low-
resolution input images captured from varying perspectives. The Monkey and 
Flowers datasets used to demonstrate this technique are not simply images of a 
scene captured within the same plane; they reveal different viewpoints around 
a scene with depth. However, as discussed in Section 5.6 occasionally it may 
be difficult to notice the displacement between frames when they are displayed 
side-by-side, which may lead to the belief that such images could be directly 
enhanced via traditional 2D super-resolution techniques. Fig. 7.5 is included to 
demonstrate the typical response if attempting to enhance varying perspectives 
of a 3D scene using 2D super-resolution algorithms, which assume that input 
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datasets contain images of a common plane. Although the results from the NC 
and L1 algorithms differ slightly, it is apparent that rather than enhancing 
image resolution, combining the influence of multiple frames is actually 
detrimental to image quality. The output images in Fig. 7.5 depict what are 
essentially averages of the input frames; features that are displaced across input 
views, such as the Oxford spires in the background of the Monkey scene, are 
repeated multiple times in the output images. For datasets with even greater 
variation between input frames such errors would be significantly worse. 
Hence, Fig. 7.5 further highlights the need for a multi-view super-resolution 
technique to enhance images of 3D scenes. 
 
  
          (a)                  (b) 
Figure 7.5: Results from NC (a) and L1 (b) super-resolution algorithms applied 
directly to input Monkey dataset. 
 
As in previous chapters, to allow comparisons between multi-view super-
resolution results and ground truth data, the leave-one-out approach is 
implemented in Sections 7.4.1 and 7.4.2. All seven down-sampled Monkey or 
Flowers frames are initially provided to the algorithm as an input dataset. 
Following the sparse 3D reconstruction stage one of the images is selected as 
the target view, in this section Monkey frame four is chosen, and all 
information about this frame is disregarded apart from its projection matrix. 
The remaining six input images are then used to recreate an estimate of the 
missing target view at its original resolution, which is twice the resolution of 
the input views, via the proposed multi-view super-resolution algorithm. Fig. 
7.6 shows a close-up of the results from the sparse reconstruction stage, taken 
from a complete reconstruction like that in Fig. 5.5, which reveals the relative 
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position and orientation of the seven input Monkey views. Here the red 
pyramids represent the input ‘cameras’; the point of each pyramid signifying 
the camera centres. The deleted target view to be estimated by multi-view 
super-resolution is indicated by a bright yellow frame.  
 
 
Figure 7.6: Relative position and orientation of input cameras estimated from 
sparse reconstruction of Monkey dataset from seven input frames. 
 
Given the target viewpoint and the remaining six input frames, the robust 
inverse tensor transfer technique presented in Chapter 6 is employed to 
generate six different estimates of the target view, by systemically utilising 
each of the input frames as the reference. This results in the synthesis of six 
slightly dissimilar low-resolution target views. The differences between 
rendered target views are only very minor; however as super-resolution 
techniques rely on several marginally shifted views, such results are perfect for 
refining the estimate of the true target view and increasing its resolution. 
Figure 7.7 presents two of the six target views synthesised by robust inverse 
tensor transfer via reference frames two and three. As expected, the two images 
shown in Fig. 7.7 are incredibly similar, it is almost impossible to identify any 
differences between the views without carefully analysing the digital files. 
Hence, Fig. 7.8 is included below to highlight the slight difference between the 
frames. As discussed in Section 7.2, any differences between synthesised target 
views most likely arise from slight changes in perspective due to minor 
inaccuracies in the estimated camera projection matrices. Therefore, it is 
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expected that variation between views is most noticeable around the edges of 
scene objects due to what is effectively a slight relative camera movement. The 
difference image in Fig. 7.8 supports this reasoning; minor inconsistencies are 
evident around the edges of the monkey’s arms, along the edges of the spires 
the in background, around the carving of Ganesha and inside the monkey’s 
right arm. 
 
  
        (a)           (b) 
Figure 7.7: Synthesised target views of Monkey dataset (a) via reference frame 
two (b) and three. 
 
 
Figure 7.8: Difference between synthesised target views Fig. 7.7(a) and (b) of 
Monkey dataset.  
 
In order to enable a pre-super-resolution comparison between the six low-
resolution target view estimates and the ground truth input image, each 
synthesised frame was upscaled by a factor of two using bilinear interpolation. 
Fig. 7.9 shows the enlarged version of the target view resulting from 
employing input frame three as the reference, depicted originally in Fig. 7.7(b). 
The benefits of comparing the individual target view estimates to the ground 
truth are threefold. Firstly, comparison via a range of full-reference quality 
metrics further demonstrates the capabilities of the robust inverse tensor 
transfer technique proposed in Chapter 6. Secondly, quantitative results 
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emphasise the differences resulting from each reference frame, additionally 
highlighting that the small variations in each estimate ultimately limit how 
closely robust inverse tensor transfer can approximate the ground truth. 
Thirdly, prior and post-super-resolution comparisons with the ground truth 
image allow the benefits of multi-view super-resolution to be quantified. 
 
 
Figure 7.9: Upscaled synthesised target view of Monkey dataset from reference 
frame three. 
 
Table 7.1: Quality measurements achieved by each upscaled synthesised target 
view when compared to the ground truth frame. 
Reference Frame 1 2 3 5 6 7 
VIFP 0.310127 0.312343 0.314057 0.311418 0.308930 0.311200 
UQI 0.579638 0.582252 0.584540 0.578034 0.580237 0.582580 
MS-SSIM 0.929150 0.930281 0.930666 0.928598 0.929084 0.930029 
SSIM 0.824141 0.826801 0.828622 0.826105 0.825349 0.825829 
 
Table 7.1 presents the metric results achieved when comparing input image 
four to each of the upscaled target view estimates synthesised using the 
remaining input frames as reference views. As discussed in Chapter 3, the 
multi-scale Pixel domain Visual Information Fidelity criterion (VIFP) was 
selected as the full-reference quality metric of choice for this thesis based on 
the evaluation in [160], though Universal Quality Index (UQI), Multi-Scale 
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Structural SIMilarity index (MS-SSIM) and Structural SIMilarity index (SSIM) 
results are also included to enable easy comparison with a wider body of 
research. Following extensive experimentation with a range of datasets it has 
been concluded that VIFP, UQI, MS-SSIM and SSIM values above 0.33, 0.54, 
0.97 and 0.78 respectively represent exceptional results. With this in mind, 
examination of Table 7.1 reveals that target view estimates synthesised via 
robust inverse tensor transfer already demonstrate strong similarity with the 
ground truth frame prior to super-resolution enhancement. Minor errors in the 
rendered views, as discussed in Section 6.6, ultimately prevent individual 
frames recording higher similarity scores. Table 7.1 highlights the slight 
variation in synthesised image quality across the range of reference frames, 
demonstrating that each view is marginally different. However, the general 
consistency in metric values also implies that overall the views are very 
similar, as expected. 
 
 
Figure 7.10: Ground truth image (frame four) from Monkey dataset. 
 
Figure 7.11 presents the final output of the proposed multi-view super-
resolution algorithm for the Monkey dataset, when applying NC super-
resolution. As discussed in Section 7.3.3, Fig. 7.11 is generated from just six 
low-resolution synthesised views to enable straightforward demonstration of 
the multi-view super-resolution concept. Though the NC method has been 
shown to perform equally well across a range of database sizes [160], in 
general a greater number of frames are preferred for super-resolution. Section 
218 
 
7.2 proposes a number of approaches for generating many target view 
estimates for multi-view super-resolution. In addition, due to the relatively 
small datasets employed, this chapter has not discussed integrating the frame 
selection algorithm developed in Chapter 3 into the multi-view super-
resolution framework. For large input datasets, intelligent frame selection 
could be applied before sparse reconstruction or incorporated prior to robust 
inverse tensor transfer in order to select appropriate source views from the 
available input frames. 
 
 
Figure 7.11: Super-resolved synthesised target view of Monkey dataset using 
the NC method. 
 
When comparing the multi-view super-resolution result in Fig. 7.11 to the 
individual low-resolution frames in Fig. 7.7, or the upscaled version in Fig. 7.9, 
it may be seen that the regions of difference between estimated target views 
identified in Fig. 7.8 have now been rectified, while the remaining sections of 
the image appear visually unchanged but enhanced to a higher resolution. As 
previously highlighted such minor differences may be difficult to notice, 
however in Fig. 7.11 the regions around the edges of the monkey’s arms, along 
the edges of the spires the in background, around the carving of Ganesha and 
inside the monkey’s right arm have all been corrected to show a more plausible 
scene. Comparison with ground truth in Fig. 7.10 reveals that such corrections 
correspond very closely with the correct scene. In contrast, Fig. 7.12 presents 
multi-view super-resolution results generated with the L1 technique, the worst-
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performing method during experimentation. Rather than differences between 
the six target view estimates assisting resolution enhancement it can be seen 
that in this case the variation is actually detrimental to image quality. Where 
the NC super-resolution technique repairs minor errors in the synthesised views 
in Fig. 7.11, the L1 method magnifies the error in the regions displaying the 
greatest differentiation between the target view estimates. This is the perennial 
challenge in super-resolution research, to enhance useful image information 
without magnifying noise or errors. 
 
 
Figure 7.12: Super-resolved synthesised target view of Monkey dataset using 
the L1 method. 
 
Visual comparison of Figs 7.10 and 7.11 reveals that the NC multi-view 
super-resolution result is in fact very similar to the ground truth frame. The 
most noticeable difference is the slight lack of focus in the super-resolved 
image; the original input image is sharper. Though not particularly noticeable 
from the complete images, from the enlargements in Fig. 7.13 it can be seen 
that regions extracted from the NC super-resolution result in the second row of 
the figure lack the fine detail of the equivalent regions from the ground truth 
frame in the first row. Fig. 7.13(c) and (g) also show that even when combining 
multiple views via super-resolution, accurately rendering difficult image 
regions such as the area inside the monkey’s right arm still limited by the 
capabilities of robust inverse tensor transfer. 
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   (a)               (b)          (c)     (d) 
    
   (e)               (f)          (g)     (h) 
Figure 7.13: Enlargements of 64×64 pixel regions in the ground truth (a)-(d) 
and NC super-resolved synthesised view (e)-(h) of Monkey dataset. 
 
The lack of sharpness in Fig. 7.11 appears to be an averaging effect across 
the target view estimates which may be attributed to the selected 
implementation of the NC method and does not necessarily reflect the response 
of other super-resolution algorithms. For example, while the L1 method 
displays its own issues, Fig. 7.12 does not lack focus like Fig. 7.11. Apart from 
the lack of focus in the NC super-resolved synthesised view, it is a faithful 
reconstruction of the ground truth image. Considering that the multi-view 
super-resolution process begins with a very small set of uncalibrated images, 
which are then ‘registered’ using only a sparse scene reconstruction, image 
information is then transferred to a completely different image plane based on 
feature consistency across the input views without a dense depth map, after 
which the image is doubled in size via super-resolution, it is remarkable that 
the output image is only missing fine detail.  
The numerical results in Table 7.2 support the observation that the multi-
view super-resolution results, in particular Fig. 7.11, depict an authentic 
recreation of the target viewpoint. Given previously stated quality metric target 
values, the results in Table 7.2 demonstrate a very high level of similarity 
between the multi-view super-resolution results and the ground truth frame. 
Quantitatively there is considerable variation in target view quality across the 
range of super-resolution implementations tested, for all metrics. Figs 7.11 and 
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7.12 visually depict the scale between the best and worst super-resolved images 
respectively for the Monkey dataset. While the L1 and TV super-resolution 
implementations were the worst performing methods they still achieved 
relatively high quality metric values as a vast majority of the resulting image 
area is very similar to the ground truth frame, due to the quality of the views 
estimated by robust inverse tensor transfer. However, as shown in Fig. 7.12, in 
smaller regions of the image which vary across the target view estimates both 
the L1 and TV methods produced detrimental artefacts. With respect to the 
response demonstrated by both algorithms in [160], their performance may be 
improved by increasing the number of target view estimates via the methods 
proposed in Section 7.3.3. In contrast, on average the NC and SAR techniques 
demonstrated superior performance with smaller datasets in [160] and this is 
again confirmed in Table 7.2. 
 
Table 7.2: Quality measurements achieved by several methods of super-
resolving synthesised target view, compared to the ground truth frame. 
Super-resolution SAR NC TV L1 POCS 
VIFP 0.427661 0.495993 0.320280 0.312685 0.402238 
UQI 0.673253 0.725585 0.570456 0.560035 0.631709 
MS-SSIM 0.962200 0.971997 0.925037 0.920472 0.954245 
SSIM 0.882421 0.914650 0.806075 0.798950 0.869445 
 
Compared to the individual upscaled synthesised target views in Table 7.1, 
due to the presence of detrimental artefacts in the output images the TV and L1 
super-resolution methods show little to no improvement in image quality. 
However, the remaining super-resolution techniques, NC in particular, 
demonstrate significant quality improvement when combining the influence of 
multiple target view estimates from robust inverse tensor transfer. 
7.4.2. Flowers Dataset 
The following section reproduces the experiments described in Section 7.4.1, 
this time using the Flowers dataset to reinforce the observed results. This 
section utilises the same Flowers images featured in previous chapters, except 
that each frame has been downsized by a factor 𝑑𝑓 = 2 to enable comparisons 
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between the ground truth and the output from multi-view super-resolution. 
Two of the resized frames are shown in Fig. 7.14. 
 
  
Figure 7.14: Two downsized input frames (out of seven) from the Flowers 
dataset. 
 
As in Section 7.4.1 and previous chapters, the leave-one-out approach is 
adopted here. All input frames are included in the sparse 3D reconstruction 
stage after which one is selected as the target view and the image is discarded. 
The remaining six input images are then used to recreate an estimate of the 
missing target view at its original resolution, which is twice the resolution of 
the input views, via the proposed multi-view super-resolution algorithm. The 
relative position and orientation of the seven Flowers views calculated during 
the ‘registration’ phase is shown in Fig. 7.15 below. Input view four is selected 
as the target view, though only the top right corner of the bright yellow plane 
indicating this image is visible, as it is located in front of the nearby views. 
 
 
Figure 7.15: Relative position and orientation of input cameras estimated from 
sparse reconstruction of Flowers dataset from seven input frames. 
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     (a)       (b) 
Figure 7.16: Synthesised target views of Flowers dataset (a) via reference 
frame two (b) and three. 
 
Using each of the remaining input frames as the reference view in turn, 
robust inverse tensor transfer is employed to synthesise six slightly different 
versions of the required target view; effectively transferring the available 
image information to a common image plane to enable super-resolution image 
enhancement. Depending on the accuracy of the estimated camera projection 
matrices, the differences between synthesised views is generally minimal. For 
example, Fig. 7.16 presents just two of the six synthesised target views for the 
Flowers dataset and upon direct observation it is almost impossible to tell them 
apart. Hence, Fig. 7.17 is provided below to highlight the slight differences 
between the frames rendered via reference views two and three. When 
scrutinising the full sized digital files of the images in Fig. 7.16, small 
differences are noticeable in the spiral binding of the calendar to the top-left of 
the scene and what appears to be a second spiral bound document to the left of 
the flowers. Additional discrepancies are evident in the bottom left corner of 
temple image on the calendar and the smiley faces in the centre of the scene. 
Simply due to the nature of a bold black line beside a light background, the 
right edge of the view reveals the most obvious variation between the frames. It 
can be seen that the difference image in Fig. 7.17 directly reflects these 
observations. 
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Figure 7.17: Difference between synthesised target views Fig. 7.16(a) and (b) 
of Flowers dataset.  
 
 
Figure 7.18: Super-resolved synthesised target view of Flowers dataset. 
 
 
Figure 7.19: Ground truth image (frame four) from Flowers dataset. 
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Figures 7.18 and 7.19 below present a multi-view super-resolved estimate 
of the target view from six low-resolution synthesised images and the ground 
truth frame respectively. As in Section 7.4.1, the Flowers dataset was tested 
with five different super-resolution algorithms, though as the response was 
very similar to the Monkey images only the output from NC super-resolution is 
shown in Fig. 7.18. In comparison to the low-resolution estimates in Fig. 7.16 
and the differences highlighted in Fig. 7.17, the super-resolution result in Fig. 
7.18 shows that slight variations between synthesised views have been 
exploited to improve regions of difference so that they now more closely 
correspond with the correct scene. Again such minor changes may be difficult 
to notice, however the multiple regions of spiral binding, the bottom left corner 
of the Indian temple, the smiley faces above the gerbera and the bold black line 
to the right of the image have all been corrected in Fig. 7.18 to show a more 
plausible scene. Comparison with the ground truth in Fig. 7.19 reveals that the 
result is not only plausible but closely resembles the true scene. 
Comparison of the multi-view super-resolution result in Fig. 7.18 and the 
ground truth target view in Fig. 7.19 shows a faithful recreation of the selected 
viewpoint via robust inverse tensor transfer and NC super-resolution. As 
observed for the Monkey dataset in Section 7.4.1, the most noticeable 
difference between the two images is the lack of focus in the super-resolved 
image. The enlargements in Fig. 7.20 particularly highlight the absence of fine 
detail in the output due to the selected NC super-resolution implementation. As 
previously highlighted however, when combining multiple synthesised views 
super-resolution is able to significantly improve the repetitive region 
previously discussed in Section 6.6.2 and depicted in Fig. 7.20(e) with respect 
to individual estimates. Though, ultimately the similarity Fig. 7.20(e) and Fig. 
7.20(a) is limited by the capabilities of the robust inverse tensor transfer 
algorithm. Given that the most notable difference between the ground truth 
image and the super-resolved result is a lack of focus, which could likely be 
addressed with a greater number of estimates via inverse tensor transfer or a 
different super-resolution technique; it is evident that the proposed method for 
multi-view super-resolution is capable of realistically synthesising a novel 
view of a 3-dimensional scene. 
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    (a)               (b)          (c)      (d) 
    
    (e)               (f)          (g)      (h) 
Figure 7.20: Enlargements of 64×64 pixel regions in the ground truth (a)-(d) 
and super-resolved synthesised view (e)-(h) of Flowers dataset. 
 
7.5. Conclusion 
In this chapter a novel multi-view super-resolution technique has been 
proposed, which draws on concepts from the fields of novel view synthesis, 
multi-view geometry and super-resolution, combining them to synthesise 
optimal spatially enhanced views of 3-dimensional scenes. This chapter is the 
capstone of the thesis, gathering ideas presented in the previous chapters and 
packaging them together in a general solution for 3D super-resolution. 
Limitations of the initial super-resolution framework presented in Chapter 4 are 
addressed with the introduction of optimal viewpoint selection and robust 
inverse tensor transfer, which enables much greater variation between input 
viewpoints. Additionally, the combination of sparse reconstruction and inverse 
tensor transfer avoids the previously perceived need for dense depth estimation 
to generate accurate high-resolution novel views of a 3-dimensional scene. 
Multi-view super-resolution is achieved via the novel concept of reference 
view variation in inverse tensor transfer. The slight differences in synthesised 
views resulting from altering the selected reference view during robust inverse 
tensor transfer have been analysed in detail and attributed to likely inaccuracies 
in estimated camera projection matrices. This phenomenon is exploited by 
repeatedly synthesising a novel view, employing each image in an input dataset 
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as the reference in turn, then applying super-resolution to increase the 
resolution of the desired view. The result is a multi-view super-resolution 
approach which can synthesise the optimal or novel viewpoints, permits 
significantly varying perspectives of 3D scenes and is incredibly versatile in 
that potentially any traditional 2D super-resolution method can be integrated 
into the algorithm. 
Experimental results demonstrate ability to create multiple different 
estimates of a target view by systemically utilising each input frame in a 
dataset as the reference. Super-resolved novel views are generated from just six 
low-resolution synthesised views using five traditional techniques. Quantitative 
comparison with individual upscaled target view estimates reveals significant 
quality improvement through super-resolution, while comparison to ground 
truth frames demonstrates authentic recreation of target viewpoints. 
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C H A P T E R  E I G H T  
8. Conclusion 
The super-resolution of 3-dimensional scenes is a relatively unexplored 
concept of synthesising a single high-resolution image of a scene with depth, 
potentially from a novel perspective, which exploits the spatial diversity of 
multiple low-resolution input images captured from varying, unknown 
viewpoints. A thorough review of the existing literature discovered over 50 
research contributions in which super-resolution ideas have been applied in a 
3D context but revealed a substantial absence research directly related to the 
super-resolution of 3-dimensional scenes. Hence, the most significant original 
contribution of this thesis is to fill the apparent void, proposing a range of 
novel solutions to address the unique challenges of applying super-resolution 
techniques to 3D scenes. 
One possible approach to the super-resolution of 3-dimensional scenes 
would be to create an entirely new and potentially complicated super-resolution 
algorithm specific to 3D scenarios. However, throughout this research multi-
view super-resolution is instead interpreted as the fusion of super-resolution 
and multi-view geometry concepts. This has resulted in a unique approach to 
the super-resolution of 3D scenes, where multi-view geometry techniques are 
used to determine the relationship between input views and transfer image 
information to a novel image plane, enabling the application of any existing 2D 
super-resolution method to 3-dimensional scenes. During this research each 
component of the 3D super-resolution problem was investigated in detail, 
subsequently resulting in solutions to the related issues of input data reduction, 
image ‘registration’, optimal viewpoint selection and image information 
transfer from significantly varying perspectives. 
Multi-frame super-resolution techniques, whether applied to 2D or 3D 
scenes, often require many different images of the same scene to produce 
output images of acceptable visual quality, resulting in extensive processing 
times. Every different view provides new information about a scene, but as 
input frames are deliberately very similar, a large percentage of the data in each 
image is also redundant. Additionally, all real datasets will inherently display a 
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level of degradation due to distortion, motion blur, noise and other factors. This 
thesis proposed four methods of intelligently selecting a subset of images from 
a dataset of input frames, reducing the amount of data to be analysed and 
consequently increasing time-efficiency. Extensive experimentation showed 
that all methods significantly reduce processing time compared to blind super-
resolution whilst preserving visual quality, in most cases significantly 
improving it. 
In this work, the problem of ‘registering’ generally positioned, uncalibrated 
input views of scenes with depth variation is solved via sparse 3D 
reconstruction. In this case, the sparse scene reconstruction acts only as an 
intermediate device to estimate the position and orientation of the ‘cameras’ 
corresponding to each input image. Although not utilised to directly render 
output views, the resulting 3D point cloud is a useful component in a complete 
system for the super-resolution of 3-dimensional scenes. For example, this 
thesis proposed using the sparse reconstruction to calculate the optimal 
viewpoint of a 3-dimensional scene through bound-constrained pattern search 
optimisation of the sparse viewpoint entropy; a novel measure of the scene 
information captured from a viewing position based on the number of visible 
scene points and possible occlusions. Hence, the presented work has 
demonstrated an algorithm capable of not only creating spatially enhanced 
views of 3-dimensional scenes from novel perspectives, but the ability to 
synthesise the optimal virtual view encompassing the greatest scene detail. 
Two solutions to the problem of image information transfer were presented 
in this study; namely 2D homographies and robust inverse tensor transfer. The 
2D homography is a well-known method of transferring pixel information 
between input and novel image planes. However, while the relocation of 
complete images enables straightforward implementation of super-resolution, 
the scenes to which this approach applies are limited. In order to enable more 
significant displacement between input viewpoints robust inverse tensor 
transfer was proposed. When considered independently, robust inverse tensor 
transfer is a very precise and robust method for novel view synthesis, capable 
of rendering realistic and geometrically consistent novel views from only a few 
uncalibrated input images, without the need to compute a dense depth map. 
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However, as a component in a complete 3D super-resolution pipeline, robust 
inverse tensor transfer acts as a highly accurate method of transferring image 
information from significantly varying perspectives. As robust inverse tensor 
transfer combines information from multiple input frames to synthesise a single 
novel view, rather than directly transferring each input frame to the novel 
image plane, a new approach is required to generate the slight view variation 
required to perform super-resolution. This work proposes a novel solution 
where multiple slightly different views are synthesised by altering the reference 
frame applied during robust inverse tensor transfer. 
This thesis has presented a versatile framework for the super-resolution of 
3-dimensional scenes. The proposed design enables various components of the 
system to be easily exchanged with alternative algorithms. For example, the 
techniques employed for feature detection and matching, view specification, 
image information transfer and super-resolution may be substituted to evaluate 
different approaches. As a result, this research has produced two distinct 
methods of extending super-resolution concepts from 2-dimensional planes to 
complex 3-dimensional scenes with depth variation. The first is a 
straightforward approach employing 2D homographies to generate a novel 
view defined from the mean of the input camera centres. The second is a more 
complete multi-view super-resolution solution that combines various concepts 
developed throughout the thesis, resulting in a technique that can synthesise not 
just a novel view but the optimal perspective via inverse tensor transfer 
enabling more significant variation in input viewpoints. Drawing on ideas from 
super-resolution and multi-view geometry this thesis has developed a complete 
3D super-resolution pipeline including intelligent frame selection, optimal 
viewpoint selection and robust inverse tensor transfer for novel view synthesis, 
culminating in method for multi-view super-resolution which demonstrates that 
it is indeed possible to extend super-resolution concepts from two dimensions 
to the 3D domain and create spatially enhanced views of 3-dimensional scenes. 
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8.1. Research Contributions 
The following section highlights the specific contributions of this thesis to the 
general fields of image processing and computer vision. Starting from Chapter 
3, this work introduces several methods of intelligently selecting a subset of 
images from a dataset of input frames, reducing the amount of data to be 
analysed during super-resolution, consequently increasing time-efficiency 
while maintaining and often improving image quality. Three fundamental 
approaches are proposed which focus on the removal of inferior input frames, 
selecting pseudo uniformly-spaced frames based on registration data and 
choosing the highest-quality frames from a dataset. A fourth hybrid technique 
combining the features of the three individual methods is also presented. All 
four methods were designed specifically to be algorithm-independent; hence 
they may be readily employed with any existing super-resolution technique. 
Chapter 3 incorporates a thorough exploration of alternate frame selection 
approaches and a comprehensive evaluation of the four proposed methods, 
including a detailed analysis of the number of frames that can feasibly be 
removed from an input dataset. The presented techniques are demonstrated to 
significantly reduce super-resolution processing time, increasing the number of 
possible applications for the technology. 
In Chapter 4 many assumptions and restrictions imposed on the 3D super-
resolution problem in past research are removed, resulting in a unique approach 
to the super-resolution of 3-dimensional scenes. This chapter introduces the 
idea that 3D super-resolution may be viewed as the combination of super-
resolution and multi-view geometry concepts. The result is a general 
framework capable of creating super-resolved images of 3-dimensional scenes, 
from existing or novel viewpoints. The proposed framework involves detecting 
and matching key image features, establishing a sparse scene reconstruction, 
selecting a desired novel view, transferring input image information to the 
novel image plane and combining the transformed frames using super-
resolution techniques to produce a high-resolution output view. The 3D super-
resolution framework, and by extension the remainder of the thesis, builds 
upon the novel concept of utilising a sparse reconstruction to ‘register’ input 
images captured from varying, unknown positions around a 3-dimensional 
scene. Given a desired novel viewpoint, defined from the mean of the input 
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camera centres, the process of transferring input images to a novel image plane 
in order to perform super-resolution enhancement is introduced. As a result of 
the versatile framework design, any existing 2D super-resolution technique 
may be employed to generate spatially enhanced views of a scene with depth 
variation. 
Chapter 5 of this thesis introduces an uncomplicated and efficient method 
of intelligently locating the optimal viewpoint of a scene from the limited 
information contained in a sparse 3D reconstruction. A novel metric for view 
evaluation called sparse viewpoint entropy is proposed, which measures the 
scene information captured from a viewing position based on the number of 
visible scene points and possible occlusions. Hence, an intuitive method of 
quantifying potential occlusions in 3D point cloud is also presented which 
centres on the construction of an occlusion region defined by a cylinder along 
the line of sight to each scene point. As the optimal view is synthesised via 
robust inverse tensor transfer, which transfers pixels from a small set of input 
views, the view optimisation problem is constrained by enforcing a bounding 
box surrounding the camera centres of the input views. A simple method of 
specifying a candidate camera projection matrix is employed when seeking the 
most informative viewpoint via pattern search optimisation. Ideal pattern 
search parameters, including the optimum starting position and initial mesh 
size are also recommended based on extensive experimentation. 
The proposed robust inverse tensor transfer algorithm introduces a new 
multi-stage approach which most notably includes a depth-guided second stage 
and a compulsory third stage employing dynamic programming. Camera 
projection matrices and the required trifocal tensors are estimated via sparse 
reconstruction, while the optimal novel view is calculated and easily specified 
via the previously discussed viewpoint selection algorithm. A novel method is 
proposed for weighting variance values based on the number of views in which 
a transferred point is found, and an improved colour consistency metric is 
presented. The first stage of the algorithm is designed to capture only the most 
consistent points via the introduction of a robust variance measure derived 
from DAISY descriptors. By employing the proposed robust DAISY variance, 
accepting only points present in all source frames, searching a wide range of 
disparities and applying a low variance threshold, the most likely 
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correspondences between views are identified and used to guide the latter 
stages of the algorithm. The novel second stage of robust inverse tensor 
transfer significantly restricts the search range for matches between images 
based on the estimated depth of points calculated during the first stage, quickly 
synthesising large regions of the novel view. The final stage of the algorithm 
completes the novel view synthesis by calculating the optimal solution along 
each epipolar line in the novel view via dynamic programming. A thorough 
analysis of a range of Dynamic Programming (DP) penalties was investigated 
and found to have little to no effect on the optimal DP path for the datasets 
tested. 
This research culminates in the presentation of a novel multi-view super-
resolution technique for creating optimal high-resolution views of 3D scenes 
using uncalibrated low-resolution input images captured from significantly 
varying perspectives. The introduction of sparse reconstruction, optimal 
viewpoint selection and robust inverse tensor transfer to the 3D super-
resolution problem enables the utilisation of completely uncalibrated input 
frames, permits significantly varying viewpoints and presents an effective 
solution without the necessity of dense depth estimation. This work also 
proposes the concept of altering the reference frame utilised during robust 
inverse tensor transfer and analyses the impact that a choice of reference view 
can have on a synthesised image. Multiple possible explanations for the slight 
variation observed between views rendered via different reference views were 
proposed. It was suggested that discrepancies between views may in part be 
due to rounding the coordinates of point matches in the source views to the 
nearest pixel, which may then be magnified during the DP stage of robust 
inverse tensor transfer. However, it was concluded that the most likely cause of 
the observed difference is inaccuracies in the estimated camera projection 
matrices, which in turn lead to inaccurate trifocal tensors, slightly offset tensor 
transfer and eventually slightly different novel views. This thesis proposes 
exploiting this behaviour by repeatedly synthesising a novel view via robust 
inverse tensor transfer, employing each image in an input dataset as the 
reference in turn, and then applying super-resolution to take advantage of the 
variation in the rendered images and increase the resolution of the desired 
view. 
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8.2. Future Research 
There are a number of future research directions that may be considered as an 
outcome of this research. Firstly, the frame selection algorithms proposed for 
multi-frame super-resolution in this thesis may inspire several avenues of 
future investigation. Throughout Chapter 3 many alternate approaches to frame 
selection are suggested. All of these ideas have been thoroughly tested, yet 
none were found to be as effective as the four methods presented. However, it 
is likely that if implemented differently some of these concepts may prove to 
be useful. For example, attempts to improve image quality by strategically 
selecting the reference frame for super-resolution were ineffective, but if 
implemented with methods that depend more heavily on the initial frame this 
technique may be more successful. A range of frame selection algorithms 
focussed on measuring the shared information between input frames were also 
unsuccessful, however with a different interpretation it is possible that this 
approach could form the basis for a frame selection method which discards 
redundant information in an input dataset. 
The frame selection algorithms proposed in this work might be further 
improved by selecting different quality metrics, employing alternate methods 
of sampling frames based on their registration or measured quality, or even 
creating a new hybrid technique which combines the three fundamental 
algorithms in a different manner. Additionally, during this research it was 
assumed that all images were accurately registered. If this assumption was 
lifted however, frame selection may be implemented by attempting to 
specifically detect mis-registered frames. The techniques presented in this 
thesis could also be extended to select small sections, or discrete pixels, from 
input images rather than complete frames. In future, the proposed frame 
selection approaches may be applied to fields other than super-resolution or 
modified to quantify the sensitivity of super-resolution algorithms to inferior 
data, rather than removing it. 
A technique for optimal viewpoint selection proposed in this thesis presents 
multiple opportunities for continuing research. A number of aspects of the 
viewpoint selection technique, such as occlusion estimation, have been 
formulated and implemented so that they are easily understood and modified 
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during development. However, following validation of the concept the 
implementation may now be improved to further increase the efficiency of the 
algorithm. It is highly likely that less intuitive but faster alternative 
implementations are possible. Such optimisation would be beneficial not only 
for sparse reconstructions, but may enable the proposed technique to be 
extended to dense point clouds. Additionally, when selecting a suitable 
optimisation technique a solution was deliberately sought from within the 
catalogue of MATLAB functions to enable the presented results to be easily 
reproduced. However, there may be emerging optimisation techniques in the 
literature, yet to be implemented in MATLAB, which may be more applicable 
to the defined viewpoint selection problem. Investigating the possible 
integration of such techniques with the proposed optimal viewpoint selection 
algorithm would be a useful avenue of future research. 
The most significant future research direction resulting from the viewpoint 
selection method presented in Chapter 5 is the possibility of extending the 
proposed concepts to the next best view problem. Rather than locating the 
single best view of a scene, the proposed sparse viewpoint entropy and 
associated elements of the algorithm could be instead employed to find the 
minimal set of views required to visualise an entire reconstructed scene. That 
is, the optimisation problem may be reformulated to find the least number of 
views required such that every key scene point is visible in at least one 
synthesised view. 
The robust inverse tensor transfer algorithm introduced in this thesis 
presents several opportunities for further investigation. It was observed that the 
accuracy of the algorithm may be slightly diminished in regions containing 
repetitive patterns along epipolar lines. An explicit method of addressing this 
issue, apart from enforcing an exceptionally narrow search range in the 
reference view, would be a helpful addition. Additionally, to ensure high 
quality results for datasets featuring even greater disparity between input 
frames a method of specifically handling potential occlusions, such as graph 
cuts for example, may be required and could potentially replace the need for 
DP in the final stage of the algorithm. Although a method of selecting the ideal 
reference view for novel view synthesis has not been identified to date, it is 
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still thought that it may be possible and beneficial to formulate a solution. 
There are also a number of ways the algorithm may be improved for even more 
widespread applicability such as determining an automatic means of 
calculating appropriate DAISY variance thresholds and optimising the 
implementation of the algorithm to minimise execution time, including 
investigation of the optimal DAISY parameters to retain robustness but reduce 
the size of the descriptor and therefore comparison time. Alternative 
approaches to DP such as A* search, Dijkstra’s algorithm or similar techniques 
for determining the least cost path may be investigated to improve efficiency 
and address some of the issues identified with DP. 
This work introduced a novel multi-view super-resolution technique that 
has revealed several directions for further study. This unique method advocates 
exploiting the differences that arise from reference view variation during 
inverse tensor transfer rather than attempting to minimise the dissimilarity. It 
has been suggested that fully calibrated cameras are not likely to significantly 
reduce variation between frames and subsequently do not warrant the extra 
effort and computation required. However, it would be useful to conduct a 
detailed study with completely calibrated cameras to verify this hypothesis and 
potentially confirm that inaccurate projection matrices are the source of the 
observed variation. Additionally, the differences resulting from applying a 
variety of reference views may potentially be utilised to specifically handle 
potential occlusions in robust inverse tensor transfer, an avenue of possible 
future research highlighted above. 
Though not required to demonstrate the multi-view super-resolution 
concept presented in Chapter 7, several strategies for generating a large number 
of view estimates for super-resolution were proposed in Section 7.3.3. In future 
it may be worthwhile implementing such methods and conducting super-
resolution with a greater number of frames in search of improved results. In 
addition, a select group of super-resolution algorithms were consistently 
employed throughout this thesis; however each displays disadvantages when 
applied to multi-view super-resolution, such as the introduction of unwanted 
artefacts or a lack of focus. Hence, it would be useful to investigate a broad 
range of super-resolution techniques to find the method most suited to the 3D 
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super-resolution problem. Additionally, the proposed multi-view super-
resolution technique may be extended to generate stereoscopic views of 3-
dimensional scenes, providing yet another interpretation of 3D super-
resolution. 
Although the application of sparse 3D reconstruction proved particularly 
useful throughout this thesis, providing means of ‘registering’ input frames and 
calculating the optimal viewpoint of a scene, potentially the most beneficial 
future extension would be to eliminate this phase of the 3D super-resolution 
process. It is not currently clear how this may be achieved, though it would be 
helpful to avoid the need for reconstruction when relating uncalibrated views 
for robust inverse tensor transfer and multi-view super-resolution. Another 
potential thesis-wide benefit would be the inclusion of photometric registration 
or equalisation. Due to the utilisation of DAISY descriptors in this thesis, the 
proposed algorithms are already quite robust to intensity variations and 
illumination changes across 3-dimensional scenes. However, the inclusion of 
measures to specifically counteract photometric transformations may permit 
wider application of the proposed techniques. In future the industrial 
applications of 3D super-resolution may also be investigated. 
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Appendix A - Research Publications 
 K. Nelson, A. Bhatti, and S. Nahavandi, “Super-resolution of a 3-
dimensional Scene from Novel Viewpoints”, in Proceedings of the 
International Conference on Control, Automation, Robotics and Vision 
(ICARCV), Guangzhou, China, 5-7 December 2012. 
 
 K. Nelson, A. Bhatti, and S. Nahavandi, “Performance Evaluation of 
Multi-frame Super-resolution Algorithms”, in Proceedings of the 
International Conference on Digital Image Computing: Techniques and 
Applications (DICTA), Fremantle, Australia, 3-5 December 2012. 
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Appendix B - Robust Inverse Tensor Transfer Algorithm 
 
01.for each row (epipolar line) in novel image 
      *** Stage 1 *** 
02.   for each column across novel image 
03.      Define point in novel image 
04.      Calculate epipolar line in reference view from fundamental matrix 
05.      for each column across reference image 
06.         Define point in reference image from current column and calculated epipolar line 
07.         Calculate line perpendicular to epipolar line 
08.         for each source image 
09.            Calculate corresponding point in source view via inverse trifocal tensor (rounded to nearest pixel) 
10.            if calculated point is within image boundaries 
11.               Retrieve DAISY and RGB/intensity values 
12.            end 
13.         end 
14.         if point is not within image boundaries of all source frames 
15.            Do not assign a DAISY variance value 
16.         else 
17.            Calculate median RGB/intensity values across source frames 
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18.            Calculate standard deviation of all 200 DAISY elements for corresponding locations across source frames 
19.            Calculate DAISY variance from median of standard deviation values as measure of spread across source frames 
20.         end 
21.      end 
22.      Step through DAISY variance values and locate the minimum 
23.      if minimum DAISY variance is less than stage 1 threshold 
24.         Retrieve coordinates for location of minimum DAISY variance in reference frame 
25.      end 
26.   end 
      *** Stage 2 *** 
27.   for each column across novel image 
28.      if a point with undefined DAISY variance is found 
29.         Calculate width of undefined region 
30.         Retrieve known disparity values at either end of undefined region 
31.         if undefined region extends to image boundary 
32.            Retrieve only disparity value from opposite end of undefined region 
33.         end 
34.         Define restricted search range for matching point in reference image based on retrieved disparity values 
35.         Define point in novel image 
36.         Calculate epipolar line in reference view from fundamental matrix 
37.         for each column across restricted search range in reference image 
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38.            Define point in reference image from current column and calculated epipolar line 
39.            Calculate line perpendicular to epipolar line 
40.            for each source image 
41.               Calculate corresponding point in source view via inverse trifocal tensor(rounded to nearest pixel) 
42.               if calculated point is within image boundaries 
43.                  Retrieve DAISY and RGB/intensity values 
44.               end 
45.            end 
46.            if point is not within image boundaries of more than 2 source frames 
47.               Do not assign a DAISY variance value 
48.            else 
49.               Calculate median RGB/intensity values across source frames 
50.               Calculate standard deviation of all 200 DAISY elements for corresponding locations across source frames  
51.               Calculate DAISY variance from median of standard deviation values as measure of spread across source frames  
52.            end 
53.         end 
54.         Step through DAISY variance values and locate the minimum 
55.         if minimum DAISY variance is less than stage 2 threshold 
56.            Retrieve coordinates for location of minimum DAISY variance in reference frame 
57.         end 
58.      end 
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59.   end 
      *** Stage 3 *** 
60.   Step across novel image and locate the minimum and maximum reference frame coordinate values for minimum DAISY variance 
61.   Retrieve corresponding disparity values at minimum and maximum locations 
62.   Define maximum search range in reference image based on retrieved disparity values 
      *** Fill DP scoring matrix *** 
63.   for each column across novel image 
64.      for each column across maximum search range in reference image 
65.         Fill element in DP scoring matrix according to defined scoring scheme 
66.      end 
67.   end 
      *** DP Traceback *** 
68.   Trace back along the optimal path through the scoring matrix according to defined DP scoring scheme 
69.      Retrieve reference frame coordinate values for minimum DAISY variance  
70.   for each point along optimal path 
71.      if median RGB/intensity value across source images is known from previous calculations 
72.         Retrieve median RGB/intensity values 
73.      else 
74.         Define point in novel image 
75.         Calculate epipolar line in reference view from fundamental matrix 
76.         Define point in reference image 
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77.         Calculate line perpendicular to epipolar line 
78.         for each source image 
79.            Calculate corresponding point in source view via inverse trifocal tensor (rounded to nearest pixel) 
80.            if calculated point is within image boundaries 
81.               Retrieve DAISY and RGB/intensity values 
82.            end 
83.         end 
84.         Calculate median RGB/intensity values across source frames 
85.      end 
86.      while optimal path moves horizontally (i.e. multiple points in reference view mapped to single point in novel view) 
87.         if DAISY variance matches minimum DAISY variance from previous stages 
88.            Retrieve median RGB/intensity values 
89.         else 
90.            if median RGB/intensity value across source images is known from previous calculations 
91.               Retrieve median RGB/intensity values 
92.            else 
93.               Define point in novel image 
94.               Calculate epipolar line in reference view from fundamental matrix 
95.               Define point in reference image 
96.               Calculate line perpendicular to epipolar line 
97.               for each source image  
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98.                  Calculate corresponding point in source view via inverse trifocal tensor (rounded to nearest pixel) 
99.                  if calculated point is within image boundaries 
100.                     Retrieve DAISY and RGB/intensity values 
101.                  end 
102.               end 
103.               Calculate median RGB/intensity values across source frames 
104.               Calculate standard deviation of all 200 DAISY elements for corresponding locations across source frames  
105.               Calculate DAISY variance from median of standard deviation values as measure of spread across source frames 
106.            end 
107.         end 
108.         Retain median RGB/intensity values associated with points in reference view resulting in lowest DAISY variance 
109.      end 
110.   end 
111.end 
 
Figure A.1: Algorithm for robust inverse tensor transfer. 
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