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A SUPERPOSITION PRINCIPLE FOR THE INHOMOGENEOUS
CONTINUITY EQUATION WITH HELLINGER-KANTOROVICH-REGULAR
COEFFICIENTS
KRISTIAN BREDIES, MARCELLO CARIONI, AND SILVIO FANZON
Abstract. We study measure-valued solutions of the inhomogeneous continuity equa-
tion ∂tρt + div(vρt) = gρt where the coefficients v and g are of low regularity. A new
superposition principle is proven for positive measure solutions and coefficients for which
the recently-introduced dynamic Hellinger-Kantorovich energy is finite. This principle
gives a decomposition of the solution into curves t 7→ h(t)δγ(t) that satisfy the character-
istic system γ˙(t) = v(t, γ(t)), h˙(t) = g(t, γ(t))h(t) in an appropriate sense. In particular,
it provides a generalization of existing superposition principles to the low-regularity case
of g where characteristics are not unique with respect to h. Two applications of this
principle are presented. First, uniqueness of minimal total-variation solutions for the
inhomogeneous continuity equation is obtained if characteristics are unique up to their
possible vanishing time. Second, the extremal points of dynamic Hellinger-Kantorovich-
type regularizers are characterized. Such regularizers arise, e.g., in the context of dynamic
inverse problems and dynamic optimal transport.
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uniqueness, dynamic inverse problems, optimal transport regularization.
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1. Introduction
The main objective of this paper is to present a new superposition principle for positive measure
solutions to the linear inhomogeneous continuity equation, assuming natural regularity on the
velocity field and on the source term. Such assumptions are substantially weaker than what is
currently available in the literature, as we will discuss below. To be more precise, given Ω ⊂ Rd
the closure of an open bounded domain, we consider narrowly continuous curves of positive
measures t 7→ ρt in M+(Ω) solving
(1) ∂tρt + div(vρt) = gρt in (0, 1) × Ω
in the sense of distributions, where v : (0, 1) × Ω → Rd is a velocity field and g : (0, 1) × Ω→ R
is a source term encoding the inhomogeneity of the equation. We assume that the coefficients v
and g are Hellinger-Kantorovich-regular, namely, they are measurable and satisfy the bound
(2)
ˆ 1
0
ˆ
Ω
|v(t, x)|2 + |g(t, x)|2 dρt(x) dt <∞ .
In the following we will clarify the role of (2) in connection to recent advancements in the theory
of Unbalanced Optimal Transport. The purpose of this paper is to provide a superposition
principle for (1) that allows to represent any positive solution t 7→ ρt as a superposition of
elementary solutions, that is, curves of measures of the form t 7→ h(t)δγ(t), where the trajectories
γ : [0, 1] → Ω and the weights h : [0, 1] → [0,∞) solve, in an appropriate sense, the system of
characteristics for (1):
(3) i) γ˙(t) = v(t, γ(t)) ii) h˙(t) = g(t, γ(t))h(t) in (0, 1) .
Notice that (i) describes all possible elementary trajectories which follow the flow given by v,
while (ii) encodes the lack of mass preservation for solutions to (1), due to the inhomogeneity.
Subsequently we provide two applications of the superposition principle for (1). First we prove
uniqueness for minimal norm solutions to (1) under the assumption of uniqueness for solutions
to (3) up to their possible vanishing time; Second, we characterize extremal points of regularizers
closely related to the energy at (2), and apply such result to sparsity for dynamic inverse problems
regularized via Unbalanced Optimal Transport.
Concerning relevant literature, we mention that the superposition principle for narrowly contin-
uous curves of probability measures t 7→ ρt solving the homogeneous continuity equation
(4) ∂tρt + div(vρt) = 0 in (0, 1) × Ω
is by now classical. It was first introduced in the Euclidean setting by Ambrosio in [4], where
it was employed to investigate uniqueness and stability of Lagrangian flows in the context of
DiPerna-Lions Theory [23]. Since then it has been applied to different tasks [5, 10, 11, 12, 13]
and extended to various settings [15, 31, 34, 41]. In [4] the velocity field v is assumed to satisfy
(5)
ˆ 1
0
ˆ
Ω
|v(t, x)|2 dρt(x) dt <∞ .
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An elementary solution to (4) is of the form t 7→ δγ(t) where γ : [0, 1] → Ω is an absolutely
continuous curve solving the characteristic equation (i) in (3). Due to the lack of regularity of
v, solutions to the initial value problem associated to (i) are not unique. Such non-uniqueness is
reflected in the superposition formula, which in this case is achieved by constructing a probability
measure σ on the set Γ := C([0, 1]; Ω). The measure σ is concentrated on absolutely continuous
curves satisfying (i), with the property that, for each t ∈ [0, 1], the solution ρt can be represented
by the pushforward of σ via the evaluation map et : Γ → Ω defined as et(γ) := γ(t). In other
words ρt can be represented as
(6)
ˆ
Ω
ϕ(x) dρt(x) =
ˆ
Γ
ϕ(γ(t)) dσ(γ) for all ϕ ∈ C(Ω) , t ∈ [0, 1] .
The generalization of (6) to the inhomogeneous continuity equation is not a straightforward
task. In contrast to the homogeneous continuity equation, elementary solutions to (1) need
to take into account the change of mass, governed by (ii) in (3), of the solution along every
trajectory. In particular, the main difficulty derives from the low regularity of g, which implies
non-uniqueness for the initial value problem associated to (ii). This observation suggests that a
measure σ representing a solution t 7→ ρt to (1) has to take into account non-uniqueness both for
the trajectories γ and for the weights h. This is incompatible with the superposition principle for
(1) proposed in [34]. There the author provides an implicit representation formula for positive
solutions to (1) under the assumption that g is bounded. Such regularity assumption on g is
substantial, as it implies uniqueness of solutions to (ii) along any trajectory. This allows to
represent solutions to (1) by the same measure σ constructed in [4]. In contrast, relaxing the
boundedness assumption on g requires a new functional analytic framework for constructing
such representation measure σ. Moreover, the applicability of such superposition principle is
limited: In particular it is not possible to provide a representation for solutions to (1) with
mass that is vanishing or generating from zero during the evolution. The main focus of this
paper is thus to build a framework that allows to overcome the limitations in [34]. We obtain
an explicit representation formula that resembles (6), the classical one for the homogeneous
continuity equation. Moreover, we remove the boundedness assumption on g, and we replace it
by the growth condition (2). We point out that, similarly to the homogeneous case [3, 34], it
should be possible to generalize (1) to the Lp case, with 1 ≤ p ≤ ∞. However such analysis falls
outside the scope of our paper.
With regard to (2), we point our that the coupling of the continuity equation at (1) and the
energy at (2) is at the center of recent important developments to the theory of Unbalanced
Optimal Transport. The classical theory of Optimal Transport, in its Monge-Kantorovich for-
mulation [27, 39, 44], concerns the problem of transporting mass from a probability measure
into a target one, while minimizing a given cost. In recent years Benamou and Brenier [9]
made the crucial obseravtion that the classical formulation of Optimal Transport has a dynamic
counterpart, which links the continuity equation (4) with the energy at (5). More precisely they
observed that it is possible to compute the optimal transport between two probability measures
ρ0 and ρ1 by minimizing the dissipation at (5) among all the curves of probability measures
t 7→ ρt and velocity fields v solving the continuity equation (4) with initial and final condi-
tions given by ρ0 and ρ1 respectively. Such dynamic formulation makes possible to endow the
space of probability measures with a differentiable structure [3], bringing to light deep connec-
tions between Optimal Transport and functional analytic issues, such as the characterization
of differential equations as gradient flows in spaces of measures [3, 7, 8, 25, 26, 38, 37] or the
derivation of sharp inequalities [1, 22, 32, 33, 35, 36]. Particularly in connection to applications,
the assumption of mass preservation during the evolution is quite restrictive. Overcoming this
limitation is at the core of the so-called Unbalanced Optimal Transport theory. Among the
various formulations, we highlight the one introduced in [20, 28, 30]. There, transporting a pos-
itive measure ρ0 into a target one ρ1 corresponds to minimize a weighted version of (2) among
all curves of positive measures t 7→ ρt and fields v, g satisfying the inhomogenous continuity
4 K. BREDIES, M. CARIONI, AND S. FANZON
equation (1) with initial and final conditions given by ρ0 and ρ1 respectively. The quantity at
(2) takes the name of Wasserstein-Fisher-Rao or Hellinger-Kantorovich energy in the literature.
Such an approach has been successfully employed in applications where mass preservation is
violated [19, 21, 29, 40]. In particular in [30] it is shown that the above minimization procedure
induces a distance which is compatible with a differentiable structure on the spaceM+(Ω). This
distance can also be derived from the dynamic formulation of the Logaritmic-Entropy Optimal
Transport problem [30] or can be regarded as dissipation energy for a certain class of scalar
reaction-diffusion equations [29].
We conclude this introduction by discussomg in more details the superposition principle we
propose for (1), as well as the applications provided in this paper. The rest of the manuscript
is organized as follows. In Section 2 we introduce basic notations, as well as presenting some
results on continuity equations and optimal transport energies. In Section 3 we set the func-
tional analytic framework needed in order to prove our superposition principle. In particular
we investigate properties of the Hellinger-Kantorivich energy (2) when restricted to elementary
solutions to (1). In Section 4 we provide a proof for the main result of this paper, that is, the
superposition principle in Theorem 1.1 below. Finally, in Sections 5, 6 we detail applications of
the superposition principle to uniqueness for solutions to (1) and to sparsity for dynamic inverse
problems with Hellinger-Kantorovich-type regularizers.
1.1. Main result. In order to obtain a superposition principle for (1) under the energy bound
(2) we construct a positive measure σ on the set SΩ of narrowly continuous curves t 7→ ρt with
values in
CΩ := {hδγ ∈ M(Ω) : h ≥ 0 , γ ∈ Ω} .
We endow CΩ with the flat distance of measures and SΩ with the respective supremum distance.
In this way SΩ becomes a separable metric space. Notice that SΩ plays the role of the set of
continuous curves Γ in (6). As we will see, c.f. Remark 3.2, the construction of CΩ closely
resembles the cone space introduced in [29, 30] to study absolutely continuous curves with
respect to the Hellinger-Kantorovich distance. It is immediate to check that elements of SΩ can
be represented by ρt = h(t)δγ(t), for some non-negative weight h ∈ C[0, 1] and curve γ ∈ C({h >
0}; Ω), where we set {h > 0} := {t ∈ [0, 1] : h(t) > 0}. Thus, the mass of the elements of
SΩ is varying continuously in time and is allowed to vanish, reflecting the behavior of narrowly
continuous curves of solutions to (1). In the same fashion as the homogeneous case, our measure
σ is concentrated on elements ρt = h(t)δγ(t) ∈ SΩ, with h and γ solving the system of ODEs:
(7) i) γ˙(t) = v(t, γ(t)) a.e. in {h > 0} ii) h˙(t) = g(t, γ(t))h(t) a.e. in (0, 1) .
Notice that, in comparison to the system of characteristics at (3), we are restricting the first
ODE to the set {h > 0}. Indeed, if h(t) = 0, then ρt = 0 and thus we lose any information on
the trajectories for that time instant. The above observations are formalized in the following
theorem, which is at the core of our paper (c.f. Theorem 4.2).
Theorem 1.1. Let ρt : [0, 1] → M+(Ω) be a narrowly continuous solution to (1) for some
measurable maps v : (0, 1) × Ω→ Rd, g : (0, 1) × Ω→ R satisfyingˆ 1
0
ˆ
Ω
|v(t, x)|2 + |g(t, x)|2 dρt(x) dt <∞ .
Then there exists a measure σ ∈ M+(SΩ) concentrated on curves of measures ρt = h(t)δγ(t)
with h, γ solving (7) and such that
(8)
ˆ
Ω
ϕ(x) dρt(x) =
ˆ
SΩ
h(t)ϕ(γ(t)) dσ(γ, h) for all ϕ ∈ C(Ω) , t ∈ [0, 1] .
Conversely, assume that σ ∈M+(SΩ) is concentrated on solutions to (7) and satisfiesˆ 1
0
ˆ
SΩ
h(t) (1 + |v(t, γ(t))| + |g(t, γ(t))|) dσ(γ, h) dt <∞ .
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Then (8) defines a narrowly continuous curve of positive measures solving (1).
The proof of the above theorem is presented in Section 4. It is based on a similar smoothing
strategy as the one employed in [4] to prove (6). However in this case there are two main
differences: first one needs to establish compactness properties for a coercive version of the
Hellinger-Kantorovich energy when restricted to elements of CΩ; second the smoothing needs to
take into account the possibility of the measure ρt vanishing at some time instance.
1.2. Uniqueness of solutions to the continuity equation. In Section 5 we present the
first application of the superposition principle stated in Theorem 1.1. Our aim is to show that
uniqueness of solutions for the system of characteristics at (3), up to their possible vanishing
time, implies uniqueness for measure solutions to the inhomogeneous continuity equation (1)
satisfying the bound (2) and with minimal total variation. The key ingredient of the proof
is formula (8), which allows to decompose any solution of (1) satisfying the bound (2) into a
superposition of elementary solutions of the form t 7→ h(t)δγ(t) such that (γ, h) are solutions to
the system of characteristics (7). Such observation allows to employ uniqueness for (3) to infer
information on the uniqueness of solutions to (1). The main difference between our result and
the classical one for the homogeneous continuity equation [6, Theorem 9] lies in the fact that
elementary solutions ρt = h(t)δγ(t) are allowed to vanish in time. In this case uniqueness for
(3) is not enough to ensure uniqueness of solutions to the inhomogeneous continuity equation.
Indeed, when the mass of a solution vanishes at a given time instant t¯ ∈ (0, 1), the uniqueness
assumption for (3) is not providing any information on the behavior of the solutions for t > t¯:
this is due to the fact that the measure σ is concentrated on solutions to (7) where i) is only
valid in the set {h > 0}. Therefore, in order to recover uniqueness for (1), we impose an extra
constraint on the total variation of its solutions. More precisely, we show that solutions to (1)
with minimal mass can be represented, invoking Theorem 1.1, by a measure σ concentrated on
curves t 7→ h(t)δγ(t) such that (γ, h) solves (7) and h is strictly positive in an interval [0, τ)∩ [0, 1]
for some τ ∈ R. Such observation allows to employ uniqueness for the system of characteristics
at (3), up to their possible vanishing time, to infer uniqueness for measure solutions to (1) with
minimal total variation. We obtain the following theorem, which will be stated and proven in
Section 5 (c.f. Theorem 5.1).
Theorem 1.2. Let v : (0, 1) × Ω → Rd, g : (0, 1) × Ω → R be measurable functions and A ⊂ Ω
be a measurable set. Suppose that:
(Hyp) For each x ∈ A the solution of the system of ODEs (7) with initial value (x, 1) is unique
in [0, τ) for every τ ∈ (0, 1) such that [0, τ) ⊂ {h > 0}.
Then, for any initial datum ρ0 ∈ M+(Ω) concentrated on A, the inhomogeneous continuity
equation (1) admits at most one positive narrowly continuous solution t 7→ ρt satisfying (2),
with initial datum ρ0, and such that
‖ρ‖M ≤ ‖ρ˜‖M ,
for every t 7→ ρ˜t positive narrowly continuous solution to (1) satisfying (2) and such that ρ˜0 = ρ0.
1.3. Extremal points of the Hellinger-Kantorovich energy. The second application of our
superposition principle is presented in Section 6 and it is related the to the theory of Unbalanced
Optimal Transport, in particular regarding applications to dynamic inverse problems [19, 40].
It is well-known (c.f. Section 2.2) that the energy at (2) can be recast into a convex functional
Bδ over the space M((0, 1) × Ω)d+2 defined by
(9) Bδ(ρ,m, µ) :=
1
2
ˆ 1
0
ˆ
Ω
∣∣∣∣dmdρ
∣∣∣∣2 + δ2 ∣∣∣∣dµdρ
∣∣∣∣2 dρ
6 K. BREDIES, M. CARIONI, AND S. FANZON
if ρ ≥ 0, m,µ ≪ ρ, and set to ∞ otherwise, where δ > 0 is a parameter. A solution to the
unbalanced optimal transport problem is then obtained by minimizing Bδ among all the triples
(ρ,m, µ) satisfying the inhomogeneous continuity equation
(10) ∂tρ+ divm = µ ,
with given initial conditions. In this paper we employ the superposition principle of Theorem 1.1
to characterize the extremal points of the ball of a coercive version of the Hellinger-Kantorovich
energy at (9), namely
(11) B = {(ρ,m, µ) : (ρ,m, µ) solves (10), βBδ(ρ,m, µ) + α‖ρ‖M ≤ 1} ,
where α, β > 0 are parameters. Notice that we do not impose boundary conditions in (10).
Moreover the total variation of ρ is added to the functional Bδ, in order to enforce coercivity,
and thus compactness of B. We prove the following result (c.f. Theorem 6.3).
Theorem 1.3. The extremal points of the set defined in (11) are exactly given by the zero
measure (0, 0, 0) and the triple of measures (ρ,m, µ) such that ρ = h(t) dt ⊗ δγ(t), m = γ˙(t)ρ,
µ = h˙(t) dt⊗ δγ(t) with the following properties:
a) h,
√
h ∈ AC2[0, 1], γ ∈ C({h > 0}; Ω) and √hγ ∈ AC2([0, 1];Rd),
b) the set {h > 0} is connected,
c) the energy satisfies βBδ(ρ,m, µ) + α‖ρ‖M = 1,
where we denote by AC2 the set of absolutely continuous functions with a.e. derivative in L2.
The above theorem is a generalization of the results obtained in [18], where the Benamou-Brenier
energy with homogeneous continuity equation constraint is considered. In Section 6.2 we apply
Theorem 1.3 to understand the structure of sparse solutions for dynamic inverse problems with
Unbalanced Optimal Transport regularization. In particular, we consider the inverse problem
proposed in [19], where the minimization of the energy at (11) is coupled with a fidelity term
penalizing the distance between ρ and some fixed observation. Applying recent results on sparsity
[16, 17] we show that the minimization problem in [19] admits a solution which is a finite linear
combination of extremal points of B, that is, of curves as described in Theorem 1.3.
2. Preliminaries
For measure theory notations and definitions we follow [2]. Given a metric space Y we will
denote by M(Y ) (resp. M(Y ;Rd)) the space of bounded Borel measures (resp. bounded vector
Borel measures) on Y . We denote byM+(Y ) the set of bounded positive Borel measures on Y .
The total variation measure associated to µ ∈ M(Y ;Rd) will be denoted, as customary, by |µ|.
We say that a sequence {µn}n in M(Y ;Rd) converges narrowly to µ if
(12)
ˆ
Y
ϕ(y) dµn(y)→
ˆ
Y
ϕ(y) dµ(y) for all ϕ ∈ Cb(Y ) ,
where Cb(Y ) denotes the set of real valued continuous and bounded functions on Y .
Let Ω ⊂ Rd be the closure of a bounded domain, with d ∈ N, d ≥ 1 and define the time-space
domain XΩ := (0, 1) × Ω. For a measure ρ ∈ M(XΩ), we say that ρ disintegrates with respect
to time if there exists a Borel family of measures {ρt}t∈[0,1] ⊂M(Ω) such thatˆ
XΩ
ϕ(t, x) dρ(t, x) =
ˆ 1
0
ˆ
Ω
ϕ(t, x) dρt(x) dt for all ϕ ∈ L1ρ(XΩ) .
The disintegration of ρ will be denoted by ρ = dt⊗ ρt. Further, we say that a curve of measures
t ∈ [0, 1] 7→ ρt ∈M(Ω) is narrowly continuous if the map
t 7→
ˆ
Ω
ϕ(x) dρt(x)
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is continuous for each fixed ϕ ∈ C(Ω). The family of narrowly continuous curves will be de-
noted by Cw([0, 1];M(Ω)). Notice that if t 7→ ρt is narrowly continuous, by the principle of
uniform boundedness, it immediately follows that ρ := dt ⊗ ρt ∈ M(XΩ). We also introduce
Cw([0, 1];M+(Ω)), as the family of narrowly continuous curves with values into the positive
measures on Ω. Notice that one can consider narrowly continuous curves with values in M(Rd)
by testing against maps ϕ in Cb(R
d), that is, real valued continuous and bounded functions.
2.1. Continuity equation. Set MΩ :=M(XΩ)×M(XΩ;Rd)×M(XΩ). For (ρ,m, µ) ∈ MΩ
we consider distributional solutions to the continuity equation
(13) ∂tρ+ divm = µ in XΩ .
Here, ρ represents a density,m a momentum field advecting ρ, while µ is a source term accounting
for mass change. The precise definition of solution is given below.
Definition 2.1. We say that (ρ,m, µ) ∈MΩ is a measure solution to (13) if
(14)
ˆ
XΩ
∂tϕdρ +
ˆ
XΩ
∇ϕ · dm+
ˆ
XΩ
ϕdµ = 0 for all ϕ ∈ C∞c (XΩ) .
Notice that one can also consider unbounded spatial domains in the above definition, e.g.,
Ω = Rd. Moreover the time interval (0, 1) can be replaced by (0, T ) with T > 0. We remark
that (14) includes no flux boundary conditions for the momentum m on ∂Ω and no initial
data is prescribed on ρ. Moreover, by standard approximation arguments, we can consider test
functions C1c (XΩ) in (14) (see Remark 8.1.1 in [3]). The following lemma summarizes some of
the properties of measure solutions to (14) which will be needed in the coming analysis. Notice
that the following properties hold both in bounded domains as well as in Rd. For a proof in
bounded domains see, e.g., Propositions 2.2, 2.4 in [19], which can be easily generalized to Rd.
Lemma 2.2 (Properties of continuity equation). Assume that (ρ,m, µ) ∈ MΩ satisfies (14)
and that ρ ∈ M+(XΩ). Then ρ disintegrates into ρ = dt ⊗ ρt, where ρt ∈ M+(Ω) for a.e. t
in (0, 1). Moreover the map t 7→ ρt(Ω) belongs to BV (0, 1), with distributional derivative given
by π#µ, where π : XΩ → (0, 1) is the projection on the time coordinate. If in addition m = vρ,
µ = gρ for some measurable v : XΩ → Rd, g : XΩ → R such thatˆ 1
0
ˆ
Ω
|v(t, x)| + |g(t, x)| dρt(x) dt <∞ ,
then there exists a curve t 7→ ρ˜t in Cw([0, 1];M+(Ω)) such that ρt = ρ˜t a.e. in (0, 1).
In the rest of the paper we will identify ρt with its narrowly continuous representative ρ˜t,
whenever the assumptions of Lemma 2.2 hold.
2.2. Optimal transport energy. We now introduce the Wasserstein-Fisher-Rao energy, also
known as the Hellinger-Kantorovich energy, as originally done in [20, 28, 30]. To this end, let
δ > 0 be a fixed parameter. Define the convex, one-homogeneous and lower semi-continuous
map Ψδ : R× Rd × R→ [0,∞] by setting
(15) Ψδ(t, x, y) :=

|x|2+δ2y2
2t if t > 0 ,
0 if t = |x| = y = 0 ,
∞ otherwise ,
where ∞y2 =∞ for y 6= 0 and ∞y2 = 0 for y = 0.
Definition 2.3. We define the Wasserstein-Fisher-Rao energy Bδ : MΩ → [0,∞] as
(16) Bδ(ρ,m, µ) :=
ˆ
XΩ
Ψδ
(
dρ
dλ
,
dm
dλ
,
dµ
dλ
)
dλ ,
where λ ∈M+(XΩ) is an arbitrary measure such that ρ,m, µ≪ λ.
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Notice that definition (16) does not depend on the choice of λ, given that Ψδ is one-homogenous.
Properties of the energy Bδ which are relevant in the following analysis are summarized in Lemma
A.5 (for a proof see, e.g., [19, Proposition 2.6]).
We now introduce a coercive version of Bδ: Set
DΩ := {(ρ,m, µ) ∈ MΩ : ∂tρ+ divm = µ in the sense of (14)} ,
and define the functional Jα,β,δ : MΩ → [0,∞] as
(17) Jα,β,δ(ρ,m, µ) :=
{
βBδ(ρ,m, µ) + α ‖ρ‖M(XΩ) if (ρ,m, µ) ∈ DΩ,
∞ otherwise.
We remark that adding the total variation of ρ to Bδ enforces the balls of Jα,β,δ to be compact
in the weak* topology ofMΩ. Such property, together with others, is the object of Lemma A.6.
The content of Lemma A.6 is based on results proven in [19, Lemmas 4.5, 4.6].
2.3. Characteristics theory for the continuity equation. We start by recalling a classical
result on the theory of ordinary differential equations in Rd [3, Lemma 8.1.4].
Proposition 2.4. Let v : [0, 1] × Rd → Rd be Borel measurable and such that
(18)
ˆ 1
0
sup
x∈Rd
|v(t, x)| + Lip(v(t, ·),Rd) dt <∞ .
Then for each x ∈ Rd
(19)
{
X˙x(t) = v(t,Xx(t)) , for a.e. t ∈ (0, 1)
Xx(0) = x
admits a unique absolutely continuous maximal solution t 7→ Xx(t) defined in an interval I(x),
which is relatively open in [0, 1]. Denote by τ(x) the length of I(x). If the map t 7→ |Xx(t)| is
bounded in [0, τ(x)), then the solution is defined in the whole [0, 1].
We recall a comparison principle for signed measure solutions to the continuity equation (14)
(see [34, Lemma 3.5]).
Proposition 2.5 (Comparison principle). Let ρt : [0, 1] → M(Rd) be a narrowly continuous
solution to the continuity equation ∂tρt+div(vρt) = gρt in (0, 1)×Rd in the sense of Definition
2.1. Assume that ρ0 ≤ 0, as well as (18) andˆ 1
0
ˆ
Rd
(|v(t, x)| + |g(t, x)|) d|ρt|(x) dt <∞ ,(20)
ˆ 1
0
sup
x∈Rd
|g(t, x)| + Lip(g(t, ·),Rd) dt <∞ .(21)
Then ρt ≤ 0 for all t ∈ [0, 1].
Next we provide a representation formula for measure solutions of the continuity equation (13).
This is the analogue of [3, Lemma 8.1.6] for the inhomogeneous continuity equation, and a
generalization of [34, Proposition 3.6] to the case of g unbounded.
Proposition 2.6. Assume that v : [0, 1]×Rd → Rd, g : [0, 1]×Rd → R are Borel maps satisfying
(18), (21). Let ρ0 ∈ M+(Rd) and denote by X the maximal solution to the ODE (19). Suppose
that there exists t¯ ∈ (0, 1] such that τ(x) > t¯ for ρ0-a.e. x ∈ Rd. Then the map
(22) t 7→ ρt := (Xx(t))#
(
ρ0 e
´ t
0
g(s,Xx(s)) ds
)
is a narrowly continuous solution to the continuity equation ∂tρt+div(vρt) = gρt in (0, t¯)×Rd in
the sense of Definition 2.1, where the push-forward in (22) is with respect to the space variable.
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Proof. We start by checking the narrow continuity of ρt. Let ϕ ∈ Cb(Rd) and 0 ≤ tn ≤ t¯ be such
that tn → t as n → ∞. Note that limn→∞Xx(tn) = Xx(t) for ρ0-a.e. x ∈ Rd. Moreover, from
assumption (21) we deduce that
(23) sup
x∈Rd
ˆ t¯
0
g(s,Xx(s)) ds ≤Mg :=
ˆ 1
0
sup
x∈Rd
|g(t, x)| dt <∞ .
Hence by dominated convergence and (22) we have
lim
n→∞
ˆ
Rd
ϕdρtn = limn→∞
ˆ
Rd
ϕ(Xx(tn)) e
´ tn
0
g(s,Xx(s)) ds dρ0(x) =
ˆ
Rd
ϕdρt .
Let now ϕ ∈ C1c ((0, t¯) × Rd). Then ρ0-a.e. in Rd the maps t 7→ ϕ(t,Xx(t)) are absolutely
continuous in (0, t¯), with a.e. derivative given by
(24)
d
dt
ϕ(t,Xx(t)) = ∂tϕ(t,Xx(t)) +∇ϕ(t,Xx(t)) · v(t,Xx(t)) ,
thanks to Proposition 2.4. By (23) we also have that t 7→ ϕ(t,Xx(t))e
´ t
0
g(s,Xx(s)) ds is absolutely
continuous in (0, t¯), and for a.e. t ∈ (0, t¯) it holds
(25)
d
dt
(
ϕ(t,Xx(t))e
´ t
0
g(s,Xx(s)) ds
)
=
(
d
dt
ϕ(t,Xx(t))+ϕ(t,Xx(t)) g(t,Xx(t))
)
e
´ t
0
g(s,Xx(s)) ds .
In particular, it is immediate to check that
ˆ t¯
0
ˆ
Rd
∣∣∣∣ ddt (ϕ(t,Xx(t))e´ t0 g(s,Xx(s)) ds)
∣∣∣∣ dρ0(x) dt ≤ ‖ϕ‖C1 ρ0(Rd) eMg (1 +Mv +Mg) ,
where Mv :=
´ 1
0 supx∈Rd |v(t, x)| dt, which is finite by (18). Finally, from Fubini’s theorem and
(22), (24), (25), we infer
ˆ t¯
0
ˆ
Rd
(∂tϕ+∇ϕ · v + ϕg) dρt(x) dt =
ˆ t¯
0
ˆ
Rd
d
dt
(
ϕ(t,Xx(t))e
´ t
0
g(s,Xx(s)) ds
)
dρ0(x) dt
=
ˆ
Rd
(ˆ t¯
0
d
dt
(
ϕ(t,Xx(t))e
´ t
0
g(s,Xx(s)) ds
)
dt
)
dρ0(x)
and the last term vanishes, since ϕ is compactly supported. 
The next proposition states that, under some regularity assumptions, every solution of (14) can
be represented as in (22).
Proposition 2.7. Assume that ρt : [0, 1] → M+(Rd) is a narrowly continuous solution to the
continuity equation ∂tρt + div(vρt) = gρt in (0, 1) ×Rd in the sense of Definition 2.1, for some
Borel maps v : [0, 1] × Rd → Rd, g : [0, 1] × Rd → R satisfying (18), (20) and (21). Then for
ρ0-a.e. x ∈ Rd the ODE (19) admits a global solution Xx(t) for t ∈ [0, 1], and it holds that
ρt = (Xx(t))#
(
ρ0 e
´ t
0
g(s,Xx(s)) ds
)
for each t ∈ [0, 1] .
Proof. For every r ∈ [0, 1] define the set Er = {x ∈ Rd : τ(x) > r}, where τ(x) is defined in
Proposition 2.4, and consider the map
t 7→ µt := (Xx(t))#
(
χErρ0 e
´ t
0
g(s,Xx(s)) ds
)
.
Thanks to Proposition 2.6 the map µt is a narrowly continuous solution to the continuity equation
in (0, r)×Rd with initial data χErρ0. Notice that µt−ρt satisfies (20) and µ0−ρ0 ≤ 0. Hence we
can apply the comparison principle in Proposition 2.5 to µt − ρt in (0, r)× Rd and deduce that
µt ≤ ρt for every t ∈ [0, r]. We will now show that the map t 7→ |Xx(t)| is bounded in [0, τ(x))
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for ρ0-a.e. x ∈ Rd. To this end set Mg :=
´ 1
0 supx∈Rd |g(t, x)| dt, which is finite by assumption,
and estimateˆ
Rd
sup
0≤t<τ(x)
|x−Xx(t)| dρ0(x) ≤
ˆ
Rd
ˆ τ(x)
0
|X˙x(t)| dt dρ0(x)
=
ˆ
Rd
ˆ τ(x)
0
|v(t,Xx(t))| dt dρ0(x) =
ˆ 1
0
ˆ
Et
|v(t,Xx(t))| dρ0(x) dt
=
ˆ 1
0
ˆ
Et
|v(t,Xx(t))|e
´ t
0
g(s,Xx(s)) ds
e
´ t
0
g(s,Xx(s)) ds
dρ0(x) dt ≤ eMg
ˆ 1
0
ˆ
Et
|v(t,Xx(t))|e
´ t
0
g(s,Xx(s)) ds dρ0(x) dt
≤ eMg
ˆ 1
0
ˆ
Rd
|v(t, x)| dρt(x) dt <∞ ,
where in the last estimate we used the definition of µt with r = t and that µt ≤ ρt. The
above estimate shows that Xx(t) is bounded on [0, τ(x)) for ρ0-a.e. x ∈ Rd and hence, thanks to
Proposition 2.4, we conclude that Xx(t) is defined in [0, 1] for ρ0-a.e. x ∈ Rd. The thesis follows
by applying Propositions 2.5 and 2.6 with initial data ρ0. 
Remark 2.8. Notice that Propositions 2.5, 2.6, 2.7 still hold if the regularity assumptions on
v, g and ρt are satisfied locally in space. However, since in the following analysis we consider
compactly supported solutions to the continuity equation, such generality is not required.
3. Functional analytic setting
In this section we discuss the functional analytic setting that is instrumental in proving the
superposition principle in Theorem 1.1. Throughout the section, V will be the closure of a
bounded domain of Rd, with d ∈ N, d ≥ 1. It will become clear later in Section 4 why we
introduce a new notation for denoting sets of Rd. We recall the notations XV := (0, 1)× V and
MV :=M(XV )×M(XV ;Rd)×M(XV ).
3.1. Curves in cones of measures. We start by introducing the set
(26) CV := {hδγ ∈M(V ) : h ≥ 0, γ ∈ V }
and the space of narrowly continuous curves with values in CV , i.e.,
(27) SV :=
{
(t 7→ ρt) ∈ Cw([0, 1];M+(V )) : ρt ∈ CV for all t ∈ [0, 1]
}
.
Notice that if t 7→ ρt belongs to SV , then ρ := dt⊗ ρt belongs to M(XV ). With a little abuse
of notation, in what follows, we will denote by ρ both the curve t 7→ ρt and the measure dt⊗ ρt.
Remark 3.1. If ρ ∈ SV , then ρt = h(t)δγ(t) for h : [0, 1] → [0,∞) and γ : [0, 1] → V , where γ
is uniquely determined in the set {h > 0}.
We endow the set CV with the flat distance on M(V ), that is, for ρi ∈ CV we set
(28) dF (ρ
1, ρ2) := sup
{ˆ
V
ϕd(ρ1 − ρ2) : ϕ ∈ C(V ), ‖ϕ‖∞ ≤ 1, Lip(ϕ, V ) ≤ 1
}
.
We then define a distance over SV , by setting
(29) d(ρ1, ρ2) := sup
t∈[0,1]
dF (ρ
1
t , ρ
2
t ) .
Remark 3.2. In [29, 30] the authors introduced the cone space over V given by CV := (V ×
[0,∞))/ ∼, where ∼ is the equivalence relationship such that the pairs (γ1, h1) and (γ2, h2) are
identified if and only if γ1 = γ2 and h1 = h2, or if h1 = h2 = 0. Notice that CV is in one-to-one
correspondence with CV . However in [29, 30] the space CV is equipped with the cone distance
(155), while we equip it with the flat distance. We will compare such distances in Section A.4,
showing that they induce equivalent topologies on CV .
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The following characterization for dF holds.
Lemma 3.3. For ρ1, ρ2 ∈ CV we have
(30) dF (ρ
1, ρ2) =
{
|h1 − h2|+min(h1, h2)|γ1 − γ2| if |γ1 − γ2| ≤ 2 ,
h1 + h2 otherwise.
Proof. Let ρ1, ρ2 ∈ CV . If γ1 = γ2, (30) follows immediately. Hence assume γ1 6= γ2. By
definition it follows that
dF (ρ
1, ρ2) = sup
c1,c2∈R
{h1c1 − h2c2 : |c1|, |c2| ≤ 1, |c1 − c2| ≤ |γ1 − γ2|} .
By symmetry we can assume h1 ≥ h2. For all c1, c2 ∈ R such that |c1|, |c2| ≤ 1 and |c1 − c2| ≤
|γ1 − γ2|, we can estimate
h1c1 − h2c2 ≤ |h1c1 − h2c1|+ |h2c1 − h2c2| ≤ |h1 − h2|+ min(h1, h2)|γ1 − γ2| .
The thesis follows since the supremum is achieved by (1, 1 − |γ1 − γ2|) if |γ1 − γ2| ≤ 2 and by
(1,−1) otherwise. 
We will now show that the metric space (SV ,d) can be identified by C([0, 1];CV ), where CV is
equipped with dF and C([0, 1];CV ) inherits the relative topology as a subset of C([0, 1];Mflat(V )),
Mflat(V ) being the space M(V ) equipped with the flat norm. In order to achieve that, we need
a preliminary lemma.
Lemma 3.4. Let ρt : [0, 1]→ CV . Then the following statements are equivalent:
(i) ρt is narrowly continuous,
(ii) ρt = h(t)δγ(t) with h ∈ C[0, 1] and γ ∈ C({h > 0};Rd).
Proof. Assume that ρt is narrowly continuous, so that the map
(31) t 7→
ˆ
V
ϕ(x) dρt(x) = h(t)ϕ(γ(t))
is continuous for each ϕ ∈ C(V ). By choosing ϕ ≡ 1 in (31) we conclude that h is continuous.
If we pick ϕ(x) := xi coordinate function in (31), for all i = 1, . . . , d, we also infer continuity for
hγ, so that γ is continuous in {h > 0}. Conversely, assume (ii). Let ϕ ∈ C(V ) and fix t ∈ [0, 1].
If h(t) = 0, we conclude continuity of (31) at t by boundedness of ϕ and continuity of h, while
if h(t) > 0, we conclude by (ii). 
Proposition 3.5. Assume that ρt : [0, 1] → CV . Then the following statements are equivalent:
(i) ρt is narrowly continuous,
(ii) ρt is continuous with respect to dF .
In particular, we have that (SV , d) is a metric space that can be identified with C([0, 1];CV ).
Proof. Assume (i), so that h ∈ C[0, 1] and γ ∈ C({h > 0};Rd) by Lemma 3.4. Fix t ∈ [0, 1] and
tn → t. If h(t) = 0, by continuity of h and (30) we infer dF (ρtn , ρt) = h(tn) → 0. If instead
h(t) > 0, by continuity of γ in t, it holds that |γ(tn) − γ(t)| ≤ 2 for n sufficiently large. By
continuity of h we conclude (ii). Conversely, assume (ii). In order to show (i), we prove that
h ∈ C[0, 1] and γ ∈ C({h > 0};Rd) (Lemma 3.4). From (30) we have |h(t1)−h(t2)| ≤ dF (ρt1 , ρt2)
for all t1, t2 ∈ [0, 1], so that h is continuous by (ii). Let us now fix t ∈ {h > 0} and tn → t. Since
h(t) > 0, it is immediate to check by contradiction, that |γ(tn)− γ(t)| ≤ 2 eventually, and hence
(32) |h(tn)− h(t)| +min(h(tn), h(t))|γ(tn)− γ(t)| = dF (ρtn , ρt) ,
for sufficiently large n. By continuity of h, (ii), and the assumption h(t) > 0, we conclude
continuity for γ, and hence (i). The final part of the statement follows from the first part and
from the definition of d. 
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The next proposition states that (SV ,d) is a complete metric space. Moreover (SV ,d) is
separability under the additional assumption that V is convex.
Proposition 3.6. We have that (SV ,d) is a complete metric space. If in addition V is convex,
then (SV ,d) is separable.
The above statement is somewhat classical. However, due to the lack of a reference, we provide
a proof in Section A.5. We remark that convexity of V is not necessary for separability. However
such an assumption simplifies the proof and is not restrictive in the following analysis.
We conclude this section with a useful lemma that provides sufficient conditions for continuity
and measurability for scalar maps on (SV ,d).
Lemma 3.7. Let ϕ : V × [0,∞)→ R be such that ϕ(γ, 0) = 0 for all γ ∈ V . For t ∈ [0, 1] define
Ψt : SV → R by
Ψt(ρ) := ϕ(γ(t), h(t)) ,
where ρt = h(t)δγ(t) for all t ∈ [0, 1]. If ϕ is Borel measurable (resp. continuous) then Ψt is
measurable (resp. continuous) with respect to d.
Proof. First notice that the condition ϕ(γ, 0) = 0 for all γ ∈ V implies that Ψt is well defined,
as it does not depend on the value of γ in {h = 0}. Suppose first that ϕ is continuous and
assume that d(ρn, ρ)→ 0 as n→∞, for a sequence {ρn}n in CV and ρ ∈ CV . By (30) we have
|hn(t) − h(t)| ≤ d(ρnt , ρt), so that hn(t) → h(t). If h(t) = 0, then ρt = 0 and Ψt(ρ) = 0. By
continuity of ϕ and compactness of V we infer that Ψt(ρ
n)→ 0. If h(t) > 0, the usual argument
by contradiction implies that |γn(t) − γ(t)| ≤ 2 for n sufficiently large. Thus by (30) and the
convergences min(hn(t), h(t)) → h(t) > 0 and dF (ρnt , ρt) → 0, we have that γn(t) → γ(t). By
continuity of ϕ we have Ψt(ρ
n)→ Ψt(ρ).
Suppose now that ϕ is measurable. Define the evaluation map et : SV → CV by et(ρ) := ρt and
the projection π : CV → V × [0,∞) by
π(hδγ) := (γ, h)χCV r{(0,0)}(γ, h) + (p, 0)
χ
{(0,0)}(γ, h) ,
where p ∈ V is arbitrary but fixed. Notice that by construction et is continuous from (SV ,d)
into (CV ,dF ). Additionally the map hδγ 7→ (γ, h) is continuous in CV r {(0, 0)} by repeating
the above arguments. Hence π is measurable, being sum of measurable functions. It is readily
seen that Ψt = ϕ ◦ π ◦ et, showing that Ψt is measurable. 
3.2. Properties of the Hellinger-Kantorovich energy over CV . In this section we inves-
tigate some properties of the coercive version of the Hellinger-Kantorovich energy at (17) when
restricted to measures belonging to SV . To be more precise, we study the properties of the
functional F : SV → [0,∞] defined by
(33) F (ρ) := inf{Jα,β,δ(ρ,m, µ) : (m,µ) ∈ M(XV ;Rd)×M(XV )} ,
where Jα,β,δ is defined at (17) and α, β, δ > 0. We start by introducing the subset of SV
HV :=
{
ρt = h(t)δγ(t) ∈ SV : h,
√
h ∈ AC2[0, 1],
√
hγ ∈ AC2([0, 1];Rd)
}
.
Lemma 3.8. Let ρt = h(t)δγ(t) ∈ HV , b ∈ C1(V ). Then h(b ◦ γ) ∈ AC2[0, 1] with
(34) (h(t)b(γ(t)))′ = h˙(t)b(γ(t)) + h(t)∇b(γ(t)) · γ˙(t) a.e. in (0, 1) .
Proof. By definition of HV , it follows that hγ ∈ AC2([0, 1];Rd). For every 0 ≤ t ≤ s ≤ 1
|h(t)b(γ(t)) − h(s)b(γ(s))| ≤ Lip(b)h(t)|γ(s) − γ(t)|+ ‖b‖∞|h(s)− h(t)|
≤ Lip(b) |h(s)γ(s) − h(t)γ(t)| + ‖γ‖∞Lip(b) |h(s) − h(t)|+ ‖b‖∞|h(s)− h(t)| .
Hence h(b ◦ γ) ∈ AC2[0, 1]. From the regularity assumed, we immediately infer the product
rule at (34) for a.e. t ∈ {h > 0}. Moreover, using that h(b ◦ γ) ∈ AC2([0, 1];Rd), we have
(h(t)b(γ(t)))′ = 0 almost everywhere in {h = 0} ([24, Theorem 4.4]), so that (34) follows. 
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Proposition 3.9. Let ρt = h(t)δγ(t) ∈ SV and (m,µ) ∈ M(XV ;Rd) ×M(XV ) be such that
Jα,β,δ(ρ,m, µ) <∞. Then the following properties hold:
i) There exist v : XV → Rd, g : XV → R measurable maps such that m = vρ, µ = gρ,
ii) γ˙(t) = v(t, γ(t)) for a.e. t ∈ {h > 0} and h˙(t) = g(t, γ(t))h(t) for a.e. t ∈ (0, 1),
iii) The curve t 7→ ρt belongs to HV .
Moreover the energy Jα,β,δ can be computed by
(35) Jα,β,δ(ρ,m, µ) =
ˆ
{h>0}
β
2
|γ˙(t)|2h(t) + βδ
2
2
|h˙(t)|2
h(t)
+ αh(t) dt .
Conversely, let ρt = h(t)δγ(t) ∈ HV and set m := h(t)γ˙(t) dt ⊗ δγ(t), µ := h˙(t) dt ⊗ δγ(t). Then
(ρ,m, µ) belongs toMV and solves the continuity equation (14) in XV . Moreover Jα,β,δ(ρ,m, µ) <
∞ and (35) holds.
Proof. Assume first that ρt = h(t)δγ(t) ∈ SV , (m,µ) ∈ M(XV ;Rd)×M(XV ), Jα,β,δ(ρ,m, µ) <
∞. By point (i) in Lemma A.5, we immediately deduce (i). We now show that the second ODE
in (ii) holds. By Lemma 2.2 we know that h ∈ BV (0, 1) and its distributional derivative is given
by π#(gρ), where π : XV → (0, 1) is the projection on the time coordinate. Thus
π#(gρ)(ϕ) =
ˆ 1
0
ˆ
V
ϕ(t)g(t, x) dρt(x) dt =
ˆ 1
0
ϕ(t)g(t, γ(t))h(t) dt for all ϕ ∈ C∞c (0, 1) .
Since Jα,β,δ(ρ,m, µ) < ∞, by (152) and continuity of h, we conclude that h˙(t) = g(t, γ(t))h(t)
almost everywhere and h ∈ AC2[0, 1]. We will now show that the first ODE in (ii) holds. By
testing the continuity equation (14) against ϕ(t, x) := a(t)b(x) with a ∈ C1c (0, 1), b ∈ C1(V ), we
obtain
d
dt
ˆ
V
b(x) dρt(x) =
ˆ
V
(∇b(x) · v(t, x) + b(x)g(t, x)) dρt(x) , for a.e. t ∈ (0, 1) ,
since the right-hand side belongs to L2(0, 1), thanks to Jensen’s inequality, (152) and the as-
sumption Jα,β,δ(ρ,m, µ) < ∞. In particular, choosing b as the coordinate functions, we de-
duce that hγ ∈ AC2([0, 1];Rd) with (hγ)′(t) = h(t)[v(t, γ(t)) + γ(t)g(t, γ(t))]. In particular
γ ∈ AC2({h ≥ c};Rd) for every c > 0, given that V is bounded. Consider now the test function
ϕ ∈ C1c (({h > 0} ∩ (0, 1))× V ). Using that h˙(t) = g(t, γ(t))h(t) almost everywhere, it is easy to
check that the equation ∂tρt + div(vρt) = gρt can be rewritten as
(36)
ˆ 1
0
d
dt
(h(t)ϕ(t, γ(t))) dt+
ˆ 1
0
∇ϕ(t, γ(t)) · (v(t, γ(t)) − γ˙(t)) dt = 0 .
Notice that the first integral in the above equality vanishes, since ϕ is compactly supported.
Set ϕ(t, x) := a(t)xi with a ∈ C1c ({h > 0} ∩ (0, 1)) and xi coordinate function. By testing (36)
against ϕ, we infer (ii). By (ii), Lemma A.5 points (i)-(ii), and the energy bound, we also see
that (35) holds. We are left to show (iii). First we claim that
√
hγ ∈ AC2([0, 1];Rd). Indeed,
for ε > 0 and ϕ ∈ C∞c (0, 1), an integration by parts yields
(37)
ˆ 1
0
h(t)γ(t)
1√
h(t) + ε
ϕ˙(t) dt = −
ˆ
{h>0}
[
(h(t)γ(t))′√
h(t) + ε
− h(t)γ(t)h˙(t)
2(h(t) + ε)3/2
]
ϕ(t) dt ,
where we used that hγ ∈ AC2([0, 1];Rd), (hγ)′ = 0 a.e. in {h = 0} (see, e.g., [24, Theorem
4.4]) and (hγ)′ = h˙γ + hγ˙ a.e. in {h > 0}. By (35), continuity of h, boundedness of V , we
can invoke dominated convergence and pass to the limit as ε→ 0 in (37), thus concluding that√
hγ ∈ AC2([0, 1];Rd) with derivative given by 2−1χ{h>0}h˙γ/
√
h +
√
hγ˙. A similar argument
shows that
√
h ∈ AC2[0, 1] with derivative given by 2−1χ{h>0}h˙/
√
h, concluding the proof of
(iii) and of the direct implication.
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Conversely, assume that ρt = h(t)δγ(t) ∈ HV and set m := h(t)γ˙(t) dt⊗ δγ(t), µ := h˙(t) dt⊗ δγ(t).
It is clear that (ρ,m, µ) ∈ MV , as a consequence of the regularity on h and γ. We claim that
(ρ,m, µ) solves (14) in XV . Fix b ∈ C1(V ). By Lemma 3.8 we have that h(b ◦ γ) ∈ AC2[0, 1]
and (34) holds. Thus, for all a ∈ C1c (0, 1),ˆ
XV
a′(t)b(x) dρt(x) dt = −
ˆ 1
0
a(t)
(
h˙(t)b(γ(t)) + h(t)∇b(γ(t)) · γ˙(t)
)
dt
= −
ˆ
XV
a(t)b(x) dµ −
ˆ
XV
a(t)∇b(x) · dm .
Therefore, by a standard density argument, we have shown that (ρ,m, µ) solves (14) in XV .
Finally, by the regularity of h, γ and (152), we conclude that Jα,β,δ(ρ,m, µ) < ∞ and (35)
holds. 
Proposition 3.10. Let F : (SV , d)→ [0,∞] be the functional defined at (33). The domain of
F is given by HV , where we have
(38) F (ρ) = F (γ, h) =
ˆ
{h>0}
β
2
|γ˙(t)|2h(t) + βδ
2
2
|h˙(t)|2
h(t)
+ αh(t) dt .
Moreover F is lower semi-continuous and its sublevel sets are compact.
Proof. We start by showing that the domain of F is given by HV and that (38) holds. Assume
first that ρ∗ ∈ SV and F (ρ∗) <∞. We claim that exists a pair (m∗, µ∗) ∈ M(XV ;Rd)×M(XV )
such that
(39) F (ρ∗) = Jα,β,δ(ρ
∗,m∗, µ∗) .
Indeed the functional (m,µ) 7→ Jα,β,δ(ρ,m, µ) is weak* lower semi-continuous as a consequence
of Lemma A.6. By invoking (153) and the direct method, we conclude that the infimum at
(33) is achieved, showing (39). Hence we can apply the direct implication of Proposition 3.9
to (ρ∗,m∗, µ∗) to obtain that ρ∗ ∈ HV and that (38) holds. Conversely, assume that ρ∗t =
h(t)δγ(t) ∈ HV and set m := γ˙ρ∗, µ := (h˙/h)ρ∗. By the converse implication of Proposition
3.9 we know that (ρ∗,m, µ) ∈ MV and Jα,β,δ(ρ∗,m, µ) < ∞, from which we infer F (ρ∗) < ∞.
Thus there exists a pair (m∗, µ∗) ∈ M(XV ;Rd)×M(XV ) such that (39) holds. An application
of the direct implication of Proposition 3.9 to (ρ∗,m∗, µ∗) yields (38).
We now prove that F is lower semi-continuous with respect to d. To this end, assume that
d(ρn, ρ)→ 0 as n→∞. We claim that dt⊗ ρnt ∗⇀ dt⊗ ρt weakly* in M(XV ). By density, it is
sufficient to prove convergence for test functions ϕ(t, x) = a(t)b(x) with a ∈ Cc(0, 1), b ∈ C(V ).
Moreover, it is not restrictive to assume that ‖b‖∞ ≤ 1. For a fixed ε > 0 there exists c ∈ C1(V )
such that ‖c‖∞ ≤ 1 and ‖b− c‖∞ < ε. For t ∈ [0, 1] we have∣∣∣∣ˆ
V
b(x) d(ρnt − ρt)
∣∣∣∣ ≤ ‖b− c‖∞ (‖ρnt ‖M(V ) + ‖ρt‖M(V )) + ∣∣∣∣ˆ
V
c(x) d(ρnt − ρt)
∣∣∣∣
≤ ε(d(ρn, 0) + d(ρ, 0)) + Lip(c) d(ρn, ρ) ≤ εC + Lip(c) d(ρn, ρ)
where the first term in the first line was estimated by (30), and the second one by (28). Since the
estimate does not depend on t, and ε is arbitrary, we conclude that dt⊗ ρnt ∗⇀ dt⊗ ρt. We now
claim that F is weak* lower semi-continuous in SV considered as a subset of M(XV ): Indeed
assume that ρn
∗
⇀ ρ inM(XV ). Without loss of generality we can assume that supn F (ρn) <∞
along a subsequence, so that there exist (mn, µn) ∈ M(XV ;Rd) ×M(XV ) such that, up to
subsequences, F (ρn) = Jα,β,δ(ρ
n,mn, µn). By (153) we infer the existence of a pair (m,µ) such
that, up to subsequences, mn
∗
⇀ m, µn
∗
⇀ µ. We can now invoke weak* lower semi-continuity
of Jα,β,δ (Lemma A.6) to conclude weak* lower semi-continuity of F . Since dt ⊗ ρnt ∗⇀ dt⊗ ρt
in M(XV ) whenever d(ρn, ρ)→ 0, we infer lower semi-continuity of F with respect to d.
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Finally, we show that the sublevel sets of F are compact with respect to d. Since F is non-
negative and positively one-homogeneous, it is enough to show that the sublevel set SF = {ρ ∈
SV : F (ρ) ≤ 1} is compact. Let ρt = h(t)δγ(t) ∈ SF , so that, in particular, ρ ∈ HV . In order
to show compactness of SF we first provide some preliminary estimates for the maps h and hγ.
By (38) we immediately infer that ‖h‖1 ≤ 1/α. Let 0 ≤ t1 ≤ t2 ≤ 1. There holds
(40)
h(t2)− h(t1) ≤
ˆ t2
t1
|h˙(s)|ds =
ˆ
(t1,t2)∩{h>0}
|h˙(s)|ds =
ˆ
(t1,t2)∩{h>0}
|h˙(s)|√
h(s)
√
h(s)ds
≤
(ˆ
{h>0}
|h˙(s)|2
h(s)
ds
)1/2(ˆ t2
t1
h(s)ds
)1/2
≤ 2
βδ2
(ˆ t2
t1
h(s)ds
)1/2
,
where we used that h˙ = 0 almost everywhere in {h = 0} ([24, Theorem 4.4]), Ho¨lder’s inequality,
and the fact that F (ρ) ≤ 1 in conjunction with (38). Since h ≥ 0, choosing t1 ∈ argminh in
the above estimate yields
(41) ‖h‖∞ ≤
2
βδ2
‖h‖1/21 + ‖h‖1 ≤ C , ‖hγ‖∞ ≤ CR ,
where R := max{|p| : p ∈ V }, C := 2/(βδ2√α) + 1/α. Recall that R < ∞ as V is bounded.
Thus, by (40) and (41),
(42) |h(t2)− h(t1)| ≤
(ˆ t2
t1
h(s)ds
)1/2
≤ C |t1 − t2|1/2 for all 0 ≤ t1 ≤ t2 ≤ 1 .
Moreover, by (40)-(41) we can estimate
ˆ t2
t1
|h˙(s)γ(s)|ds ≤ R
ˆ t2
t1
|h˙(s)|ds ≤ R
(ˆ t2
t1
h(s)ds
)1/2
≤ CR|t1 − t2|1/2 .
and also ˆ t2
t1
|h(s)γ˙(s)|ds =
ˆ t2
t1
√
h(s)|γ˙(s)|
√
h(s)ds
≤
(ˆ t2
t1
h(s)ds
)1/2(ˆ 1
0
|γ˙(s)|2h(s)ds
)1/2
≤ 2C
β
|t1 − t2|1/2 ,
where we used Ho¨lder’s inequality, (38), (42), and F (ρ) ≤ 1. By Lemma 3.8 and the above
estimates we thus infer
(43) |h(t1)γ(t1)− h(t2)γ(t2)| ≤
ˆ t2
t1
|h˙(s)γ(s)|ds +
ˆ t2
t1
|h(s)γ˙(s)|ds ≤ C(R+ 2β−1)|t1 − t2|1/2
for every 0 ≤ t1 ≤ t2 ≤ 1. Hence, considering a sequence ρn ∈ SF with ρnt = hn(t)δγn(t), by (41)-
(43) we have that hn and hnγn are equibounded and equicontinuous. Therefore Ascoli-Arzela`’s
theorem implies that, up to subsequences, hn → h and γnhn → f uniformly, where h ∈ C[0, 1],
h ≥ 0 and f ∈ C([0, 1];Rd). Define γ(t) := f(t)/h(t) if h(t) > 0. By the uniform convergence
hn → h we have that γ(t) ∈ V for t ∈ {h > 0}. Therefore, by setting ρt := h(t)δγ(t), Lemma
3.4 implies that ρ ∈ SV . Since hn → h pointwise and γn → γ pointwise in {h > 0}, and since
‖hn‖∞ ≤ C, by dominated convergence one immediately concludes that dt ⊗ ρnt ∗⇀ dt ⊗ ρt in
M(XV ). We can then invoke the weak* lower semi-continuity of F to conclude that ρ ∈ SF .
We are left to prove that ρn → ρ with respect to d. Fix ε > 0. By the uniform convergences
hn → h and hnγn → hγ, there exists N(ε) ∈ N such that
(44) |hn(t)− h(t)| < ε
R
, |hn(t)γn(t)− h(t)γ(t)| < ε , for all n ≥ N(ε) , t ∈ [0, 1] .
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Let t ∈ {h ≥ ε} and n ≥ N(ε). Using the above condition we infer
|γn(t)− γ(t)| ≤
∣∣∣∣hn(t)h(t) γn(t)− γ(t)
∣∣∣∣+ |γn(t)| ∣∣∣∣hn(t)h(t) − 1
∣∣∣∣ < εh(t) +R εRh(t) ≤ 2 .
Set mn(t) := min(hn(t), h(t)). Then, by (30),
dF (ρ
n
t , ρt) <
ε
R
+mn(t) |γn(t)− γ(t)|
≤ ε
R
+ |γn(t)| |mn(t)− hn(t)|+ |hn(t)γn(t)− h(t)γ(t)| + |γ(t)| |mn(t)− h(t)|
≤ ε
R
+ 2R|hn(t)− h(t)| + |hn(t)γn(t)− h(t)γ(t)| < (R−1 + 3)ε .
Let now t ∈ {h ≤ ε}. By triangle inequality and (30), (44)
dF (ρ
n
t , ρt) ≤ hn(t) + h(t) ≤ |hn(t)− h(t)|+ 2h(t) ≤ ε(R−1 + 2) .
In total we infer d(ρn, ρ) < Cε for n ≥ N(ε), concluding the proof. 
4. The main decomposition theorem
In this section we will prove the decomposition result in Theorem 1.1 anticipated in the intro-
duction. Specifically, the proof is presented in Sections 4.2, 4.4, while Sections 4.1, 4.3 contain
auxiliary results which are instrumental to the proof.
For reader’s convenience we will recall a few notations and the statement of Theorem 1.1. Let
d ∈ N, d ≥ 1 and V ⊂ Rd be the closure of a convex bounded domain of Rd. We denote the
time-space cylinder by XV := (0, 1) × V . Define the set
CV := {hδγ ∈M(V ) : h ≥ 0, γ ∈ V }
and the space of narrowly continuous curves with values in CV :
SV :=
{
(t 7→ ρt) ∈ Cw([0, 1];M+(V )) : ρt ∈ CV for all t ∈ [0, 1]
}
.
The set CV is equipped with the flat metric dF defined at (28), while SV is equipped with the
supremum distance d defined at (29). We recall that (SV ,d) is a complete metric space, as
shown in Proposition 3.6. Moreover let
HV :=
{
ρt = h(t)δγ(t) ∈ SV : h,
√
h ∈ AC2[0, 1],
√
hγ ∈ AC2([0, 1];Rd)
}
.
Let v : XV → Rd, g : XV → R be given measurable maps and consider the system of ODEs
(O1) γ˙(t) = v(t, γ(t)) almost everywhere in {h > 0},
(O2) h˙(t) = g(t, γ(t))h(t) almost everywhere in (0, 1).
For v and g as above, we define the following subset of HV :
Hv,gV :=
{
ρt = h(t)δγ(t) ∈ HV : (h, γ) satisfy (O1)− (O2)
}
.
Finally, define the subset of M+(SV ):
M+1 (SV ) :=
{
σ ∈ M+(SV ) :
ˆ
SV
‖h‖∞ dσ(γ, h) <∞
}
,
where the notation dσ(γ, h) is a shorthand for expressing that the integral is computed on all
curves ρt = h(t)δγ(t) ∈ SV .
Definition 4.1. For a measure σ ∈ M+(SV ) we define the set function ρσt as
(45) ρσt (E) :=
ˆ
SV
h(t)χE(γ(t)) dσ(γ, h)
for all Borel sets E ⊂ V and t ∈ [0, 1].
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Notice that the map (γ, h) 7→ h(t)χE(γ(t)) at (45) is measurable in (SV ,d) by Lemma 3.7, so
that the integral is well defined, possibly unbounded.
We are now ready to state the main decomposition result of the paper.
Theorem 4.2. Assume that Ω ⊂ Rd is the closure of a bounded domain, with d ∈ N, d ≥ 1. Let
ρt ∈ Cw([0, 1];M+(Ω)) be a measure solution of the continuity equation ∂tρt+div(vρt) = gρt in
XΩ in the sense of (14), for some measurable maps v : XΩ → Rd, g : XΩ → R satisfying
(46)
ˆ 1
0
ˆ
Ω
|v(t, x)|2 + |g(t, x)|2 dρt(x) dt <∞ .
Then there exists a measure σ ∈ M+1 (SΩ) concentrated on Hv,gΩ and such that ρt = ρσt for all
t ∈ [0, 1], where ρσt is defined at (45), that is,
(47)
ˆ
Ω
ϕ(x) dρt(x) =
ˆ
SΩ
h(t)ϕ(γ(t)) dσ(γ, h) for all ϕ ∈ C(Ω) .
Conversely, assume that σ ∈M+(SΩ) is concentrated on Hv,gΩ and satisfies the bound
(48)
ˆ 1
0
ˆ
SΩ
h(t) (1 + |v(t, γ(t))| + |g(t, γ(t))|) dσ(γ, h) dt <∞ .
Then σ belongs to M+1 (SΩ) and ρσt defined by (45) belongs to Cw([0, 1];M+(Ω)) and satisfies
∂tρ
σ
t + div(vρ
σ
t ) = gρ
σ
t in XΩ.
Remark 4.3. We remark that condition (48) is natural in the following sense. If ρt satisfies
the assumptions of the Theorem 4.2, then in particular the map ϕ(t, x) := 1+ |v(t, x)|+ |g(t, x)|
belongs to L1ρσt
(V ) for a.e. t ∈ (0, 1), thanks to (46), (47) and narrow continuity of ρt. Therefore
the measure σ representing ρt satisfies (48) as a consequence of Lemma 4.4 below.
4.1. Constructing measures by superposition. In the next lemma we show that if σ ∈
M+1 (SV ) then (45) defines a measure ρσt ∈ M+(V ) for all t ∈ [0, 1], and the formula can be
tested against functions in the space L1ρσt (V ).
Lemma 4.4. Assume that σ ∈ M+1 (SV ). Then the set function ρσt at (45) belongs to M+(V )
for all t ∈ [0, 1]. Moreover, consider ϕ ∈ L1ρσt (V ) for some fixed t ∈ [0, 1]. Then the map
(γ, h) 7→ h(t)ϕ(γ(t)) belongs to L1σ(SV ) and
(49)
ˆ
Ω
ϕ(x) dρσt (x) =
ˆ
SV
h(t)ϕ(γ(t)) dσ(γ, h) .
Conversely, if ϕ : V → R ∪ {±∞} is measurable and the map (γ, h) 7→ h(t)ϕ(γ(t)) belongs to
L1σ(SV ), then ϕ ∈ L1ρσt (V ) and (49) holds.
Proof. The first part of the statement follows immediately from the fact that σ ∈ M+1 (SV ),
given that for any Borel set E ⊂ V the map (γ, h) 7→ h(t)χE(γ(t)) is measurable in (SV ,d) by
Lemma 3.7, and ρσt is finite due to
´
SV
‖h‖∞ dσ(γ, h) < ∞. Suppose now that ϕ ∈ L1ρσt (V ) is
bounded and non-negative. Then there exists a sequence of simple functions ϕn converging to
ϕ uniformly. By (45) and linearity it holdsˆ
V
ϕn(x) dρ
σ
t =
ˆ
SV
h(t)ϕn(γ(t)) dσ(γ, h) .
By dominated convergence and assumptions on σ we can pass to the limit for n → ∞ in
the above equality and obtain (49). If ϕ ∈ L1ρσt (V ) is unbounded and non-negative, then we
conclude (49) approximating ϕ by ϕn := min(n,ϕ) and arguing by monotone convergence, given
that the maps (γ, h) 7→ h(t)ϕn(γ(t)) are measurable by Lemma 3.7. Finally for arbitrary ϕ, we
decompose ϕ into positive and negative parts and conclude by linearity. The converse can be
proven with a similar argument. If ϕ : V → R∪{±∞} is measurable, bounded and non-negative,
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then ϕ ∈ L1ρσt (V ) and formula (49) follows by approximating ϕ with simple functions uniformly.
Suppose now that ϕ is non-negative and the map (γ, h) 7→ h(t)ϕ(γ(t)) belongs to L1σ(SV ). Then
setting ϕn := min(n,ϕ), arguing by monotone convergence and using that (γ, h) 7→ h(t)ϕ(γ(t))
belongs to L1σ(SV ) we obtain that
(50) lim
n→+∞
ˆ
SV
h(t)ϕn(γ(t)) dσ(γ, h) =
ˆ
SV
h(t)ϕ(γ(t)) dσ(γ, h) .
Moreover, using that (49) holds for ϕn we conclude from (50) that ϕ ∈ L1ρσt (V ) and that (49)
holds for ϕ. Finally for arbitrary ϕ, we decompose ϕ into positive and negative parts and
conclude by linearity. 
4.2. Proof of the converse implication of Theorem 4.2. In this section we prove the
converse statement in Theorem 4.2. To this end, assume that σ ∈ M+(SΩ) is concentrated on
Hv,gΩ and is such that
(51)
ˆ 1
0
ˆ
SΩ
h(t) (1 + |v(t, γ(t))| + |g(t, γ(t))|) dσ(γ, h) dt <∞ .
Let us first show that σ ∈ M+1 (SΩ). To this end, let ρt = h(t)δγ(t) ∈ SΩ and t∗ ∈ argminh,
which exists by continuity of h (see Lemma 3.4). Using the definition of Hv,gΩ we can estimate
h(t) = h(t∗) +
ˆ t
t∗
h˙(τ) dτ ≤
ˆ 1
0
h(τ) dτ +
ˆ t
t∗
g(τ, γ(τ))h(τ) dτ σ-a.e. in SΩ ,
for all t ∈ [0, 1]. In particular,
(52) ‖h‖∞ ≤
ˆ 1
0
h(t)(1 + |g(t, γ(t))|) dt σ-a.e. in SΩ ,
concluding that σ ∈M+1 (SΩ), thanks to (51).
We now show that the curve t 7→ ρσt defined by (45) belongs to Cw([0, 1];M+(Ω)). First, Lemma
4.4 implies that ρσt ∈ M+(Ω) for all t ∈ [0, 1]. For the narrow continuity, fix ϕ ∈ C(Ω) and
notice that by definition the map t 7→ h(t)ϕ(γ(t)) is continuous for all ρt = h(t)δγ(t) ∈ SΩ.
Since σ ∈ M+1 (SΩ) we can then apply dominated convergence and conclude that also
t 7→
ˆ
Ω
ϕ(x) dρσt (x)
is continuous. We are left to show that ρσ solves the continuity equation ∂tρ
σ
t +div(vρ
σ
t ) = gρ
σ
t
in XΩ. To this end, fix b ∈ C1(Ω). By Lemma 3.8 the map t 7→ h(t)b(γ(t)) is differentiable
almost everywhere and (34) holds. Hence, for 0 ≤ s ≤ t ≤ 1 we have
ˆ
Ω
b dρσt −
ˆ
Ω
b dρσs =
ˆ
SΩ
h(t)b(γ(t)) − h(s)b(γ(s)) dσ(γ, h)
=
ˆ
SΩ
ˆ t
s
h˙(τ)b(γ(τ)) + h(τ)∇b(γ(τ)) · γ˙(τ) dτ dσ(γ, h)
=
ˆ t
s
ˆ
SΩ
h(τ) [b(γ(τ))g(τ, γ(τ)) +∇b(γ(τ)) · v(τ, γ(τ))] dσ(γ, h) dτ ,
where in the last equality we used that σ is concentrated on Hv,gΩ . Hence∣∣∣∣ˆ
Ω
b dρσt −
ˆ
Ω
b dρσs
∣∣∣∣ ≤ ‖b‖C1 ˆ t
s
ˆ
SΩ
h(τ) (|g(τ, γ(τ))| + |v(τ, γ(τ))|) dσ(γ, h) dτ .
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From (51) we thus infer that the map t 7→ ´Ω b(x) dρσt (x) is absolutely continuous with almost
everywhere derivative given by
(53)
d
dt
ˆ
Ω
b(x) dρσt (x) =
ˆ
SΩ
h(t) [b(γ(t))g(t, γ(t)) +∇b(γ(t)) · v(t, γ(t))] dσ(γ, h)
=
ˆ
Ω
b(x)g(t, x) +∇b(x) · v(t, x) dρσt (x) .
The second equality in (53) follows because v and g are measurable and hence Ψ(t, x) :=
b(x)g(t, x) +∇b(x) · v(t, x) is measurable in Ω for a.e. t fixed. From (51) we have that (γ, h) 7→
h(t)Ψ(t, γ(t)) belongs to L1σ(SΩ) for a.e. t, and hence by Lemma 4.4 we can apply (49) to Ψ(t, ·)
and obtain the second equality in (53). The identity (53) implies that ρσt solves the continuity
equation in XΩ in the sense of (14), for all ϕ ∈ C1c (XΩ) of the form ϕ(t, x) = a(t)b(x) for
a ∈ C1c (0, 1), b ∈ C1(Ω), and hence, by density, for all the elements of C1c (XΩ).
4.3. Regularized solutions of the continuity equation. Before starting the proof of the
direct statement in Theorem 4.2, we provide some useful smoothing arguments which will be
employed to construct the measure σ. To this end, let Ω ⊂ Rd, d ∈ N, d ≥ 1 be the closure
of a bounded domain. Let v : XΩ → Rd, g : XΩ → R be given measurable maps, and ρt ∈
Cw([0, 1];M+(Ω)) be such that ∂tρt+div(vρt) = gρt in XΩ in the sense of (14). We extend v, g
to zero to the space (0, 1) × Rd. Similarly extend ρt to zero so that ρt ∈ M+(Rd). Notice that
the extensions (ρ, v, g) satisfy the continuity equation in (0, 1)×Rd, due to the no-flux boundary
conditions. For x ∈ Rd, r > 0 let Br(x) := {x ∈ Rd : |x| < r} and let ξ ∈ C∞(Rd) be such
that ρ ≥ 0, supp ξ ⊂ B1(0) and
´
Rd
ξ dx = 1. For every 0 < ε < 1 consider the family {ξε}ε of
standard mollifiers compactly supported in Bε(0), that is, ξε(x) := ε
−dξ(xε−1) for all x ∈ Rd.
Let R > 0 be such that
(54) {x ∈ Rd : dist(x,Ω) ≤ 2} ⊂ V , V := BR(0) .
Define ηε := εχV and
(55) ρεt := (ρt ∗ ξε) + ηε , vεt :=
(vtρt) ∗ ξε
ρεt
, gεt :=
(gtρt) ∗ ξε
ρεt
,
where vεt and g
ε
t are set to be zero in the region where ρ
ε
t (x) = 0, i.e., in (0, 1)× (RdrV ). Here,
with a little abuse of notation, we denote vt = v(t, ·), vεt = vε(t, ·), gt = g(t, ·), gεt = gε(t, ·).
Lemma 4.5. Let ρt ∈ Cw([0, 1];M+(Ω)), v : XΩ → Rd, g : XΩ → Rd be measurable and such
that ∂tρt + div(vρt) = gρt in XΩ in the sense of (14) and
(56)
ˆ 1
0
ˆ
Ω
|v(t, x)|2 + |g(t, x)|2 dρt(x) dt <∞ .
Let (ρεt , v
ε
t , g
ε
t ) be defined as in (55). Then (ρ
ε
t , v
ε
t , g
ε
t ) is a solution to ∂tρ
ε
t +div(v
ε
t ρ
ε
t ) = g
ε
t ρ
ε
t in
(0, 1) × Rd and ρεt → ρt narrowly in M(V ) for all t ∈ [0, 1]. Moreoverˆ 1
0
sup
x∈Rd
|vε(t, x)| + Lip(vε(t, ·),Rd) dt <∞ ,(57)
ˆ 1
0
sup
x∈Rd
|gε(t, x)| + Lip(gε(t, ·),Rd) dt <∞ .(58)
Finally, for every t ∈ [0, 1] there holdsˆ
Rd
|vε(t, x)|2 dρεt (x) ≤
ˆ
Ω
|v(t, x)|2 dρt(x) ,(59)
ˆ
Rd
|gε(t, x)|2 dρεt (x) ≤
ˆ
Ω
|g(t, x)|2 dρt(x) .(60)
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Proof. By the interplay between weak differentiation and mollification, it is immediate to check
that (ρεt , v
ε
t , g
ε
t ) is a solution of the inhomogeneous continuity equation in (0, 1) × Rd for all
0 < ε < 1. The fact that ρεt → ρt narrowly is an immediate consequence of the properties of
convolutions and of the convergence ηε → 0 as ε → 0. Notice that by definition vεt (x) = 0 in
Rd r (Ω +B1(0)) for every t ∈ [0, 1]. Moreover ρεt ≥ ε in V for all t. Thereforeˆ 1
0
sup
x∈Rd
|vε(t, x)| dt ≤ 1
ε
ˆ 1
0
sup
x∈Ω+B1(0)
|(vtρt) ∗ ξε(x)| dt ≤ 1
εd+1
ˆ 1
0
ˆ
Rd
|vt(y)|dρt(y) dt <∞
by (56). One can also compute that, for all x ∈ Rd and t fixed,
∇vεt =
((vtρt) ∗ ∇ξε)ρεt − ((vtρt) ∗ ξε)(ρt ∗ ∇ξε)
(ρεt )
2
,
and estimate
|∇vεt | ≤ ε−1|(vtρt) ∗ ∇ξε|+ ε−2|(vtρt) ∗ ξε)||ρt ∗ ∇ξε|
≤ [ε−1 ‖∇ξε‖∞ + ε−2 ‖ξε‖∞ ‖∇ξε‖∞ ρt(Ω)]
ˆ
Ω
|vt(x)| dρt(x) .
By narrow continuity, we have that ρt(Ω) is continuous in t. Set C(ρ) := maxt |ρt(Ω)|. Thereforeˆ 1
0
Lip(vε(t, ·),Rd) dt =
ˆ 1
0
sup
x∈Rd
|∇vεt (x)|dt ≤ C(ε)C(ρ)
ˆ 1
0
ˆ
Ω
vt(x)dρt(x)dt <∞ ,
where the last term is finite by (56). By similar computations and by (56), one can easily show
(58). We now prove (59). Fix t ∈ [0, 1]. If ρt = 0, there is nothing to prove. Otherwise we haveˆ
Rd
|vε(t, x)|2 dρεt (x) =
ˆ
Ω+Bε(0)
|(vtρt) ∗ ξε|2
ρt ∗ ξε + ε dx ≤
ˆ
Ω+Bε(0)
|(vtρt) ∗ ξε|2
ρt ∗ ξε dx
=
ˆ
Rd
∣∣∣∣ (vtρt) ∗ ξερt ∗ ξε
∣∣∣∣2 d(ρt ∗ ξε)(x) ≤ ˆ
Rd
|v(t, x)|2 dρt(x) ,
where in the last inequality we used [34, Lemma 3.9]. Since v(t, ·) is extended to zero outside of
Ω, we conclude (59). A similar argument yields (60). 
4.4. Proof of the direct implication of Theorem 4.2. We divide the proof of the direct
implication of Theorem 4.2 into two steps: First we construct a measure σ ∈M+(SΩ) satisfying
(47); Then we prove that σ is concentrated on Hv,gΩ .
Step 1 - Construction of the measure σ.
Let R > 0 be such that
{x ∈ Rd : dist(x,Ω) ≤ 2} ⊂ V , V := BR(0) ,
and for each 0 < ε < 1 define (ρεt , v
ε
t , g
ε
t ) as in (55). By Lemma 4.5 the triple (ρ
ε
t , v
ε
t , g
ε
t ) solves
the continuity equation ∂tρ
ε
t +div(v
ε
t ρ
ε
t ) = g
ε
t ρ
ε
t in (0, 1)×Rd and satisfies the bounds (57)-(60).
Therefore we can apply Proposition 2.7 and obtain the representation
(61) ρεt = (X
ε
x(t))#R
ε
x(t) ,
where the push-forward is with respect to the space variable, andXε, Rε are the unique solutions
to the ODEs system
(62)
{
X˙εx(t) = v
ε(t,Xεx(t)) ,
Xεx(0) = x ,
{
R˙εx(t) = g
ε(t,Xεx(t))R
ε
x(t) ,
Rεx(0) = ρ
ε
0(x) ,
for all t ∈ [0, 1]. In particular Rε satisfies
(63) Rεx(t) = ρ
ε
0(x) exp
(ˆ t
0
gε(s,Xεx(s)) ds
)
,
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and the representation formula (61) reads
(64) ρεt = (X
ε
x(t))#
(
ρε0(x) exp
(ˆ t
0
gε(s,Xεx(s)) ds
))
.
For ϕ ∈ Cb(SV ) we define σε by duality as
(65)
ˆ
SV
ϕ(γ, h) dσε(γ, h) :=
ˆ
V
ϕ
(
Xεx,
Rεx´ 1
0 R
ε
x(t) dt
) (ˆ 1
0
Rεx(t) dt
)
dx ,
where we adopted the notation ϕ(γ, h) to denote that ϕ is evaluated on the curve t 7→ h(t)δγ(t).
We claim that σε ∈ M+(SV ). Indeed, notice that ρεt ≥ ε in V by construction. Hence by (64)
and (58) we estimate
(66)
ˆ 1
0
Rεx(t) dt = ρ
ε
0(x)
ˆ 1
0
exp
(ˆ t
0
gε(s,Xεx(s)) ds
)
dt ≥ C(ε)ρε0(x) ≥ C(ε)ε > 0 ,
for all x ∈ V , where C(ε) > 0 is a constant depending only on ε. Also, by construction,
vε(t, x) = 0 for x ∈ RdrΩ+B1(0) and t ∈ [0, 1]. Therefore from (62) we deduce that Xεx(t) ∈ V
for each initial datum x ∈ V and 0 < ε < 1. Thanks to Lemma 3.4, we then obtain that the
curve t 7→ (´ 10 Rεx(s) ds)−1Rεx(t)δXεx(t) belongs to SV for all x ∈ V . Moreover the map
x 7→
(
t 7→
(ˆ 1
0
Rεx(s) ds
)−1
Rεx(t)δXεx(t)
)
is continuous from Rd to (SV ,d), which is a consequence of the stability of solutions to (62) with
respect to the initial datum x ∈ Rd, and of the fact that uniform convergence of weights and
curves implies d-convergence of measures in SV , thanks to (30). This proves that the definition
at (65) is well posed. We now estimate the total variation of σε. By (55) and standard properties
of convolutions we have
(67) ‖ρεt‖M(V ) ≤ ‖ρt‖M(Ω) + ε|V | , for all t ∈ [0, 1], ε ∈ (0, 1) .
From (61) and (67) we thus infer
(68) ‖σε‖M(SV ) ≤
ˆ
V
ˆ 1
0
Rεx(t) dt dx =
ˆ 1
0
ρεt (V ) dt ≤ ‖ρ‖M(XΩ) + ε|V | .
Moreover σε ≥ 0 by (66), showing that σ ∈ M+(SV ). We also remark that σε is concentrated
on HV , given that the curve t 7→ (
´ 1
0 R
ε
x(s) ds)
−1Rεx(t)δXεx(t) belongs to HV for each x ∈ V ,
thanks to the regularity that follows from (62) and (57), (58).
We now show that the family σε is tight as 0 < ε < 1, by proving that
(69) sup
0<ε<1
ˆ
SV
F (γ, h) dσε(γ, h) <∞ ,
where F : (SV , d) → [0,∞] is the functional defined at (33): Indeed assume that (69) holds;
by Proposition 3.10 we know that F is measurable and its sublevels are compact. Moreover
(SV ,d) is a complete separable metric space since V is convex (see Proposition 3.6). Thus we
can apply Proposition A.2 to prove tightness for σε. Let us proceed with the proof of (69).
First notice that formula (65) holds for ϕ = F according to (38): Indeed σε ≥ 0 and F is
lower semi-continuous with respect to d (Proposition 3.10); therefore F is the monotone limit
of continuous functions and (65) can be obtained with ϕ = F by monotone convergence. Since
σε is concentrated on HV , by formula (38) and one-homogeneity of F with respect to h we have
(70)
ˆ
SV
F (γ, h) dσε(γ, h) =
ˆ
SV
ˆ
{h>0}
β
2
|γ˙(t)|2h(t) + βδ
2
2
|h˙(t)|2
h(t)
+ αh(t) dt dσε(γ, h) .
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By (62), (64) and (59) we estimateˆ
SV
ˆ 1
0
|γ˙(t)|2h(t) dt dσε =
ˆ
V
ˆ 1
0
|X˙εx(t)|2 Rεx(t) dt dx
=
ˆ 1
0
ˆ
V
|vε(t,Xεx(t))|2 Rεx(t) dx dt
=
ˆ 1
0
ˆ
Rd
|vε(t, x)|2 dρεt (x) dt
≤
ˆ 1
0
ˆ
Ω
|v(t, x)|2 dρt(x) dt .
Similarly, using (60), we obtain thatˆ
SV
ˆ
{h>0}
|h˙(t)|2
h(t)
dt dσε =
ˆ
V
ˆ
{h>0}
|R˙εx(t)|2
Rεx(t)
dt dx
=
ˆ
{h>0}
ˆ
V
|gε(t,Xεx(t))|2 Rεx(t) dx dt
=
ˆ
{h>0}
ˆ
Rd
|gε(t, x)|2 dρεt (x) dt
≤
ˆ 1
0
ˆ
Ω
|g(t, x)|2 dρt(x) dt .
Finally, by (68), ˆ
SV
ˆ 1
0
h(t) dt dσε =
ˆ
V
ˆ 1
0
Rεx(t) dt dx ≤ ‖ρ‖M(XΩ) + ε|V | .(71)
From the above estimates, together with (70) and assumption (46), we conclude (69), proving
that σε is tight as 0 < ε < 1. Since the family {σε}ε is uniformly bounded as a consequence
of (68), we can apply Theorem A.1 to infer the existence of a measure σ ∈ M+(SV ) such that
σε → σ narrowly as ε → 0. In particular, as F is d-lower semi-continuous, F ≥ 0 and (69)
holds, we can apply (149) in Proposition A.3 to infer
(72)
ˆ
SV
F (γ, h) dσ(γ, h) <∞ .
The latter shows that σ is concentrated on the domain of F , that is, on HV (Proposition 3.10).
We will now prove that the representation formula (47) is satisfied. To this end, let ϕ ∈ Cc(XV )
and define the map
Ψ(ρ) :=
ˆ 1
0
h(t)ϕ(t, γ(t)) dt
for ρ ∈ SV . We claim that Ψ is continuous on (SV ,d). In order to prove this claim, first
note the map (γ, h) 7→ h(t)ϕ(t, γ(t)) is continuous for t fixed, thanks to Lemma 3.7. Assume
that d(ρn, ρ) → 0 and notice that ‖hn − h‖∞ ≤ d(ρn, ρ) by (30), hence concluding that hn is
uniformly bounded. Therefore we can apply dominated convergence to conclude continuity for
Ψ. We test (65) against Ψ and obtain
(73)
ˆ
SV
Ψ(γ, h) dσε(γ, h) =
ˆ
V
ˆ 1
0
ϕ(t,Xεx(t))R
ε
x(t) dt dx =
ˆ 1
0
ˆ
V
ϕ(t, x) dρεt (x) dt ,
where in the last equality we used (61). We want to pass to the limit as ε → 0 in (73). Notice
that the right hand-side passes to the right limit since dt ⊗ ρεt ∗⇀ dt ⊗ ρt in M(XV ): Indeed
ρεt → ρt narrowly in M(V ) for all t by Lemma 4.5 and ρεt is uniformly bounded in M(V )
by (67). Concerning the left hand-side of (73), we first claim that the map |Ψ| is uniformly
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integrable with respect to σε according to definition (150). To this end, for k > 0 define
Ak := {(γ, h) ∈ SV : |Ψ(γ, h)| ≥ k}. By the definition of σε at (65) and by (71) we obtainˆ
Ak
|Ψ(γ, h)| dσε(γ, h) ≤ 1
k
ˆ
SV
|Ψ(γ, h)|2 dσε(γ, h)
≤ ‖ϕ‖
2
∞
k
ˆ
V
ˆ 1
0
Rεx(t) dt dx
≤ ‖ϕ‖
2
∞
k
(‖ρ‖M(XΩ) + |V |) .
As the above estimate holds uniformly in ε, we conclude uniform integrability for |Ψ|. Therefore
we can apply (151) in Proposition A.3 and pass to the limit as ε → 0 in the left hand side of
(73). After one application of Fubini’s Theorem we obtain
(74)
ˆ 1
0
ˆ
SV
h(t)ϕ(t, γ(t)) dσ(γ, h) dt =
ˆ 1
0
ˆ
V
ϕ(t, x) dρt(x) dt , for all ϕ ∈ Cc(XV ) .
We claim that (47) descends from (74). In order to show it, we first derive a pointwise in time
version of (74). We start by showing that the map
(75) t 7→
ˆ
SV
h(t)ϕ(t, γ(t)) dσ(γ, h)
is continuous for all ϕ ∈ Cc(XV ) fixed. Indeed, the map t 7→ h(t)ϕ(t, γ(t)) is continuous for each
fixed (γ, h) ∈ SV as a consequence of Lemma 3.4. Moroever, by recalling that σε is concentrated
on solutions of (62), and by arguing as in the proof of (52), we can show that for all ε it holds
that ˆ
SV
‖h‖∞ dσε(γ, h) ≤
ˆ
SV
ˆ 1
0
h(t)(1 + |gε(t, γ(t))|) dt dσε(γ, h) .
Therefore, by employing (71), (65), (61), (60), and setting C := ‖ρ‖M(XΩ) + |V |, we obtainˆ
SV
‖h‖∞ dσε(γ, h) ≤ C +
ˆ
V
ˆ 1
0
Rεx(t)|gε(t,Xεx(t))| dt dx
= C +
ˆ 1
0
ˆ
V
|gε(t, x)| dρεt (x) dt
≤ C +
(ˆ 1
0
‖ρεt‖M(V ) dt
)1/2(ˆ 1
0
ˆ
V
|gε(t, x)|2 dρεt (x) dt
)1/2
≤ C +C1/2
(ˆ 1
0
ˆ
V
|g(t, x)|2 dρt(x) dt
)1/2
,
and the last term is bounded by assumption (46). Finally, note that the map (γ, h) 7→ ‖h‖∞ is
continuous on (SV ,d) and non-negative, therefore by the narrow convergence σ
ε → σ and (149)
in Proposition A.3 we infer ˆ
SV
‖h‖∞ dσ(γ, h) <∞ .
By invoking dominated convergence we then conclude continuity of the map at (75). Notice
that also the map t 7→ ´V ϕ(t, x) dρt(x) is continuous, as a consequence of the narrow continuity
of t 7→ ρt. Testing (74) against ϕ(t, x) := a(t)b(x) for a ∈ Cc(0, 1), b ∈ C(V ), yields
(76)
ˆ
SV
h(t)b(γ(t)) dσ(γ, h) =
ˆ
V
b(x) dρt(x) , for all b ∈ C(V ), t ∈ [0, 1] .
Fix t ∈ [0, 1] and b ∈ C(V ) such that b = 0 in Ω and b > 0 in V r Ω. Recalling that ρt
is concentrated on Ω, from (76) we obtain a set Et ⊂ SV such that σ(SV r Et) = 0 and
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h(t)b(γ(t)) = 0 for all (γ, h) ∈ Et. In particular, by definition of b,
(77) γ(t) ∈ Ω if h(t) > 0 ,
for all (γ, h) ∈ Et. Let Q ⊂ [0, 1] be a dense countable subset and define E := ∩t∈QEt, so that
σ(SV r E) = 0 and (77) holds for all (γ, h) ∈ E, t ∈ Q, that is,
γ({h > 0} ∩Q) ⊂ Ω for σ a.e. (γ, h) ∈ SV .
By density of Q and continuity of h, γ we deduce
γ({h > 0}) ⊂ Ω for σ a.e. (γ, h) ∈ SV ,
from which we conclude concentration of σ on SΩ. Since we already showed that σ is concen-
trated on HV we also infer that σ is concentrated on HΩ. It is immediate to check that SΩ is
closed in SV with respect to d, and hence measurable. Therefore we can restrict σ to SΩ to
obtain a positive measure on SΩ satisfying (47), as claimed.
Step 2 - σ is concentrated on Hv,gΩ .
In the previous step we constructed a measure σ ∈ M+(SΩ) concentrated on HΩ and satisfying
(47). We are left to prove that σ is concentrated on Hv,gΩ , that is, that the ODEs
(O1) γ˙(t) = v(t, γ(t)) almost everywhere in {h > 0},
(O2) h˙(t) = g(t, γ(t))h(t) almost everywhere in (0, 1),
hold for σ-a.e. (γ, h) ∈ HΩ.
In order to show the claim, we state two preliminary estimates, whose proof we postpone for
a moment: For v¯ ∈ Cc(XΩ;Rd), g¯ ∈ Cc(XΩ) and any ϕ ∈ C1c (0, 1) test function, there exists a
constant C > 0 depending only on ϕ and on the radius of V , such thatˆ
SΩ
∣∣∣∣ˆ 1
0
h(t)ϕ′(t) + h(t) g¯(t, γ(t))ϕ(t) dt
∣∣∣∣ dσ ≤ C ˆ 1
0
ˆ
Ω
|g¯ − g| dρt dt ,(78)
ˆ
SΩ
∣∣∣∣ˆ 1
0
h(t)γ(t) · ϕ′(t) + Ψv¯,g¯(t, γ, h) · ϕ(t) dt
∣∣∣∣ dσ ≤ C ˆ 1
0
ˆ
Ω
|v¯ − v|+ |g¯ − g| dρt dt ,(79)
where
Ψv¯,g¯(t, γ, h) := h(t)γ(t) g¯(t, γ(t)) + h(t) v¯(t, γ(t)) .
We start by showing (O2). By the energy bound (46) and Ho¨lder’s inequality, we can find two
sequences vn ∈ Cc(XΩ;Rd) and gn ∈ Cc(XΩ) converging to v and g in L1ρ(XΩ), respectively. By
applying Lemma 4.4 and (49) for a.e. t we obtainˆ
SΩ
∣∣∣∣ˆ 1
0
h(t)(g(t, γ(t)) − gn(t, γ(t)))ϕ(t) dt
∣∣∣∣ dσ ≤ ‖ϕ‖∞ ˆ 1
0
ˆ
Ω
|gn − g| dρt dt .
Hence by (78) with g¯ := gn and triangle inequality we getˆ
SΩ
∣∣∣∣ˆ 1
0
h(t)ϕ′(t) + h(t)g(t, γ(t))ϕ(t) dt
∣∣∣∣ dσ ≤ C ˆ 1
0
ˆ
Ω
|gn − g| dρt dt .
Taking the limes superior in the above inequality yields
(80)
ˆ
SΩ
∣∣∣∣ˆ 1
0
h(t)ϕ′(t) + h(t)g(t, γ(t))ϕ(t) dt
∣∣∣∣ dσ = 0
for every test function ϕ ∈ C1c (XΩ) and therefore
(81)
ˆ 1
0
h(t)ϕ′(t) + h(t)g(t, γ(t))ϕ(t) dt = 0
for all (γ, h) ∈ Eϕ, where σ(SΩ r Eϕ) = 0 and Eϕ depends on ϕ. Let D ⊂ C1c (0, 1) be a
dense countable set and define E := ∩ϕ∈DEϕ, so that σ(SΩ r E) = 0 and (81) holds for all
ϕ ∈ D and (γ, h) ∈ E. Consider the function ϕ(t, x) := 1 + |v(t, x)| + |g(t, x)| and notice that
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ϕ(t, ·) ∈ L1ρt(Ω) for a.e. t ∈ (0, 1), thanks to (46) and narrow continuity of ρt. Hence, using
Lemma 4.4 applied to ϕ we conclude that σ satisfies (48). Therefore there exists a set F with
σ(SΩ r F ) = 0 and such that
(82)
ˆ 1
0
h(t)(1 + |v(t, γ(t))| + |g(t, γ(t))|) dt <∞
for all (γ, h) ∈ F . Consider now ϕ ∈ C1c (0, 1) and ϕn ∈ D such that ϕn → ϕ in C1c (0, 1). As a
consequence of (81), for any (γ, h) in E ∩ F we have∣∣∣∣ˆ 1
0
h(t)ϕ′(t) + h(t)g(t, γ(t))ϕ(t) dt
∣∣∣∣ ≤ ‖ϕn − ϕ‖C1 ˆ 1
0
h(t)(1 + |g(t, γ(t))|) dt → 0 ,
as n→∞, so that (81) holds for all ϕ ∈ C1c (0, 1) and (γ, h) ∈ E ∩ F . Therefore
(83) h˙ = g(t, γ(t))h(t)
in the sense of distributions for σ-a.e. (γ, h) ∈ SΩ. Since σ is concentrated on HΩ, the distribu-
tional formulation of (83) coincides with the a.e. one, so that (O2) holds. We now prove (O1),
which follows by similar arguments. First we estimateˆ
SΩ
∣∣∣∣ˆ 1
0
(Ψv,g(t, γ, h) −Ψvn,gn(t, γ, h)) · ϕ(t) dt
∣∣∣∣ dσ
≤ ‖ϕ‖∞R
ˆ 1
0
ˆ
SΩ
h(t)|gn(t, γ(t)) − g(t, γ(t))| dσ dt
+ ‖ϕ‖∞
ˆ 1
0
ˆ
SΩ
h(t)|vn(t, γ(t)) − v(t, γ(t))| dσ dt
= ‖ϕ‖∞R
ˆ 1
0
ˆ
Ω
|gn − g| dρt dt+ ‖ϕ‖∞
ˆ 1
0
ˆ
Ω
|vn − v| dρt dt ,
recalling that R is the radius of V . By applying (79) to v¯ := vn, g¯ := gn and by triangle
inequality we inferˆ
SΩ
∣∣∣∣ˆ 1
0
h(t)γ(t) · ϕ′(t) + Ψv,g(t, γ, h) · ϕ(t) dt
∣∣∣∣ dσ ≤ C ˆ 1
0
ˆ
Ω
|vn − v|+ |gn − g| dρt dt ,
and from the L1ρ(XΩ) convergence we getˆ
SΩ
∣∣∣∣ˆ 1
0
h(t)γ(t) · ϕ′(t) + Ψv,g(t, γ, h) · ϕ(t) dt
∣∣∣∣ dσ = 0
for all ϕ ∈ C1c ((0, 1);Rd). By reasoning as above, we can find a countable dense subset D˜ of
C1c ((0, 1);R
d) and a set E˜ with σ(SΩ r E˜) = 0 such that
(84)
ˆ 1
0
h(t)γ(t) · ϕ′(t) + Ψv,g(t, γ, h) · ϕ(t) dt = 0
for all ϕ ∈ D˜, (γ, h) ∈ E˜. By (84) and (82), we conclude that
(h(t)γ(t))′ = h(t)γ(t)g(t, γ(t)) + h(t)v(t, γ(t))
in the sense of distributions for all (γ, h) ∈ E˜∩F . Recall that (83) holds in the sense of distribu-
tions in E ∩ F . Moreover σ is concentrated on HΩ, whose elements satisfy hγ ∈ AC2([0, 1];Rd)
and the product rule holds (see Lemma 3.8). Hence we can find a set of full σ-measure in SΩ
such that (O2) holds and
h(t)γ˙(t) = h(t)v(t, γ(t))
for a.e. t ∈ (0, 1), which implies (O1). This concludes the proof of (O1)-(O2) and we are left to
show (78)-(79).
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We start by proving (78). First notice that the map
(85) φ(γ, h) =
∣∣∣∣ˆ 1
0
h(t)ϕ′(t) + h(t)g¯(t, γ(t))ϕ(t) dt
∣∣∣∣
appearing in the left hand side of (78) is continuous in (SΩ, d). Indeed, if d(ρ
n, ρ) → 0, from
(30) we have ‖hn − h‖∞ ≤ d(ρn, ρ), so that hn → h uniformly in [0, 1]. Hence the sequence hn is
uniformly bounded. Moreover, by Lemma 3.7 it follows that the integrand in (85) is continuous
in SΩ for every t. Therefore we can apply dominated convergence to conclude continuity of φ.
Set
g¯ε :=
(g¯ρt) ∗ ξε
ρεt
,
with ξε as in (55), and where g¯ is extended to zero outside of Ω. Since φ is continuous, we can
apply definition (65) of σε, integrate by parts and use (61)-(62) to obtain
(86)
ˆ
SV
∣∣∣∣ˆ 1
0
h(t)ϕ′(t) + h(t)g¯(t, γ(t))ϕ(t) dt
∣∣∣∣ dσε(γ, h)
≤ ‖ϕ‖∞
ˆ
V
ˆ 1
0
Rεx(t) |g¯(t,Xεx(t))− gε(t,Xεx(t))| dt dx
= ‖ϕ‖∞
ˆ 1
0
ˆ
V
|g¯(t, x)− gε(t, x)| dρεt (x) dt
≤ ‖ϕ‖∞
ˆ 1
0
ˆ
V
|g¯ε(t, x)− gε(t, x)| dρεt (x) dt+ ‖ϕ‖∞
ˆ 1
0
ˆ
V
|g¯ε(t, x)− g¯(t, x)| dρεt (x) dt .
We then estimate each term separately. For the first one we have
(87)
ˆ 1
0
ˆ
V
|g¯ε(t, x)− gε(t, x)| dρεt (x) dt =
ˆ 1
0
ˆ
Ω+Bε(0)
|((g − g¯)ρt) ∗ ξε| dx dt
≤
ˆ 1
0
ˆ
Ω
|g(t, x)− g¯(t, x)| dρt(x) dt ,
by standard estimates on convolutions of measures. We now show that the second term vanishes
as ε→ 0: Indeed we can estimateˆ 1
0
ˆ
V
|g¯ε(t, x)− g¯(t, x)| dρεt (x) dt =
ˆ 1
0
ˆ
V
|(g¯ρt) ∗ ξε − g¯(ρt ∗ ξε + ε)| dx dt
≤
ˆ 1
0
ˆ
V
|(g¯ρt) ∗ ξε − g¯(ρt ∗ ξε)| dx dt+ ε
ˆ 1
0
ˆ
V
|g¯| dx dt .
Notice that the second term converges to zero as ε → 0. Moreover, by the uniform continuity
of g¯, for each ζ > 0 there exists ζ˜ > 0 such that |g¯(t, y) − g¯(t, x)| < ζ whenever |x − y| ≤ ζ˜,
t ∈ [0, 1]. Therefore, for all ε < ζ˜ and x ∈ V we have
|(g¯ρt) ∗ ξε − g¯(ρt ∗ ξε)|(x) ≤
ˆ
Bε(x)
|g¯(t, y)− g¯(t, x)|ξε(x− y) dρt(y) ≤ ζ (ρt ∗ ξε)(x) ,
from which we inferˆ 1
0
ˆ
V
|(g¯ρt) ∗ ξε − g¯(ρt ∗ ξε)| dx dt ≤ ζ
ˆ 1
0
ˆ
V
ρt ∗ ξε dx dt ≤ ζ ‖ρ‖M(XΩ) .
Since ζ is arbitrary, we conclude that
(88)
ˆ 1
0
ˆ
V
|g¯ε(t, x)− g¯(t, x)| dρεt (x) dt→ 0
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as ε→ 0. Thus, from (86), (87), (88) we infer
lim sup
ε→0
ˆ
SV
∣∣∣∣ˆ 1
0
h(t)ϕ′(t) + h(t)g¯(t, γ(t))ϕ(t) dt
∣∣∣∣ dσε(γ, h) ≤ C ˆ 1
0
ˆ
Ω
|g − g¯| dρt dt ,
where C depends only on ϕ. As σε → σ narrowly and φ at (85) is continuous and non-negative,
by (149) in Proposition A.3 we conclude (78), where we also used that σ is concentrated on SΩ.
We now pass to the proof of (79). First notice that the function in the left integral of (79) is
continuous in (SΩ, d), which can be proven similarly to (85). Set C := (R + 1) ‖ϕ‖∞, with R
radius of V . Similarly to the above proof of (78), by integrating by parts and by making use of
(65), (62) and (61), we estimateˆ
SV
∣∣∣∣ˆ 1
0
h(t)γ(t) · ϕ′(t) + Ψv¯,g¯(t, γ, h) · ϕ(t) dt
∣∣∣∣ dσε(γ, h)
=
ˆ
V
∣∣∣∣ˆ 1
0
−Rεx(t)Xεx(t)gε(t,Xεx(t)) · ϕ(t)−Rεx(t)vε(t,Xεx(t)) · ϕ(t) + Ψv¯,g¯(t,Xεx, Rεx) · ϕ(t) dt
∣∣∣∣ dx
≤ C
ˆ
V
ˆ 1
0
Rεx(t)
[
|gε(t,Xεx(t))− g¯(t,Xεx(t))|+ |vε(t,Xεx(t))− v¯(t,Xεx(t))|
]
dt dx
= C
ˆ 1
0
ˆ
V
|gε(t, x)− g¯(t, x)|+ |vε(t, x)− v¯(t, x)| dρεt (x) dt
≤ C
ˆ 1
0
ˆ
V
|g(t, x)− g¯(t, x)|+ |v(t, x) − v¯(t, x)| dρεt (x) dt+ o(1) ,
where in the last inequality we employed (87), (88) to estimate the first term, and similar
estimates involving v for the second, and where o(1) → 0 as ε → 0. By passing to the limes
superior in the above estimates and by recalling that σε → σ narrowly, by lower semi-continuity
we obtain (79).
5. Uniqueness of characteristics and uniqueness for the PDE
The aim of this section is to apply Theorem 4.2 to relate uniqueness of the characteristics with
uniqueness of solutions for the continuity equation with given initial data and minimal total
variation.
Let Ω ⊂ Rd with d ≥ 1 be the closure of a bounded, convex domain of Rd. Given (x, r) ∈
Ω × [0,∞) and v : XΩ → Rd and g : XΩ → R measurable functions, we define the following
system of ODEs:
(89){
γ˙(t) = v(t, γ(t)) for a.e. t ∈ {h > 0} ,
γ(0) = x ,
{
h˙(t) = g(t, γ(t))h(t) for a.e. t ∈ (0, 1) ,
h(0) = r .
Moreover, we define the set of solutions to the continuity equation satisfying the bound (46) in
Theorem 4.2:
Dv,g :=
{
(t 7→ ρt) ∈ Cw([0, 1];M+(Ω)) : ∂tρt + div(vρt) = gρt ,ˆ
XΩ
|v(t, x)|2 + |g(t, x)|2 dρt(x) dt <∞
}
.
We will prove the following result:
Theorem 5.1. Let v : XΩ → Rd, g : XΩ → R be measurable functions and A ⊂ Ω be a measur-
able set. Suppose that
(Hyp) For each x ∈ A the solution of the system of ODE (89) with initial value (x, 1) is unique
in [0, τ) for every τ ∈ (0, 1) such that [0, τ) ⊂ {h > 0}, i.e. if (γ1, h1), (γ2, h2) are such
that
hi,
√
hi ∈ AC2[0, 1],
√
hiγ ∈ AC2([0, 1];Rd) for i = 1, 2 ,
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solve (89) in [0, τ) with initial data (x, 1) and h1 > 0, h2 > 0 in [0, τ), then
(γ1(t), h1(t)) = (γ2(t), h2(t)) for all t ∈ [0, τ) .
Then, for any initial data ρ0 ∈ M+(Ω) concentrated on A, the continuity equation ∂tρt +
div(vρt) = gρt admits at most one solution ρ ∈ Dv,g with initial data ρ0 such that
(90) ‖ρ‖M(XΩ) ≤ ‖ρ˜‖M(XΩ) for all ρ˜ ∈ Dv,g such that ρ˜0 = ρ0 .
In the next section we provide several auxiliary lemmas and definitions, which will be instru-
mental in proving Theorem 5.1. The proof of Theorem 5.1 will be carried out in Section 5.2.
5.1. Auxiliary results. We start by showing that the measure σ constructed in Theorem 4.2
is concentrated on curves ρ = hδγ ∈ SΩ which satisfy ‖h‖1 = 1.
Lemma 5.2. Given (t 7→ ρt) ∈ Dv,g, let σ ∈ M+1 (SΩ) be the measure obtained by applying
Theorem 4.2 to ρt. Then the measure σ is concentrated on the closed set H1Ω ⊂ SΩ defined as
(91) H1Ω := {(h, γ) ∈ SΩ : ‖h‖1 = 1} .
Proof. Notice first that the measure σε ∈ M+(SV ) constructed in (65) are concentrated on
H1V = {(h, γ) ∈ SV : ‖h‖1 = 1} where V := BR(0) and R is defined as (54). Moreover,
σε → σ narrowly and the set H1V is closed in SV . Indeed, given (hn, γn) ∈ H1V such that
(hn, γn)→ (h, γ) in SV we know that ‖hn − h‖∞ → 0 thanks to (30). Therefore ‖hn − h‖1 → 0
and ‖h‖1 = 1. Hence, thanks to (149) in Proposition A.3 we and using that H1V is closed we
deduce that
σ(SV rH1V ) ≤ lim inf
ε→0
σε(SV rH1V ) = 0 ,
showing that σ is concentrated on H1V . Finally, as σ is concentrated on SΩ we conclude that σ
is concentrated on H1Ω. 
Define
(92) S ∗Ω := {(γ, h) ∈ SΩ : {h > 0} = [0, 1] ∩ (−∞, τ) for some τ ∈ R} .
The next step is to prove that thanks to assumption (109) the measure σ obtained by the
application of Theorem 4.2 is concentrated on S ∗Ω. To this aim it is useful to define a cut-off
operator in the space SΩ.
Definition 5.3 (Cut-off operator). Define the vanishing time map τ : SΩ → [0,∞] as
τ(γ, h) :=
{
argmin {t ∈ [0, 1] : h(t) = 0} if {t ∈ [0, 1] : h(t) = 0} 6= ∅ ,
∞ otherwise,
and the cut-off operator G : SΩ → SΩ as
G(γ, h) := (γ, hχ[0,τ(h,γ))) .
Lemma 5.4. Let τ and G be the maps introduced in Definition 5.3, and let SΩ be equipped with
the distance d at (29). Then τ is lower semi-continuous and G is measurable. Moreover,
(93) G(SΩ) ⊂ S ∗Ω and G(Hv,gΩ ) ⊂ Hv,gΩ
and the set S ∗Ω defined in (92) is measurable.
Proof. We start by proving that τ : SΩ → [0,∞] is lower semi-continuous. Let ρn = hnδγn be
a sequence in SΩ such that d(ρ
n, ρ) → 0 as n → ∞, for some ρ = hδγ ∈ SΩ. Set τn := τ(ρn),
τ := τ(ρ). Without loss of generality we can suppose that
τ∗ := lim
n→∞
τn = lim inf
n→∞
τn <∞ .
Thus, by definition, we have that hn(τn) = 0 for n sufficiently large. Therefore
(94) h(τ∗) ≤ |h(τ∗)− h(τn)|+ |h(τn)− hn(τn)| .
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Notice that ‖hn − h‖∞ → 0 by (30) and d(ρn, ρ)→ 0. Hence the second term in (94) converges
to zero as n → ∞. Thanks to the continuity of h and the convergence τn → τ∗ also the first
term in (94) is infinitesimal, concluding that h(τ∗) = 0. Thus τ ≤ τ∗ by minimality, from which
lower semi-continuity follows.
We now show that the cut-off operator G is measurable by constructing a sequence of measurable
maps Gn : SΩ → SΩ such that Gn(ρ)→ G(ρ) for all ρ ∈ SΩ. Indeed this immediately implies
measurability of G (see, e.g., [14, Corollary 6.2.6]). The sequence Gn is defined as follows. First,
for n ∈ N, define the continuous maps ϕn : R→ [0, 1] by setting
ϕn(t) :=

1 if t ≤ − 1n ,
−nt if − 1n ≤ t ≤ 0 ,
0 if t ≥ 0 .
Introduce Tn : [0,∞] → C([0, 1]; [0, 1]) by Tn(s)(t) := ϕn(t− s) for all s ∈ [0,∞], t ∈ [0, 1]. It is
straightforward to check that Tn is continuous. Thus the map
(95) ρ 7→ ((Tn ◦ τ)(ρ), ρ)
from SΩ into C([0, 1]; [0, 1])×SΩ is measurable, given that τ is lower semi-continuous. Moreover
the mapping
(96) (ϕ, ρ) 7→ ϕρ
from C([0, 1]; [0, 1]) ×SΩ into SΩ is continuous, since by triangle inequality and (30) we can
readily check that for all ρi = hiδγi ∈ SΩ, ϕi ∈ C([0, 1]; [0, 1]), i = 1, 2, it holds
d(ϕ1ρ
1, ϕ2ρ
2) ≤ d(ϕ1ρ1, ϕ2ρ1) + d(ϕ2ρ1, ϕ2ρ2)
= ‖ϕ1 − ϕ2‖∞ ‖h1‖∞ + ‖ϕ2‖∞ d(ρ1, ρ2) .
We now define Gn : SΩ → SΩ by composing the maps at (95)-(96), that is,
Gn(ρ) = (Tn ◦ τ)(ρ) ρ = (γ, h Tn(τ(ρ))) , for ρ ∈ SΩ .
In view of the above, Gn is measurable for all n ∈ N. We now claim that Gn → G pointwise in
SΩ. Indeed, by (30), we see that
(97) d(Gn(ρ), G(ρ)) = sup
t∈[0,1]
h(t)
∣∣χ
[0,τ(ρ))(t)− ϕn(t− τ(ρ))
∣∣ , for all ρ = hδγ ∈ SΩ .
Fix ρ = hδγ ∈ SΩ. If τ(ρ) = ∞ it is immediate to check that Tn(τ(ρ)) ≡ 1 in [0, 1], so that
d(Gn(ρ), G(ρ)) = 0 for all n ∈ N by (97). Similarly, if τ(ρ) = 0, then Tn(τ(ρ)) ≡ 0 in [0, 1] and
again d(Gn(ρ), G(ρ)) = 0 for all n ∈ N. Finally, assume that 0 < τ(ρ) < ∞ and fix ε > 0. By
continuity of h there exists n0 ∈ N such that τ(ρ)− 1/n0 > 0 and
(98) h(t) < ε for all t ∈ [τ(ρ)− 1/n0, τ(ρ)] .
For all n ≥ n0 we can compute
h(t)
∣∣χ
[0,τ(ρ))(t)− ϕn(t− τ(ρ))
∣∣ = 0 , if t ∈ [0, τ(ρ) − 1/n] ∪ [τ(ρ), 1] ,
while
h(t)
∣∣χ
[0,τ(ρ))(t)− ϕn(t− τ(ρ))
∣∣ = h(t)|1 + n(t− τ(ρ))| ≤ h(t) , if t ∈ [τ(ρ)− 1/n, τ(ρ)) .
Recalling (97)-(98) we then obtain d(Gn(ρ), G(ρ)) < ε for n ≥ n0, and the proof of the measur-
ability of G is concluded.
We now prove (93). Notice that the claim G(SΩ) ⊂ S ∗Ω is immediate from the definition of
S ∗Ω. For the second claim in (93) consider (γ, h) ∈ Hv,gΩ and notice that if τ(γ, h) = ∞, then
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G(γ, h) = (γ, h) and the thesis is immediate. On the other hand, if τ(γ, h) ∈ [0, 1], then for
every ϕ ∈ Cc(0, 1) there holds
ˆ 1
0
h(t)χ[0,τ(γ,h))(t)ϕ˙(t) dt =
ˆ τ(γ,h)
0
h(t)ϕ˙(t) dt = −
ˆ τ(γ,h)
0
h˙(t)ϕ(t) dt + h(τ(γ, h))ϕ(τ(γ, h))
= −
ˆ τ(γ,h)
0
h(t)g(γ(t), t)ϕ(t) dt = −
ˆ 1
0
h(t)χ[0,τ(γ,h))(t)g(γ(t), t)ϕ(t) dt ,
implying that hχ[0,τ(γ,h)) ∈ AC2[0, 1] and
(hχ[0,τ(γ,h)))
′(t) = χ[0,τ(γ,h))(t)g(γ(t), t)h(t) for a.e. t ∈ (0, 1) .
Noticing that
√
hχ[0,τ(γ,h)) =
√
hχ[0,τ(γ,h)), by a similar argument we obtain that
√
hχ[0,τ(γ,h)) ∈
AC2[0, 1] and
√
hχ[0,τ(γ,h))γ ∈ AC2[0, 1]. This shows that (γ, hχ[0,τ(γ,h))) ∈ Hv,gΩ and concludes
the proof of (93).
We finally show that S ∗Ω is measurable. Define the set of fixed points of the map G, i.e.
Fix(G) = {(γ, h) ∈ SΩ : G(γ, h) = (γ, h)}
and notice that Fix(G) = S ∗Ω. Consider then the map G : SΩ → SΩ×SΩ defined as G(γ, h) :=
((γ, h), G(γ, h)) for all (γ, h) ∈ SΩ, where SΩ×SΩ is equipped with the Borel σ-algebra of the
product space. Notice that as SΩ is a separable metric space (Proposition 3.6), we have that
the Borel σ-algebra of SΩ×SΩ is the product of the Borel σ-algebra of SΩ [14, Lemma 6.4.2].
Hence, due to the measurability of G proven in the first part of the lemma we deduce that G is
measurable as well. Define then the diagonal D ⊂ SΩ ×SΩ as
D := {((γ, h), (γ, h)) : (γ, h) ∈ SΩ}
that is closed as SΩ is a metric space. As Fix(G) = S
∗
Ω we obtain that S
∗
Ω = G−1(D), implying
that S ∗Ω is measurable. 
Lemma 5.5. Let (t 7→ ρt) ∈ Cw([0, 1];M+(Ω)) be a solution of the continuity equation in Dv,g
and σ ∈M+1 (SΩ) be concentrated on Hv,gΩ such that for all t ∈ [0, 1] we have
(99)
ˆ
Ω
ϕ(x) dρt(x) =
ˆ
SΩ
h(t)ϕ(γ(t)) dσ(γ, h) for all ϕ ∈ C(Ω) .
Suppose that
(100) ‖ρ‖M(XΩ) ≤ ‖ρ˜‖M(XΩ) for all ρ˜ ∈ Dv,g such that ρ˜0 = ρ0 .
Then, σ is concentrated on S ∗Ω.
Proof. Suppose by contradiction that σ(SΩ rS
∗
Ω) > 0 and construct τ : SΩ → R ∪ {+∞} and
G : SΩ → SΩ as in Definition 5.3. Define then σˆ = G#σ ∈ M(SΩ). First observe that by (93)
in Lemma 5.4 we have that σˆ is concentrated on S ∗Ω and using that σ is concentrated on Hv,gΩ
we also deduce that σˆ is concentrated on Hv,gΩ as well. Thanks to Lemma 4.4 and the standard
properties of the push-forward we estimate
ˆ 1
0
ˆ
SΩ
h(t)(1 + |v(t, γ(t))| + |g(t, γ(t)|) dσˆ(γ, h)
=
ˆ 1
0
ˆ
SΩ
h(t)χ[0,τ(h,γ))(1 + |v(t, γ(t))| + |g(t, γ(t)|) dσ(γ, h)
≤
ˆ 1
0
ˆ
SΩ
h(t)(1 + |v(t, γ(t))| + |g(t, γ(t)|) dσ(γ, h) <∞ .(101)
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Therefore applying Theorem 4.2 we obtain that the Borel family of measures t 7→ ρˆt ∈ M+(SΩ)
defined for all t ∈ [0, 1] as
(102)
ˆ
Ω
ϕ(x) dρˆt(x) =
ˆ
SΩ
h(t)ϕ(γ(t)) dσˆ(γ, h) for all ϕ ∈ C(Ω)
belongs to Cw([0, 1];M+(Ω)) and satisfies the continuity equation ∂tρt + div(vρt) = gρt. Addi-
tionally using Lemma 4.4, (99), (102), together with the standard properties of the push-forward
we obtain thatˆ 1
0
ˆ
Ω
|v(t, x)|2 + |g(t, x)|2 dρˆt(x) dt =
ˆ 1
0
ˆ
SΩ
h(t)(|v(t, γ(t))|2 + |g(t, γ(t))|2) dσˆ(γ, h) dt
=
ˆ 1
0
ˆ
SΩ
h(t)χ[0,τ(h,γ))(|v(t, γ(t))|2 + |g(t, γ(t))|2) dσ(γ, h) dt
≤
ˆ 1
0
ˆ
SΩ
h(t)(|v(t, γ(t))|2 + |g(t, γ(t))|2) dσ(γ, h) dt =
ˆ 1
0
ˆ
Ω
|v(t, x)|2 + |g(t, x)|2 dρt(x) dt
implying that ρˆt ∈ Dv,g. Notice also that for every ϕ ∈ C(Ω) there holdsˆ
Ω
ϕ(x) dρˆ0(x) =
ˆ
SΩ
h(0)ϕ(γ(0)) dσˆ(γ, h) =
ˆ
SΩ
h(0)χ[0,τ(h,γ))(0)ϕ(γ(0)) dσ(γ, h)
=
ˆ
SΩ
h(0)ϕ(γ(0)) dσ(γ, h) =
ˆ
Ω
ϕ(x) dρ0(x) .
Finally, using again (99) and (102) we estimate
‖ρˆ‖M(XΩ) =
ˆ 1
0
ˆ
SΩ
h(t) dσˆ(γ, h) dt =
ˆ 1
0
ˆ
SΩ
h(t)χ[0,τ(h,γ))(t) dσ(γ, h) dt
=
ˆ
SΩ
ˆ
[0,τ(h,γ))
h(t) dt dσ(γ, h) = ‖ρ‖M(XΩ) −
ˆ
SΩ
ˆ
[τ(h,γ),1]
h(t) dt dσ(γ, h)
≤ ‖ρ‖M(XΩ) −
ˆ
SΩrS
∗
Ω
ˆ
[τ(h,γ),1]
h(t) dt dσ(γ, h) .(103)
Thanks to the continuity of h for every (γ, h) ∈ SΩ and the definition of S ∗Ω we know that
(104)
ˆ
[τ(h,γ),1]
h(t) dt > 0 for all (γ, h) ∈ SΩ rS ∗Ω .
Hence, as σ(SΩ r S
∗
Ω) > 0 we conclude from (103) and (104) that ‖ρˆ‖M(XΩ) < ‖ρ‖M(XΩ)
contradicting (100). 
In the next lemma we show that we can disintegrate any measure obtained by the application
of Theorem 4.2 in a family of Borel measures parametrized by x ∈ Ω and concentrated on the
set
(105) Ex = {(γ, h) ∈ Hv,gΩ ∩S ∗Ω : γ(0) = x, ‖h‖1 = 1} .
Notice that Ex is measurable for every x ∈ Ω. Indeed, the map π : S ∗Ω r {0} → Ω defined as
π(γ, h) = γ(0) is well-defined and continuous in S ∗Ωr {0} using similar arguments as in Lemma
3.7. Therefore as S ∗Ω ∩H1Ω ⊂ S ∗Ωr {0} we can write Ex = π−1(x)∩Hv,gΩ ∩H1Ω. Finally, Lemma
5.4 shows that Ex is measurable as intersection of measurable sets.
Lemma 5.6. Let v : XΩ → Rd, g : XΩ → R be measurable functions. Let ρ ∈ Dv,g be a solution
of the continuity equation with initial data ρ0 ∈ M+(Ω) and let be σ ∈ M+1 (SΩ) such that for
all t ∈ [0, 1] ˆ
Ω
ϕ(x) dρt(x) =
ˆ
SΩ
h(t)ϕ(γ(t)) dσ(γ, h) for all ϕ ∈ C(Ω) .
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Then, there exists a Borel familiy of measures {σx ∈ M+(SΩ) : x ∈ Ω} such that for every
f ∈ L1σ(SΩ) we have
(106)
ˆ
Hv,g
Ω
∩H1
Ω
∩S ∗
Ω
f(γ, h) dσ(h, γ) =
ˆ
Ω
ˆ
Ex
f(γ, h) dσx(γ, h) dρ0(x) ,
where Ex is defined as in (105). Moreover, for ρ0-a.e. x ∈ Ω the measure σx is concentrated on
Ex.
Proof. Set H := Hv,gΩ ∩H1Ω∩S ∗Ω and notice that it is measurable thanks to Lemma 5.4. Consider
the map π : SΩ → Ω defined in the following way:
π(γ, h) :=
{
γ(0) if (γ, h) ∈ H ,
z otherwise ,
where z ∈ Ω is arbitrary, but fixed. Notice that as h(0) > 0 for every (γ, h) ∈ H, the map π
is well-defined and measurable in SΩ using similar arguments as in Lemma 3.7. Define then
σ˜ := σ H. We aim to show that π#σ˜ ≪ ρ0. To this end, consider a Borel set B ⊂ Ω such
that ρ0(B) = 0. Define B˜ = {(γ, h) ∈ H : γ(0) ∈ B} and notice that B˜ is measurable as
B˜ = π−1(B) ∩H. We first compute
(107) (π#σ˜)(B) =
ˆ
H
χB(γ(0)) dσ = σ(B˜) .
Notice that if ρ0(B) = 0 then
0 = ρ0(B) =
ˆ
SΩ
h(0)χB(γ(0)) dσ ≥
ˆ
H
h(0)χB(γ(0)) dσ =
ˆ
B˜
h(0) dσ
implying that σ(B˜) = 0 as h(0) > 0 for all (γ, h) ∈ H. Using that σ(B˜) = 0 together with (107)
we deduce that (π#σ˜)(B) = 0 concluding that π#σ˜ ≪ ρ0. Hence, as SΩ is a complete separable
metric space by Proposition 3.6, we can apply Theorem A.4 to σ˜ ∈ M+(SΩ). We obtain a
Borel family of measures {σx ∈ M+(SΩ) : x ∈ Ω} such that for every f ∈ L1σ(SΩ) we have
(108)
ˆ
H
f(γ, h) dσ(h, γ) =
ˆ
Ω
ˆ
SΩ
f(γ, h) dσx(γ, h) dρ0(x)
and for ρ0-a.e. x ∈ Ω the measure σx is concentrated on π−1(x) ∩H = Ex where Ex is the set
defined in (105). Finally, using that σx is concentrated on Ex together with (108) we obtain
(106). 
5.2. Proof of Theorem 5.1. Let (t 7→ ρt) ∈ Cw([0, 1];M+(Ω)) be a solution of the continuity
equation in Dv,g with initial data ρ0 ∈ M+(Ω) concentrated on A ⊂ Ω and such that
(109) ‖ρ‖M(XΩ) ≤ ‖ρ˜‖M(XΩ) for all ρ˜ ∈ Dv,g such that ρ˜0 = ρ0 .
By applying Theorem 4.2 to ρ, there exists σ ∈ M+1 (SΩ) concentrated of Hv,gΩ such that for all
t ∈ [0, 1] ˆ
Ω
ϕ(x) dρt(x) =
ˆ
SΩ
h(t)ϕ(γ(t)) dσ(γ, h) for all ϕ ∈ C(Ω) .(110)
Additionally, thanks to Lemma 5.2 we know that σ is concentrated on H1Ω and thanks to Lemma
5.5 we also know that σ is concentrated on S ∗Ω. Then, using Lemma 5.6 we disintegrate the
measure σ obtaining a Borel familiy of measures {σx ∈ M+(SΩ) : x ∈ Ω} such that for every
f ∈ L1σ(SΩ) we have
(111)
ˆ
H
f(γ, h) dσ(h, γ) =
ˆ
Ω
ˆ
Ex
f(γ, h) dσx(γ, h) dρ0(x) ,
where H = Hv,gΩ ∩H1Ω ∩S ∗Ω and σx is concentrated on Ex for ρ0-a.e. x ∈ Ω.
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We now claim that assumption (Hyp) implies that
(112) Ex contains at most one point for all x ∈ A .
Indeed, suppose that (γx1 , h
x
1), (γ
x
2 , h
x
2) ∈ Ex. Then, as (γxi , hxi ) ∈ S ∗Ω ∩ H1Ω we know that there
exists τi ∈ R such that {hi > 0} = [0, 1] ∩ (−∞, τi) and ‖hxi ‖1 = 1 for i = 1, 2. Suppose without
loss of generality that τ1 ≤ τ2. Due to the fact that (γxi , hxi ) ∈ Hv,gΩ we know that (γxi , hxi ) solves
(89) in [0, τ1) for i = 1, 2. Now notice that by the linearity of the ODE for h and assumption
(Hyp) we have that
(113) γx1 (t) = γ
x
2 (t), h
x
1(t) =
hx1(0)
hx2(0)
hx2(t) , for all t ∈ [0, τ1) .
As ‖hxi ‖1 = 1 for i = 1, 2 we infer from (113) that (γx1 , hx1) = (γx2 , hx2) in [0, τ1) and by the
continuity of hi we also obtain that h
x
1(τ1) = h
x
2(τ2) = 0. By the definition of τi we conclude
that τ1 = τ2 = τ and therefore (γ
x
1 , h
x
1) = (γ
x
2 , h
x
2) in [0, τ). Moreover, as h
x
1(t) = h
x
2(t) = 0 for
all t ≥ τ we obtain also that (γx1 , hx1) = (γx2 , hx2) in SΩ showing (112).
Thanks to (112) and using that ρ0 is concentrated on A we deduce that for ρ0-a.e. x ∈ Ω
such that Ex 6= ∅ there exists (γx, hx) ∈ Ex such that σx = ‖σx‖Mδ(γx,hx). We now show that
‖σx‖M = 1hx(0) for ρ0-a.e. x ∈ Ω such that Ex 6= ∅. Indeed, using (110) together with (111) we
obtain that for every ϕ ∈ C(Ω)ˆ
Ω
ϕ(x) dρ0(x) =
ˆ
H
h(0)ϕ(γ(0)) dσ(γ, h) =
ˆ
Ω
ˆ
Ex
h(0)ϕ(γ(0)) dσx(γ, h) dρ0(x)
=
ˆ
{x∈Ω:Ex 6=∅}
‖σx‖Mhx(0)ϕ(γx(0)) dρ0(x)
=
ˆ
{x∈Ω:Ex 6=∅}
‖σx‖Mhx(0)ϕ(x) dρ0(x) .
This implies that ‖σx‖Mhx(0) = 1 for ρ0-a.e. x ∈ Ω such that Ex 6= ∅ as we wanted to show. In
order to conclude the proof of the theorem we employ (110) and (111) to represent ρt for every
t ∈ [0, 1] asˆ
Ω
ϕ(x) dρt(x) =
ˆ
H
h(t)ϕ(γ(t)) dσ(γ, h) =
ˆ
Ω
ˆ
Ex
h(t)ϕ(γ(t)) dσx(γ, h) dρ0(x)
=
ˆ
{x∈Ω:Ex 6=∅}
1
hx(0)
hx(t)ϕ(γx(t)) dρ0(x)
for every ϕ ∈ C(Ω), where in the last equality we used that σx = 1hx(0)δ(γx,hx) for ρ0-a.e. x ∈ Ω
such that Ex 6= ∅ and Lemma 3.7. We then conclude that ρt depends only on the initial data
ρ0, ending the proof of the theorem.
6. Extremal points of the Wasserstein-Fisher-Rao energy
Let Ω ⊂ Rd with d ≥ 1 be the closure of a bounded domain of Rd. Let α, β > 0, δ ∈ (0,∞] and
define B to be the unit ball of the functional Jα,β,δ defined at (17), that is,
B := {(ρ,m, µ) ∈ MΩ : Jα,β,δ(ρ,m, µ) ≤ 1} .
The aim of this section is to characterize the extremal points ExtB. Notice that Jα,β,∞ cor-
responds to the coercive version of the Benamou-Brenier energy, whose extremal points were
characterized in [18]. Hence here we focus on the case δ < ∞. After the characterization of
ExtB is obtained, we will show how this information can be applied to the analysis of dynamic
inverse problems which are regularized via the optimal transport energy Jα,β,δ [19]. In particular
we will obtain a sparse representation formula for regularized solutions to the dynamic problem.
Before stating the characterization theorem we recall some notations:
CΩ := {hδγ ∈ M(Ω) : h ≥ 0, γ ∈ Ω} ,
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and the space of narrowly continuous curves with values in CΩ:
SΩ :=
{
(t 7→ ρt) ∈ Cw([0, 1];M+(Ω)) : ρt ∈ CΩ for all t ∈ [0, 1]
}
.
Moreover, recall that
HΩ :=
{
ρt = h(t)δγ(t) ∈ SΩ : h,
√
h ∈ AC2[0, 1],
√
hγ ∈ AC2([0, 1];Rd)
}
.
Definition 6.1 (Characteristics). Define the set C of all the triples (ρ,m, µ) ∈ MΩ such that
ρ = h(t) dt⊗ δγ(t), m = γ˙(t)ρ, µ = h˙(t) dt⊗ δγ(t) with the following properties:
i) t 7→ h(t)δγ(t) belongs to HΩ,
ii) the set {h > 0} := {t ∈ [0, 1] : h(t) > 0} is connected,
iii) the energy satisfies Jα,β,δ(ρ,m, µ) = 1.
Notice that the above definition is well-posed since (ρ,m, µ) belongs to MΩ and solves the
continuity equation (14) in XΩ (by the converse of Proposition 3.9 with V = Ω). Hence (iii) is
compatible with the definition of Jα,β,δ.
Remark 6.2. If (ρ,m, µ) ∈ MΩ with ρ ∈ HΩ, then an application of Proposition 3.9 (with
V = Ω) yields the representation
(114) Jα,β,δ(ρ,m, µ) = Jα,β,δ(γ, h) =
ˆ
{h>0}
β
2
h(t)|γ˙(t)|2 + βδ
2
2
h˙(t)2
h(t)
+ αh(t) dt .
In particular Jα,β,δ is d-measurable, as a consequence of Proposition 3.10. For a measurable set
E ⊂ [0, 1] we define the localized energy
Jα,β,δ,E(ρ,m, µ) :=
ˆ
E∩{h>0}
β
2
h(t)|γ˙(t)|2 + βδ
2
2
h˙(t)2
h(t)
+ αh(t) dt .
We are now ready to state the characterization theorem.
Theorem 6.3. For parameters α, β, δ > 0 we have
ExtB = C ∪ {0} ,
where 0 denotes the null triple in MΩ.
The proof of Theorem 6.3 will be carried out in the next section, while in Section 6.2 we will
detail the application of Theorem 6.3 to dynamic inverse problems.
6.1. Proof of Theorem 6.3. In order to simplify notations, we will denote J := Jα,β,δ and
JE := Jα,β,δ,E for any E ⊂ [0, 1] measurable.
Step 1. C ∪ {0} ⊂ ExtB:
Assume first that (ρ,m, µ) = 0, and that there exists a decomposition
(115) (0, 0, 0) = λ(ρ1,m1, µ1) + (1− λ)(ρ2,m2, µ2)
with (ρj ,mj , µj) ∈ B and λ ∈ (0, 1). In particular by Lemma A.5 point (i) we have ρj ≥ 0
and mj , µj ≪ ρj . Therefore (115) immediately implies that (ρj,mj , µj) = 0, showing that
0 ∈ ExtB.
Assume now that (ρ,m, µ) ∈ C, according to Definition 6.1. In particular the set {h > 0} is
non-empty, since J(ρ,m, µ) = 1. Assume that (ρ1,m1, µ1), (ρ2,m2, µ2) ∈ B are such that
(116) (ρ,m, µ) = λ(ρ1,m1, µ1) + (1− λ)(ρ2,m2, µ2) ,
for some λ ∈ (0, 1). We need to show that (ρ,m, µ) = (ρ1,m1, µ1) = (ρ2,m2, µ2). Notice that
by (116), the fact that J(ρj ,mj , µj) ≤ 1, the convexity of J (see Lemma A.6), and the fact that
J(ρ,m, µ) = 1 we have that
(117) J(ρ1,m1, µ1) = J(ρ2,m2, µ2) = 1 .
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By Lemma 2.2, points (i)-(ii) in Lemma A.5 and (117) we have ρj = dt ⊗ ρjt with t 7→ ρjt in
Cw([0, 1];M+(Ω)). Set hj(t) := ρjt(Ω) and notice that hj is continuous by narrow continuity of
ρj. From the decomposition (116) and the uniqueness of the disintegration, we thus obtain
(118) ρjt = hj(t)δγ(t) ∈ SΩ
and in particular
(119) h(t) = λh1(t) + (1− λ)h2(t) for every t ∈ [0, 1] .
We will now show that there exists c > 0 such that
(120) h2(t) = c h1(t) for all t ∈ {h > 0} .
We start by defining the following sets
E := {h1 > 0} ∩ {h2 > 0} , Z1 := {h1 > 0} ∩ {h2 = 0} , Z2 := {h1 = 0} ∩ {h2 > 0} .
Note that the above sets are pairwise disjoint, and by (119) we have
(121) {h > 0} = E ∪ Z1 ∪ Z2 ,
where we recall that {h > 0} 6= ∅ and is connected by assumtpion. We claim that E 6= ∅.
Indeed, assume by contradiction that E = ∅, so that in particular Z1 ∪ Z2 = {h > 0}. Notice
that Z1, Z2 are relatively closed in {h > 0} since they can be written as Z1 = {h > 0}∩{h2 = 0},
Z2 = {h > 0} ∩ {h1 = 0}, due to (119). As {h > 0} is connected, we deduce that either Z1 = ∅
or Z2 = ∅. If Z1 = ∅, then we would have h1 ≡ 0, which in turn would imply ρ1 = 0. Hence by
Lemma A.5 point (i) we would obtain J(ρ1,m1, µ1) = 0, contradicting (117). Similarly Z2 = ∅
would lead to the contradiction J(ρ2,m2, µ2) = 0. We therefore conclude that E 6= ∅.
Claim: h1/h2 is constant in each connected component of E.
Proof of Claim: Since J(ρj ,mj , µj) < ∞, by Proposition 3.9 (with V = Ω), we have that
ρj ∈ HΩ and that there exist vj : XΩ → Rd, gj : XΩ → R measurable maps such that mj = vjρj ,
µj = gjρj and
h˙j(t) = g
j(t, γ(t))hj(t) for a.e. t ∈ (0, 1) ,(122)
γ˙(t) = vj(t, γ(t)) a.e. in {hj > 0} .(123)
Moreover J(ρj ,mj , µj) = J(hj , γ) can be computed via (114). By direct calculation, and using
(116) and (114) we have
JE(ρ,m, µ) = JE(h, γ) = JE(λh1 + (1− λ)h2, γ)
=
ˆ
E
(λh1 + (1− λ)h2)
(
β
2
|γ˙|2 + α
)
dt+
βδ2
2
ˆ
E
(λh˙1 + (1− λ)h˙2)2
λh1 + (1− λ)h2 dt
= λJE(h1, γ) + (1− λ)JE(h2, γ) + βδ
2
2
ˆ
E
(λh˙1 + (1− λ)h˙2)2
λh1 + (1− λ)h2 − λ
h˙21
h1
− (1− λ) h˙
2
2
h2
dt ,
so that
(124)
JE(ρ,m, µ) = λJE(ρ
1,m1, µ1)+(1− λ)JE(ρ2,m2, µ2)
− βδ
2
2
λ(1− λ)
ˆ
E
(h˙1h2 − h1h˙2)2
(λh1 + (1− λ)h2)h1h2 dt .
By proceeding as above, one can check that
(125) JZ1(ρ,m, µ) = λJZ1(ρ
1,m1, µ1) , JZ2(ρ,m, µ) = (1− λ)JZ2(ρ2,m2, µ2) ,
where we used (116), (119), definition of Zj and [24, Theorem 4.4]. Moreover by definition
J(ρ1,m1, µ1) = JZ1(ρ
1,m1, µ1) + JE(ρ
1,m1, µ1) ,(126)
J(ρ2,m2, µ2) = JZ2(ρ
2,m2, µ2) + JE(ρ
2,m2, µ2) .(127)
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By combining (124)-(127), we obtain
J(ρ,m, µ) = λJ(ρ1,m1, µ1)+(1− λ)J(ρ2,m2, µ2)
− βδ
2
2
λ(1− λ)
ˆ
E
(h˙1h2 − h1h˙2)2
(λh1 + (1− λ)h2)h1h2 dt .
Now we can make use of (117) and the fact that J(ρ,m, µ) = 1 to infer h˙1h2 = h1h˙2 a.e. in E.
In particular we showed that
(128)
(
h1
h2
)′
= 0 a.e. in E ,
and hence the claim follows.
We are now ready to show (120). For an arbitrary C > 0 and t ∈ {h > 0} define the map
f(t) :=
min
(
h1(t)
h2(t)
, C
)
if t ∈ {h2 > 0} ,
C if t ∈ {h2 = 0} .
Notice that f is continuous and, since E 6= ∅, f is not identically zero. Moreover by (128) the
image f({h > 0}) is at most countable. Assume by contradiction that Z2 6= ∅, and notice that
f vanishes on Z2. Therefore f assumes at least two different values on {h > 0}, which is a
contradiction, as f({h > 0}) is connected and, consequently, uncountable. Hence Z2 = ∅ and
{h > 0} = E ∪ Z1. By interchanging the roles of h1 and h2, we can repeat the same argument
and conclude that Z1 = ∅, so that E = {h > 0}. As {h > 0} is connected, we thus deduce (120)
directly from (128).
Note that (118), (120) imply that ρ2 = cρ1 and {hj > 0} = {h > 0}. In particular (123) gives
(129) vj(t, γ(t)) = γ˙(t) a.e. in {h > 0} ,
for j = 1, 2, showing that m2 = cm1. Finally from (122) we infer
(130) g1(t, γ(t)) = g2(t, γ(t)) a.e. in (0, 1) ,
from which we conclude µ2 = c µ1. In total we have (ρ2,m2, µ2) = c (ρ1,m1, µ1), and by (117)
and one-homogeneity of J we conclude that c = 1. Therefore (116) yields extremality of (ρ,m, µ).
Step 2. ExtB ⊂ C ∪ {0}:
Let (ρ,m, µ) ∈ ExtB. We can assume that (ρ,m, µ) 6= 0, so that J(ρ,m, µ) > 0. By extremality
of (ρ,m, µ), convexity and 1-homogeneity of J , we conclude that J(ρ,m, µ) = 1. In particular,
by points (i)-(ii) in Lemma A.5 we obtain ρ ≥ 0, m = vρ, µ = gρ for some Borel measurable
maps v : XΩ → Rd, g : XΩ → R satisfying
(131) J(ρ,m, µ) =
ˆ 1
0
ˆ
Ω
(
β
2
|v(t, x)|2 + βδ
2
2
|g(t, x)|2 + α
)
dρt(x) dt = 1 .
In particular, by definition of J , we have that ∂tρt + div(vρt) = gρt in XΩ. Thanks to Lemma
2.2 we also have that ρ = dt ⊗ ρt with t 7→ ρt in Cw([0, 1];M+(Ω)). Set h := ρt(Ω), and recall
that h is continuous.
We first prove that
(132) supp ρt is a singleton for every t ∈ {h > 0} .
Assume by contradiction that there exists tˆ ∈ {h > 0} such that supp ρtˆ is not a singleton. Then
there exist disjoint Borel sets E1, E2 ⊂ Ω such that E1 ∪E2 = Ω and, for i = 1, 2,
ρtˆ(Ei) > 0 .
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Invoking Theorem 4.2 there exists a measure σ ∈ M+1 (SΩ) concentrated on Hv,gΩ and such that
ρt = ρ
σ
t for all t ∈ [0, 1], where ρσt is defined at (45), that is,
(133)
ˆ
Ω
ϕ(x) dρt(x) =
ˆ
SΩ
h(t)ϕ(γ(t)) dσ(γ, h) for all ϕ ∈ C(Ω) .
For the reader’s convenience we recall that by definition of M+1 (SΩ) the measure σ satisfies
(134)
ˆ
SΩ
‖h‖∞ dσ(γ, h) <∞ .
For i = 1, 2, define the partition of SΩ
Ai := {(γ, h) ∈ SΩ : γ(tˆ) ∈ Ei, h(tˆ) > 0} , Z := {(γ, h) ∈ SΩ : h(tˆ) = 0} .
Notice that Z is measurable, being d-closed. We claim that also Ai is measurable. To this end
define the maps et : SΩ → CΩ with et(ρ) := ρt and π : CΩ → Rd where
π(γ, h) := γ χCΩr{0}(γ, h) + p
χ
{0}(γ, h) ,
where p ∈ Rd r Ω is arbitrary. Notice that by construction et is continuous from (SΩ,d) into
(CΩ,dF ). Moreover π is measurable since the map (γ, h) 7→ γ is dF -continuos in CΩr {0}. It is
readily seen that Ai = (π ◦ etˆ)−1(Ei), showing that Ai is measurable. By applying (45), we get
0 < ρtˆ(Ei) =
ˆ
SΩ
h(tˆ)χEi(γ(tˆ)) dσ(γ, h) =
ˆ
Ai
h(tˆ) dσ(γ, h) ,(135)
which implies σ(Ai) > 0. Hence setting Σ1 := A1, Σ2 := A2∪Z we obtain a measurable partition
of SΩ with σ(Σi) > 0. Notice now that the map Ψ(t, x) := β|v(t, x)|2/2 + βδ2|g(t, x)|2/2 + α
belongs to L1ρt(Ω) for a.e. t ∈ (0, 1), thanks to (131). Moreover J is non-negative and d-
measurable by Remark 6.2. Since σ is concentrated on Hv,gΩ , we can then apply Lemma 4.4 to
Ψ and obtain
(136)
ˆ
SΩ
J(γ, h) dσ(γ, h) =
ˆ
SΩ
ˆ 1
0
h(t)Ψ(t, γ(t)) dt dσ(γ, h) =
ˆ 1
0
ˆ
Ω
Ψ(t, x) dρt(x) dt = 1 ,
where in the last equality we again used (131). Define the coefficients
λi :=
ˆ
Σi
J(γ, h) dσ(γ, h) .
From (136) we infer 0 ≤ λ1, λ2 ≤ 1 and λ1 + λ2 = 1. We claim that λi > 0. Indeed, the map
fi(t) :=
´
Σi
h(t) dσ(γ, h) for t ∈ [0, 1] is continuous by dominated convergence and (134). Notice
that by construction fi(tˆ) > 0. Therefore by definition of J and continuity of fi we have
λi =
ˆ
Σi
J(γ, h) dσ(γ, h) ≥
ˆ
Σi
ˆ 1
0
h(t) dt dσ(γ, h) =
ˆ 1
0
fi(t) dt > 0 .
The measure σ Σi satisfies the hypothesis of the converse in Theorem 4.2, given that (136)
holds and σ is concentrated on Hv,gΩ . Therefore the curve of measures t 7→ ρit defined byˆ
Ω
ϕ(x) dρit(x) :=
ˆ
Σi
h(t)ϕ(γ(t)) dσ(γ, h) , for all ϕ ∈ C(Ω)(137)
belongs to Cw([0, 1];M+(Ω)) and solves the continuity equation with v and g. We can now
define (ρi,mi, µi) ∈ M by setting
ρi := dt⊗ ρit , mi := vρi , µi := gρi .
Note that by (133) and (137) we have that ρit ≤ ρt as measures for every t ∈ [0, 1]. Henceˆ 1
0
ˆ
Ω
β
2
|v(t, x)|2 + βδ
2
2
|g(t, x)|2 dρit(x) + αdt ≤ 1 ,
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by (131). Given that the above holds, by repeating the same arguments used to prove (136)
applied to ρit and σ Σi, we have that
(138) J(ρi,mi, µi) = λi .
Consider the decomposition
(139) (ρ,m, µ) = λ1
1
λ1
(ρ1,m1, µ1) + λ2
1
λ2
(ρ2,m2, µ2) ,
and notice that λ−1i (ρ
i,mi, µi) ∈ B thanks to (138) and one-homogeneity of J . We claim that
(140)
1
λ1
(ρ1,m1, µ1) 6= λ2 1
λ2
(ρ2,m2, µ2) .
Indeed we have that λ−11 ρ
1 6= λ−12 ρ2: If they were equal then by narrow continuity we would
have λ−11 ρ
1
tˆ
= λ−12 ρ
2
tˆ
. However by (135) it is immediate to check that ρ1
tˆ
(E1) = ρtˆ(E1) > 0
and ρ2
tˆ
(E1) = 0, yielding a contradiction. Thus (140) holds and (139) gives a non-trivial convex
decomposition of (ρ,m, µ), contradicting extremality. This ends the proof of (132).
In particular we have shown that ρ = h(t)dt ⊗ δγ(t) for some γ : [0, 1] → Ω, so that t 7→ ρt
belongs to SΩ, since ρt is narrowly continuous. Hence γ ∈ C({h > 0};Rd) thanks to Lemma
3.4. Moreover, as a consequence of (131) and Proposition 3.9 we have that t 7→ ρt belongs to
HΩ, m = γ˙ρ, µ = h˙(t) dt⊗ δγ(t) and
(141) J(ρ,m, µ) =
ˆ
{h>0}
β
2
h(t)|γ˙(t)|2 + βδ
2
2
h˙(t)2
h(t)
+ αh(t) dt = 1 .
In order to prove that (ρ,m, µ) ∈ C we are left to show that the set {h > 0} is connected. To this
end, assume by contradiction that {h > 0} = E1 ∪ E2 with E1, E2 relatively open, non-empty
and disjoint. For t ∈ [0, 1] set
ρit := h(t)χEi(t)δγ(t) .
Note that as {h > 0} is relatively open we have that ∂{h>0}Ei = ∂[0,1]Ei ∩ {h > 0} where
we denote by ∂A the relative boundary with respect to the set A. Hence as ∂{h>0}Ei = ∅ we
deduce that h(t) = 0 for every t ∈ ∂[0,1]Ei. In particular we immediately deduce that the map
t 7→ h(t)χEi(t) is continuous in [0, 1]. Moreover γ ∈ C({hχEi > 0};Rd), hence Lemma 3.4
ensures that the curve t 7→ ρit belongs to SΩ. We claim that t 7→ ρit belongs to HΩ. In order to
show this, we make use of the information (t 7→ ρt) ∈ HΩ. Notice that the set Ei is relatively
open in [0, 1], given that {h > 0} is open. Thus Ei =
⋃∞
n=1 In, where the In are pairwise disjoint
intervals in [0, 1]. By dominated convergence
ˆ 1
0
h(t)χEi(t)ϕ˙(t) dt =
∞∑
n=1
ˆ
In
h(t)ϕ˙(t) dt = −
∞∑
n=1
ˆ
In
h˙(t)ϕ(t) dt =
ˆ 1
0
h˙(t)χEi(t)ϕ(t) dt
for every ϕ ∈ C1c (0, 1), where we used that h = 0 on ∂[0,1]In, given that ∂[0,1]In ⊂ ∂[0,1]Ei. Since
h ∈ AC2[0, 1], we infer that hχEi ∈ AC2[0, 1], with derivative h˙χEi . Noticing that
√
hχEi =√
hχEi by similar arguments we also deduce that
√
h ∈ AC2[0, 1] and √hχEiγ ∈ AC2([0, 1];Rd),
thus concluding (t 7→ ρit) ∈ HΩ. Set
ρi := χEi(t)h(t) dt ⊗ δγ(t) , mi := γ˙(t)ρi , µi = χEi(t)h˙(t)dt⊗ δγ(t) .
Thanks to Proposition 3.9 we have that (ρi,mi, µi) belongs to MΩ and
J(ρi,mi, µi) =
ˆ
Ei
β
2
h(t)|γ˙(t)|2 + βδ
2
2
h˙(t)2
h(t)
+ αh(t) dt <∞ .
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Set λi := J(ρ
i,mi, µi) and notice that 0 < λi < 1, λ1 + λ2 = 1 thanks to (141) and definition of
Ei. By construction we have χE1 +χE2 = 1 in {h > 0}. By recalling that h˙ = 0 a.e. in {h > 0},
the following decomposition holds
(ρ,m, µ) = λ1
1
λ1
(ρ1,m1, µ1) + λ2
1
λ2
(ρ2,m2, µ2) .
Clearly λ−11 (ρ
1,m1, µ1) 6= λ−12 (ρ2,m2, µ2) and λ−1i (ρi,mi, µi) ∈ B, which contradicts extremal-
ity of (ρ,m, µ). Thus we conclude that the set {h > 0} must be connected, ending the proof of
Theorem 6.3.
6.2. Sparsity for dynamic inverse problems with optimal transport regularization.
In this section we analyze the problem of reconstructing a family of time-dependent Radon
measures given a finite number of observations. More precisely, let H be a finite dimensional
Hilbert space and K : Cw([0, 1];M(Ω)) → H be a linear operator which is continuous in the
following sense: given a sequence (t 7→ ρnt ) in Cw([0, 1];M(Ω)), we require that
(142) ρnt → ρt narrowly in M(Ω) for all t ∈ [0, 1] implies Kρn → Kρ in H .
For a given datum y ∈ H, we aim at finding a solution ρ ∈ Cw([0, 1];M(Ω)) to the ill-posed
inverse problem
(143) Kρ = y .
We regularize (143) via the Hellinger-Kantorovich-type energy Jα,β,δ defined at (17), following
the approach in [19]. To this end, introduce the space
M˜Ω := Cw([0, 1];M(Ω)) ×M(XΩ;Rd)×M(XΩ;R) ,
and define the Tikhonov functional G : M˜Ω → R ∪ {∞} by
(144) G(ρ,m, µ) := F (Kρ) + Jα,β,δ(ρ,m, µ) ,
where F : H → R is a fidelity functional assumed to be convex, lower semi-continuous and
bounded from below. We then replace (143) by
(145) min
(ρ,m,µ)∈M˜Ω
G(ρ,m, µ) .
Note that G is proper, since Jα,β,δ(0, 0, 0) = 0. Moreover under the assumptions on K and F ,
problem (145) admits a solution: This is indeed an immediate consequence of the direct method
and of Lemma A.6.
It is well-known that the finite-dimensionality of the data space H promotes sparsity in the
reconstruction of solutions to (143), in the sense that there exists a minimizer to (145) which
is finite linear combination of extremal points of the ball of the regularizer. This observation
was recently made rigorous in the works [16, 17] (see also [42, 43]). Since in Theorem 6.3 we
characterized the extremal points of the ball of Jα,β,δ, we can specialize the representation results
in [16, 17] to our setting, and obtain the following statement for sparse minimizers to (145).
Theorem 6.4. There exists a solution (ρˆ, mˆ, µˆ) ∈ M˜Ω to (145) which is of the form
(146) (ρˆ, mˆ, µˆ) =
p∑
i=1
ci (ρ
i,mi, µi) ,
where p ≤ dim(H), ci > 0,
∑p
i=1 ci = Jα,β,δ(ρˆ, mˆ, µˆ) and (ρ
i,mi, µi) ∈ C, where C is as in
Definition 6.1.
In order to prove the above theorem, it is sufficient to apply Theorem 6.3 and check validity for
the assumptions of Corollary 2 in [16]. The proof is a straightforward adaptation of the one of
Theorem 10 in [18] (which deals with the case δ =∞) and is hence omitted.
We now present an application of Theorem 6.4 to dynamic inverse problems, in a simplified
case of the framework introduced in [19]. To be more specific, let t1 < . . . < tN be a finite
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discretization of the time interval [0, 1]. The aim is to reconstruct an element of Cw([0, 1];M(Ω))
by only making observations at the time instants ti. Hence letHi be a family of finite-dimensional
Hilbert spaces and set H =×Ni=1Hi, normed by ‖y‖2H :=∑Ni=1 ‖yi‖2Hi . Let Ki :M(Ω)→ Hi be
linear and weak* continuous operators. For a given observation y ∈ H, consider the problem of
finding ρ ∈ Cw([0, 1];M(Ω)) such that
Kiρti = yi for each i = 1, . . . , N .
Following [19], we regularize the above problem by
(147) min
(ρ,m,µ)∈M˜Ω
1
2
N∑
i=1
‖Kiρti − yi‖2Hi + Jα,β,δ(ρ,m, µ) .
To recast the above problem into the form (145), let K : Cw([0, 1];M(Ω)) → H be defined by
Kρ := (K1ρt1 , . . . ,KNρtN ) and note that K is continuous in the sense of (142). Moreover define
the fidelity term F : H → R by F (x) := 12‖x− y‖2H , which is convex, lower semi-continuous and
bounded from below. In this way (147) is a particular case of (145) and Theorem 6.4 applies,
thus showing the existence and characterizing the structure of sparse solutions to the discrete
reconstruction problem regularized via the Hellinger-Kantorovich energy.
Appendix A.
A.1. Properties of narrow convergence. We recall some basic results about narrow con-
vergence of measures. These results are classical and are stated for probability measures in the
literature [3]. Here we adapt them to positive measures. Let Y be a complete separable metric
space. A family of measures A ⊂M(Y ) is called tight if for every ε > 0 there exists a compact
set Kε ⊂ Y such that |µ|(Y rKε) < ε for all µ ∈ A. The next theorem gives a characterization
of compactness in M(Y ) [14, Theorem 8.6.2].
Theorem A.1. Let Y be a complete separable metric space. For a family A ⊂ M(Y ) the
following statements are equivalent:
(i) Every sequence {µn}n ⊂ A is precompact with respect to the narrow convergence,
(ii) The family A is tight and uniformly bounded with respect to the total variation norm.
The next proposition provides a useful tightness criterion for positive measures. The proof is a
straightforward adaptation of [3, Remark 5.1.5].
Proposition A.2. Let Y be a complete separable metric space. Let A ⊂ M+(Y ) be a family
of positive measures. Suppose that there exists a measurable function F : Y → [0,∞] such that
{y ∈ Y : F (y) ≤ c} is compact for each c ≥ 0 and
(148) sup
µ∈A
ˆ
Y
F (y) dµ(y) ≤ C ,
for some C > 0. Then A is tight.
Proof. For ε > 0 set Kε := {y ∈ Y : F (y) ≤ C/ε}. By Chebyshev’s inequality
sup
µ∈A
µ(Y rKε) ≤ ε
C
sup
µ∈A
ˆ
Y
F (y) dµ(y) ≤ ε
which implies tightness of A. 
Finally, we provide a useful result which clarifies the behaviour of narrowly convergent sequences
of positive measures when tested against lower semi-continuous, or continuous unbounded inte-
grands. The proof relies on [3, Lemma 5.1.7].
Proposition A.3. Let Y be a complete separable metric space. Assume that {µn}n, µ belong
to M+(Y ) and µn → µ narrowly as n→∞. The following holds:
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i) If g : Y → [0,∞] is lower semi-continuous then
(149)
ˆ
Y
g(y) dµ(y) ≤ lim inf
n→∞
ˆ
Y
g(y) dµn(y) ,
ii) If f : Y → R is continuous with |f | uniformly integrable with respect to {µn}n, that is,
(150) lim
k→∞
sup
n∈N
ˆ
{y∈Y : |f(y)|≥k}
|f(y)| dµn(y) = 0 ,
then it holds
(151) lim
n→∞
ˆ
Y
f(y) dµn(y) =
ˆ
Y
f(y) dµ(y) .
Proof. Assume first that µ = 0. Then (149) trivially holds. In order to show (151), let ε > 0 be
fixed. From the uniform integrability assumption there exists k¯ ∈ N such that∣∣∣∣ˆ
Y
f(y) dµn(y)
∣∣∣∣ ≤ ˆ
{|f |≥k¯}
|f(y)| dµn(y) +
ˆ
{|f |<k¯}
|f(y)| dµn(y) < ε+ k¯ ‖µn‖M ,
for all n ∈ N. Since ‖µn‖M → 0, letting n → ∞ in the above inequality yields (151). Assume
now that µ 6= 0. As ‖µn‖M → ‖µ‖M 6= 0, without loss of generality we can suppose that µn 6= 0
for all n ∈ N. Define the probability measures µ˜n := µn/ ‖µn‖M and µ˜ := µ/ ‖µ‖M. It is
immediate to check that µ˜n → µ˜ narrowly and that |f | is uniformly integrable with respect to
{µ˜n}n. Thus [3, Lemma 5.1.7] yields (149), (151) for µ˜n and µ˜. Noting that ‖µn‖−1M → ‖µ‖−1M
concludes. 
A.2. Disintegration of measures. In this section we state and prove the disintegration the-
orem employed in Section 5. This result is a straightforward consequence of [3, Theorem 5.3.1].
Theorem A.4. Let Z,X be Radon separable metric spaces and let µ ∈ M+(Z), ν ∈ M+(X) be
given. Let π : Z → X a measurable map such that π#µ ≪ ν. Then there exists a Borel family
of measures {µx ∈ M+(Z) : x ∈ X} such that
i) µx(Z r π−1(x)) = 0 for ν-a.e. x ∈ X,
ii) for every function f ∈ L1µ(Z) there holdsˆ
Z
f(z) dµ(z) =
ˆ
X
ˆ
Z
f(z) dµx(z) dν(x) ,
iii) if µ is concentrated on a Borel set E ⊂ Z, then µx is concentrated on π−1(x) ∩ E for
ν-a.e. x ∈ X.
Proof. Without loss of generality we can suppose that µ 6= 0. By a rescaling argument we can
assume that ‖µ‖M(Z) = 1 as well. Thanks to [3, Theorem 5.3.1] there exists a Borel family of
measures {µ˜x ∈ M+(Z) : x ∈ X} such that
• µ˜x(Z r π−1(x)) = 0 for (π#µ)-a.e. x ∈ X,
• for every Borel function f : Z → [0,∞] there holdsˆ
Z
f(z) dµ(z) =
ˆ
X
ˆ
Z
f(z) dµ˜x(z) d(π#µ)(x) .
For all x ∈ X set µx := ∂(pi#µ)∂ν (x) µ˜x. We immediately obtain that µx ∈ M+(Z) is a family of
Borel measures satisfying (i). Moreover, for every Borel function f : Z → [0,∞] there holdsˆ
Z
f(z) dµ(z) =
ˆ
X
ˆ
Z
f(z) dµ˜x(z) d(π#µ)(x)
=
ˆ
X
ˆ
Z
f(z)
∂(π#µ)
∂ν
(x) dµ˜x(z) dν(x) =
ˆ
X
ˆ
Z
f(z) dµx(z) dν(x) .
If f ∈ L1µ(Z), then by the above identity we obtain that f ∈ L1µx(Z) for ν-a.e. x ∈ X, yielding
(ii). Finally, (iii) is immediately implied by (ii). 
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A.3. Properties of Bδ and Jα,β,δ. In this section we gather some of the properties of the
functionals Bδ and Jα,β,δ introduced in Section 2.2. The interested reader can find the proofs of
such results in Proposition 2.6 and Lemmas 4.5, 4.6 in [19].
Lemma A.5 (Properties of Bδ). The functional Bδ defined in (16) is non-negative, convex,
one-homogeneous and sequentially lower semi-continuous with respect to the weak* topology on
MΩ. Moreover it satisfies the following properties:
i) if Bδ(ρ,m, µ) < ∞, then ρ ≥ 0 and m,µ ≪ ρ, that is, there exist measurable maps
v : XΩ → Rd, g : XΩ → R such that m = vρ, µ = gρ,
ii) if ρ ≥ 0 and m = vρ, µ = gρ for some measurable maps v : XΩ → Rd, g : XΩ → R, then
(152) Bδ(ρ,m, µ) =
ˆ
XΩ
Ψδ(1, v, g) dρ =
1
2
ˆ
XΩ
(|v|2 + δ2g2) dρ .
Lemma A.6 (Properties of Jα,β,δ). Let α, β, δ > 0. The functional Jα,β,δ is non-negative, con-
vex, one-homogeneous and sequentially lower semi-continuous with respect to the weak* topology
on MΩ. For (ρ,m, µ) ∈ MΩ such that Jα,β,δ(ρ,m, µ) <∞ we have that
(153) max{α ‖ρ‖M(XΩ) , C ‖m‖M(XΩ;Rd) , C ‖µ‖M(XΩ)} ≤ Jα,β,δ(ρ,m, µ)
where C := min{2α, βmin{1, δ2}}. Moreover, if {(ρn,mn, µn)}n ⊂MΩ is such that
sup
n
Jα,β,δ(ρ
n,mn, µn) <∞ ,
then ρn = dt⊗ ρnt for some (t 7→ ρnt ) ∈ Cw([0, 1];M+(Ω)) and there exists some (ρ,m, µ) in DΩ
with ρ = dt⊗ ρt, (t 7→ ρt) ∈ Cw([0, 1];M+(Ω)) such that, up to subsequences,
(154)
{
(ρn,mn, µn)
∗
⇀ (ρ,m, µ) weakly* in MΩ ,
ρnt → ρt narrowly in M(Ω) , for every t ∈ [0, 1] .
A.4. Comparison between dF and the Hellinger-Kantorovich distance. In this section
we deal with the relation between the Hellinger-Kantorovich distance anticipated in Remark 3.2
and the flat distance dF over the set CV introduced in (28). In particular we prove that they
induce the same topology on CV . First we recall the definition of the Hellinger-Kantorovich
distance for measures belonging to CV (see [29, Section 3.2]).
Definition A.7. Given ρi = hiδγi ∈ CV , i = 1, 2, their squared Hellinger-Kantorovich distance
is defined by
(155) H2(ρ1, ρ2) :=
{
h1 + h2 − 2
√
h1h2 cos(|γ1 − γ2|) if |γ1 − γ2| ≤ π ,
h1 + h2 + 2
√
h1h2 otherwise.
Proposition A.8. There exists a constant C > 0 such that, for all ρi = hiδγi ∈ CV , i = 1, 2,
1
C
H2(ρ1, ρ2) ≤ dF (ρ1, ρ2) ≤ C
√
h1 + h2H(ρ
1, ρ2) .
Proof. We prove only the first inequality as the second one was already established in [30,
Proposition 7.18] and also [28, Theorem 3]. Set p := |γ1 − γ2|. Notice that for p ≤ π, keeping
into account (155), we can estimate
(156) H2(ρ1, ρ2) = (
√
h1 −
√
h2)
2 + 2
√
h1h2(1− cos p) ≤ |h1 − h2|+ 2
√
h1h2p .
Assume first that p ≤ 2. Without loss of generality we can suppose that h1 ≤ h2 and h1 > 0,
the case h1 = 0 being trivial. Notice that 2
√
h1h1 ≤ 2h1 + h2 − h1. Thus, recalling (30) and
(156), we infer
H2(ρ1, ρ2) ≤ h2 − h1 + 2
√
h1h2p ≤ h2 − h1 + 2ph1 + p(h2 − h1) ≤ 3 dF (ρ1, ρ2) .
Suppose now that 2 ≤ p ≤ π. Then using (156), (30) and Young’s inequality
H2(ρ1, ρ2) ≤ h1 + h2 + π(h1 + h2) = (1 + π) dF (ρ1, ρ2) ,
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as we wanted to show. Finally if p > π, by Young’s inequality and (30)
H2(ρ1, ρ2) = h1 + h2 + 2
√
h1h2 ≤ 2(h1 + h2) = 2dF (ρ1, ρ2) ,
and the proof is concluded. 
A.5. Proof of Proposition 3.6. In this section we present a proof for Proposition 3.6. To
prove completeness for (SV ,d) it is sufficient to show that (CV ,dF ) is complete, since SV =
C([0, 1];CV ) by Proposition 3.5. Hence, let ρ
n = hnδγn ∈ CV be a Cauchy sequence. By (30) we
have |hn − hm| ≤ dF (ρn, ρm) for all m,n ∈ N. Therefore hn → h for some h ≥ 0. If h = 0, by
(30) we have dF (ρ
n, 0) = hn → 0, showing that ρn converges to 0 ∈ CV . Assume now that h > 0.
Notice that |γn − γm| ≤ 2 for sufficiently large m,n, otherwise we could extract subsequences
(not relabelled) such that dF (ρ
n, ρm) = hn+hm → 2h > 0 asm,n→∞, which is a contradiction
to ρn being a Cauchy sequence. Combining (30) with the facts that hn → h > 0 and that ρn
is Cauchy, we immediately infer that γn is Cauchy, and hence convergent to some γ ∈ V . An
application of (30) shows that ρn → ρ := hδγ with respect to dF , concluding completeness.
Assume now that V is convex. We will show that (SV ,d) is separable. To this end, define the
countable set
C
′
V :=
{
hδγ : h ∈ [0,∞) ∩Q, γ ∈ V ∩Qd
}
⊂ CV .
Since V is the closure of a domain, it is immediate to check that C ′V is dense in CV with respect
to dF . For each n ∈ N, n ≥ 1, define times tj := j/n for j = 0, . . . , n, and set
Pn :=
{
ρt = h(t)δγ(t) : [0, 1]→ CV : ρtj ∈ C ′V for all j = 0, . . . , n ,
h, γ continuous and linear in [tj , tj+1] for all j = 0, . . . , n− 1
}
.
Notice that Pn is well defined since V is convex. Moreover Pn is countable and Pn ⊂ SV , by
Lemma 3.4. Set P := ∪n≥1Pn. We claim that P is dense in SV with respect to d. In order to
prove the claim, let ρ ∈ SV and fix ε > 0. By Proposition 3.5 there exists n ∈ N such that
(157) dF (ρt, ρs) < ε if |t− s| < 2
n
.
Set tj := j/n for j = 0, . . . , n. By density of C
′
V in CV we can select h˜jδγ˜j ∈ C ′V such that
(158) dF (ρtj , h˜jδγ˜j ) < ε for all j = 0, . . . , n .
For t ∈ [tj, tj+1] we define ρ˜t := h˜(t)δγ˜(t), where we set
h˜(t) := h˜j +
t− tj
tj+1 − tj (h˜j+1 − h˜j) , γ˜(t) := γ˜j +
t− tj
tj+1 − tj (γ˜j+1 − γ˜j) .
In this way ρ˜ ∈ Pn ⊂ P . Moreover by (157)-(158) and triangle inequality we infer
(159) dF (ρ˜tj , ρ˜tj+1) ≤ dF (ρ˜tj , ρtj ) + dF (ρtj , ρtj+1) + dF (ρtj+1 , ρ˜tj+1) < 3ε .
Fix t ∈ [0, 1], so that t ∈ [tj , tj+1] for some j = 0, . . . , n− 1. We claim that
(160) min(dF (ρ˜t, ρ˜tj ),dF (ρ˜t, ρ˜tj+1)) ≤ dF (ρ˜tj , ρ˜tj+1) .
In order to prove (160), first notice that by construction we have
(161) |γ˜(t)− γ˜j| ≤ |γ˜j+1 − γ˜j | , |h˜(t)− h˜j | ≤ |h˜j+1 − h˜j | .
Assume that h˜j ≤ h˜j+1. If |γ˜j+1 − γ˜j | ≤ 2, then |γ˜(t) − γ˜j| ≤ 2 by (161). Hence from (30)
and (161) we infer dF (ρ˜t, ρ˜tj ) ≤ dF (ρ˜tj , ρ˜tj+1) and (160) follows. If instead |γ˜j+1 − γ˜j | > 2,
|γ˜(t)− γ˜j | ≤ 2, then by (30), (161) we have dF (ρ˜t, ρ˜tj ) ≤ |h˜j − h˜j+1|+ 2h˜j = dF (ρ˜tj , ρ˜tj+1) and
(160) holds. Finally, if |γ˜j+1− γ˜j| > 2 and |γ˜(t)− γ˜j| > 2, then by (30), dF (ρ˜t, ρ˜tj ) = h˜(t)+ h˜j ≤
h˜j+1+ h˜j = dF (ρ˜tj , ρ˜tj+1) proving (160). In the case that h˜j+1 ≤ h˜j , it follows analogously that
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dF (ρ˜t, ρ˜j+1) ≤ dF (ρ˜tj , ρ˜j+1), setting (160). Finally, by triangle inequality and (157), (158) we
infer
dF (ρt, ρ˜t) ≤ dF (ρt, ρtj ) + dF (ρtj , ρ˜tj ) + dF (ρ˜tj , ρ˜t) < 2ε+ dF (ρ˜tj , ρ˜t) ,
dF (ρt, ρ˜t) ≤ dF (ρt, ρtj+1) + dF (ρtj+1 , ρ˜tj+1) + dF (ρ˜tj+1 , ρ˜t) < 2ε+ dF (ρ˜tj+1 , ρ˜t) .
Therefore from (159), (160) we deduce that dF (ρt, ρ˜t) < 5ε, showing that P is dense in SV and
completing the proof.
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