This paper extends a deep clustering algorithm for use with time-frequency masking-based beamforming and perform separation with an unknown number of sources. Deep clustering is a recently proposed single-channel source separation algorithm, which projects inputs into the embedding space and performs clustering in the embedding domain. In deep clustering, bi-directional long short-term memory (BLSTM) recurrent neural networks are trained to make embedding vectors orthogonal for different speakers and concurrent for the same speaker. Then, by clustering the embedding vectors at test time, we can estimate time-frequency masks for separation. In this paper, we extend the deep clustering algorithm to a multiple microphone setup and incorporate deep clustering-based timefrequency mask estimation into masking-based beamforming, which has been shown to be more effective than masking for automatic speech recognition. Moreover, we perform source counting by computing the rank of the covariance matrix of the embedding vectors. With our proposed approach, we can perform masking-based beamforming in a multiple-speaker case without knowing the number of speakers. Experimental results show that our proposed deep clustering-based beamformer achieves comparable source separation performance to that obtained with a complex Gaussian mixture model-based beamformer, which requires the number of sources in advance for mask estimation.
Introduction
This paper deals with source counting and separation with a multichannel microphone setup. Time-frequency maskingbased beamforming has recently been developed for speech enhancement [1] [2] [3] [4] [5] , and is reported to be effective for noise robust automatic speech recognition (ASR) [6, 7] . These approaches utilize time-frequency masking to obtain covariance matrices of speaker(s) and noise. Several approaches have been proposed for estimating the mask [1] [2] [3] 5] .
Our previous approach uses a complex Gaussian mixture model (CGMM) for time-frequency mask estimation [2, 8] , where the CGMM parameters are estimated by the ExpectationMaximization algorithm exploiting spatial information extracted with a microphone array. After the parameter estimation, each of the Gaussians is assigned to one of the speaker classes or the noise class, which enables us to estimate a timefrequency mask for each speaker or noise. While the CGMM is capable of dealing with multiple speakers, this approach needs to know the number of sources in advance to set the number of Gaussians for the CGMM parameter estimation.
On the other hand, data-driven approaches for mask estimation have been developed for speech enhancement [1, 5, [9] [10] [11] [12] [13] [14] [15] and their effectiveness for noise robust ASR has recently been widely reported [1, [3] [4] [5] . Heymann et al. use a bi-directional long short-term memory (BLSTM) for their masking-based beamformer, where the BLSTM is trained to predict a mask for extracting the speaker and a mask for extracting noise. The BLSTM is typically trained in advance by using a large amount of parallel data consisting of noisy and clean speech. Although a BLSTM is capable of dealing with one target speaker, speech separation with an unknown number of sources and/or more than two sources is not a trivial extension for the following reasons.
One reason is that the dimension of BLSTM outputs, i.e., the vector dimension of an estimated mask, needs to be fixed during the training time, which makes it difficult to deal with the different number of sources in the test time. Another reason is the difficulty in defining each source class during training when the sources have similar properties, e.g. speech mixtures. Although each source signal needs to be assigned to a specific part of the BLSTM output, its arbitrary property causes a permutation problem among source classes, and leads to a training failure [16] .
To address these problems, recent studies have exploited the embedding space and achieved multiple speaker separation with deep learning [17] [18] [19] . Instead of directly outputting the masks, BLSTMs in [17] [18] [19] output an embedding vector for each timefrequency point. The BLSTMs are trained to predict embedding vectors that are in the same direction for time-frequency points dominated by the same speaker, or orthogonal for those dominated by different speakers. During a test, mask estimation for multiple speakers can be performed by K-means clustering of the embedding vectors. Since the embedding vector estimation can be performed with the trained BLSTMs independently of the number of sources, we can deal with an arbitrary number of sources with deep clustering simply by setting the number of classes for K-means clustering during the test.
By incorporating deep clustering into the masking-based beamforming approach, this paper extends the application of the deep clustering algorithm to beamforming for multiple target speakers. Moreover, we propose a source counting method based on deep clustering by using the rank of the covariance matrix of the embedding vectors, which allows us to perform source separation with an unknown number of sources. Ideally, the embedding vectors are in C orthogonal directions, where C denotes the number of sources. This nature of the embedding vectors allows us to perform source counting by performing the eigenvalue decomposition of the covariance matrix of the embedding vectors. The overall proposed system allows us to separate an unknown number of sources.
Experimental results showed that our approach achieved a 67.3% source counting accuracy for 2-and 3-speaker mixtures. In terms of source separation ability, our approach achieved an 11.51 dB signal-to-distortion ratio (SDR) improve- ment for 2-speaker mixtures and 9.59 dB for 3-speaker mixtures, which were comparable performances to those obtained with the CGMM-based approach that needs to know the number of sources in advance.
The remainder of this paper is organized as follows. Section 2 provides an overview of our proposed source counting and separation method. Section 3 briefly reviews deep clustering for mask estimation and describes our proposed source counting method based on the embedding vectors. Section 4 describes a masking-based beamformer. Section 5 presents an experimental evaluation of our proposed approach in terms of source counting accuracy and SDRs. Section 6 concludes the paper. Figure 1 shows an overview of our proposed beamformer. The beamformer consists of embedding vector estimation, source counting, mask estimation by K-means clustering, spatial covariance matrix estimation and beamforming. We first estimate an embedding vector for each time-frequency point from a single-channel input with a BLSTM. The BLSTM is trained in advance to create embedding vectors in the same direction for the same speaker, and in an orthogonal direction for different speakers. We utilize this nature of the embedding vectors for source counting. With the estimated number of sources and the embedding vectors, we perform K-means clustering, after which each cluster corresponds to each source class. Then, based on this clustering result, we can obtain a time-frequency mask for each speaker. The masks are used to obtain the spatial covariance matrices of the speakers, and the covariance matrices are used to estimate beamformer coefficients. Finally separated signals are obtained by beamforming with observed multichannel signals.
Overview of proposed beamformer

Source counting and mask estimation with deep clustering
Deep clustering
Let n ∈ {1, ..., N } denote an index for a time-frequency point, and c ∈ {1, ..., C} denote a source index. An objective function to be minimized for BLSTM training is defined as
where Y = {yn,c} denotes an N × C indicator matrix and V = {v n,d } denotes an N × D matrix consisting of embedding vectors estimated with the BLSTM. Θ denotes the learnable parameters of the BLSTM. yn,c = 1 if the c-th source dominates at time-frequency point n, otherwise, yn,c = 0. The n-th row of V corresponds to a D dimensional embedding vector for the n-th time-frequency point, which is estimated by the BLSTM. In Eq. (1), Y Y T is an N × N supervision matrix, where the element at (n, n ) is 1 if time-frequency points n and n are dominated by the same speaker, otherwise the element at (n, n ) is 0. To minimize the objective function, the embedding vector for the n-th time-frequency point, vn = (vn,1, ..., vn,D) T , would be parallel to v n if time-frequency points n and n are dominated by the same speaker, otherwise v T n vn would be zero. This training forces the embedding vectors to form clusters during the test, where one cluster corresponds to one source class. By performing the clustering, e.g. K-means clustering, of estimated embedding vectors v1, ..., vN , we can obtain timefrequency masks for each source. If vn is assigned to the c-th source class, the estimated mask for the c-th source at the n-th time-frequency point is 1.
In general, we need to set the number of sources for clustering. In previous reports on deep clustering, the number of sources was assumed to be given, and K-means clustering was performed with the oracle number of sources [17] [18] [19] .
Rank estimation for source counting
In this study, we estimate the number of sources with the estimated embedding vectors. Ideally, the embedding vectors are in C directions that are orthogonal to each other. This nature allows us to estimate the number of sources by estimating the rank of the covariance matrix of the embedding vectors.
We compute a covariance matrix of the embedding vectors A as
and extract eigenvalues e1, ..., eD with the covariance matrix A.
The rank of A corresponds to the number of sources, therefore we assume that the number of eigenvalues larger than a threshold is the number of sources aŝ
where n(·) is operation to compute the number of elements, and
.., D} is a set of eigenvalues of A larger than the threshold b.Ĉ denotes the estimated number of sources. By performing K-means clustering with the estimated number of sourcesĈ, we can perform mask estimation without knowing the number of sources in advance.
Masking-based beamformer for source separation
This section briefly reviews a masking-based beamformer recently developed for noise robust ASR [1] [2] [3] [4] [5] . Although previous deep clustering approaches obtain separated signals by multiplying the estimated masks by the observed mixture in the time-frequency domain, the masking often introduces artificial noise and its effectiveness for ASR is known to be limited [20, 21] . In this paper, we assume a multiple microphone setup, and we obtain separated signals with beamforming aŝ
whereŝ
T denote the c-th estimated signal at timefrequency point (t, f ), beamformer coefficients for the c-th source at frequency f and an observed multichannel signal at (t, f ), respectively. M denotes the number of microphones.
There are several approaches that can be used to obtain the beamformer coefficients based on the spatial covariance matrices of sources, e.g. a minimum variance distortion-less response beamformer [22] and a maximum signal-to-noise ratio (max-SNR) beamformer [23] . For example, the max-SNR beamformer can be defined by
where R 
where e max denotes the maximum eigenvalues of a matrix R
f . The spatial covariance matrices R (c) f and R (¬c) f can be obtained with the estimated time-frequency masks as follows
where λ
f,t denotes the time-frequency mask for the c-th source at (t, f ) estimated by deep clustering.
Experimental evaluation
This section describes experimental evaluations of our proposed approach in terms of source counting and separation performance. We used simulated multichannel speech mixtures with 2 or 3 speakers, and evaluated source counting accuracy while varying the threshold b. Then, we evaluated source separation performance in terms of SDRs computed with [24] . 
Data
We created data sets of multichannel speech mixtures based on the Wall Street Journal (WSJ0) corpus and the data generation code provided in [25] , which was also used for the evaluation of deep clustering in previous reports [17] [18] [19] . We generated two data sets of multichannel mixtures, one of which consisted of 2-speaker mixtures and the other consisted of 3-speaker mixtures. To simulate multichannel mixtures, we convolved impulse responses with the speech signals. The impulse responses were generated with the image method [26, 27] . Figure 2 shows the details of the room conditions that were used for impulse response generation. The room size was 6m × 4m × 3m and RT60 was 0.2s. We assumed a circular array of 8 microphones that was 20 cm in diameter and located at the center of the room. A source location was randomly selected from the candidate locations shown in Figure 2 . A training data set was generated by randomly mixing the simulated multichannel utterances produced by different speakers from the WSJ0 training set. Mixing signal-to-noise ratios (SNRs) varied from 0 to 5 dB. The training data totaled 30 hours. A 10-hour cross validation set was generated in a similar way with closed speakers to optimize tunable parameters. 5 hours of evaluation data were generated with the different speakers from the training data set to evaluate source separation performance. The training, cross validation and evaluation data sets were prepared individually for 2-speaker mixtures and 3-speaker mixtures.The audio data were downsampled to 8 kHz.
Settings for BLSTM training
We used stacked BLSTMs for embedding vector estimation. The BLSTMs consisted of 4 BLSTM layers followed by a linear layer, where each of the BLSTM layers had 300 forward LSTM cells and 300 backward cells. Linear transformations were applied between the BLSTM layers to concatenate the for- ward and backward propagation results. The final linear layer projected the BLSTM outputs to F × D dimensions. We set D at 40. We used the log magnitude spectrum of the mixture speech as input features, where the short time Fourier transform was performed with a 32 ms window length, 8 ms window shift and a hanning window. The silence regions of the timefrequency points were ignored in the cost computation during training similarly to [17, 18] . The silence regions were defined as time-frequency points where the magnitude was smaller than −40 dB of the maximum mixture magnitude. BLSTM network propagation was performed using the whole length of an utterance, while the cost function defined in Eq. (1) was computed solely with 400 randomly chosen frames to save memory. The BLSTM training was performed with the rmsprop algorithm [28] , where the learning rate was set at l = 0.001×(1/2) /50 . was the epoch number. The mini-batch size was set at 16. We trained the BLSTMs with the 2-speaker mixture data set (BLTSM-2) and with both the 2-and 3-speaker mixture data set (BLSTM-both). For BLSTM-both, the learning rate was set at l = 0.001 × (1/2) /25 because of the double size of the training data set.
Source counting performance evaluation
We tuned the threshold b with the validation set and evaluated the source counting performance of our proposed approach. Figure 3 shows source counting accuracy for the validation set obtained with BLSTM-2. The blue and red lines indicate the source counting accuracies for the 2-speaker mixtures and the 3-speaker mixtures, respectively. The black line indicates their average value. By training the BLSTM with the 2-speaker mixtures, we obtained a 91.7% source counting accuracy for the 2-speaker mixtures with b = 0.15, however, the best parameter for the 3-speaker mixtures was quite different from that for the 2-speaker mixtures. The best accuracy for both the 2-and 3-speaker mixtures was 53.1% with b = 0.05. Figure 4 shows source counting accuracy for the validation set obtained with BLSTM-both. By training with both the 2-and 3-speaker mixtures, BLSTM-both achieved a higher source counting accuracy than that obtained with BLSTM-2. The best total source counting accuracy was 66.3% with the best parameter b = 0.05. With the best parameter, the source counting accuracies for the evaluation set were 52.8% with BLSTM-2 and 67.3% with BLSTM-both, as shown in Table 1 .
Source separation performance evaluation
We evaluated our proposed approach in terms of the SDRs [24] . For SDR computation with the estimated number of sources, we used the following procedure to align the number of processed signals to the actual number of sources. When the number of sources was underestimated, we used the mixture as the rest of the processed signals. When the number of sources was overestimated, we used C clusters, which have the largest number of cluster members, for the processed signals. We used the MVDR beamformer to obtain the separated signals. A steering vector for the MVDR beamformer was obtained by multiplying the max-SNR beamformer coefficients by the spatial covariance matrix of interference. Our beamformer is detailed in [29] . For comparison, we used a CGMM-based beamformer that has been successfully used as a front-end for noise robust ASR [2, 20, 30] . Table 1 shows the SDRs we obtained with the CGMMbased beamformer with the oracle number of sources and the proposed deep clustering-based beamformer with the oracle/estimated number of sources. With BLSTM-2, the proposed approach achieved comparable SDR improvements to those obtained with the CGMM-based beamformer for the 2-speaker mixtures, however, the separation performance for the 3-speaker mixtures was limited even with the oracle number of sources. With BLSTM-both and the oracle number of sources, our proposed approach achieved a comparable performance to the CGMM-based beamformer for both the 2-and 3-speaker mixtures. Although the average separation performance slightly degraded when using the estimated number of sources, the performance was still comparable to that obtained with the CGMM-based beamformer.
Even with the estimated number of sources, the separation performance of our proposed approach was not greatly degraded. One reason is that a source counting failure means that the embedding vector estimation is not very accurate, which would lead to poor mask estimation even with the oracle number of sources. Another reason is that, when evaluating the SDR in the overestimation case, clusters that have fewer members were excluded from the evaluation targets. This suggests that the number of cluster members would be useful for the refinement of source counting, which constitutes future work. Moreover, our current BLSTM used just the spectral features extracted with a single microphone, therefore our future work will also include utilizing spatial features as with [10, 12] for more accurate embedding vector estimation and source counting.
Conclusion
In this paper, we proposed a deep clustering-based beamformer for source counting and separation. We perform source counting by computing the rank of the covariance matrix of embedding vectors, and incorporate deep clustering-based source counting and mask estimation into masking-based beamforming. An experimental evaluation showed that our approach achieved a 67.3% source counting accuracy and a 10.55 dB SDR improvement for 2-and 3-speaker mixtures, which was a comparable separation performance to that of a CGMM-based beamformer, which needs to know the number of sources in advance. Our future work will include ASR performance evaluation with our proposed approach for unknown and time-varying numbers of sources.
