We consider the symmetric group Sym n , n 2, generated by the set S of transpositions (1 i), 2 i n, and the Cayley graph S n = Cay(Sym n , S) called the Star graph. For any positive integers n 3 and m with n > 2m, we present a family of P I-eigenfunctions of S n with eigenvalue n − m − 1. We establish a connection of these functions with the standard basis of a Specht module. In the case of largest non-principal eigenvalue n − 2 we prove that any eigenfunction of S n can be reconstructed by its values on the second neighbourhood of a vertex.
Introduction
The study of eigenfunctions of graphs plays an important role in theoretical and applied research [4] . Eigenfunctions of graphs are related to various combinatorial structures such as perfect codes, equitable partitions, trades [10, 11, 14] .
Denote by Sym n the group consisting of all bijections from {1, 2, . . . , n} to itself using composition • as multiplication. We investigate eigenfunctions of the Star graph S n = Cay(Sym n , S), n 2, that is the Cayley graph on Sym n generated by transpositions from the set S = {(1 i) | 2 i n}. By the definition, the Star graph is a connected bipartite (n − 1)-regular graph.
The spectrum of the Star graph is integral [5, 9] . More precisely, for n 2 and for each integer 1 k n − 1, the values ±(n − k) are eigenvalues of S n ; if n 4, then 0 is an eigenvalue of S n . Since the Star graph is bipartite, mul(n − k) = mul(−n + k) for each integer 1 k n. Moreover, ±(n − 1) are simple eigenvalues of S n . By [5] , the integrality of the spectrum of the Star graph S n follows from studying the spectrum of the Jucys-Murphy elements J n in the algebra of the symmetric group. References on the topic see also in [12] .
In this paper, for any positive integers n 3 and m with n > 2m, we present a family of eigenfunctions f Pm Im of the Star graph S n with eigenvalue n − m − 1, where I m is a vector of m pairwise different elements from the set {1, . . . , n} and P m is a vector of m pairs of pairwise different elements from the set {2, . . . , n}. We call these eigenfunctions as P I-eigenfunction of S n .
We prove that an eigenfunction of the Jucys-Murphy operator J n with eigenvalue n − m − 1, n > 2m, given by a polytabloid is expressed as a sum of P I-eigenfunctions of S n . This result follows from an observation that the adjacency matrix of S n coincides with the transformation matrix of J n and demonstrates a remarkable connection between spectral properties of the Star graph S n and the representation theory of the symmetric group. In the case of largest non-principal eigenvalue n − 2 we prove that any eigenfunction of S n can be reconstructed by its values on the second neighbourhood of a vertex.
The paper is organized as follows. In Section 2 we define a family of P Ieigenfunctions with eigenvalues of S n greater than (n − 2)/2. In Section 3 we establish a correspondence between eigenfunctions of J n and S n . In Section 4 we express an eigenfunction of J n with eigenvalue n − m − 1, n > 2m, given by a polytabloid as a sum of P I-eigenfunctions of S n . Finally, in Section 5 we prove that any eigenfunction of S n with eigenvalue n − 2 can be reconstructed by its values on the second neighbourhood of a vertex.
Family of P I-eigenfunctions of the Star graph S n
Let Γ be a graph with the adjacency matrix A. Let θ be an eigenvalue of the matrix A. A function f : V (Γ) −→ R is called an eigenfunction of Γ corresponding to θ if f ≡ 0 and the equality
f (y) (1) holds for any its vertex x, where N (x) is the neighborhood of x. Let us define a vector I m = (i 1 , i 2 , . . . , i m ) of m pairwise different elements from the set {1, . . . , n} and a vector P m = ((j 1 , k 1 ), (j 2 , k 2 ), . . . , (j m , k m )) of 2m pairwise different elements from the set {2, . . . , n} arranged into m pairs. Define a function f Pm Im : Sym n → R. For a permutation π = [π 1 π 2 . . . π n ] ∈ Sym n , we put f Pm Im (π) = 0, if there exists t ∈ {1, 2, . . . , m} such that π jt = i t and π kt = i t .
If for every t ∈ {1, 2, . . . , m} either π jt = i t or π kt = i t , then we define a binary vector X π = (x 1 , x 2 , . . . , x m ) as follows:
We use the vector X π to complete the definition of the function f any element v = π∈Sym n y π π from C[Sym n ], we define a function f v : Sym n → C such that for any π ∈ Sym n the equality f v (π) = y π holds. The mapping ψ : v → f v gives a bijection between the elements of C[Sym n ] and the complexvalued functions on Sym n . The following lemma shows a correspondence between eigenfunctions of J n and S Let λ be a shape with n cells. For a tableau t of shape λ, the λ-tabloid {t} is the set of all tableaux of shape λ that can be obtained from t by permutations of elements in rows. Let M λ = C{{t 1 }, . . . , {t k }} be the permutation module corresponding to λ, where {t 1 }, . . . , {t k } is a complete list of λ-tabloids. We establish a correspondence between eigenfunctions of J n acting on the permutation module M λ corresponding to shape λ and eigenfunctions of J n acting on the group algebra C[Sym n ].
Let t be a tableau of shape λ and C t be the column-stabilizer of t.
Lemma 2 ([13], Lemma 2.3.3(2)).
For any π ∈ Sym n , the equality
For any tableau t of shape λ, the element e t = σ∈Ct sgn(σ){σ(t)} is called the polytabloid. The submodule S λ of M λ spanned by all polytabloids e t , where t is a tableau of shape λ, is called the Specht module associated with λ. It is well known that the set of standard polytabloids {e t : t is a standard tableau of shape λ} is a basis for S λ . Moreover, the Specht modules form a complete list of irreducible Sym n -modules over the complex field. On the other hand, there exists a basis for S λ consisting of eigenfunctions of J n (see [5, Theorem 1.1] and [8] ). Since the set of standard polytabloids is a basis for S λ , each eigenfunction of J n in S λ is a linear combination of standard polytabloids. Let id λ be the standard tableau of shape λ whose rows consist of the consecutive elements. Let T λ be the set of all tableaux of shape λ. For any tableau t ∈ T λ , denote by τ t the permutation defined be the equation
where τ t acts on t by replacing the values of the cells of t by their images under the permutation mapping τ t .
Lemma 3. For any t ∈ T λ and σ ∈ Sym n , the equality τ σ(t) = σ −1 • τ t holds.
Let us define a linear mapping φ :
Since the set of all λ-tabloids is a basis for M λ , it is enough to define images for λ-tabloids. For any λ-tabloid {t}, where t ∈ T λ , we put φ({t}) = t ′ ∈{t} τ t ′ . Since the λ-tabloids {t 1 }, . . . , {t k } form a partition of T λ , the mapping φ is an isomorphic embedding of
Lemma 4. For any λ-tabloid {t} and σ ∈ Sym n , the equality φ({σ(t)})
Lemma 5 immediately follows from Lemma 4.
Lemma 5. For any polytabloid e t , the equality φ(e t ) =
holds.
Let us put σ i = (i n) up to the end of this section. Then
Lemma 6. For any polytabloid e t , the equality φ(J n (e t )) = J n (φ(e t )) holds.
Proof.
φ(e σi(t) ) = (by Lemmas 5 and 4)
• φ(e t ) = J n (φ(e t )).
Proposition 2 and Lemma 1 give a way to obtain eigenfunctions of S JM n from eigenfunctions of J n , where J n acts on M λ . Due to the isomorphism between S n and S JM n , if we put
in setting (2), then a P I-eigenfunction f Pm Im of S n becomes a P I-eigenfunction of the graph S JM n . The following example illustrates a certain connection between P Ieigenfunctions of S JM n and eigenfunctions of J n given by standard polytabloids. Example 1. Let us take the partition λ = (n − 1, 1). For any i ∈ {2, . . . , n − 1}, consider the standard tableau t i = 1 . . . n i , its corresponding polytabloid e ti and put t 1 = 2 . . . n
Then we have the following equalities:
By Proposition 2, the elements φ(e t2 ), . . . , φ(e tn−1 ) belonging to C[Sym n ] are eigenfunctions of J n corresponding to the eigenvalue n − 2. Note, that for any i ∈ {2, . . . , n − 1} the equality φ(e ti ) =
where π ∈ Sym n .
We have seen in Example 1 that the function (5) coincides with the P Ieigenfunction f i,1 n of S JM n . Now we investigate the polytabloids e t corresponding to the tableaux t defined below. For any integer n 3 denote by P(n) the set of partitions of n. Let λ ∈ P(n) be a partition (λ 1 , λ 2 , . . . , λ s ), where s 2, λ 1 > λ 2 and λ i λ i+1 for any i ∈ {2, . . . , s − 1}. Put m = λ 2 + . . . + λ s . For shape λ, denote by µ = (µ 1 , µ 2 , . . . , µ λ1 ) the conjugate of λ, where µ i is the length of ith column of λ, and let k be the number of columns of length greater than one. In this setting m is the number of cells in all rows of λ but the first.
Let t be a standard tableau of shape λ with n placed at its upper right cell. For the tableau t, denote by X t the set of m + k elements in k columns of length greater than one and by Y t the set of n − m − k − 1 elements in all columns of length one but the last.
In Proposition 3, we prove that the polytabloid e t is an eigenfunction of the Jucys-Murphy operator J n . The similar proof can be found in [6, Theorem 3.7] . σ l (e t ). Since for any ℓ ∈ Y t the equality σ ℓ (e t ) = e t holds, we have J Yt n (e t ) = |Y t |e t = (n − m − k − 1)e t . Now, it is enough to show that J Xt n (e t ) = ke t holds. By definition of the polytabloid, J Xt n (e t ) is equal to the sum i∈Xt π∈Ct sgn(π){σ i (π(t))}, where each of the |X t ||C t | summands in this sum is uniquely determined by the pair i and π.
We say that an element from {1, . . . , n} belongs to a row of a λ-tabloid, if this element belongs to the corresponding row of each tableau of this λ-tabloid.
Firstly, we prove that the λ-tabloids with no n in the first row are annihilated in J Xt n (e t ). Let {σ i2 (π(t)}) be an arbitrary λ-tabloid in J Xt n (e t ) with no n in the first row for some i 2 from X t . Then i 2 is an element in a non-first row in the tableau π(t). Denote by i 1 the element of π(t) belonging to the first row and the same column as i 2 . Consider the permutation π • (i 1 i 2 ) ∈ C t and denote it by π ′ . Then the tableaux π(t) and π ′ (t) are only differed by the cells containing either i 1 or i 2 . We have the same property for the tableaux σ i2 (π(t)) and σ i1 (π ′ (t)). Moreover, the elements i 1 , i 2 belong to the first row of each of the tableaux σ i2 (π(t)) and σ i1 (π ′ (t)). Hence, the λ-tabloids {σ i2 (π(t))} and {σ i1 (π ′ (t))} coincide. In the sum J Xt n (e t ), the λ-tabloids {σ i2 (π(t))} and {σ i1 (π ′ (t))} are taken with different signs since the permutations π and π ′ have different parities. Now we show that each λ-tabloid with n in the first row appears in J Xt n (e t ) exactly k times. Since the tableau t has exactly k elements from X t in the first row and C t permutes only elements of X t , then for any π ∈ C t the tableau π(t) and, as a result, the λ-tabloid {π(t)} have exactly k elements from X t in the first row. Denote by i 1 , . . . , i k these k elements of X t in the first row of {π(t)}. The only transpositions of J Xt n that permute elements in the first row of {π(t)} are σ i1 , . . . , σ i k . Hence, the transpositions of J Xt n that stabilize the λ-tabloid {π(t)} are the same. Thus, each of the λ-tabloids {π(t)} forming the polytabloid e t appears in J Xt n (e t ) with the sign of π exactly k times, and J Xt n (e t ) = ke t holds. The proposition is proved.
Example 2. We illustrate Proposition 3 for the partition λ = (n − 2, 2).
For any pair i, j ∈ {1, . . . , n}, i = j, put
Take any i, j ∈ {2, . . . , n − 1}, i < j, and consider the standard polytabloid e tij corresponding to the tableau t ij = 1 i 2 . . . n i j . In this setting we have
. . , n − 1} \ X t , and the following equalities hold:
Note that the equality
In the next section we generalize Equality (6).
Decomposition of eigenfunctions into P I-eigenfunctions
In this section, for a standard tableau t of shape λ and the polytabloid e t from Proposition 3, we express the eigenfunction f φ(et) as a sum of certain P I-eigenfunctions of S JM n in the case when n > 2m. Put X λ = {1, 2, . . . , n − m}. The subgroup Sym(X λ ) of Sym n is the pointwise stabilizer of the set {n − m + 1, n − m + 2, . . . , n}. For any left coset of Sym(X λ ) in Sym n , there exists uniquely determined m-element sequence z 1 , z 2 , . . . , z m such that this coset consists of all permutations of the form * * . . .
The sequence (z 1 , z 2 , . . . , z m ) is called the code of the coset, and the coset is called (z 1 , z 2 , . . . , z m )-coset and is denoted by (z 1 , z 2 , . . . , z m ). The following statement is straightforward.
Lemma 7. Two cosets coincide if and only if their codes are equal.
For a tableau t of shape λ, denote by [t] the set of all tableaux of shape λ that have the same 2nd, . . ., sth rows as t with Proof. It follows directly from (4) and the fact that the rows of the tableau id λ consist of consecutive elements.
The set of tableaux [t] is called the (z
Proof. It follows from the fact that π acts cellwise on a tableau.
For any i ∈ {1, . . . , s} and j ∈ {1, . . . , k}, denote by R t (i) and C t (j) the symmetric groups on the elements of ith row and jth column of the tableau t, respectively. Then we have
where R t and C t are the row-stabilizer and the column-stabilizer of t, respectively.
Lemma 10. Let t be a tableau of shape λ. The λ-tabloid {t} can be partitioned into cosets as follows:
Proof. It follows immediately from the definition of a λ-tabloid.
where T λ is the set of all tableaux of shape λ. The set Supp 
Proof. It follows from the definition of a polytabloid and Lemma 10.
By Lemma 11, the support of f φ(et) is a disjoint union of all cosets, whose code contains the elements from X t only, where X t is the set of m + k elements in k columns of length greater than one in the tableau t.
Remind that our main goal is to express the eigenfunction f φ(et) as a sum of certain P I-eigenfunctions of S JM n . The key argument of our proof is the fact that the supports of f φ(et) and a P I-eigenfunction can be partitioned into cosets of the subgroup Sym(X λ ). By Lemma 11, we have already obtained this for the eigenfunction f φ(et) .
In fact, the support of a P I-eigenfunction f Pm Im can also be partitioned into cosets of a pointwise stabilizer of I m . We are especially interested in P Ieigenfunctions f Pm Im of S JM n defined by vectors I m = (n− m+ 1, n− m+ 2, . . . , n) and P m , where P m is specified by introducing additional notation below. For them, we build such partition in Lemma 13. We assume that the tableau t is represented in the following form: , where x ji 's form the set X t for all appropriate j ∈ {1, . . . , k}, i ∈ {1, . . . , s}, and Y t is the set of n − m − k − 1 elements in all columns of length one but the last. Note that the picture above does not represent all possibilities. Since n > 2m, we have
Put
where CA t (j) denotes the subgroup of even permutations in C t (j). For any permutation π ∈ CA t there exists uniquely determined permutations π 1 ∈ CA t (1), . . . , π k ∈ CA t (k) such that the equality π = π 1 • . . .
• π k holds, where
Then the tableau π(t) is presented as follows: 
Now we introduce the following two sequences of length k and m − k. The first sequence consists of k pairs of elements belonging to the columns of the rectangle of size 2 × k in the top-left corner of the tableau π(t) given by (8) , and is presented by
The second sequence consists of m − k pairs as follows:
where the pairs are obtained by matching elements from the sequences below: (7)). Take any σ ∈ R t (2) × . . . × R t (s) and, for any π ∈ CA σ(t) , we define the vector P π of length m by concatenation (9) and (10) as follows:
. . , (y λss , π λss )).
Now, for the P I-eigenfunction f Pπ (n−m+1,...,n) , we give explicitly the partition of its support into cosets. For a pair (a, b) , where a, b ∈ {1, . . . , n}, and any δ ∈ {0, 1}, put
For any binary vector Ω = (ε 1 , ε 2 , . . . , ε k , ω 13 , ω 23 , . . . , ω λss ) of length m and any P π , put Lemma 13. For any σ ∈ R t (2) × . . . × R t (s) and π ∈ CA σ(t) , the following equalities hold:
Proof. It follows from the definition of P I-eigenfunctions.
The main theorem shows that each eigenfunction given by a polytabloid can be expressed as a sum of P I-eigenfunctions of S JM n .
Theorem 1. For a tableau t, the equality
Proof. By Lemma 11, the function f φ(et) is a (0, −1, 1)-function whose support can be partitioned into the cosets. To prove that two (0, −1, 1)-functions coincide, it is enough to show that their positive supports and their negative supports coincide. By Lemma 13, the support of a P I-eigenfunction f Pπ (n−m+1,...,n)
can be partitioned into the cosets. By Lemma 12, the codes of 2 k of them have no elements from Y t and the codes of 2 m − 2 k of them have at least one element from Y t (such cosets do not occur in the support of f φ(et) ).
Now we introduce a function f σ , which represents the inner sum in the right part of the equality (11) , prove that it is a (0,
The following lemma gives an explicit partition of Supp
Supp
Proof. It follows from Lemma 13 that each of the sets Supp
(f σ ) can be partitioned into the cosets such that, for each coset, f σ has the same value on permutations of this coset. In fact, the supports of any two summands in the definition of f σ are disjoint.
From (12) we have that the support of f σ is included to the set
Since f σ has the same value on permutations of a coset, let us investigate what is the value of f σ on a coset In order to find the value of f σ on H we have to determine all possible vectors Ω ∈ {0, 1} m and permutations π ∈ CA σ(t) such that the equality
holds. By Lemma 7, the cosets coincide if their codes are equal as vectors. This gives restrictions on possible values of Ω ∈ {0, 1} m and π ∈ CA σ(t) . Since π = π 1 • . . . • π k , we specify these restrictions columnwise, namely, for any j ∈ {1, . . . , k}, we take the elements z j2 , z j3 , . . . , z jµj that correspond to jth column and occur in all tableaux from H, and obtain the system of µ j − 1 equations on the permutation π j ∈ CA σ(t) :
Note that in the case µ j = 2 we have only one equation in (14) . This system implies that, for any i ∈ {3, . . . , µ j }, we have
which follows from the fact that π ji ∈ X t and y ji ∈ Y t . Additionally, we have
Let CA H σ(t) (j) be the set of all permutations in CA σ(t) (j) satisfying the conditions (15) and (16). Note that |CA H σ(t) (j)| is equal to the number of ways to assign π ji for all i ∈ {3, . . . , µ j } such that z ji ∈ Y t . In fact, if an even permutation has all but two already determined values, then it can be reconstructed uniquely. Thus, we have
where Z j = {z j2 , . . . , z jµj }. Now our goal is to investigate the set
which consists of all permutations π from CA σ(t) whose support includes the coset H. We consider the following two cases:
Let us show that
holds. In fact, the two inclusions
hold, which gives (18) since the equalities
hold. The equality (18) is equivalent to the fact that, in (14) , for one half of permutations in CA H σ(t) (j), we have ε j = 1 and, for another half, we have ε j = 0. Case 2. Suppose that |Z j ∩ Y t | = 0 holds. Then we have |CA H σ(t) (j)| = 0, and the permutation π j is uniquely determined. Hence, the value of ε j is uniquely determined in this case.
We have already proved that each factor CA H σ(t) (j) in (17) either consists of one permutation (in particular, ε j is uniquely determined) or, for a half of permutations in CA H σ(t) (j), we have ε j = 1 and, for another half, we have ε j = 0. This implies that, if the code of H has at least one element from Y t , then for one half of permutations from CA H σ(t) the vector Ω determined by (13) has odd number of ones, and for another half of permutations from CA H σ(t) the vector Ω determined by (13) has even number of ones. Thus, f σ has zero value on the permutations of any coset H, whose code has at least one element from Y t .
Finally, let us consider the case, when H ∈ {P Ω π | π ∈ CA σ(t) } is a coset, whose code has no elements from Y t . We have proved that there exists a unique function from {f Pπ (n−m+1,...,m) | π ∈ CA σ(t) } that has non-zero value on the permutations of H. So, the function f σ has the same non-zero value (1 or −1) on H, and H ⊆ Supp
To complete the proof of the lemma, it is enough to show that, for any
and take any j ∈ {1, . . . , k}. Since π ′ ji ∈ X t , the condition (15) gives π ji = π ′ ji and, consequently, ω j = 0 for all i ∈ {3, . . . , µ j }. The condition (16) gives π ′ j2 ∈ {π j1 , π j2 }. Since π j is even, the equality π j2 = π ′ j1 and, consequently, ε j = 1 hold if π ′ j is odd. Thus, the number of ones in Ω is equal to the number of odd permutations π ′ j , where j runs over {1, . . . , k}. This implies that π ′ is even iff Ω has even number of ones, which proves the lemma.
By Lemmas 11 and 14, the functions f φ(et) and f σ have the same values on the support of f σ . For any distinct σ 1 , σ 2 ∈ R t (2) × . . . × R t (s), the functions f σ1 and f σ2 have disjoint supports. The union of the supports of all functions f σ , when σ runs through R t (2) × . . . × R t (s), gives the support of f φ(et) . The theorem is proved.
P I-eigenfunctions with eigenvalue n − 2
In this section, we prove that any eigenfunction corresponding to the largest non-principal eigenvalue n − 2, can be reconstructed by its values on the second neighbourhood of a vertex.
Proposition 1 gives us the family of P I-eigenfunctions with eigenvalue n − 2 when m = 1. In this case we simplify (2) such that:
Then the following statement holds.
Lemma 15. For n 3, the set F 2 forms a basis of the eigenspace of S n with eigenvalue n − 2.
Proof. For any i ∈ {2, 3, . . . , n}, the P I-eigenfunctions f has non-zero values on the set defined by π k = i only. It follows from the definition that, for any distinct i 1 , i 2 ∈ {2, 3, . . . , n} and any k 1 , k 2 ∈ {3, 4, . . . , n}, the P I-eigenfunctions f 2,k1 i1 and f
2,k2 i2
are orthogonal with respect to a natural inner product. This completes the proof.
Let us introduce additional notation. The second neighbourhood of the identity permutation in S n is presented by the set N 2 = {(1rs) | r, s ∈ {2, . . . , n}, r = s}, where |N 2 | = (n − 1)(n − 2) is the multiplicity of eigenvalue n − 2 [3] .
We define a matrix M n as follows:
• rows are indexed by elements from F 2 divided into the following n − 1 cohorts of length n − 2 each: • the entries are the values of the row P I-eigenfunctions on the corresponding column permutations.
In other words, the rows of the matrix M n are the restrictions of the P Ieigenfunctions from F 2 on the set N 2 . We consider the matrix M n as blockmatrix (B i1,i2 ), where i 1 , i 2 ∈ {2, . . . , n}, written in the form
The following lemma can be proved by direct calculations.
Lemma 16. The blocks of the matrix M n are presented as follows.
for any i 2 ∈ {3, . . . , n}. for any i 1 ∈ {3, . . . , n}, and i 2 = i 1 .
for any i 1 ∈ {3, . . . , n}, i 2 ∈ {2, . . . , n}, and
where
with zero l-th column, l ∈ {1, . . . , n − 2}.
By Lemma 16, we have
The following lemma gives us an explicit formula for the determinant det(M n ) of the matrix M n . A column of blocks (row of blocks) in the matrix M n is called a block-column (a block-row) .
Lemma 17. The following equality holds
In particular, the matrix M n is non-degenerate.
Proof. We prove (21) applying step-by-step operations to the matrix M n with n − 1 block-columns of size n − 2. Those matrix transformations are presented in Appendix.
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