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0. Introduction
In this paper, we consider the reciprocal roots and poles of zeta (associated to aﬃne varieties)
and L-functions (associated to an additive character evaluated at the values of a polynomial on aﬃne
space) over ﬁnite ﬁelds; these numbers are algebraic integers, which are units at all primes except
the archimedean ones and those lying over p; their complex absolute values are given by theorems
of Weil and Deligne. Here we investigate their p-adic valuations.
We ﬁrst deal with the p-adic valuations of exponential sums associated to a polynomial f (x) =∑
D adx
d over a ﬁnite ﬁeld of characteristic p. We give a uniform bound that depends only on the
set D of exponents, and the characteristic p; we call this bound the p-density of the set D . We
deduce a sharp lower bound for the valuations of the reciprocal roots and poles of the associated
L-function. Another consequence is a sharp lower bound for the p-adic valuations of the reciprocal
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Then we consider some families of p-cyclic coverings of the projective line in characteristic p, and
determine the ﬁrst slope of their generic Newton polygon.
A classical result about the p-adic valuation of exponential sums is Stickelberger’s theorem on
the valuation of Gauss sums [18]. It is closely related to the question of the existence of rational
points on an algebraic variety over a ﬁnite ﬁeld. A similar problem was raised by E. Artin in 1935,
then solved by Chevalley [5], whose solution was precised by Warning [22], leading to the celebrated
Chevalley–Warning theorem. During the 60s, the emergence of Dwork’s ideas allowed improvements
on this result, ﬁrst by Ax [2], then by Katz [8]. Note that these bounds only depend on the degrees
of the polynomials deﬁning the variety. Later, Sperber [17] generalizes these theorems to exponential
sums. More recently, Adolphson and Sperber have improved these results, considering the Newton
polyhedron at inﬁnity of the polynomial [1], i.e. the convex closure of the set D ∪ {(0, . . . ,0)}.
All these bounds are independent of the prime p, and are optimal in the following sense: if we
ﬁx degrees, or a Newton polyhedron, then for any p we can ﬁnd a (system of) polynomial(s) such
that the valuation of the associated exponential sum (of the number of common zeroes) meets the
bound.
In the 90s, Moreno and Moreno take into account the prime p [11]. They reduce the sums to the
prime ﬁeld, this is Weil restriction in the case of varieties. In this way, they can replace the degrees
of the polynomials by their p-weights (the sums of their base p digits) in the Ax and Katz bounds,
and ﬁnd a new result. It improves the existing ones in many cases. The interested reader can ﬁnd
elementary proofs of some of these results (and many others) in a paper of Wan [20].
Recently, O. Moreno, Castro, Kumar and Shum reduce the problem of estimating the p-adic valua-
tion of an exponential sum to the one of estimating the minimal p-weight of a solution for a system
of modular equations, see [12] and Section 1. It is ﬁner than the preceding ones; actually these au-
thors show that their bound is tight. It really takes into account the monomials appearing: using a
Newton polyhedron, we consider a convex hull, and perhaps add exponents which were not origi-
nally in the polynomial under consideration. It is funny to note that one cornerstone of this result is
Stickelberger’s congruence.
We can survey this historical account in the following way: the more parameters we ﬁx, the closer
we control the valuations. Here we shall go the other way. The major drawback of the result from [12]
mentioned above is that it is not uniform at all: the bounds depend on the set D and the cardinality q
of the ﬁnite ﬁeld over which we work. For instance, one cannot compare exponential sums associated
to the same polynomial, but deﬁned over different ﬁnite ﬁelds. As a consequence it is impossible to
derive the valuations of the reciprocal roots or poles of the associated L-function (i.e. the ﬁrst slope
of its Newton polygon, cf. [2, Introduction]).
In this paper we relax a parameter (the power q of p that appears above), and deﬁne the p-density
of a ﬁnite subset D of Nr . It comes from the following observation: when the power q = pm varies, the
p-weights of the solutions of the Moreno et al. systems are bounded from below by a linear function
of m. We deﬁne (more or less) the p-density of the set D as the slope of this linear function; it
depends only on the characteristic p of the ﬁnite ﬁeld, and the set D . It gives a lower bound for the
valuations of families of exponential sums, associated to polynomials in the vector space
{
f (x) =
∑
D
adx
d, ad ∈ Fp
}
,
and a lower bound for the valuations of the reciprocal roots and poles of the corresponding
L-functions. This bound is tight in the sense that for any prime p, and set of exponents D , with
d0 = max D , one can choose a polynomial as above such that the valuations of the reciprocal roots
and poles of its associated L-function meet the bound.
Finally, we are able to determine this invariant in some important cases (some of them already
studied, in particular for p = 2), and to compute it for small p and D .
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coincides with the generic ﬁrst slope of the family of Artin–Schreier curves deﬁned over Fp , a ﬁxed
algebraic closure of Fp , by an aﬃne equation of the form
yp − y = f (x), f (x) =
∑
D
adx
d ∈ Fq[x].
These are p-cyclic coverings of the projective line ramiﬁed only at inﬁnity. Let us rephrase this result:
we deﬁne AD/Fp as the aﬃne scheme parametrizing polynomials in
Fp[x]D :=
{
f (x) =
∑
D
adx
d, ad ∈ Fp, ad0 ∈ F×p
}
.
If we consider the p-divisible group X → AD deﬁned by setting X f the p-divisible group of the
jacobian of the curve yp − y = f (x), then the ﬁrst slope of the Newton polygon of the generic ﬁber
Xη is exactly the p-density of D .
This provides a uniﬁed and simple method to treat the ﬁrst slope question, at least in the generic
case. This question has drawn much attention recently (cf. [14–16,19,23]), in connection with the
study of the intersection of the Torelli locus with the Newton polygon stratiﬁcation in the space of
principally polarized abelian varieties. A direct consequence of our result is that it gives a straightfor-
ward proof of the supersingularity of some families of Artin–Schreier curves of small genus, in small
characteristics. We come back to these questions in another article [4].
We also consider the asymptotic behaviour of the p-density of a ﬁxed D when p tends to inﬁnity.
Under a technical hypothesis, the limit exists, and this leads to a result in the spirit of [21], for
exponential sums over aﬃne space. Moreover, since the limit is the invariant deﬁned by Adolphson–
Sperber, their bound is the best, independent of the characteristic, possible one.
Note that in some sense these results give a generalisation of Stickelberger’s theorem. In the sim-
plest case, the set D consists of a single integer d; here the p-density is the least valuation for a
Gauss sum over an extension of Fp associated to a multiplicative character of order dividing d. This
is coherent with the result about Artin–Schreier curves, since for such D the family is reduced to the
curve yp − y = xd; the reciprocal roots of its zeta function are exactly these Gauss sums.
We believe that the bounds given here have many other applications, for instance to classical
mathematical problems such as Waring problem over ﬁnite ﬁelds or Serre–Weil bounds. Note also
that exponential sums are useful in the study of many questions in information theory; here the
bounds on their valuations can be applied to determine weights of codes, nonlinearity of boolean
functions, etc.
The paper is organized as follows: in Section 1 we deﬁne the p-density of a ﬁnite subset D ⊂Nr ,
and give some of its relevant properties. In particular we show that it improves previously known
lower bounds (Adolphson–Sperber, Moreno et al.). We give the main theorem on the valuations of
exponential sums (and of the reciprocal roots or poles of the corresponding L-functions) in Section 2.
A direct consequence of this result is a Chevalley–Warning–Ax–Katz theorem on the divisibility of the
number of points of an algebraic variety, which we translate into a result about its zeta function. In
the last section, we deal with Artin–Schreier curves: we compare the p-density with the generic ﬁrst
slope, then we give examples of supersingular families.
1. A new invariant, the density
In this section, we ﬁx a prime p, and a ﬁnite, nonempty subset D = {di}1in , di = (di1, . . . ,dir),
of Nr\{0, . . . ,0}. We assume that D is not contained in any of the hyperplanes {x j = 0}, 1  j  r;
in this case the sets we deﬁne below are empty, so as the results. But one just has to lower the
dimension in order to apply the results below to some D ∩Ns .
The aim of this section is to deﬁne a rational number associated to the set D and the prime p,
that we call the p-density of D , and to give some of its relevant properties.
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· · · + ptnt with 0 ni  p − 1 is the base p expansion of n, we set σp(n) := n0 + · · · + nt .
1.1. Modular equations, and the deﬁnition of the density
We recall here from [12] the modular equations mod pm − 1 associated to the exponential sum
we study. In order to deﬁne the notion of p-density, we have to let m vary, and we introduce new
objects for this purpose.
Deﬁnition 1.1. Let D be as above, and m denote a positive integer.
(i) Let ED,p(m) be the set of n-tuples U = (u1, . . . ,un) in {0, . . . , pm − 1}n such that
n∑
i=1
uidi ≡ 0
[
pm − 1], n∑
i=1
uidi j > 0, for all 1 j  r.
(ii) For any U ∈ ED,p(m), we deﬁne the p-weight of U as the integer σp(U ) =∑ni=1 σp(ui), and the
length of U as (U ) =m.
(iii) Deﬁne σD,p(m) := minU∈ED,p(m) σp(U ).
(iv) Let δm be the shift, from the set {0, . . . , pm − 1} to itself, which sends any integer 0 n pm − 2
to the residue of pn modulo pm − 1, and pm − 1 to itself. We extend it coordinatewise to the set
{0, . . . , pm − 1}n .
(v) For each m, we deﬁne a map
ϕm : ED,p(m) →Nr,
U → 1
pm − 1
n∑
i=1
uidi .
(vi) For any U ∈ ED,p(m), we set Φm(U ) := {ϕm(δkm(U )), 0 km − 1}.
Remark 1.2.
(i) Note that the set ED,p(m) is not empty: since D is not contained in any of the sets {x j = 0}, one
can ﬁnd i1, . . . , is such that di1 + · · · + dis has all its coordinates positive; then U := (ui) deﬁned
by uik = pm − 1 and ui = 0 if i /∈ {i1, . . . , is} is an element of ED,p(m). Moreover, this set is ﬁnite,
thus the number σD,p(m) is well deﬁned.
(ii) The map δm shifts the p-digits of the integer n. As a consequence, it preserves the p-weight. On
the other hand we have the congruence δ(U ) ≡ pU [pm −1]. Moreover we have δmm = Id: the mth
iterate of the map δm is the identity. Finally for any n ∈ {0, . . . , pm − 1} we have the equality
m−1∑
k=0
δkm(n) =
pm − 1
p − 1 σp(n).
(iii) We assume in the following that for any 1  i  n the prime p does not divide di . Actually if
di = pd′i , the map sending U = (u1, . . . ,ui, . . . ,un) to U ′ = (u1, . . . , δm(ui), . . . ,un) is a bijection
from ED,p(m) to ED ′,p(m), where D ′ = (d1, . . . ,d′i, . . . ,dn), and it preserves the weight.
(iv) We are working in the monoid Nr (resp. Nn); in order to simplify the notations, we consider it
as a subset of the Z-module Zr (resp. Zn), and note the laws as usual in these modules.
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since they are direct consequences of the deﬁnitions above.
Lemma 1.3. Let D, m be as above. For any 1 j  r, let D j :=∑ni=1 dij be the total degree of D along its
jth coordinate.
(i) The map δ sends ED,p(m) to itself, and preserves the p-weight.
(ii) For any U = (u1, . . . ,un) ∈ {0, . . . , pm − 1}n, we have
m−1∑
k=0
δkm(U ) =
pm − 1
p − 1
(
σp(u1), . . . , σp(un)
)
.
(iii) The image of ϕm is contained in
∏r
j=1{1, . . . , D j}.
Let us give some other consequences of the deﬁnition; they will be used later in order to deﬁne
the p-density of the set D .
Lemma 1.4. Let D, m be as above, and U = (u1, . . . ,un) ∈ ED,p(m). Choose an integer 1 t m− 1, and for
any 1 i  n let ui = ptwi + vi be the euclidean division of ui by pt .
(i) We have the equality
n∑
i=1
σp(ui)di = (p − 1)
m−1∑
k=0
ϕm
(
δkm(U )
)
.
(ii) For any t as above, we have the equalities:
n∑
i=1
vidi = ptϕm
(
δ−tm (U )
)− ϕm(U ); n∑
i=1
widi = pm−tϕm(U ) − ϕm
(
δ−tm (U )
)
.
Proof. Part (i) is an easy consequence of the deﬁnitions: from Lemma 1.3 (ii), we deduce
n∑
i=1
m−1∑
k=0
δkm(ui)di =
pm − 1
p − 1
n∑
i=1
σp(ui)di,
and we also have
∑n
i=1 δkm(ui)di = (pm − 1)ϕm(δkm(U )) from the deﬁnition of the map ϕm .
To show part (ii), we write ui =∑m−1k=0 uik pk , 0  uik  p − 1, the base p expansion of ui . For U
as above, and 0 k m − 1, deﬁne Uk := (u1k, . . . ,unk). An easy calculation shows that for any i we
have pui − δ(ui) = (q − 1)ui,m−1, and
(q − 1)(pϕm(U ) − ϕm(δm(U )))= p n∑
i=1
uidi −
n∑
i=1
δ(ui)di = (q − 1)
n∑
i=1
ui,m−1di .
That is:
∑n
i=1 ui,m−1di = pϕm(U ) − ϕm(δm(U )). Now from its deﬁnition, we have wi =
∑m−1
k=t uik pk−t .
Therefore we get
n∑
widi =
m−1∑
pk−t
n∑
uikdi .i=1 k=t i=1
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m−1∑
k=t
pk−t
(
pϕm
(
δm−1−km (U )
)− ϕm(δm−km (U )))
from above, we get a telescopic sum, leading to
n∑
i=1
widi = pm−tϕm(U ) − ϕm
(
δ−tm (U )
)
.
The proof for the vi follows the same lines. 
We show the main result of this section.
Proposition 1.5. The set { σD,p(m)m }m1 has a minimum; this minimum is attained for at least one m ∏r
j=1 D j , and some U ∈ ED,p(m) with #Φm(U ) =m.
Proof. Let m >
∏r
j=1 D j be an integer, and choose U = (u1, . . . ,un) ∈ ED,p(m) such that σp(U ) =
σD,p(m). Recall that we have deﬁned
Φm(U ) :=
{
ϕm
(
δkm(U )
)}
0km−1.
This is a subset of Im(ϕm). From Lemma 1.3 (iii), and from the pigeon hole principle, one can
ﬁnd integers t1 < t2 in {0, . . . ,m − 1} such that ϕm(δt1m (U )) = ϕm(δt2m (U )). If we consider the tu-
ple δt1m (U ) instead of U (they have the same p-weight), we get some 0 < t  m − 1 such that
ϕm(U ) = ϕm(δtm(U )).
For each 1 i  n, let ui = pm−t wi + vi denote the result of the euclidean division of ui by pm−t ,
and set V = (v1, . . . , vn), W = (w1, . . . ,wn). From Lemma 1.4 (ii) and the deﬁnition of t , we have
n∑
i=1
vidi =
(
pm−t − 1)ϕm(U ); n∑
i=1
widi =
(
pt − 1)ϕm(U ).
Thus V and W are respectively in ED,p(m − t) and ED,p(t); we deduce the inequalities σp(V ) 
σD,p(m − t), and σp(W )  σD,p(t). But for each i we have σp(ui) = σp(vi) + σp(wi), and σp(U ) =
σp(V ) + σp(W ). From the choice of U , we get σD,p(m) = σp(V ) + σp(W )  σD,p(m − t) + σD,p(t),
that is
σD,p(m)
m

(
1− t
m
)
σD,p(m − t)
m − t +
t
m
σD,p(t)
t
.
Thus we get σD,p(m)m min(
σD,p(m−t)
m−t ,
σD,p(t)
t ). If t or m − t is greater than
∏r
j=1 D j , we use the same
process for V or W . This gives the following inequality
σD,p(m)
m
 min
t∏rj=1 Di
{
σD,p(t)
t
}
,
and this is the ﬁrst result.
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σp(U ) =m min
t∏rj=1 Di
{
σD,p(t)
t
}
.
If #Φm(U ) <m, we can ﬁnd integers t1 < t2 in {0, . . . ,m − 1} such that ϕm(δt1m (U )) = ϕm(δt2m (U )), as
above. We can apply the same argument: we ﬁnd V ∈ ED,p(m − t) and W ∈ ED,p(t) with the same
minimality property for σp(V ) and σp(W ). If #Φm−t(V ) = m − t or #Φt(W ) = t , we are done. Else
we repeat the same process, and we must end up with a U having the desired property. 
We are ready to deﬁne the p-density of the set D .
Deﬁnition 1.6. Let D, p be as above.
(i) The p-density of the set D is the rational number
δp(D) := 1
p − 1 minm1
{
σD,p(m)
m
}
.
(ii) The density of an element U ∈ ED,p(m) is δ(U ) := σp(U )(p−1)m . The element U is minimal when δ(U ) =
δp(D).
1.2. Properties, and lower bounds for the density
In this subsection we ﬁx D and p as above.
We give some properties of the p-density of D . First we need a deﬁnition.
Deﬁnition 1.7. Let D, p be as above.
(i) We deﬁne the p-weight of D with respect to the jth coordinate as the maximal p-weight of the jth
coordinates of its elements, and denote it by
σp(D, j) := max
{
σp(dij), 1 i  n
}
.
(ii) Let us set σp(D) := min{σp(D, j), 1 j  r}.
(iii) For any 1  i  n we denote by σp(di) the vector (σp(di1), . . . , σp(dir)) ∈ Nr , and set μ(di) :=∑r
j=1
σp(dij)
σp(D, j)
.
Now we have the following lower bounds for the density (compare the fourth assertion with [12,
Theorem 18]).
Lemma 1.8. Let D1, D2, D ⊂Nr , with none of their elements multiple of p.
(i) If D1 ⊂ D2 , then δp(D1) δp(D2).
(ii) Assume D = {d1, . . . ,dn}. Let v(v1, . . . , vr) ∈Rr be such that for any 1 i  n the (usual) scalar product
v · di is less than 1. Then we have the inequality
δp(D)
r∑
j=1
v j.
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is less than 1. Then we have the inequality
δp(D)
r∑
j=1
v j.
(iv) Set h = maxi μ(di). We have the following inequalities
δp(D)
1
σp(D)
, δp(D)
1
h
r∑
j=1
1
σp(D, j)
.
Proof. Part (i) follows from the deﬁnitions: just remark that for each U ∈ ED1,p(m), the tuple
(U ,0, . . . ,0) (with #D2 − #D1 zeroes) is an element of ED2,p(m).
We show assertion (ii). Choose U = (u1, . . . ,un) in ED,p(m). For any 1 j  r, we get ∑ni=1 uidi j =
a j(pm − 1) for some nonzero integer a j . From [12, Proposition 11 iv/], we have σp(a(pm − 1)) 
m(p − 1). Now we have for any 1 j  r, the inequalities
σp
(
n∑
i=1
uidi j
)

n∑
i=1
σp(uidi j)
n∑
i=1
σp(ui)dij . (1)
Thus
σp(U ) =
n∑
i=1
σp(ui)
n∑
i=1
σp(ui)
r∑
j=1
v jdi j 
r∑
j=1
v j
n∑
i=1
σp(ui)dij m(p − 1)
r∑
j=1
v j.
This is the desired result. Part (iii) can be proven the same way, replacing the inequality (1) by
σp
(
n∑
i=1
uidi j
)

n∑
i=1
σp(ui)σp(dij).
The two inequalities in assertion (iv) come from (iii). To show the ﬁrst, one has to consider the
vectors v j(0, . . . ,
1
σp(D, j)
, . . . ,0) for 1  j  r. The vector v( 1hσp(D,1) , . . . ,
1
hσp(D,r)
) also satisﬁes the
requirements of (iii), and this proves the second inequality. 
Remark 1.9. More generally the lower bounds given in [12] remain valid for the p-density.
We now give a lower bound on δp(D) deﬁned from the convex hull of D . This bound appears in
the work of Adolphson and Sperber (cf. [1, p. 546]); we also determine the asymptotic behaviour of
the p-density under an additional hypothesis.
Deﬁnition 1.10. Let D ⊂ Nr as above. Denote by (D) the convex hull in Rr of the points in D and
the origin, by C() the cone generated by . Let MD be the monoid generated by D , and deﬁne
the monoid M := C() ∩Nr . We deﬁne ω(D) to be the smallest number such that ω(D)(D), the
dilation of the polytope (D) by the factor ω(D), contains a lattice point with all coordinates positive.
Proposition 1.11. The density has the following properties:
(i) We have the inequality δp(D)ω(D).
(ii) Assume that M\MD is ﬁnite; then we have limp→∞ δp(D) = ω(D).
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∑n
i=1 uidi is a lattice point with all coordinates posi-
tive. Another equivalent deﬁnition of ω(D) is the following [1]: to the polytope  one associates a
weight w . Then ω(D) is the least weight of a lattice point with all its coordinates positive. Now we
have
w
(
ϕm(U )
)
 1
pm − 1
n∑
i=1
uiw(di)
1
pm − 1
n∑
i=1
ui,
and
∑n
i=1 ui  (pm − 1)ω(D). In the same way, we get for any 0  k  m − 1 the inequality∑n
i=1 δkm(ui) (pm − 1)ω(D). Summing over k we get
m−1∑
k=0
n∑
i=1
δkm(ui)m
(
pm − 1)ω(D).
Now from Lemma 1.3 (ii) we have
∑m−1
k=0 δkm(ui) = p
m−1
p−1 σp(ui), and ﬁnally we obtain
n∑
i=1
σp(ui)m(p − 1)ω(D).
In other words we have δ(U )ω(D). This is assertion (i).
Let us show the second claim. Denote by e some element in ω(D)(D) ∩ (N>0)r ; the ray ema-
nating from the origin and passing through e intersects  in a face not containing the origin. Let
{di, i ∈ I} be the extremal points of this face, all of weight 1. One can write e in the following way
e =∑i∈I ridi , with ∑ni=1 ri = w(e) = ω(D) since the points di , i ∈ I are cofacial. The ri are positive
rational numbers. Moreover we must have 0 < ri  1: actually if we had ri0 > 1, then the point e−di0
would remain in (D) ∩ (N+)r , but with a smaller weight than e, contradicting our deﬁnition. Thus
there exists a subset J ⊂ I such that
e =
∑
i∈ J
di +
∑
i∈I\ J
ridi, # J +
∑
i∈I\ J
ri = ω(D), 0 < ri < 1.
Set f := ∑i∈I\ J ridi ; this is a point in M . Let δ be the least common multiple of the denom-
inators of the ri . Fix a residue s modulo δ. From the hypothesis, there exists some Ms ≡ s mod δ
such that Msf ∈ MD : write Msf = ∑ni=1 uisdi for some nonnegative integers uis . Let us deﬁne
A := max0sδ−1∑ni=1 uis .
Now let p be a (large enough) prime, and denote by t the residue of p−1 modulo δ: we can write
(p − 1)e = Mtf+ (p − 1− Mt)f+ (p − 1)
∑
i∈ J
di
=
n∑
i=1
uitdi +
∑
i∈I\ J
(p − 1− Mt)ridi + (p − 1)
∑
i∈ J
di .
Since 0 < ri < 1, this corresponds to an element in ED,p(1): we get σD,p(1) 
∑n
i=1 uit +∑
i∈I\ J (p − 1)ri + (p − 1)# J , and δp(D)  Ap−1 + ω(D). Combined with assertion (i), this proves
the last claim. 
We end this list of general properties giving a lower bound.
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projection of D
DT :=
{
d′i, 1 i  n
}
, d′i := (dij) j∈T .
We have the inequality δp(D) δp(DT ).
Proof. We just have to remark that if S is {1, . . . , r}\T , then for each m  1 we have ED,p(m) =
EDT ,p(m) ∩ EDS ,p(m) since this corresponds to splitting the system of modular equations in two sub-
systems. Now the lemma follows directly from the deﬁnitions. 
1.3. The one-dimensional case
We begin with the case D = {d}, where d > 1 is an integer prime to p (from Remark 1.2).
Deﬁnition 1.13. For any rational x ∈ Q, we denote by 〈x〉 := x − x its fractional part. Let  be the
order of p in the multiplicative group (Z/dZ)× . For any integer 1 a d − 1, we deﬁne
τd(a) = 1

−1∑
i=0
〈
api
d
〉
.
Remark 1.14. The rational number τd(a) is well known. Let m be an integer such that pm ≡ 1 [d]. If
ω denotes the Teichmüller character of the ﬁnite ﬁeld Fpm , then from Stickelberger’s theorem [18],
τd(a) is the pm-adic valuation of the Gauss sum over Fpm associated to the character ω
−a pm−1d .
Proposition 1.15. Assume D = {d}, d = 1. We have the equality
δp(D) = min
1ad−1
{
τd(a)
}
.
Proof. Let u ∈ ED,p(m). We have ud = a(pm − 1). If we set dm := gcd(d, pm − 1), we must have u =
a′(pm − 1)/dm and a = a′d/dm for some a′ ∈ {1, . . . ,dm − 1}. Now from [3, Theorem 11.2.7], we have
σp(u) = (p − 1)
m−1∑
i=0
〈
a′pi
dm
〉
.
If m denotes the order of p in the multiplicative group (Z/dmZ)× , we must have m|m, and we get
σp(u) = (p − 1) mm
∑m−1
i=0 〈 a
′pi
dm
〉. On the other hand we have m|, and we get
σp(u) = (p − 1)m

−1∑
i=0
〈
a′pi
dm
〉
= (p − 1)m

−1∑
i=0
〈
api
d
〉
=m(p − 1)τd(a).
The result follows from the deﬁnition of δp(D). 
We have the following symmetry: τd(a) + τd(d − a) = 1. Thus for any a one of these numbers is
less than 12 . From Lemma 1.8 (i) we get bounds in the one-dimensional case.
Corollary 1.16. Choose some D ⊂ N>0 , such that D = {1} and D contains no multiple of p; we have the
inequality 1σ (D)  δp(D)
1
2 .p
2346 R. Blache / Journal of Number Theory 132 (2012) 2336–2352Remark 1.17. When D = {d} and p is semi-primitive modulo d, i.e. when some power of p is −1
modulo d, the right inequality in the above corollary is an equality.
From now on, we come back to the general case: the set D is any subset of N>0.
We now give a practical result easing the numerical determination of the density: in Propo-
sition 1.5 we have shown that there is some minimal element in ED,p(m), m 
∑
D d. Here we
strengthen this bound.
Lemma 1.18. Let U ∈ ED,p(m) with density δ, such that Φm(U ) contains m pairwise distinct elements. If
d = max D, we have
m 2dδ − 1.
Proof. From Lemma 1.4 (i), we have
n∑
i=1
σp(ui)di = (p − 1)
m−1∑
k=0
ϕm
(
δkm(U )
)
.
The numbers ϕm(δkm(U )) are the elements of Φm(U ). They are positive and pairwise distinct. Thus the
right hand side of the inequality is greater than or equal to (p − 1)∑mk=1 k = (p − 1)m(m + 1)/2.
On the other hand, we get
∑n
i=1 σp(ui)di  d
∑n
i=1 σp(ui) = dσp(U ) = dm(p−1)δ. Combining these
inequalities gives the desired result. 
We end this section with examples that we shall use in the last section.
Lemma 1.19. Fix a prime p and let D be the set of prime to p integers in {1, . . . ,d};
(i) if pn − 1 d < 2pn − 1, we have δp(D) = 1n(p−1) ;
(ii) if p > d, we have δp(D) = 1p−1  p−1d  (where x is the least integer greater than or equal to x).
Proof. To show assertion (i), ﬁrst note that pn − 1 is the least integer k such that σp(k) = n(p − 1),
and 2pn − 1 is the least integer k such that σp(k) = n(p − 1) + 1. Thus σp(D) = n(p − 1), and from
Corollary 1.16, we have δp(D) 1n(p−1) . On the other hand we have trivially pn − 1 ≡ 0 mod pn − 1,
and we get δp(D) 1n(p−1) . This shows the ﬁrst assertion.
Assume now p > d; for U ∈ ED,p(1), we have ∑di=1 ui  p−1d . Since we can write d p−1d  + d1 =
p − 1 with 0 d1 = p − 1−  p−1d  < d, we deduce σD,p(1) =  p−1d  and δp(D) 1p−1  p−1d .
Fix a minimal element U = (ui)1id in ED,p(m) with #Φm(U ) = m; from Lemma 1.18 we have
m 2 dp−1  p−1d  − 1 < 3. Thus m ∈ {1,2}, and
δp(D) = 1
p − 1 min
{
σD,p(1),
1
2
σD,p(2)
}
. (2)
Assume m = 2, and set Φm(U ) = {m1,m2} (with m1 = m2), and ui = vi + pwi with 0  vi,wi 
p − 1 for any 1 i  d. From Lemma 1.4 (ii), we have
d∑
ivi = pm2 −m1;
d∑
iwi = pm1 −m2i=1 i=1
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quence, we get the inequality σD,p(2) 2 p−1d , and the assertion from Eq. (2). 
2. Valuation of reciprocal roots and poles of zeta and L-functions
In this section we give a lower bound, in terms of the density, for the valuations of the reciprocal
roots and poles of zeta and L-functions.
2.1. L-functions
We ﬁx a subset D ⊂Nr as above, and a polynomial
f ∈ Fp[x1, . . . , xr]D =
{
g =
n∑
i=1
aix
di , ai ∈ Fp
}
such that all the variables actually appear in f (else we can reduce the problem to lower dimen-
sion).
Assume f has its coeﬃcients in Fq . Let ψ denote a nontrivial additive character of Fq . Fix an
integer k 1; the exponential sum associated to f over Fqk is the sum
Sk( f ) :=
∑
(x1,...,xr)∈Fr
qk
ψ
(
TrFqk /Fq
(
f (x1, . . . , xr)
))
.
If we let k vary, it follows from the works of Dwork, Grothendieck and Deligne that the L-function
L( f , T ) = exp
(∑
k1
Sk( f )
T k
k
)
is a rational function, all of whose reciprocal roots and poles are algebraic integers. We denote by
α1( f ), . . . ,αu( f ) its reciprocal roots, and by β1( f ), . . . , βv( f ) its reciprocal poles. Finally we deﬁne
μ( f ) := min{vq(α1( f )), . . . , vq(αu( f )), vq(β1( f )), . . . , vq(βv( f ))}.
Since the p-density does not depend on the particular choice of the power q, the results in the
preceding section, joint with those in [12], allow us to give a lower bound for the q-adic valuations
of these reciprocal roots and poles.
Theorem 2.1. Notations are as above. Denote by vq the q-adic valuation (normalized by vq(q) = 1). Then we
have the inequalities
vq
(
Sk( f )
)
 kδp(D),
μ( f ) δp(D).
Moreover these inequalities are optimal in the sense that for ﬁxed p and D, there exist a power q of p and
a polynomial f in Fq[x1, . . . , xr]D such that they are equalities.
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theorem to the sum Sk( f ), then the number L there is exactly σD,p(mk)mk(p − 1)δp(D). Since the
number π in the same theorem has valuation vq(π) = 1m(p−1) , we get the result.
The second inequality follows from the argument in [2, Introduction]: since we have vq(Sk( f ))
kδp(D) for any k  1, the logarithmic derivative of the function L( f , T ) converges in Cp for |t| <
qδp(D) . Thus its reciprocal roots and poles are all of the form qδp(D) × (an algebraic integer).
The last assertion comes from [12, Theorem 9]: from Proposition 1.5 we can choose m  1 such
that σD,p(m) =m(p−1)δp(D). For this particular choice of m, the number L is exactly m(p−1)δp(D),
and there is at least one polynomial f over Fq with its exponents in D such that S1( f ) has exact
q-adic valuation δp(D). As a consequence, its associated L-function has at least one reciprocal root or
pole of exact q-adic valuation δp(D). 
Remark 2.2. From Proposition 1.11, we get a better bound than [1, Theorem 1.2]. The price to pay is
that our bound depends on p, and the one in [1] does not.
As a consequence of Proposition 1.11 (ii), we end with a result in the spirit of [21] concerning the
asymptotic behaviour of the ﬁrst slope of L-functions of exponential sums over aﬃne space, associated
to polynomials with their monomials in D . It shows that if the elements in D generate the additive
group Zr , then Adolphson–Sperber’s bound is the best possible uniform bound.
Corollary 2.3. Notations being as in Proposition 1.11, assume that M\MD is ﬁnite. Then we have the follow-
ing limit
lim
p→∞ minf ∈Fp [x1,...,xr ]D
μ( f ) = ω(D).
2.2. Zeta functions
We now consider zeta functions of aﬃne varieties, and deduce a theorem in the Chevalley–
Warning, Ax–Katz family from the bound above. We ﬁrst need some notations.
Let f1, . . . , f s ∈ Fq[x1, . . . , xr] be polynomials in r variables over Fq , an extension of Fp . For any
1 i  s, let Di be the set of exponents of f i in Nr . Let X be the variety (deﬁned over Fq) deﬁned by
the simultaneous vanishing of the f i , 1  i  s. Denote by Nk(X) the number of Fqk rational points
of X ; we consider the zeta function of X , Z(X, T ) = exp(∑k1 Nk(X) T kk ), denote by α1, . . . ,αu its
reciprocal roots and by β1, . . . , βv its reciprocal poles. Note that the integers u and v depend on X .
Finally deﬁne
μ(X) := min{vq(α1), . . . , vq(αu), vq(β1), . . . , vq(βv)}.
We denote by D(X) the subset of Nr+s which is the union over 1  i  s of the sets Di ×
{0, . . . ,0,1,0, . . . ,0}, where the 1 is at the ith place. Then we have
Theorem 2.4. The number of Fqk -rational points of X satisﬁes
vq
(
Nk(X)
)
 δp
(
D(X)
)− s;
in other words, we have
μ(X) δp(D) − s.
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deﬁned by the simultaneous vanishing of the hi , the inequalities above become equalities.
Proof. The ﬁrst two assertions follow directly from Theorem 2.1. Consider the polynomial
g(x1, . . . , xr, y1, . . . , ys) :=
s∑
i=1
yi f i(x1, . . . , xr) ∈ Fq[x1, . . . , xr, y1, . . . , ys];
from the orthogonality relations on additive characters, we have Sk(g) = qksNk(X); in other words we
can rewrite the zeta function of X as Z(X, T ) = L(g,q−sT ). Now the set of exponents of g is exactly
D(X), and the result follows.
The last assertion comes from the last assertion of Theorem 2.1 applied to p and D(X):
from the deﬁnition of this set, a polynomial in Fq[x1, . . . , xr, y1, . . . , ys]D(X) can be written as∑s
i=1 yihi(x1, . . . , xr), and we just have to choose one such that the minimal valuation of the re-
ciprocal roots and poles of its associated L-function meet the bound of Theorem 2.1. 
3. The generic ﬁrst slope of Artin–Schreier curves
In this section, we deal with the formal types (in the sense of Manin [10]) of certain curves
varying in families. This question has been studied by many authors, in connection with the study of
the Torelli locus of jacobians (or some smaller loci, e.g. the hyperelliptic one) inside the moduli space
of principally polarized abelian varieties; see [13] for a good exposition of these questions.
As usual, we call Artin–Schreier curve a cyclic covering of the projective line of degree p over a
ﬁeld of characteristic p; note that for p = 2 we get a hyperelliptic curve. In other words, an Artin–
Schreier curve is a curve having an aﬃne model with equation yp − y = f (x), where f ∈ Fq(x) is a
rational function. If f has at least two poles, Deuring–Shafarevich formula [6, Corollary 1.8] ensures
that the p-rank of the jacobian of C is positive. In other words, the ﬁrst segment of the Newton
polygon of the numerator of the zeta function is horizontal.
For this reason, we assume that f has only one pole, actually that f is a polynomial. It is well
known that the Newton polygon of the numerator of the curve zeta function is the dilation with
factor p − 1 of the Newton polygon of the L-function L( f , T ) deﬁned in the preceding section. Thus
we shall consider the q-adic Newton polygon of this L-function, that we denote NPq( f ).
We begin with a general result relating the p-density with the ﬁrst slope of a certain Newton
polygon; then we give examples, including the cases already studied in the literature. Finally, we
construct families of supersingular Artin–Schreier curves.
3.1. Generic ﬁrst slope
We ﬁrst explain precisely what is meant by “generic ﬁrst slope”. A general result concerning
Newton polygons is Grothendieck’s specialization theorem. In order to quote it, let us recall some
results about crystals. Let Lψ denote the Artin–Schreier crystal; this is an overconvergent F -isocrystal
over A1, and for any polynomial f ∈ Fq[x] of degree d, we have an overconvergent F -isocrystal f ∗Lψ
with
L( f , T ) = det(1− Tφc∣∣H1rig,c(A1/K , f ∗Lψ )).
Let us parametrize the set of monic polynomials with their exponents in the (ordered) set D =
{d1, . . . ,dn} by the aﬃne space AD of dimension n − 1, associating the point (a1, . . . ,an−1) to the
polynomial f (x) = xdn + an−1xdn−1 + · · · + a1xd1 ; we can consider the family of overconvergent F -
isocrystals f ∗Lψ . For this family, Grothendieck’s specialization theorem (cf. [9, Corollary 2.3.2]), says
that when f runs over monic polynomials with exponents in D over Fp , there is a Zariski dense open
subset UD,p (the open stratum) of AD , and a generic Newton polygon GNP(D, p) such that
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• we have NPq( f ) GNP(D, p) for any f ∈AD(Fq),
where NP  NP′ means “NP lies above NP′ and their endpoints meet”.
Deﬁnition 3.1. The generic ﬁrst slope for the family of monic polynomials with their exponents in
D and coeﬃcients in Fp is the ﬁrst slope of the generic Newton polygon GNP(D, p). We denote it
by s1(D, p).
We can give the interpretation of p-density in the one-dimensional case.
Theorem 3.2.We have the equality s1(D, p) = δp(D).
Proof. The inequality s1(D, p)  δp(D) follows from Theorem 2.1 and the argument in [2, Introduc-
tion]: for any f ∈ AD(Fq), and any k  1, we have vq(Sk( f )) kδp(D), thus every reciprocal root of
the function L( f , T ) has q-adic valuation greater than δp(D). Thus for any f ∈ AD , the ﬁrst slope of
the q-adic Newton polygon of L( f , T ) is greater than the p-density of D .
Let us show equality. Again from Theorem 2.1, there exist some extension Fq of Fp , and some
polynomial f0 in AD(Fq) such that vq(S1( f0)) = δp(D). Thus at least one of the reciprocal roots of
the polynomial L( f0, T ) has q-adic valuation exactly δp(D), and the Newton polygon NPq( f0) has ﬁrst
slope equal to δp(D). 
Remark 3.3. In view of the Dieudonné–Manin classiﬁcation for p-divisible groups, one reinterprets
this theorem in the following way. Write δp(D) := mm+n , with m and n coprime: up to isogeny, the p-
divisible group of the jacobian of a generic Artin–Schreier curve yp − y = f (x), f ∈AD(Fp), contains
a copy of the formal group Gm,n .
We end with a consequence of Proposition 1.11, in order to precise the asymptotic behaviour of
the ﬁrst slope of the generic Newton polygon.
Corollary 3.4. Assume that the monoid generated by D contains all positive integers except possibly a ﬁnite
number of them (i.e. that the elements in D are globally coprime). Then we have
lim
p→∞ s1(D, p) = ω(D) =
1
dn
.
3.2. Examples
Here we give the generic ﬁrst slope of families of Artin–Schreier curves with given genus and
p-rank 0. The following result is an immediate consequence of Theorem 3.2 and Lemma 1.19.
Proposition 3.5. The generic ﬁrst slope of the family of Artin–Schreier curves with p-rank 0 and genus g =
(p−1)(d−1)
2 is
(i) 1n(p−1) when p
n − 1 d < 2pn − 1;
(ii) 1p−1  p−1d  when 2 d < p.
Remark 3.6. Note that from case (i) for p = 2 we get that the generic ﬁrst slope of Artin–Schreier
curves of 2-rank 0 and genus g in {2n−1 − 1, . . . ,2n − 2} is 1n . This is a part of [14, Theorem 1.1].
Assertion (ii) is a part of [16, Theorem 1.1].
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Here we apply Theorem 3.2 to construct families of supersingular Artin–Schreier curves. Recall that
a curve is supersingular when its Newton polygon consists of a segment of (horizontal) length 2g and
slope 12 . From the above theorem and the results in the one-dimensional case, we get
Corollary 3.7.We have the following supersingular families of Artin–Schreier curves:
(i) The family yp − y = f (x), f ∈AD(Fp), is supersingular exactly when we have δp(D) = 12 .
(ii) (Cf. [19].)When D is a ﬁnite subset of {1, pi + 1}i0 , the family above is supersingular over Fp .
(iii) If D = {d}, with p semi-primitive modulo d, the curve yp − y = xd is supersingular.
Remark 3.8. From Lemma 1.18, we have δp(D) = 12 exactly when for any 1mmax D − 1, and any
U ∈ ED,p(m), we have δ(U ) 12 . As a consequence, for ﬁelds of small characteristic, and polynomials
of small degrees, an exhaustive computer search allows to prove a family supersingular.
Example 3.9. Apart from the families already given in the corollary above, the following families are
supersingular (the last column gives the reference to prior work when the family is already known)
p D Reference
2 {11,3,1} [15]
2 {13,3,1} [15]
3 {5,4,2,1}
3 {7,4,2,1} [7]
3 {14,2,1}
5 {7,1} [23]
7 {5,2} [23]
Remark 3.10. Note that the new examples above are not very surprising
• in the ﬁrst one, one can remove the degree four coeﬃcient by completing the ﬁfth power; then
the curve y3 − y = x5 + ax2 + bx is covered by the curve y3 − y = x10 + ax4 + bx2, which is itself
supersingular by Corollary 3.7 (ii);
• in the second one the curve y3 − y = x14 + ax2 + bx is covered by the curve y3 − y = x28 + ax4 +
bx2, supersingular for the same reason.
The same phenomenon appears with the curve y2 + y = x11 + ax3 + bx, covered by y2 + y = x33 +
ax9 + bx3.
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