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TOEPLITZ AND TOEPLITZ-BLOCK-TOEPLITZ MATRICES
AND THEIR CORRELATION WITH SYZYGIES OF POLYNOMIALS
HOUSSAM KHALIL∗, BERNARD MOURRAIN†, AND MICHELLE SCHATZMAN‡
Abstract. In this paper, we re-investigate the resolution of Toeplitz systems T u = g, from a new point of view, by
correlating the solution of such problems with syzygies of polynomials or moving lines. We show an explicit connection
between the generators of a Toeplitz matrix and the generators of the corresponding module of syzygies. We show that
this module is generated by two elements of degree n and the solution of T u = g can be reinterpreted as the remainder
of an explicit vector depending on g, by these two generators.
This approach extends naturally to multivariate problems and we describe for Toeplitz-block-Toeplitz matrices, the
structure of the corresponding generators.
Key words. Toeplitz matrix, rational interpolation, syzygie
1. Introduction. Structured matrices appear in various domains, such as scientific computing,
signal processing, . . . They usually express, in a linearize way, a problem which depends on less pa-
rameters than the number of entries of the corresponding matrix. An important area of research
is devoted to the development of methods for the treatment of such matrices, which depend on the
actual parameters involved in these matrices.
Among well-known structured matrices, Toeplitz and Hankel structures have been intensively
studied [5, 6]. Nearly optimal algorithms are known for the multiplication or the resolution of linear
systems, for such structure. Namely, if A is a Toeplitz matrix of size n, multiplying it by a vector or
solving a linear system with A requires Õ(n) arithmetic operations (where Õ(n) = O(n logc(n)) for
some c > 0) [2, 12]. Such algorithms are called super-fast, in opposition with fast algorithms requiring
O(n2) arithmetic operations.
The fundamental ingredients in these algorithms are the so-called generators [6], encoding the
minimal information stored in these matrices, and on which the matrix transformations are translated.
The correlation with other types of structured matrices has also been well developed in the literature
[10, 9], allowing to treat so efficiently other structures such as Vandermonde or Cauchy-like structures.
Such problems are strongly connected to polynomial problems [4, 1]. For instance, the product
of a Toeplitz matrix by a vector can be deduced from the product of two univariate polynomials, and
thus can be computed efficiently by evaluation-interpolation techniques, based on FFT. The inverse
of a Hankel or Toeplitz matrix is connected to the Bezoutian of the polynomials associated to their
generators.
However, most of these methods involve univariate polynomials. So far, few investigations have
been pursued for the treatment of multilevel structured matrices [11], related to multivariate prob-
lems. Such linear systems appear for instance in resultant or in residue constructions, in normal form
computations, or more generally in multivariate polynomial algebra. We refer to [8] for a general
description of such correlations between multi-structured matrices and multivariate polynomials. Sur-
prisingly, they also appear in numerical scheme and preconditionners. A main challenge here is to
devise super-fast algorithms of complexity Õ(n) for the resolution of multi-structured systems of size
n.
In this paper, we consider block-Toeplitz matrices, where each block is a Toeplitz matrix. Such
a structure, which is the first step to multi-level structures, is involved in many bivariate problems,
or in numerical linear problems.We re-investigate first the resolution of Toeplitz systems T u = g,
from a new point of view, by correlating the solution of such problems with syzygies of polynomials
or moving lines. We show an explicit connection between the generators of a Toeplitz matrix and the
generators of the corresponding module of syzygies. We show that this module is generated by two
elements of degree n and the solution of T u = g can be reinterpreted as the remainder of an explicit
vector depending on g, by these two generators.
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This approach extends naturally to multivariate problems and we describe for Toeplitz-block-
Toeplitz matrices, the structure of the corresponding generators. In particular, we show the known
result that the module of syzygies of k non-zero bivariate polynomials is free of rank k − 1, by a new
elementary proof.
Exploiting the properties of moving lines associated to Toeplitz matrices, we give a new point of
view to resolve a Toeplitz-block-Toeplitz system.
In the next section we studie the scalar Toeplitz case. In the chapter 3 we consider the Toeplitz-
block-Toeplitz case.
Let R = K[x]. For n ∈ N, we denote by K[x]n the vector space of polynomials of degree ≤ n.
Let L = K[x, x−1] be the set of Laurent polynomials in the variable x. For any polynomial p =
∑n
i=−m pi x
i ∈ L, we denote by p+ the sum of terms with positive exponents: p+ =
∑n
i=0 pi x
i and
by p−, the sum of terms with strictly negative exponents: p− =
∑−1
i=−m pi x
i. We have p = p+ + p−.
For n ∈ N, we denote by Un = {ω; ω
n = 1} the set of roots of unity of order n.
2. Univariate case. We begin by the univariate case and the following problem:
problem 2.1. Given a Toeplitz matrix T = (ti−j)
n−1
i,j=0 ∈ K
n×n (T = (Tij)
n−1
i,j=0 with Tij = ti−j)
of size n and g = (g0, . . . , gn−1) ∈ K
n, find u = (u0, . . . , un−1) ∈ K
n such that
T u = g. (2.1)
Let E = {1, . . . , xn−1}, and ΠE be the projection of R on the vector space generated by E, along
〈xn, xn+1, . . .〉.
Definition 2.2. We define the following polynomials:
• T (x) =
n−1∑
i=−n+1
tix
i,
• T̃ (x) =
2n−1∑
i=0
t̃ix
i with t̃i =
{
ti if i < n
ti−2n if i ≥ n
,
• u(x) =
n−1∑
i=0
uix
i, g(x) =
n−1∑
i=0
gix
i.
Notice that T̃ = T + + x2 n T− and T (w) = T̃ (w) if w ∈ U2 n. We also have (see [8])
T u = g ⇔ ΠE(T (x)u(x)) = g(x).
For any polynomial u ∈ K[x] of degree d, we denote it as u(x) = u(x) + xnu(x) with deg(u) ≤ n − 1
and deg(u) ≤ d − n if d ≥ n and u = 0 otherwise. Then, we have
T (x)u(x) = T (x)u(x) + T (x)xnu(x)
= ΠE(T (x)u(x)) + ΠE(T (x)x
nu(x))
+(α−n+1x
−n+1 + · · · + α−1x
−1)
+(αnx
n + · · · + αn+mx
n+m)
= ΠE(T (x)u(x)) + ΠE(T (x)x
nu(x))
+x−n+1A(x) + xnB(x), (2.2)
with m = max(n − 2, d − 1),
A(x) = α−n+1 + · · · + α−1x
n−2,
B(x) = αn + · · · + αn+mx
m. (2.3)
See [8] for more details, on the correlation between structured matrices and (multivariate) polynomials.
2.1. Moving lines and Toeplitz matrices. We consider here another problem, related to
interesting questions in Effective Algebraic Geometry.
problem 2.3. Given three polynomials a, b, c ∈ R respectively of degree < l, < m, < n, find three
polynomials p, q, r ∈ R of degree < ν − l, < ν − m, < ν − n, such that
a(x) p(x) + b(x) q(x) + c(x) r(x) = 0. (2.4)
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We denote by L(a, b, c) the set of (p, q, r) ∈ K[x]3 which are solutions of (2.4). It is a K[x]-module of
K[x]3. The solutions of the problem (2.3) are L(a, b, c) ∩ K[x]ν−l−1 × K[x]ν−m−1 × K[x]ν−n−1.
Given a new polynomial d(x) ∈ K[x], we denote by L(a, b, c; d) the set of (p, q, r) ∈ K[x]3 such
that
a(x) p(x) + b(x) q(x) + c(x) r(x) = d(x).
Theorem 2.4. For any non-zero vector of polynomials (a, b, c) ∈ K[x]3, the K[x]-module L(a, b, c)
is free of rank 2.
Proof. By the Hilbert’s theorem, the ideal I generated by (a, b, c) has a free resolution of length
at most 1, that is of the form:
0 → K[x]p → K[x]3 → K[x] → K[x]/I → 0.
As I 6= 0, for dimensional reasons, we must have p = 2.
Definition 2.5. A µ-base of L(a, b, c) is a basis (p, q, r), (p′, q′, r′) of L(a, b, c), with (p, q, r) of
minimal degree µ.
Notice if µ1 is the smallest degree of a generator and µ2 the degree of the second generator
(p′, q′, r′), we have d = max(deg(a), deg(b), deg(c)) = µ1 + µ2. Indeed, we have
0 → K[x]ν−d−µ1 ⊕ K[x]ν−d−µ2 →
K[x]3ν−d → K[x]ν → K[x]ν/(a, b, c)ν → 0,
for ν >> 0. As the alternate sum of the dimension of the K-vector spaces is zero and K[x]ν/(a, b, c)ν
is 0 for ν >> 0, we have
0 = 3 (d − ν − 1) + ν − µ1 − d + 1 + ν − µ2 − d + 1 + ν + 1
= d − µ1 − µ2.
For L(T̃ (x), xn, x2n − 1), we have µ1 +µ2 = 2 n. We are going to show now that in fact µ1 = µ2 = n:
Proposition 2.6. The K[x]-module L(T̃ (x), xn, x2n − 1) has a n-basis.
Proof. Consider the map
K[x]3n−1 → K[x]3n−1 (2.5)
(p(x), q(x), r(x)) 7→ T̃ (x)p(x) + xnq(x) + (x2n − 1)r(x)
which 3n × 3n matrix is of the form
S :=


T0 0 −In
T1 In 0
T2 0 In

 . (2.6)
where T0, T1, T2 are the coefficient matrices of (T̃ (x), x T̃ (x), . . . , x
nT̃ (x)), respectively for the list of
monomials (1, . . . , xn−1), (xn, . . . , x2n−1), (x2n, . . . , x3n−1). Notice in particular that T = T0 + T2
Reducing the first rows of (T0|0| − In) by the last rows (T2|0|In), we replace it by the block
(T0 + T2|0|0), without changing the rank of S. As T = T0 + T2 is invertible, this shows that the
matrix S is of rank 3n. Therefore, there is no syzygies in degree n− 1. As the sum 2n = µ1 + µ2 and
µ1 ≤ n, µ2 ≤ n where µ1, µ2 are the smallest degree of a pair of generators of L(T̃ (x), x
n, x2n − 1) of
degree ≤ n, we have µ1 = µ2 = n. Thus there exist two linearly independent syzygies (u1, v1, w1),
(u2, v2, w2) of degree n, which generate L(T̃ (x), x
n, x2n − 1).
A similar result can also be found in [12], but the proof much longer than this one, is based on
interpolation techniques and explicit computations. Let us now describe how to construct explicitly
two generators of L(T̃ (x), xn, x2n − 1) of degree n (see also [12]).
As T̃ (x) is of degree ≤ 2 n − 1 and the map (2.5) is a surjective function, there exists (u, v, w) ∈
K[x]3n−1 such that
T̃ (x)u(x) + xnv(x) + (x2 n − 1)w = T̃ (x)xn, (2.7)
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we deduce that (u1, v1, w1) = (x
n − u,−v,−w) ∈ L(T̃ (x), xn, x2n − 1).
As there exists (u′, v′, w′) ∈ K[x]3n−1 such that
T̃ (x)u′(x) + xnv′(x) + (x2 n − 1)w′ = 1 = xn xn − (x2 n − 1) (2.8)
we deduce that (u2, v2, w2) = (−u
′, xn − v′,−w′ − 1) ∈ L(T̃ (x), xn, x2n − 1).
Now, the vectors (u1, v1, w1), (u2, v2, w2) of L(T̃ (x), x
n, x2n −1) are linearly independent since by
construction, the coefficient vectors of xn in (u1, v1, w1) and (u2, v2, w2) are respectively (1, 0, 0) and
(0, 1, 0).
Proposition 2.7. The vector u is solution of (2.1) if and only if there exist v(x) ∈ K[x]n−1, w(x) ∈
K[x]n−1 such that
(u(x), v(x), w(x)) ∈ L(T̃ (x), xn, x2n − 1; g(x))
Proof. The vector u is solution of (2.1) if and only if we have
ΠE(T (x)u(x)) = g(x).
As u(x) is of degree ≤ n−1, we deduce from (2.2) and (2.3) that there exist polynomial A(x) ∈ K[x]n−2
and B(x) ∈ K[x]n−1 such that
T (x)u(x) − x−n+1A(x) − xnB(x) = g(x).
By evaluation at the roots ω ∈ U2n, and since ω
−n = ωn and T̃ (ω) = T (ω) for ω ∈ Un, we have
T̃ (ω)u(ω) + ωnv(ω) = g(ω), ∀ω ∈ U2n(ω),
with v(x) = −xA(x) − B(x) of degree ≤ n − 1. We deduce that there exists w(x) ∈ K[x] such that
T̃ (x)u(x) + xnv(x) + (x2n − 1)w(x) = g(x).
Notice that w(x) is of degree ≤ n − 1, because (x2n − 1)w(x) is of degree ≤ 3n− 1.
Conversely, a solution (u(x), v(x), w(x)) ∈ L(T̃ (x), xn, x2n − 1; g(x)) ∩ K[x]3n−1 implies a solution
(u, v, w) ∈ K3 n of the linear system:
S


u
v
w

 =


g
0
0


where S is has the block structure (2.6), so that T2 u + w = 0 and T0 u − w = (T0 + T2)u = g. As we
have T0 + T2 = T , the vector u is a solution of (2.1), which ends the proof of the proposition.
2.2. Euclidean division. As a consequence of proposition 2.6, we have the following property:
Proposition 2.8. Let {(u1, v1, w1), (u2, v2, w2)} a n-basis of L(T̃ (x), x
n, x2n − 1), the remainder
of the division of


0
xn g
g

 by


u1 u2
v1 v2
w1 w2

 is the vector solution given in the proposition (2.7).
Proof. The vector


0
xn g
−g

 ∈ L(T̃ (x), xn, x2 n − 1; g) (a particular solution). We divide it by


u1 u2
v1 v2
w1 w2

 we obtain


u
v
w

 =


0
xn g
g

 −


u1 u2
v1 v2
w1 w2


(
p
q
)
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(u, v, w) is the remainder of division, thus (u, v, w) ∈ K[x]3n−1 ∩ L(T̃ (x), x
n, x2 n − 1; g). However
(u, v, w) is the unique vector ∈ K[x]3n−1 ∩ L(T̃ (x), x
n, x2 n − 1; g) because if there is an other vector
then their difference is in L(T̃ (x), xn, x2 n − 1) ∩ K[x]3n−1 which is equal to {(0, 0, 0)}.
problem 2.9. Given a matrix and a vector of polynomials
(
e(x) e′(x)
f(x) f ′(x)
)
of degree n, and
(
p(x)
q(x)
)
of degree m ≥ n, such that
(
en e
′
n
fn f
′
n
)
is invertible; find the remainder of the division of
(
p(x)
q(x)
)
by
(
e(x) e′(x)
f(x) f ′(x)
)
.
Proposition 2.10. The first coordinate of remainder vector of the division of
(
0
xng
)
by
(
u u′
r r′
)
is the polynomial v(x) solution of (2.1).
We describe here a generalized Euclidean division algorithm to solve problem (2.9).
Let E(x) =
(
p(x)
q(x)
)
of degree m, B(x) =
(
e(x) e′(x)
f(x) f ′(x)
)
of degree n ≤ m. E(x) = B(x)Q(x) +
R(x) with deg(R(x)) < n, and deg(Q(x)) ≤ m − n. Let z = 1
x
E(x) = B(x)Q(x) + R(x)
⇔ E(
1
z
) = B(
1
z
)Q(
1
z
) + R(
1
z
)
⇔zmE(
1
z
)= znB(
1
z
)zm−nQ(
1
z
) + zm−n+1zn−1R(
1
z
)
⇔ Ê(z) = B̂(z)Q̂(z) + zm−n+1R̂(z) (2.9)
with Ê(z), B̂(z), Q̂(z), R̂(z) are the polynomials obtained by reversing the order of coefficients of
polynomials E(z), B(z), Q(z), R(z).
(2.9) ⇒
Ê(z)
B̂(z)
= Q̂(z) + zm+n−1
R̂(z)
B̂(z)
⇒ Q̂(z) =
Ê(z)
B̂(z)
mod zm−n+1
1
B̂(z)
exists because its coefficient of highest degree is invertible. Thus Q̂(z) is obtained by computing
the first m − n + 1 coefficients of
Ê(z)
B̂(z)
.
To find W (x) =
1
B̂(x)
we will use Newton’s iteration: Let f(W ) = B̂ − W−1.
f ′(Wl).(Wl+1 − Wl) = −W
−1
l (Wl + 1 − Wl)W
−1
l = f(Wl) = B̂ − W
−1
l , thus
Wl+1 = 2Wl − WlB̂Wl.
and W0 = B̂
−1
0 which exists.
W − Wl+1 = W − 2Wl + WlB̂Wl
= W (I2 − B̂Wl)
2
= (W − Wl)B̂(W − Wl)
Thus Wl(x) = W (x) mod x
2l for l = 0, . . . , ⌈log(m − n + 1)⌉.
Proposition 2.11. We need O(n log(n) log(m − n) + m log m) arithmetic operations to solve
problem (2.9)
Proof. We must do ⌈log(m − n + 1)⌉ Newton’s iteration to obtain the first m − n + 1 coeficients
of
1
B̂
= W (x). And for each iteration we must do O(n log n) arithmetic operations (multiplication of
polynimials of degree n). And then we need O(m log m) aritmetic operations to do the multiplication
Ê.
1
B̂
.
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2.3. Construction of the generators. The canonical basis of K[x]3 is denoted by σ1, σ2, σ3.
Let ρ1, ρ2 the generators of L(T̃ (x), x
n, x2n − 1) of degree n given by
ρ1 = x
nσ1 − (u, v, w) = (u1, v1, w1)
ρ2 = x
nσ2 − (u
′, v′, w′) = (u2, v2,w2)
(2.10)
with (u, v, w), (u′, v′, w′) are the vector given in (2.7) and (2.8).
We will describe here how we compute (u1, v1, w1) and (u2, v2, w2). We will give two methods
to compute them, the second one is the method given in [12]. The first one use the Euclidean gcd
algorithm:
We will recal firstly the algebraic and computational properties of the well known extended Eu-
clidean algorithm (see [13]): Given p(x), p′(x) two polynomials in degree m and m′ respectively, let
r0 = p, r1 = p
′,
s0 = 1, s1 = 0,
t0 = 0, t1 = 1.
and define
ri+1 = ri−1 − qiri,
si+1 = si−1 − qisi,
ti+1 = ti−1 − qiti,
where qi results when the division algorithm is applied to ri−1 and ri, i.e. ri−1 = qiri + ri+1 .
deg ri+1 < deg ri for i = 1, . . . , l with l is such that rl = 0, therefore rl−1 = gcd(p(x), p
′(x)).
Proposition 2.12. The following relations hold:
sip + tip
′ = ri and (si, ti) = 1 for i = 1, . . . , l
and





deg ri+1 < deg ri, i = 1, . . . , l − 1
deg si+1 > deg si and deg ti+1 > deg ti,
deg si+1 = deg(qi.si) = deg v − deg ri,
deg ti+1 = deg(qi.ti) = deg u − deg ri.
Proposition 2.13. By applying the Euclidean gcd algorithm in p(x) = xn−1T and p′(x) = x2n−1
in degree n − 1 and n − 2 we obtain ρ1 and ρ2 respectively
Proof. We saw that Tu = g if and only if there exist A(x) and B(x) such that
T̄ (x)u(x) + x2n−1B(x) = xn−1b(x) + A(x)
with T̄ (x) = xn−1T (x) a polynomial of degree ≤ 2n − 2. In (2.7) and (2.8) we saw that for g(x) = 1
(g = e1) and g(x) = x
nT (x) (g = (0, t−n+1, . . . , t−1)
T ) we obtain a base of L(T̃ (x), xn, x2n − 1).
Tu1 = e1 if and only if there exist A1(x), B1(x) such that
T̄ (x)u1(x) + x
2n−1B1(x) = x
n−1 + A1(x) (2.11)
and Tu2 = (0, t−n+1, . . . , t−1)
T if and only if there exist A2(x), B2(x) such that
T̄ (x)(u2(x) + x
n) + x2n−1B2(x) = A2(x) (2.12)
with deg A1(x) ≤ n − 2 and deg A2(x) ≤ n − 2. Thus By applying the extended Euclidean algorithm
in p(x) = xn−1T and p′(x) = x2n−1 until we have deg rl(x) = n− 1 and deg rl+1(x) = n− 2 we obtain
u1(x) =
1
c1
sl(x), B1(x) =
1
c1
tl(x), x
n−1 + A1(x) =
1
c1
rl(x)
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and
xn + u2(x) =
1
c2
sl+1(x), B2(x) =
1
c2
tl+1(x), A2(x) =
1
c2
rl+1(x)
with c1 and c2 are the highest coefficients of rl(x) and sl+1(x) respectively, in fact: The equation
(2.11) is equivalent to
n
︷ ︸︸ ︷
n−1
︷ ︸︸ ︷
n − 1
{
n



n − 1
{
















t−n+1
...
. . .
t0 . . . t−n+1
...
. . .
...
tn−1 . . . t0
. . .
... 1
. . .
tn−1 1






















u1
B1






=











A1
1
0
...
0











since T is invertible then the (2n − 1) × (2n − 1) block at the bottom is invertible and then u1
and B1 are unique, therefore u1, B1 and A1 are unique. And, by proposition (2.12), deg rl = n − 1
(rl = c1(x
n + A1(x)) then deg sl+1 = (2n− 1)− (n− 1) = n and deg tl+1 = (2n− 2)− (n− 1) = n− 1
thus, by the same proposition, deg sl ≤ n − 1 and deg tl ≤ n − 2. Therfore
1
c1
sl = u1 and
1
c1
tl = B1.
Finaly, Tu = e1 if and only if there exist v(x), w(x) such that
T̃ (x)u(x) + xnv(x) + (x2n − 1)w(x) = 1 (2.13)
T̃ (x) = T + + x2nT− = T + (x2n − 1)T−thus
T (x)u(x) + xnv(x) + (x2n − 1)(w(x) + T−(x)u(x)) = 1 (2.14)
of a other hand T (x)u(x)−x−n+1A1(x)+x
nB1(x) = 1 and x
−n+1A1(x) = x
n(xA1)−x
−n(x2n−1)xA1
thus
T (x)u(x) + xn(B(x) − xA(x)) + (x2n − 1)x−n+1A(x) = 1 (2.15)
By comparing (2.14) and (2.15), and as 1 = xnxn − (x2n − 1) we have the proposition and we have
w(x) = x−n+1A(x) − T−(x)u(x) + 1 which is the part of positif degree of −T−(x)u(x) + 1.
Remark 2.14. A superfast euclidean gcd algorithm, wich uses no more then O(nlog2n), is given
in [13] chapter 11.
The second methode to compute (u1, v1, w1) and (u2, v2, w2) is given in [12]. We are interested in
computing the coefficients of σ1, σ2, the coefficients of σ3 correspond to elements in the ideal (x
2n−1)
and thus can be obtain by reduction of (T̃ (x)xn).B(x) by x2n−1, with B(x) =
(
xn − u0 −v0
−u1 x
n − v1
)
=
(
u(x) v(x)
u′(x) v′(x)
)
.
A superfast algorithm to compute B(x) is given in [12]. Let us describe how to compute it.
By evaluation of (2.10) at the roots ωj ∈ U2n we deduce that (u(x) v(x))
T and (u′(x) v′(x))T are
the solution of the following rational interpolation problem:
{
T̃ (ωj)u(ωj) + ω
n
j v(ωj) = 0
T̃ (ωj)u
′(ωj) + ω
n
j v
′(ωj) = 0
with
{
un = 1, vn = 0
u′n = 0, v
′
n = 1
Definition 2.15. The τ-degree of a vector polynomial w(x) = (w1(x)w2(x))
T is defined as
τ − deg w(x) := max{deg w1(x), deg w2(x) − τ}
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B(x) is a n−reduced basis of the module of all vector polynomials r(x) ∈ K[x]2 that satisfy the
interpolation conditions
fTj r(ωj) = 0, j = 0, . . . , 2n− 1
with fj =
(
T̃ (ωj)
ωnj
)
.
B(x) is called a τ−reduced basis (with τ = n) that corresponds to the interpolation data
(ωj , fj), j = 0, . . . , 2n − 1.
Definition 2.16. A set of vector polynomial in K[x]2 is called τ-reduced if the τ-highest degree
coefficients are lineary independent.
Theorem 2.17. Let τ = n. Suppose J is a positive integer. Let σ1, . . . , σJ ∈ K and φ1, . . . , φJ ∈
K
2 wich are 6= (0 0)T . Let 1 ≤ j ≤ J and τJ ∈ Z. Suppose that Bj(x) ∈ K[x]
2×2 is a τJ -reduced basis
matrix with basis vectors having τJ−degree δ1 and δ2, respectively, corresponding to the interpolation
data {(σi, φi); i = 1, . . . , j}.
Let τj→J := δ1−δ2. Let Bj→J (x) be a τj→J -reduced basis matrix corresponding to the interpolation
data {(σi, B
T
j (σj)φi); i = j + 1, . . . , J}.
Then BJ(x) := Bj(x)Bj→J (x) is a τJ -reduced basis matrix corresponding to the interpolation data
{(σi, φi); i = 1, . . . , J}.
Proof. For the proof, see [12].
When we apply this theorem for the ωj ∈ U2n as interpolation points, we obtain a superfast
algorithm (O(n log2 n)) wich compute B(x).[12]
We consider the two following problems:
3. Bivariate case. Let m ∈ N, m ∈ N. In this section we denote by E = {(i, j); 0 ≤ i ≤
m − 1, 0 ≤ j ≤ n − 1}, and R = K[x, y]. We denote by K[x, y]m
n
the vector space of bivariate
polynomials of degree ≤ m in x and ≤ n in y.
Notation 3.1. For a block matrix M , of block size n and each block is of size m, we will use the
following indication :
M =
(
M(i1,i2),(j1,j2)
)
0≤i1,j1≤m−1
0≤i2,j2≤n−1
= (Mαβ)α,β∈E. (3.1)
(i2, j2) gives the block’s positions, (i1, j1) the position in the blocks.
problem 3.2. Given a Toeplitz block Toeplitz matrix T = (tα−β)α∈E,β∈E ∈ K
mn×mn (T =
(Tαβ)α,β∈E with Tαβ = tα−β) of size mn and g = (gα)α∈E ∈ K
mn, find u = (uα)α∈E such that
T u = g (3.2)
Definition 3.3. We define the following polynomials:
• T (x, y) :=
∑
(i,j)∈E−E
ti,jx
iyj,
• T̃ (x, y) :=
2n−1,2m−1
∑
i,j=0
t̃i,jx
iyj with
t̃i,j :=




ti,j si i < m, j < n
ti−2m,j si i ≥ m, j < n
ti,j−2n si i < m, j ≥ n
ti−2m,j−2n si i ≥ m, i ≥ n
,
• u(x, y) :=
∑
(i,j)∈E
ui,j x
iyj, g(x, y) :=
∑
(i,j)∈E
gi,jx
iyj.
3.1. Moving hyperplanes. For any non-zero vector of polynomials a = (a1, . . . , an) ∈ K[x, y]
n,
we denote by L(a) the set of vectors (h1, . . . , hn) ∈ K[x, y]
n such that
n∑
i=1
ai hi = 0. (3.3)
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It is a K[x, y]-module of K[x, y]n.
Proposition 3.4. The vector u is solution of (3.2) if and only if there exist h2, . . . , h9 ∈
K[x, y]m−1
n−1
such that (u(x, y), h2(x, y), . . . , h9(x, y)) belongs to
L(T̃ (x, y), xm, x2 m − 1, yn, xm yn, (x2 m − 1) yn, y2 n − 1, xm(y2 n − 1), (x2 m − 1) (y2 n − 1)).
Proof. Let L = {xα1yα2 , 0 ≤ α1 ≤ m − 1, 0 ≤ α2 ≤ n − 1}, and ΠE the projection of R on the
vector space generated by L. By [8], we have
T u = g ⇔ ΠE(T (x, y)u(x, y)) = g(x, y) (3.4)
which implies that
T (x, y)u(x, y) = g(x, y) + xmynA1(x, y) + x
my−nA2(x, y) + x
−mynA3(x, y) + x
−my−nA4(x, y)
+ xmA5(x, y) + x
−mA6(x, y) + y
nA7(x, y) + y
−nA8(x, y), (3.5)
where the Ai(x, y) are polynomials of degree at most m − 1 in x and n − 1 in y. Since ω
m = ω−m,
υn = υ−n, T̃ (ω, υ) = T (ω, υ) for ω ∈ U2 m, υ ∈ U2 n, we deduce by evaluation at the roots ω ∈ U2 m,
υ ∈ U2 n that
R(x, y) := T̃ (x, y)u(x, y) + xmh2(x, y) + y
nh4(x, y) + x
mynh5(x, y) − g(x, y) ∈ (x
2 m − 1, y2 n − 1)
with h2 = −(A5 + A6), h4 = −(A7 + A8), h5 = −(A1(x, y) + A2(x, y) + A3(x, y) + A4(x, y)).
By reduction by the polynomials x2 m − 1, y2 n − 1, and as R(x, y) is of degree ≤ 3m− 1 in x and
≤ 3n− 1 in y, there exist h3(x, y), h6(x, y), . . . , h8(x, y) ∈ K[x, y]m−1
n−1
such that
T̃ (x, y)u(x, y) + xm h2(x, y) + (x
2m − 1)h3(x, y) + y
nh4(x, y) + x
mynh5(x, y) + (3.6)
(x2m − 1)ynh6(x, y) + (y
2n − 1)h7(x, y) + x
m(y2m − 1)h7(x, y) + (x
2n − 1)(y2n − 1)h8(x, y) = g(x, y).
Conversely a solution of (3.6) can be transformed into a solution of (3.5), which ends the proof of the
proposition.
In the following, we are going to denote by T the vector T = (T̃ (x, y), xm, x2 m−1, yn, xm yn, (x2 m−
1) yn, y2 n − 1, xm(y2 n − 1), (x2 m − 1) (y2 n − 1)).
Proposition 3.5. There is no elements of K[x, y]m−1
n−1
in L(T).
Proof. We consider the map
K[x, y]9m−1
n−1
→ K[x, y]3m−1
3n−1
(3.7)
p(x, y) = (p1(x, y), . . . , p9(x, y)) 7→ T.p (3.8)
(3.9)
which 9mn × 9mn matrix is of the form
S :=

















T0
E21 −E11 + E31
...
...
E2n −E1n + E3n
−E11 −E21 E11 − E31
...
...
...
−E1n −E2n E1n − E3n
T1
E11 E21 −E11 + E31
...
...
...
E1n E2n −E1n + E3n
T2
E11 E21 −E11 + E31
...
...
...
E1n E2n −E1n + E3n

















(3.10)
with Eij is the 3m × mn matrix eij ⊗ Im and eij is the 3 × n matrix with entries equal zero except
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the (i, j)th entrie equal 1. And the matrix


T0
T1
T2

 is the following 9mn × m matrix

























t0 0 . . . 0
t1 t0 . . . 0
...
. . .
. . .
...
tn−1 . . . t1 t0
0 tn−1 . . . t1
t−n+1 0
. . .
...
...
. . .
. . . t−n+1
t−1 . . . t−n+1 0
0 t−1 . . . t−n+1
...
. . .
. . .
...
...
. . . t−1
0 . . . . . . 0

























and ti =

























ti,0 0 . . . 0
ti,1 ti,0 . . . 0
...
. . .
. . .
...
ti,n−1 . . . ti,1 ti,0
0 ti,m−1 . . . ti,1
ti,−m+1 0
. . .
...
...
. . .
. . . ti,−m+1
ti,−1 . . . ti,−m+1 0
0 ti,−1 . . . ti,−m+1
...
. . .
. . .
...
...
. . . ti,−1
0 . . . . . . 0

























For the same reasons in the proof of proposition (2.6) the matrix S is invertible.
Theorem 3.6. For any non-zero vector of polynomials a = (ai)i=1,...,n ∈ K[x, y]
n, the K[x, y]-
module L(a1, . . . , an) is free of rank n − 1.
Proof. Consider first the case where ai are monomials.
ai = x
αiyβi that are sorted in lexicographic order such that x < y, a1 being the biggest and an
the smallest. Then the module of syzygies of a is generated by the S-polynomials:
S(ai, aj) = lcm(ai, aj)(
σi
ai
−
σj
aj
),
where (σi)i=1,...,n is the canonical basis of K[x, y]
n [3]. We easily check that S(ai, ak) =
lcm(ai,ak)
lcm(ai,aj)
S(ai, aj)−
lcm(ai,ak)
lcm(aj ,ak)
S(aj , ak) if i 6= j 6= k and lcm(ai, aj) divides lcm(ai, ak). Therefore L(a) is generated by
the S(ai, aj) which are minimal for the division, that is, by S(ai, ai+1) (for i = 1, . . . , n − 1), since
the monomials ai are sorted lexicographically. As the syzygies S(ai, ai+1) involve the basis elements
σi, σi+1, they are linearly independent over K[x, y], which shows that L(a) is a free module of rank
n − 1 and that we have the following resolution:
0 → K[x, y]n−1 → K[x, y]n → (a) → 0.
Suppose now that ai are general polynomials ∈ K[x, y] and let us compute a Gröbner basis of ai,
for a monomial ordering refining the degree [3]. We denote by m1, . . . , ms the leading terms of the
polynomials in this Gröbner basis, sorted by lexicographic order.
The previous construction yields a resolution of (m1, . . ., ms):
0 → K[x, y]s−1 → K[x, y]s → (mi)i=1,...,s → 0.
Using [7] (or [3]), this resolution can be deformed into a resolution of (a), of the form
0 → K[x, y]p → K[x, y]n → (a) → 0,
which shows that L(a) is also a free module. Its rank p is necessarily equal to n−1, since the alternate
sum of the dimensions of the vector spaces of elements of degree ≤ ν in each module of this resolution
should be 0, for ν ∈ N.
3.2. Generators and reduction. In this section, we describe an explicit set of generators of
L(T). The canonical basis of K[x, y]9 is denoted by σ1, . . . , σ9.
First as T̃ (x, y) is of degree ≤ 2 m−1 in x and ≤ 2 n−1 in y and as the function (3.7) in surjective,
there exists u1, u2 ∈ K[x, y]
9
m−1
n−1
such that T · u1 = T̃ (x, y)x
m, T · u2 = T̃ (x, y)y
n. Thus,
ρ1 = x
mσ1 − u1 ∈ L(T),
ρ2 = y
nσ1 − u2 ∈ L(T).
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We also have u3 ∈ K[x, y]m−1
n−1
, such that T · u3 = 1 = x
m xm − (x2 m − 1) = yn yn − (y2 n − 1). We
deduce that
ρ3 = x
mσ2 − σ3 − u3 ∈ L(T),
ρ4 = y
nσ4 − σ7 − u3 ∈ L(T).
Finally, we have the obvious relations:
ρ5 = y
nσ2 − σ5 ∈ L(T),
ρ6 = x
mσ4 − σ5 ∈ L(T),
ρ7 = x
mσ5 − σ6 + σ4 ∈ L(T),
ρ8 = y
nσ5 − σ8 + σ2 ∈ L(T).
Proposition 3.7. The relations ρ1, . . . , ρ8 form a basis of L(T).
Proof. Let h = (h1, . . . , h9) ∈ L(T). By reduction by the previous elements of L(T), we can
assume that the coefficients h1, h2, h4, h5 are in K[x, y]m−1
n−1
. Thus, T̃ (x, y)h1+x
mh2+y
nh4+x
mynh5 ∈
(x2 n − 1, y2m − 1). As this polynomial is of degree ≤ 3 m − 1 in x and ≤ 3 n − 1 in y, by reduction
by the polynomials, we deduce that the coefficients h3, h6, . . . , h9 are in K[x, y]m−1
n−1
. By proposition
3.5, there is no non-zero syzygy in K[x, y]9m−1
n−1
. Thus we have h = 0 and every element of L(T)
can be reduced to 0 by the previous relations. In other words, ρ1, . . . , ρ8 is a generating set of the
K[x, y]-module L(T). By theorem 3.6, the relations ρi cannot be dependent over K[x, y] and thus
form a basis of L(T).
3.3. Interpolation. Our aim is now to compute efficiently a system of generators of L(T).
More precisely, we are interested in computing the coefficients of σ1, σ2, σ4, σ5 of ρ1, ρ2, ρ3. Let us
call B(x, y) the corresponding coefficient matrix, which is of the form:




xm yn 0
0 0 xm
0 0 0
0 0 0




+ K[x, y]4,3m−1
n−1
(3.11)
Notice that the other coefficients of the relations ρ1, ρ2, ρ3 correspond to elements in the ideal (x
2 m −
1, y2n−1) and thus can be obtained easily by reduction of the entries of (T̃ (x, y), xm, yn, xm yn)·B(x, y)
by the polynomials x2 m − 1, y2 n − 1.
Notice also that the relation ρ4 can be easily deduced from ρ3, since we have ρ3 − x
mσ2 + σ3 +
yn σ4 − σ7 = ρ4. Since the other relations ρi (for i > 4) are explicit and independent of T̃ (x, y), we
can easily deduce a basis of L(T) from the matrix B(x, y).
As in L(T)∩K[x, y]m−1
n−1
there is only one element, thus by computing the basis given in proposition
(3.7) and reducing it we can obtain this element in L(T) ∩ K[x, y]m−1
n−1
which gives us the solution of
Tu = g. We can give a fast algorithm to do these two step, but a superfast algorithm is not available.
4. Conclusions. We show in this paper a correlation between the solution of a Toeplitz system
and the syzygies of polynomials. We generalized this way, and we gave a correlation between the solu-
tion of a Toeplitz-block-Toeplitz system and the syzygies of bivariate polynomials. In the univariate
case we could exploit this correlation to give a superfast resolution algorithm. The generalization of
this technique to the bivariate case is not very clear and it remains an important challenge.
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