The segmentation of cDNA microarray spots is essential in analyzing the intensities of microarray images for biological and medical investigation. In this work, nonparametric methods using kernel density estimation are applied to segment two-channel cDNA microarray images. This approach groups pixels into both a foreground and a background. The segmentation performance of this model is tested and evaluated with reference to 16 microarray data. In particular, spike genes with various contents are spotted in a microarray to examine and evaluate the accuracy of the segmentation results. Duplicated design is implemented to evaluate the accuracy of the model. The results of this study demonstrate that this method can cluster pixels and estimate statistics regarding spots with high accuracy.
Introduction
The microarray is a high throughput technique for exploring the expression profiles for thousands of genes in the studies of genomics for biology and medicine. Although high-density oligonucleotide arrays are currently available, custom-made or spotted cDNA microarrays have also been used until now because of their favorable cost, ease of preparation and ease of analysis in the design of co-hybridization experiments [1] .
Studies of the functionality of genes in this new era of postgenomics are important [2] . Analyzing the microarray images with a high degree of accuracy is essential to measure the expression profiles of genes based on the microarray. Advanced analysis for selecting significant genes, clustering, classification, and network reconstruction of gene expression profiles can proceed on a solid foundation following complete, accurate measurements [3, 4] .
cDNA microarray images are typically noisy. Therefore, various approaches have been presented to improve the calibration of scanning efficiencies: alignment and detection of spotting errors, de-noising of background noise from images, marking of dust, gridding, moving, hybridization and other affected factors [3, 5, 6] . Different methods have been proposed for segmenting cDNA microarray images. Markov random field (MRF) modeling has been proposed to segment spots in microarray images [1] . This MRFbased approach has a high computational cost and relies on the prior assumption of the class labeling of all pixels [7] . The region-growing approach relies on the selection of initial seeds that influence its performance [8] . The Gaussian mixture model (GMM) relies on the assumption of normality for the application to this segmentation problem [9] . Accordingly, this study is motivated to investigate the segmentation of cDNA microarray images using the nonparametric methods that can relax the parametric assumption of normal distribution. In particular, we will consider the nonparametric methods using kernel density estimation (KDE) with data-driven selection of bandwidth [10] . Thus, automatic segmentation can be performed for different types of pixel distributions in microarray images.
In this investigation, KDE is utilized to classify pixels in a spot into background and foreground based on their estimated density function by finding the local minimum point to be the cut-off point. Empirical studies are conducted on microarray data that involve 256 spike genes with known contents. The segmentation results obtained by the KDE and the related method are compared with those obtained using the adaptive irregular segmentation method used in the current version of GenePix Pro software 6.0 (at http://www.moleculardevices.com/pages/software/gn_gene-pix_pro.html, with an accompanying user manual).
Microarrays with various sources and experimental designs are needed to monitor the variations of gene expressions. Spike spots of the corresponding spike mRNAs with a range of concentrations are used to monitor the variability of fluorescence intensities and determine the consistency of hybridization among arrays. The spike spots also reveal variations of pins in an array. Duplicated spots within each array are used to assay the hybridization process of the arrays. Swapped experiments are typically used to assay the labeling efficiency of Cy3 and Cy5 fluorescence dyes.
In this study, microarray images with (1) spike spots with various ratios of Cy5-Cy3 intensities, (2) duplicated spots in an array, and (3) the swapping of microarray experiments, are applied to evaluate the performance and accuracy of the segmentation method. The results are reported in next sections.
Materials and methods

Materials
Sixteen microarray images used herein are obtained by swapping Cy3 and Cy5 dyes. Every array has 32 blocks, 15488 spots with 7744 genes. Two replicated spots are designed in one array, of which the upper 16 blocks are duplicated as the lower 16 blocks. Meanwhile, eight spike genes are designed in each block to evaluate the performance and accuracy of segmentation methods. The arrays from (1, 1s) to (4, 4s) have eight designed spikes which had known Cy5-Cy3 ratios of {0.1, 0.1, 0.2, 0.2, 0.4, 0.4, 1.0, 1.0} located at the 22nd column and from the 3rd to 10th rows in all blocks, whereas the arrays from (5, 5s) to (8, 8s) have eight designed constant ratios of 0.2. A typical spot diameter on each microarray in this study is approximately 160 lm. Sixteen microarray experiments were conducted in Genomic Medicine Research Core Laboratory of Chang Gung Memorial Hospital, Taiwan. The details of the microarray experiment procedure and probe information are available on the webpage of the laboratory, http:// www.cgmh.org.tw/intr/intr2/c32a0/chinese/corelab_intro/genetics/files/03OctClone_information_F.zip, http://www.cgmh.org.tw/ intr/intr2/c32a0/chinese/corelab_intro/genetics/files/MIAME%20 (GMRCL%20Human%207K)_ver01.zip, and in [11] . These eight pairs of swapped microarrays were used for cancer research. Some of the results have been published [12] . The image data, algorithm, and computation software are available by contacting the authors. Fig. 1 displays the segmentation of one Cy3 spot by using GenePix, ScanAlyze (http://rana.lbl.gov/EisenSoftware.htm), and our presented methods. Fig. 1 shows the results of segmentation on one spike gene with a known Cy5-Cy3 ratio of 1.0-1.0 in GenePix 6.0 for spot images of Cy3 and Cy5 dyes using three different adaptive segmentation methods: irregular, circular, and rectangular. The estimated spot feature using the adaptive irregular method is the closest to the target ratio. However, the segmentation region using an irregular method may be inaccurate, leading to an over-or under-estimate of the statistics on spot intensities. Fig. 2 plots the estimated kernel density curves from spot images of Cy3 and Cy5 dyes using the R 2.4.0 software [10, http://finzi.psych.upenn.edu/ R/library/stats/html/density.html and http://www.r-project.org/]. These estimated densities typically have two distributions in the foreground and background regions.
Kernel density estimation (KDE)
The KDE with automatic bandwidth selection [10] is used to estimate the density function of pixel intensities for each spot. Gaussian kernel functions and 128 grid points are used for the KDE for each spot as Eq. (1).
where x i is the ith sample in a spot, y j is the jth grid point, h is a bandwidth used in the Gaussian kernel to estimate a spot probability density function (pdf), n is the sample size of pixels in a spot, and j = 1,2,. . ., 128. The details are reported in the following algorithm.
Algorithm 1 (Segmenting one spot by the KDE).
Step 1: Input data X = {x 1 , x 1 , . . ., x n }.
Step 2: Find 128 grid points that are equally spaced as Eq. (2).
for j ¼ 1; 2; . . . ; m; and m ¼ 128:
Step 3: Calculate the data-driven bandwidth for KDE as Eq. (3).
Fig. 1. The results of segmentation by using GenePix, ScanAlyze, and our presented methods on one Cy3 spot which had a known spike ratio of 1.0. Top row shows segmentation results and estimated features by using GKDE, KDE, and GMM. Bottom row shows segmentation results and estimated features by using the methods in GenePix and ScanAlyze. The irregular method in GenePix was close to the known ratio.
where Std is the standard deviation of X and IQR is the interquartile range of X [13].
Step 4: Calculate the KDE using Eq. (1).
Step 5: Find a cut-off point that is the first local minimum of the KDE at y Ã j and let CP ¼ y Ã j .
Step 6: Segment the pixel x i into foreground if x i > CP, else into background.
Gaussian mixture model (GMM)
The GMM assumes that the distribution of foreground intensities is a Gaussian distribution f 1 ðl 1 ; r Hence, the distribution of the intensity at every pixel x j in a spot can be modeled as a mixture of two Gaussian distributions as Eq. (4).
where
m ; m ¼ 1; 2g and p m is the mixing (or prior) probability for the foreground and the background constrained by 0 6 p m 6 1 and p 1 + p 2 = 1. The foreground intensities typically include those of the signals and noise. Therefore, the mean foreground intensity usually exceeds the mean background intensity. Accordingly, the condition l 1 P l 2 is considered in this study, as it is also commonly used in the literature [14] . The log-likelihood of the observed data in the model of two mixtures is Eq. (5).
To estimate above parameters, the EM algorithm can be applied [14] . The segmentation algorithm of one spot using the GMM is listed below.
Algorithm 2 (Segmenting one spot by the GMM).
Step 1 . . .g. In this study, the initial parameters are set as follows. Initial l 1 and l 2 are set to the first and third quartiles of pixel intensities in one spot. Initial r 1 and r 2 are the standard deviations of the pixel intensities below the first quartile and above the third quartile, respectively. Initial p 1 and p 2 values are set to 0.5.
Step 2: Calculate s 
GMM incorporated with KDE (GKDE)
We can combine the methods of GMM and KDE, which will be abbreviated as GKDE. The GMM method can provide the initial segmentation and the KDE method can further improve the segmentation by relaxing the assumption of normality in the GMM method. Once the foreground and background are found using GMM, the KDE can be applied to find their estimated densities. Then, a cutoff point for segmenting a spot into two clusters is determinate by the equality of two estimated densities. The details are reported below.
Algorithm 3 (Segmenting one spot by the GKDE).
Step 1: Segment a spot initially using the GMM in Algorithm 2.
Step 2: Estimate the kernel densities for foreground ðf f Þ and background ðf g Þ similar to Eqs. (1)-(3).
Step 3: Find a cut-off point CP that is close to the equality off f andf g .
Step 4: Segment a spot as follows. Spike genes (or spots) with known contents on microarrays are used in the empirical studies. The target ratios of spike genes thus represent the gold standard for evaluating the accuracy of segmentation methods investigated in this study. The sum of squared relative error (SSRE) and the sum of squared error (SSE) are used to evaluate accuracy according to Eqs. (6) and (7).
whereT j;b is the feature estimated from the ratio of means between Cy3 and Cy5 arrays for the jth spike gene in the bth block, and T j is target ratio of the jth spike gene. The number of blocks is B = 32 and the number of spike genes is M = 8. The smallness of SSRE and SSE indicate closeness to the target ratio. For those two types of spike genes, four sets of microarrays are produced and each set of microarrays consists of one pair of two dye swapped microarrays. Therefore, each type of spike gene is associated with eight microarrays, of which a total of 16 microarrays are tested herein. The concordance correlation coefficient [15] of two random variables Y 1 and Y 2 is shown as Eq. (8) .
It is also used in this study to measure the accuracy and precision between the expression pattern of every gene and that of its duplicated spot using the log ratios of means in Cy5-Cy3 dyes from one microarray image. The concordance correlation coefficient can be used to determine the degree of similarity, agreement and reproductively in expression between duplicated spots of all genes in one microarray, which is expected to be close to 1. The concordance correlation coefficients of the swapped microarrays are also considered to evaluate the performance with reference to selected features with high log ratios of means in Cy5-Cy3 dyes. The dyes of Cy3 and Cy5 in the swapped arrays are exchanged. Accordingly, the negative concordance correlation coefficient is obtained from the features of the swapped arrays and is expected to be close to À1.
Results
Microarrays with spike genes
There are 256 spike genes on any array with different target ratios between Cy5 and Cy3. Those spike genes are used to detect the performance of GKDE, KDE, GMM, ScanAlyze, and GenePix 6. Tables 1 and 2 show that all of the SSEs and the SSREs obtained from KDE are smaller than those obtained by the irregular segmentation method in GenePix 6.0, according to the test based on 16 cDNA microarray images. The relative improvements of these two segmentation methods are defined as the percentages of the evaluation values in (Min{GenePix, ScanAlyze} À Methods)/Min{GenePix, ScanAlyze}. Since the first eight arrays are produced according to varying target ratios, the relative improvements measured by SSRE and SSE are different according to Eqs. (6) and (7) . The last eight arrays are produced according to a constant ratio, and the relative improvements measured by SSRE and SSE are the same according to Eqs. (6) and (7) . Tables 1 and 2 show that the average relative improvements of GKDE, KDE, and GMM associated with the compared segmentation methods in GenePix 6.0 and ScanAlyze for SSRE and SSE are at levels of (50.55%, 45.36%), (50.16%, 48.59%), and (49.98%, 45.23%). These results reveal that the features estimated by GKDE, KDE, and GMM are closer to the designed target ratios for the spike genes (spots) than those obtained by the segmentation methods in GenePix 6 and ScanAlyze. Among these methods, the segmentation results by GKDE have the greatest improvement.
Duplicated spots and dye swapped arrays
The numbers of spots (excluding spike genes and bad spots) in each array are used to evaluate the accuracy and the performance of presented methods.. The bad spots are defined by having negative values for foreground mean minus background mean, as provided from GKDE, KDE, GMM, ScanAlyze, and GenePix 6. Those genes are used to investigate performance of GKDE, KDE, GMM, ScanAlyze, and GenePix 6. Fig. 3 shows agreement scatter-plots of two replicate gene expression and swapped arrays produced by GKDE, KDE, GMM, ScanAlyze, and GenePix 6, respectively. The scatter-plot of KDE has less variation than those by GKDE, GMM, ScanAlyze, and GenePix 6. Meanwhile, the scatter-plots of GKDE and GMM are similar, which have less variation than those by GenePix 6. Fig. 4 shows the concordance correlation coefficients, Pearson's correlations and standard deviations between replicates Fig. 3 . Top row shows seven methods to evaluate duplicated spots for 3rd (red) and swapped 3rd (blue) arrays. The x-axis and y-axis represent the average and the difference between duplicated spots. Bottom row shows seven methods to evaluate swapped arrays (3rd, 3rds) . The x-axis and y-axis represent the summation and the difference between swapped arrays. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
Conclusion and discussion
The effect of expression profiling on prognostic and predictive testing for cancer has been recently discussed [16] . However, the low reproducibility of microarray experiments [17, 18] impedes the scheduler from using a microarray to prognose and predict the outcome of cancer. The proposed GKDE, KDE, and GMM methods can improve the reproducibility in duplicated spots, in swapped arrays and in the spike gene spots. This will be useful for the advanced utilization of microarrays in biology and medicine.
In this study, the GKDE, KDE, and GMM were applied to segment cDNA microarray images, and performance evaluations were conducted. First, spike genes with known contents were designed on microarrays, and the criteria of SSRE and SSE measured accuracy and performance. The GKDE, KDE, and GMM methods more accurately estimated the features of spots than the segmentation methods in GenePix 6 and ScanAlyze. Secondly, duplicated spots are utilized to examine expression variation on a microarray image. The GKDE, KDE, and GMM methods also have better average relative performances, as measured by the concordance correlation coefficients, Pearson's correlation coefficients and standard deviations of expression values of duplicated spots. Finally, swapped microarray experiments are conducted to study the variation among dyes. The correlation coefficients measure the linear relationship for the selected spots with significantly differentially expressed levels. Again, the GKDE, KDE, and GMM methods are more accurate when tested on eight pairs of swapped cDNA microarray images.
Sixteen microarray images were used to determine the accuracy and performance, in comparison with the segmentation method in GenePix 6 and ScanAlyze. The ratio of means is used to estimate features in segmented spots. Other statistics could be studied. Improved methods for segmenting images can be studied further [19] [20] [21] .
The GKDE, KDE, and GMM programs were run in less than 1000 seconds to test one cDNA microarray image on a personal computer with Intel CPU 2.6 GHz and 2 GB RAM. The parametric meth- od of GMM has computational efficiency and effective segmentation performance when the normality assumption holds. Preserving the properties of computational efficiency and effective segmentation performance, the nonparametric methods of GKDE and KDE can further relax the assumption of normality for microarray images that can have pixel distributions that are not normal. The main advantages of both GMM and KDE are incorporated in GKDE. The GMM approach is highly dependent on the initial values of parameters and on the stopping rules of convergence. The GKDE approach can resolve the selection problem of initial values from the KDE approach, but it is still dependent on stopping criteria of convergence. The study of convergence and combination with GMM could be future work.
