Background {#Sec1}
==========

In malaria elimination, many intervention strategies must be evaluated at a cluster level to estimate the impact on transmission. In vector borne diseases like malaria the unit of randomization tends to be geographically defined (e.g. household or village), but can also be sub-populations such as children attending a school \[[@CR1]\]. In general, trials that use individual randomization are statistically more efficient than cluster randomized trials (CRTs) because the responses of individuals belonging to the same cluster tend to be more closely correlated than responses of individuals belonging to different clusters \[[@CR1]--[@CR3]\]. The degree of correlation is quantified by the intracluster correlation coefficient (ICC). The design and analysis of CRTs must account for the ICC as statistical methods designed for individually randomized trials fail to account for these correlations. Sample sizes required for CRTs must be inflated to obtain the appropriate statistical power \[[@CR1], [@CR4], [@CR5]\]. Formulas for calculating sample sizes for CRTs have been published \[[@CR1], [@CR2], [@CR4]--[@CR8]\] and are integrated in statistical software packages such as Stata, PASS and R. The basic formulae for sample size calculation in CRTs is the sample size of an individually randomized trial multiplied by an inflation factor called design effect (DEff), also known as variance inflation factor (VIF) to account for clustering in the CRT design \[[@CR1]\]. The elements of the inflation factor are the ICC ($\documentclass[12pt]{minimal}
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                \begin{document}$${\text{DEff}}\, = \,{\text{VIF}}\, = \,1 + \left( {m - 1} \right)\rho$$\end{document}$. Thus, ICC is a key element in sample size calculations for cluster randomized trials.
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                \begin{document}$$\sigma_{w}^{2}$$\end{document}$ gives the total variance for a cluster randomized trial outcome. Thus, the ICC is the proportion of the total variance of an outcome that can be explained by the between cluster variation in the outcome. The ICC can be estimated from earlier studies of similar nature as the planned trial. It can be challenging to find relevant ICC values for sample size calculations \[[@CR6], [@CR9]\]. Unfortunately, researchers frequently omit the estimation of ICC as a secondary outcome in protocols and reports. Furthermore, it can be challenging to estimate the ICC accurately in multilevel models which are increasingly used for the analysis of cluster randomized trials. The main challenge in estimating ICCs for the discrete models such as Poisson regression is that the ICC are not constant across the data rather they depend on the fixed part of the model \[[@CR8], [@CR10], [@CR11]\].

The objective of this study was to utilize the data from recent mass drug administrations in the GMS to estimate overall and country specific ICC values for the prevalence and incidence outcomes of *Plasmodium falciparum* and *Plasmodium vivax* infections \[[@CR12]\] to aid in the design of future cluster randomized malaria trials.

Methods {#Sec2}
=======

The ICCs have been estimated from the data that was generated in the Targeted Malaria Elimination study (TME) with mass drug administrations (MDA) on falciparum malaria in South-East Asia \[[@CR12]\]. Following vector control activities, community-based case management and intensive community engagement, restricted randomization was conducted within village pairs to select 8 villages to receive early MDA and 8 villages as controls. After 12 months the control villages received deferred MDA. The MDA comprised 3 monthly rounds of 3 daily doses of dihydroartemisinin--piperaquine and, except in Cambodia, a single low dose of primaquine. Cross-sectional surveys of the entire population of each village at quarterly intervals using ultrasensitive quantitative PCR (uPCR) were used to detect *Plasmodium* infections. The overall aim of the study was to assess the duration of effectiveness of MDA on falciparum parasitaemia incidence and prevalence in 16 remote village populations, 4 villages each in Myanmar, Vietnam, Cambodia and Laos. The sample size, 4 village clusters per country, was chosen mainly for operational and practical reasons. The detailed methods of the TME study have been published \[[@CR12]--[@CR16]\].

Definitions of outcomes {#Sec3}
-----------------------

Defining a new *P. vivax* infection from longitudinally collected data is more complicated than *P. falciparum* as *P. vivax* infections recur frequently. Recurrences of *P. vivax* infections after treatment of the blood stage infection can be due to recrudescence, relapse or reinfection. The ICCs are based on baseline prevalence of *P. vivax*/*falciparum* infections and the cumulative incidence of detected *P. vivax*/*falciparum* parasitaemias at each quarterly surveys based on uPCR results.

Estimation of *P. vivax*/*falciparum* prevalence and incidence over a 12-month period {#Sec4}
-------------------------------------------------------------------------------------

The cumulative incidence of *P. vivax/falciparum* parasitaemias over the 12-month period was calculated based on uPCR results collected at month 0, 3, 6, 9 and 12. A participant was considered to have a recurrent *P. vivax* infection if there were two or more positive uPCR results during the 12 months follow up period. As consecutive positive uPCR tests could be due to a re-infection following a new mosquito bite or a continuous infection which is likely to be due to persistence in *P. falciparum* infections and a relapse in *P. vivax* infections. To address this uncertainty, an "episode" was defined in two ways. In the first approach each positive uPCR test was considered as a separate episode (i.e. reinfections). In the second, consecutive positive uPCR results were considered to belong to the same continuous infection (persistent or relapsing asymptomatic parasitaemia). The ICCs for the second approach are presented in the Additional file [1](#MOESM1){ref-type="media"}.

Statistical methodology {#Sec5}
-----------------------

The outcomes of interest for the ICC estimation are the prevalence and the incidence of *P. falciparum* and *P. vivax* infections. A logistic regression model is the most relevant model for prevalence while the Poison model is the most natural model when modeling incidence as the outcome of interest. The basic ICC formula presented above ($\documentclass[12pt]{minimal}
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                \begin{document}$$\rho = \frac{{\sigma_{b}^{2} }}{{\sigma_{b}^{2} + \sigma_{w}^{2} }}$$\end{document}$) refers to a case where two-level hierarchical data are of interest. In practice, often several levels of clustering are available and of interest. The hierarchical structure of the data in the TME study included 4 levels: longitudinal data on infection status (level 1) collected repeatedly for each individual (level 2) who belonged to a village (level 3) which was located in a country (level 4). However, country specific ICCs were estimated because there was considerable heterogeneity in baseline *P. falciparum*/*P. vivax* prevalence between countries. In this case, the level of country is not considered. The model for estimating ICC for prevalence is reduced to 2 levels in each country because ICCs were estimate at baseline only and, therefore, each individual contributes only one observation at baseline. By contrast, for the estimation of ICC for incidence, multiple outcomes were aggregated, i.e. each individual had one observation for the outcome counts over time and the exposure time was aggregated for each individual. Two-level hierarchical models were fitted to estimate country specific ICCs for both prevalence and incidence with a village as unit of randomization.

Methodological approaches have been developed describing procedures used to compute ICC values applicable to models with multiple hierarchical levels that include logistic regression models as well as other generalized linear models such as the Poisson regression models \[[@CR8], [@CR10], [@CR11]\]. The ICC values can be estimated from model equations as exact estimation methods or through use of simulations. A latent variable approach is another method for estimating ICC from logistic (logit link-scale) regression models. The link-scale is often considered to be of interest for prevalence, because the estimates of the individual outcomes are performed on the underlying latent scale \[[@CR17], [@CR18]\]. Nakagawa et al. provided comprehensive methods for calculating ICCs using both exact and latent variable methods for logistic and Poisson models \[[@CR18]\]. However, Austin et al. have shown that there is no latent response formulation for Poisson models and such a model is, therefore, not included in this paper. The exact estimation method and the simulation method were utilized in the estimation of the ICC values for both incidence (Poisson model) and prevalence (logit model) of *P. falciparum* and *P. vivax*. In addition, the latent variable estimates of ICC for logit model are provided in the additional material for the estimation of ICCs for prevalence of *P. falciparum* and *P. vivax*. ICC values for the model are provided with and without the covariates sex and age because they were independently associated with the outcome \[[@CR12]\]. The estimation of the country specific ICC is the main focus of this article. However, the overall ICC is also included for prevalence of *P*. *falciparum* and *P. vivax* using the latent variable method. For prevalence ICC uses the baseline prevalence as this is the time-point measure most often used in sample size calculations. The statistical methodology for estimating ICC from a random effects logistic model using the exact calculation, simulation-based and latent variable method is introduced. In addition the methodology for estimating ICCs from the random effect Poisson model using exact calculation and simulation-based methods is described \[[@CR8]\].
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The exact ICC for prevalence using logistic model is calculated as follows \[[@CR10]\] $$\documentclass[12pt]{minimal}
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The calculation of ICC as a postestimation estimate from software is provided using the latent variable approach for logistic model. In the logistic model, the underlying logistic error distribution has a constant variance $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma_{\alpha }^{2}$$\end{document}$ is the between cluster variance for the binary outcome. Goldstein et al. \[[@CR11]\] suggested that the latent variable approach to estimate the ICC is only appropriate when the binary outcome can be an underlying continuous latent variable. However, this is the version of ICC that is readily obtained in most software including Stata. In a Poisson model, the error variance is not constant and depends on the covariates included in the model. Consider a Poisson model for the outcome $\documentclass[12pt]{minimal}
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And the Poisson regression model is fitted as a generalized linear mixed model (GLMM) with log link function as:$$\documentclass[12pt]{minimal}
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The simulation-based algorithm for both prevalence and incidence proceeds as follows:Fit a multilevel logistic or Poisson model to an existing dataset. If the dataset is not available, one can use desired parameters estimated from previous studies to generate a dataset that mimics the original study data.Simulate a large number say, *M*, cluster-level random effects ($\documentclass[12pt]{minimal}
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The confidence intervals for the ICCs were calculated by using bootstrapped samples to estimate the standard error. All analyses including simulations and bootstrapping were performed in Stata 15.

Results {#Sec6}
=======

The main outcomes for the TME trial were the prevalence and the incidence of *P. falciparum* infection. The overall mean uPCR prevalence of *P. falciparum* infection at baseline from the four countries was 6.2% with high heterogeneity between villages (lowest is Cambodia with 2% and highest is Laos with 11%). The incidence of *P. falciparum* parasitaemia over 12 months for intervention *vs* control arm were 28 vs 58/1000 person-years. The overall prevalence of *P. vivax* infection at baseline from the four countries was 10.3%. The incidence of *P. vivax* over 12 months for intervention *vs* control arm were 61 vs 104/1000 person-years. The data at month 12 from the control arm in Myanmar are not included in the analysis as cross-over MDA took place at month 9.

The estimates of ICC values for prevalence of *P. falciparum* and *P. vivax* {#Sec7}
----------------------------------------------------------------------------

The ICC values for the prevalence of *P. falciparum* were less than 0.10 in all countries for a model without covariates as well as the model with age and sex as covariates (Table [1](#Tab1){ref-type="table"}). Laos had the highest ICC values for the prevalence of *P. falciparum* infection with a value of 0.08 (95% CI 0.06 to 0.11) in either model. However, these ICCs are practically similar in all the four countries.Table 1Intracluster correlation coefficient (ICC) for prevalence of *P. falciparum* infection at baseline by country, using exact calculation approachCountryNIntra-cluster correlation coefficient (ICC), 95% CIModel without covariatesModel with covariates: sex, ageVietnam23010.003 (0.000, 0.009)0.004 (0.000, 0.011)Cambodia12440.005 (0.000, 0.013)0.006 (0.000, 0.014)Myanmar15390.035 (0.016, 0.054)0.034 (0.015, 0.054)Laos16610.082 (0.056, 0.108)0.081 (0.056, 0.107)

Similarly, as shown in Table [2](#Tab2){ref-type="table"}, the ICC values for the prevalence of *P. vivax* infection at baseline were less than 0.10 for all countries for a model without covariates as well as the model with age and sex as covariates. Laos had the highest ICC for the prevalence of *P. vivax* infection of about 0.06 (95% CI 0.05 to 0.08). Again, these ICCs are very similar across the four countries.Table 2Intracluster correlation coefficient (ICC) for prevalence of *P. vivax* infection at baseline by country, using exact calculation approachCountryNIntra-cluster correlation coefficient (ICC), 95% CIModel without covariatesModel with covariates: sex, ageVietnam23010.001 (0.000, 0.006)0.005 (0.000, 0.007)Cambodia12440.020 (0.003, 0.037)0.018 (0.002, 0.034)Myanmar15390.004 (0.000, 0.015)0.005 (0.000, 0.016)Laos16610.061 (0.045, 0.078)0.061 (0.045, 0.078)

The estimates of ICC values for the incidence of *P. falciparum* and *P. vivax* parasitaemia {#Sec8}
--------------------------------------------------------------------------------------------

Using an exact calculation approach from the Poisson model for incidence of *P. falciparum*, the country specific ICC values were less than 0.02 in Vietnam, Cambodia and Myanmar for a model without covariates as well as the model with age and sex as covariates (Table [3](#Tab3){ref-type="table"}). Laos had the highest ICC for *P. falciparum* infection 0.71 (95% CI 0.52 to 0.89). Similarly, as shown in Table [4](#Tab4){ref-type="table"} below the ICC values for *P. vivax* infection were very low in Vietnam, Cambodia and Myanmar i.e. ICC of less than 0.10. Laos had the highest ICC for the incidence of *P. vivax* infections of around 0.81 (95% CI 0.59 to 1.00) for a model without covariates as well as the model with age and sex as covariates.Table 3Intracluster correlation for incidence of *P. falciparum* infection by country, using exact calculation approachCountryNIntra-cluster correlation coefficient (ICC), 95% CIModel without covariatesModel with covariates: sex, ageVietnam23010.003 (0.000, 0. 009)0.004 (0.000, 0.011)Cambodia12440.002 (0.000, 0.267)0.003 (0.000, 0.220)Myanmar15390.011 (0.000, 0.069)0.013 (0.000, 0.079)Laos16610.707 (0.523, 0.892)0.701 (0.514, 0.889) Table 4Intracluster correlation for incidence of *P. vivax* infection by country, using exact calculation approachCountryNIntra-cluster correlation coefficient (ICC), 95% CIModel without covariatesModel with covariates: sex, ageVietnam23010.008 (0.000, 0.018)0.009 (0.000, 0.019)Cambodia12440.075 (0.002, 0.149)0.075 (0.003, 0.147)Myanmar15390.003 (0.000, 0.010)0.003 (0.000, 0.010)Laos16610.806 (0.592, 1.000)0.804 (0.587, 1.000)

Simulation and latent variable vs exact calculation methods for estimation of ICCs for prevalence/incidence of *P. falciparum* and *P. vivax* {#Sec9}
---------------------------------------------------------------------------------------------------------------------------------------------

The actual ICC values from simulation and latent variable approaches are presented in the Additional file [1](#MOESM1){ref-type="media"}: Tables S1--S6. Simulations gave consistently higher ICC values than the corresponding exact calculation method for prevalence (Fig. [1](#Fig1){ref-type="fig"}). However, exact calculation gave lower ICC than latent variable approach for prevalence. In fact, the latent variable gave the highest ICCs compared to both the exact and the simulation methods for prevalence. The same trend was observed for estimation of ICCs for incidence with simulations giving consistently higher ICC values than the corresponding the exact calculation method (Additional file [2](#MOESM2){ref-type="media"}: Figures S1).Fig. 1Intracluster correlation coefficient (ICC) for prevalence of *P. falciparum* and *P. vivax* infection by country and by estimation methods

The overall estimated ICC from the latent variable approach for the prevalence are 0.26 (95% CI 0.13 to 0.45) and 0.21 (95% CI 0.10 to 0.38) for *P. falciparum* and *P. vivax* (in the 16 villages), respectively.

Sensitivity analysis results {#Sec10}
----------------------------

As shown in the Additional file [1](#MOESM1){ref-type="media"}: Tables S7--S10, the estimates of ICC are generally similar to corresponding scenarios under definitions of incidence.

Illustration of the impact of ICCs on cluster sizes and implications for design of Malaria pre-elimination studies in the Greater Mekong Subregion {#Sec11}
--------------------------------------------------------------------------------------------------------------------------------------------------

In order to illustrate the number of clusters/villages (sample sizes) that would be needed to design new malaria pre-elimination trial, the overall ICC was estimated for the four countries using latent method for the comparison of prevalence of *P. falciparum* and *P. vivax* between the control and the intervention. The overall estimated ICCs from the latent variable approach are 0.26 (95% CI 0.13 to 0.45) and 0.21 (95% CI 0.10 to 0.38) for *P. falciparum* and *P. vivax* (in the 16 villages) respectively. Baseline prevalence observed in the TME trial for each country was used as the control prevalence. In line with the parent trial, the aim was to detect at least a 95% decline in prevalence of *P. falciparum* following administration of MDA plus a single low dose primaquine. The mean village size was set at 500 participants in line with the observed number of participants per village in the TME trial. Table [5](#Tab5){ref-type="table"} summarizes the expected number of villages per arm required in each country for stand-alone studies. For the design of a multicentre cluster randomized trial for the Greater Mekong Subregion the overall sample size is provided based on the average prevalence across the four countries. Separate cluster randomized trials, need to recruit 134 villages per arm for Cambodia due to the low prevalence.Table 5Required number of villages per study arm using the observed ICCs based on the latent variable approach from TME trial to detect a 95% fall in prevalence of *P. falciparum* and 99% fall in prevalence of *P. vivax* from a baseline prevalence from TME trial with 80% power, 0.05 probability of Type I error and cluster size of 500 participantsCountryPrevalence (control) (%)Prevalence (intervention) (%)Number of villages/arm*P. falciparum* Vietnam4.00.259 Cambodia1.80.1134 Laos10.90.521 Myanmar8.00.429 Overall6.20.337*P. vivax* Vietnam6.80.125 Cambodia9.60.117 Laos8.30.120 SMRU18.10.29 Overall10.30.116

The required number of clusters varies with varying villages sizes. As expected, the number of clusters increase with increasing ICC for a constant number of individuals per village. Figure [2](#Fig2){ref-type="fig"} also shows that for ICCs between 0 and 0.4, with the given effect size, increasing the number of resident per village (village size) above 50 does not result in an increased benefit in terms of the number of clusters (villages) required to have sufficient statistical power.Fig. 2Required number of villages for varying village sizes for the different ICCs (rho) assuming to detect a 95% fall in prevalence of *P. falciparum* from a 10% initial prevalence (control groups) with 80% power and 0.05 probability of Type I error

Discussion {#Sec12}
==========

The ICCs were estimated for the prevalence as well as the incidence of *P. falciparum* and *P. vivax* infections in Southeast Asia. The baseline ICCs for estimation of prevalence of *P. vivax* were generally very low in all countries using the exact calculation method. Use of the latent variable approach resulted in very high ICC for Laos but still very low for other countries. The very high ICCs observed in Laos highlights the danger of studying few clusters as there can be very big differences between cluster variances by chance alone. It is, therefore, advisable to survey a sufficiently large number of villages in a pilot screening phase in order to understand the heterogeneity to be expected during the randomization. For example, the mean baseline *P. falciparum* prevalence in the villages randomized to intervention was 4.8% while that of the control villages was 17.5% in Laos. The high prevalence in Laos mean was driven by a single village where the prevalence of *P. falciparum* was 28.8% while in the other control village it was 1.2%. Similarly, the mean baseline *P. vivax* prevalence in the villages randomized to intervention was very low, i.e. 2.3% while that of the control villages was 14.7% in Laos. The low ICC for the prevalence of *P. falciparum* in all countries from the exact calculation method is consistent with the sample size that was used in the TME study for that site. Based on limited resources only four villages were studied in each of the four participating countries. There remains a lack of generalizability when only few clusters are studied. ICCs for the estimation of *P. vivax* and *P. falciparum* incidence were in general low in all countries except for Laos. The ICCs from simulations were higher than those from the corresponding exact calculation methods. Since our ICCs have a wide range, they may be used under a wide range of circumstances. In case of uncertainty the use of high ICCs obtained for Laos and from the latent variable approach for prevalence are best suited to avoid insufficiently powered trials.

The size of the ICCs depends on the method of estimation that is used to calculate the ICCs. In general, the latent variable method tends to lead to higher ICC estimates compared to exact and simulation methods. This has implications for the design effect. Estimates of ICCs from the exact methods will lead to lower design effects than simulations or latent variable approaches. Hence smaller sample size estimates will be obtained using the ICCs from the exact calculation or simulation methods than the latent variable approach. Researchers need to consider whether the assumptions underlying the distribution of the outcome are reasonable with reference to the estimation method. Where possible researchers should use the more conservative latent variable approach for resulting in higher prevalence ICCs a higher design effect and hence higher sample size estimates relative to other methods. A simulation-based method may be used to obtain conservative estimates of ICC for the estimation of incidence instead of the exact method. Where researchers are confident of the assumptions underlying the distribution of the outcome, the exact, latent variable or simulation-based method should be applied as appropriate in line with the assumptions.

Where appropriate data are available, the latent variable approach for logistic models and exact method for Poisson models should be used as it is more transparent for the reader. Simulations should only be used when data is limited. It should be noted that the influence of ICCs on sample sizes also depends on the cluster randomized trial design that is planned. A conventional parallel cluster randomized trial design will require a smaller sample size with decreasing ICCs while the stepped wedge design operates in an exact opposite way. For a stepped wedge study design, the sample size first slightly increases with increasing ICC up to about ICC of 0.05, and then starts decreasing. Thus, the highest sample size is obtain with an ICC of 0.05 \[[@CR19]\]. It is important to have an understanding of the ICCs in order to design studies appropriately as rules of thumb may not apply to all types of cluster randomized trials and underpowered studies run the risk of being futile or provide spurious negative results. This study focuses on detection of *Plasmodium* infections detected by uPCR and not on clinical malaria episodes. In the absence of clinical data, it is difficult to assess whether this limitation has an effect on ICCs which use clinical outcomes as endpoint.

Conclusion {#Sec13}
==========

This study provides a range of ICC values that can aid in calculation of sample sizes for cluster randomized trials relying on outcomes of *P. vivax* or *P. falciparum*. Researchers should use the ICCs that are based on exact/latent method when enough data is available. Where researchers plan multicountry studies, getting may be best to base sample size estimates on the mean of these ICCs. Similarly, for countries that are close to these regions but were not part of the study, they can use the mean estimates. Those planning to use stepped-wedge design should use the lowest values, especially an ICC value of 0.05 while those planning parallel cluster randomized trials may wish to use the highest values of ICCs so as to avoid underpowered trials. Use of mean values may be appropriate in situations where extreme values result in unreasonably high or low numbers of clusters. As malaria transmission is changing, researchers should report ICCs when publishing their work to aid the design of future trials.
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**Additional file 1.** Additional tables. **Additional file 2: Fig. S1.** Intracluster correlation for incidence of *P. falciparum* and *P. vivax* infection using exact calculation and simulation-based approach from model without covariates.

CRTs

:   cluster randomized trials

DEff

:   design effect

ICC

:   intracluster correlation coefficient

MDA

:   mass drug administration

TME

:   targeted malaria elimination study

uPCR

:   ultrasensitive quantitative PCR

VIF

:   variance inflation factor
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