We consider birth and death stochastic dynamics of particle systems with attractive interaction. The heuristic generator of the dynamics has a constant birth rate and density dependent decreasing death rate. The corresponding statistical dynamics is constructed. Using the Vlasov type scaling we derive the limiting mesoscopic evolution and prove that this evolution propagates chaos. We study a non-linear non-local kinetic equation for the first correlation function (density of population). The existence of uniformly bounded solutions as well as solutions growing inside of a bounded domain and expanding in the space are shown. These solutions describe two regimes in the mesoscopic system: regulation and aggregation.
Introduction
The notion of an aggregation has many particular forms depending on the class of problems under considerations. One particular case is related to the study of the animal motion in ecology where the aggregation is a process of finding a higher density of animals at some place comparing to the overall mean density. Usually, this notion is described by a heuristic equation for the density, e.g., of reaction-convention-diffusion type, see e.g. [2, 4, 5, 8] and the literature therein. The problem of a derivation of such equation from underlying interacting particle stochastic dynamics was discussed recently in [6] . In this paper, the authors considered the case of interacting diffusions for individual based models and the evolution equation for the population density appeared in a mean field limit as a kinetic equation for the microscopic model. The derivation of this equation was done on a physical level of the rigor and the analysis of the resulting evolution equation was realized essentially by numeric simulations. But an aggregation may be observed also in many other stochastic dynamics of interacting particle systems. The aim of this work is to give a concrete illustration of aggregation effect.
We will deal with birth-and-death Markov dynamics in the continuum. The phase space of such processes is the space Γ = Γ(R d ) of locally finite configurations (subsets) in the Euclidean space R d . A structural description of considered processes may be given by means of their heuristic generators which on proper functions (observables) Here nonnegative functions d and b are given death and birth rates. We will write informally L = L d +L b to separate birth and death parts. Note that at the present time the existence problem for Markov processes in Γ for a given general birth and death rates is an essentially open problem. We refer to [17] for a detailed discussion of this point. An alternative way of studying the system is to consider rather statistical dynamics then stochastic (i.e., Markov process). The latter means that we are interested in construction and properties of solutions to the corresponding forward Kolmogorov (Fokker-Planck) equation. It describes a time evolution of initial states (initial distributions) of the system, see [14, 21, 22] for details.
For particular choices of rates the situation with the construction of corresponding Markov dynamics may be essentially simpler. For example, let d ≡ 0 and b ≡ λ > 0. Then the related Markov process describes independent birth of particles in R d with uniformly distributed birth locations and activity parameter λ (the latter process may be considered also as independent immigration of particles). It is easy to see that the density of particles in such process will grow linearly, see e.g. [10] . A presence of a nontrivial death rate leads to the regulation of the population. Consider the case of constant d ≡ m > 0 that is interpreted as mortality of existing particles after independent exponentially distributed (with parameter m) random moments of time. Then the generator L m +L λ gives correctly defined Surgailis process of independent birth and death events in Γ and this process has a unique invariant measure on Γ that is just Poisson measure with the constant intensity λ/m, see [9, 29, 30] . Therefore, we observe here a self-regulation of the density of particles due to the death part of the generator.
To create the notion of aggregation, we will consider a population with mutualism that produces lower mortality in the dense part of a population.
To realize this effect in our model, we take a potential φ : R d → R + given by an even function φ ∈ L 1 (R d ). Say, for simplicity, φ is a continuous function with compact support. For x ∈ γ set E(x, γ \ x) := y∈γ\x φ(x − y).
The death rate is defined as d(x, γ) := exp(−E(x, γ \ x)).
( 1.2) This rate has the following property: for γ, γ ′ ∈ Γ, the inclusion γ ⊂ γ ′ yields d(x, γ ′ ) ≤ d(x, γ), i.e., the mortality of an individual x is decaying with the growth of the population. Such models belong to the class of systems with attraction in the terminology of interacting particle systems theory, see e.g. [27] . Note that (contrary to the lattice case) interacting particle systems with the attraction property in the continuum form rather exotic class. For example, the heuristic invariant measure for our Markov generator L := L d + L λ must be the grand canonical Gibbs measure with the density λ and the interacting potential −φ. But such a measure does not exist! It is why models with attraction in the continuum may have unusual properties comparing with typical statistical physics systems. where m(Λ) denotes the Lebesgue measure of Λ. Assuming the existence of the Markov process γ t for our model and using a reverse Gronwall inequality, we easily deduce that for the large enough initial number of individuals V (γ) in Λ for the initial configuration γ the expected number of individuals in Λ, that is E γ V (γ t ), will grow with time. It means that an initial large enough fluctuation of particles will grow that is an aggregation effect on the microscopic level. But such fluctuation always will appear in our process with a positive probability. Unfortunately, this heuristic consideration one can not make rigorous because, first of all, the existence of corresponding Markov process is still an open problem. Secondly, in such microscopic approach any information about the growth of an initial fluctuation in the space is difficult to obtain. We shall expect that not only number of particles in a given initial volume but also the size of the region with the high density will grow with time.
Instead of this microscopic "king's way" of the analysis of our system, we will realize the following program: (i) we will construct a statistical dynamics of the system for certain class of initial states;
(ii) using a Vlasov type scaling for the statistical dynamics we will derive the limiting mesoscopic hierarchy for the correlation functions; the convergence of rescaled dynamics to the solution to the limiting hierarchy will be proven rigorously;
(iii) it will be shown that this hierarchy has a chaos preservation property;
(iv) the latter property produces a kinetic equation for the density of population;
(v) we will analyze this kinetic equation in detail showing an aggregation notion.
Note that the considered model admits another interpretation in the framework of mathematical physics. Let us consider a process of the snow rain where the snow particles appear on a surface randomly and uniformly distributed. The intensity of the snow melt in a point of the surface depends obviously on the density of the snow layer around this point: higher density will effect slower melt. Then an aggregation may be considered as an appearing of snowbanks on the surface and may be described by means of our model. The paper consists of two parts. The first part is devoted to the mathematically rigorous realization of the items (i)-(iv) above. Namely, in Section 2, we briefly describe the background for analysis on the configuration space Γ (more detailed explanation can be found in e.g. [19, 20] ). In Section 3, we construct the microscopic dynamics in the sense that we solve the evolution equation for correlation functions of our systems. This equation is an analog of the well-known BBGKY-hierarchy for Hamiltonian dynamics. The solution exists in a space of correlation functions with the so-called Ruelle bounds but on a finite time interval only. In Section 4, we study a mesoscopic description for our systems, which is based on the approach proposed in [12] and realized for some particular models in e.g. [11, 13, 14] . As a result, we obtain a reduced (limiting) dynamics of correlation functions, however, this dynamics has the so-called chaotic preservation property. The latter is that the Poisson (free) distributions are preserved in the course of the reduced evolution. The densities of these Poisson distribution will evolve in time and we derive the evolution equation for these densities (the kinetic equation). It has the form
The second part of the paper (Section 5) is devoted to the detailed analysis of this non-linear non-local equation. In Subsection 5.1 we prove the existence and uniqueness of non-negative continuous solutions to (1.3), study the stability of an equilibrium solution to this equation. Moreover, one can show that (Theorem 5.3) the small enough initial data for the equation (1.3) leads to the uniformly bounded solution in space and time. We also obtain a comparison principle for solutions. In Subsection 5.2, however, we show that if the initial data is large enough in some volume then the corresponding solution grows pointwise to infinity at this volume for any parameters of our system. This effect is known as the aggregation in the system. We also prove that non-local character of the equation (1.3) yields an expansion of the initially localized aggregation.
2 Basic facts and notation 
Here |·| means the cardinality of a set, and γ Λ := γ ∩Λ. The space Γ is equipped with the vague topology, i.e., the weakest topology for which all mappings Γ ∋ γ → x∈γ f (x) ∈ R are continuous for any continuous function f on R d with compact support. The corresponding Borel σ-algebra B(Γ) is the smallest σ-algebra for which all mappings
We set Γ (0) (Y ) := {∅}. As a set, Γ (n) (Y ) may be identified with the symmetrization of
Hence one can introduce the corresponding Borel σ-algebra, which we denote by B Γ (n) (Y ) . The space of finite configurations in Y ∈ B(R d ) is defined as
This space is equipped with the topology of the disjoint union. Let B Γ 0 (Y ) denote the corresponding Borel σ-algebra. In the case of Y = R d we will omit the index Y in the previously defined notations. Namely, 
where
The set of cylinder functions on Γ we denote by F cyl (Γ). Each F ∈ F cyl (Γ) is characterized by the following relation:
Functions on Γ will be called observables whereas functions on Γ 0 well be called quasi-observables.
There exists mapping from B bs (Γ 0 ) into F cyl (Γ), which plays the key role in our further considerations:
where G ∈ B bs (Γ 0 ), see e.g. [19, 25, 26] . The summation in (2.3) is taken over all finite subconfigurations η ∈ Γ 0 of the (infinite) configuration γ ∈ Γ; we denote this by the symbol, η ⋐ γ. The mapping K is linear, positivity preserving, and invertible, with
Remark 2.1. We would like to stress that the right hand side of (2.4) is welldefined for any F which is pointwise defined at least on the whole Γ 0 . The so-called coherent state corresponding to a B(R d )-measurable function f is defined by
A measure µ ∈ M 1 fm (Γ) is called locally absolutely continuous with respect to the Poisson measure π if for any Λ ∈ B b (R d ) the projection of µ onto Γ(Λ) is absolutely continuous with respect to the projection of π onto Γ(Λ). In this case, according to [19] , there exists a correlation functional k µ : Γ 0 → [0, +∞) =: R + such that for any G ∈ B bs (Γ 0 ) the following equality holds
The functions k 
if both sides of the equality make sense.
The microscopic description of the model
In the present paper we consider an infinite system of undistinguishable particles in R d evolving in time. The mechanism of the evolution includes birth with the constant rate and the density dependent death. It can be described by the following heuristic generator
Here m > 0 is a mortality rate, λ > 0 is an immigration (birth) rate, and
where φ :
By abuse of notation we continue to write x for {x} when no confusion can arise. It is worth pointing out that the death rate is a decreasing function in γ.
Another way of stating (3.4) is to say that probability to die for an element of a configuration γ becomes lower if this element is densely surrounded by other elements of γ.
In order to define all objects in the formula (3.1) rigorously it is necessary to put some restrictions on the class of functions F . Let F ∈ K B bs (Γ 0 ) . Since K B bs (Γ 0 ) ⊂ F cyl (Γ) the integral in (3.1) is taking over a bounded domain and, hence, it is finite. By the same argument, the sum in (3.1) is taking over a finite configuration. We adhere to the convention that d(x, γ) = 0 if E φ = ∞. As a result the expression (3.1) is pointwise well-defined. In particular, the right hand side of (3.1) is finite, for any γ ∈ Γ 0 .
Our next goal is to derive the evolution equation for correlation functions determined by the mechanism (3.1). The corresponding scheme was proposed, e.g., in [14, 15, 21] . Below we introduce and study objects which are necessary for the construction of evolution of correlation function as well as for the mesoscopic description of the system under consideration.
First, we have to define the symbol operator
corresponding to the operator L. By Remark 2.1, the expression at the right hand side of (3.5) will have sense if we define it pointwise for any G ∈ B bs (Γ 0 ).
Proof. As was shown in [14, Proposition 3.1], for any
By (2.5) and (2.6), one has
and, clearly,
The statement is proved.
Let us mention one important consequence of the previous proposition. It is easy to check that both sides of the equality (2.9) are finite for the functions
and
where k ∈ B bs (Γ 0 ) is an arbitrary function. By Lemma 2.2, Propositon 3.1, and the assumption (3.3) it may be concluded that
where the mapping L △ k is given by
For any C > 0, we consider the following Banach space of functions
with the norm
It is easily seen, that 11) and hence, one has a continuum family of embedded Banach spaces K C . We will deal with the operator (3.9) acting in this family from any K C to any larger space
Proof. Using (3.9), one has, for any
and, since φ ≥ 0 and (3.10) holds, one can continue
and, finally, using (2.7) and (3.3), the latter expression is equal to
Since, for any a ∈ (0, 1), 13) it follows that
which proves the proposition.
Our next concern will be to study the evolution equation
14)
in the scale of Banach spaces (3.11). The important point to note here is that a solution to this equation describes the evolution of correlation functions of the system. Roughly, speaking by solving this equation we construct statistical dynamics of states corresponding to the mechanism of evolution described by the operator L and a given initial distribution with correlation function k 0 . To study equation ( 
where · s denotes the norm in B s . Consider also the initial value problem
where, for each fixed s ∈ (0, s 0 ) and for each pair s
for some M > 0 and all u ∈ B s ′′ . The constant M is independent of s ′ , s ′′ and u, however it might depend continuously on s, s 0 .
Then, for each s ∈ (0, s 0 ), there is a constant δ = (eM ) −1 > 0 and a unique function u : 0, δ(s 0 − s) → B s which is continuously differentiable on 0, δ(s 0 − s) in B s , Au ∈ B s , and u solves (3.15) on the time-interval 0 ≤ t < δ(s 0 − s).
The application of this theorem to our situation is stated below. It says that evolution of correlation functions corresponding to the system under consideration exists on a finite time interval. Proposition 3.4. Suppose that (3.3) holds. Let C 0 > 0 be arbitrary and fixed. Consider the initial value problem (3.14) with k 0 ∈ K C0 . Then, for each C > C 0 , there is a time 0 < T (C 0 , C) ≤ (1 + 2 λC φ ) −1 and a unique function k : 0, T (C 0 , C) → K C which is continuously differentiable on 0, T (C 0 , C) in K C , and k solves (3.14) on the time-interval 0 ≤ t < T (C 0 , C).
Proof. We shall have established the proposition if we apply Theorem 3.3 to the following family 
in the following form
se me
Then, by Theorem 3.3, we obtain an evolution B s0 ∋ k 0 → k t ∈ B s , for all times which are less then
It should be noted that
and the proposition follows.
The mesoscopic description of the model
In this section we will be concerned with the mesoscopic description of our microscopic model. To this end we implement the general scheme proposed in [12] (see also [11, 13, 14] ). The basic idea of this scheme is to scale the microscopic system making all interactions weak and the density of the system appropriately high. We are thus led to the following formal steps. We rescale the operator (3.1):
We continue in the same fashion as before considering L ε := K −1 L ε K and, by analogy to (3.8) , the dual operator L △ ε . According to the general scheme we introduce the following renormalization of the operator L
where, for any c > 0,
Roughly speaking, the renormalization procedure means the following: we increase the density of the system (action of R ε −1 ) making all interactions weaker (action of the operator L ∆ ε ) and, afterwards, we return to the initial level of the density (action of R ε ).
The precise form of the operator L ∆ ε,ren is established by our next proposition.
Proof. By (3.9), we obviously get
Therefore, one has
which is our desired conclusion.
Having disposed of this preliminary step, we can now look to the pointwise
From now on, we always suppose that φ ∈ L 1 (R d ), namely,
We see at once that (4.6) implies (3.3), and
We next modify Proposition 3.2 to the case of the operators L 
Then, using inequalities φ ≥ 0 and
we obtain
and, using (2.7), one has
The rest of the proof runs as in Proposition 3.2.
Application of Proposition 3.3 similar to that in the proof of Proposition 3.4 leads us to the following result, the detailed verification of which being left to the reader. Proposition 4.3. Suppose that (4.6) holds. Let C 0 > 0 be arbitrary and fixed. Consider the initial value problems
with k 0,ε , k 0,V ε>0 ⊂ K C0 . Then for each C > C 0 , there exists a time
and unique functions k ε , k V : 0, T 1 → K C , ε > 0 which are continuously differentiable on 0, T 1 in K C , and they solve (4.10) and (4.11), respectively, on the time-interval 0 ≤ t < T 1 .
Remark 4.4. It is worth noting that T 1 < T , where T = T (C 0 , C) is given by (3.18).
Having in mind (4.4), it is of interest to know whether solutions for (4.9) converge to the solution for (4.10) on the interval [0, T 1 ) as ε tends to 0. To shed some light on this problem we will use the following result presented in [16, Theorem 4.3] . For the convenience of the reader we repeat the statement of this theorem below. 
where, for each s ∈ (0, s 0 ) fixed and for each pair s
Here M is independent of ε, s ′ , s ′′ and u, however it might depend continuously on s, s 0 . Assume that there is a p ∈ N and for each ε > 0 there is an N ε > 0 such that for each pair s ′ , s ′′ , s ≤ s ′ < s ′′ ≤ s 0 , and all u ∈ B s ′′
(4.14)
In addition, assume that lim ε→0 N ε = 0 and lim ε→0 u ε (0) − u 0 (0) s0 = 0. Then, for each s ∈ (0, s 0 ), there is a constant δ = (eM )
We now turn back to our model. We wish to apply this theorem to the family of initial value problems (4.9) and (4.10). The condition (4.13) poses no problem because of Proposition 4.2. The only point remaining with direct application of Proposition 4.5 concerns an analog of (4.14) (in Banach spaces (3.16)). The latter problem is solved in the following proposition. Let C > C 0 > 0 be fixed, and consider any 16) where
Proof. By (4.3) and (4.5), one has
Taking into account (4.8), we obtain
It can be easily seen by induction that for any
Then, for any η ∈ Γ 0 , x ∈ η, ξ ∈ Γ 0 , ξ ∩ η = ∅, one has
To estimate the right hand side of (4.18), we rewrite
and consider the function
Then, by an implicit differentiation, one has f ′ (t) = −t −3 g(t), where g(t) = t + 2e −t + te −t − 2. Next, g ′ (t) = 1 − te −t − e −t and g ′′ (t) = te −t > 0 for t > 0. Since g ′ (0) = 0 we have g ′ (t) > g ′ (0) = 0, t > 0 and then, since g(0) = 0 one has g(t) > 0, t > 0. Therefore, f decays for t > 0. Note also that f (t) → 0 as t → ∞. As a result,
Hence, by (4.17)-(4.20), one get
For any a ∈ (0, 1), one has, cf. 
The rest of the proof is clear now.
We are now in a position to prove the main result of this section.
Theorem 4.7. Let (4.6) and (4.15) hold. Let C > C 0 > 0 be fixed and T 1 = T 1 (C 0 , C) be given by (4.11). Suppose also that k 0,ε , k 0,V ε>0 ⊂ K C0 and, moreover, lim
Then, the equations (4.9), (4.10) have solutions in K C and 25) provided that u t is a solution to the non-linear non-local mesoscopic equation
Proof. The existence of solutions to (4.9) and (4.10) in K C was shown before. The convergence (4.23) may be established if we apply Theorem 4.5 to our model for the family (3.16) by using Proposition 4.6. Therefore, we only need to prove the second part of the statement. By uniqueness of solution to (4.10) it suffices to show that k t,V , given by (4.25), solves (4.10) provided that u t solves (4.26). From (2.5) it follows that
and, by (2.5), (2.7), and (4.5), one has
Comparing the right hand sides of the latter expression with (4.27) and taking into account (4.26) we conclude that e λ (u t ) solves (4.10). This proves the theorem.
Solution to the mesoscopic equation
In this section we will look more closely at the properties of solutions to the mesoscopic equation (4.26). We will be interested in solutions which are bounded and continuous in space variable. Namely, for the time interval that is either I = [0, a], a > 0 or I = R + := [0, +∞), a function u t (x) = u(t, x) is defined to be a solution to (4.26) on I iff u ∈ C 1 I → C b (R d ) and it solves (4.26) for any t ∈ I. Here C b (R d ) is the Banach space of bounded continuous functions on R d with sup-norm denoted by · ∞ . For simplicity of notations, we continue to writeu t (x) for ∂ ∂t u(t, x). It will cause no confusion if we use the same letter for the right derivative considered in (4.26) for t = 0.
We look as usual at an integral version of equation (4.26)
It is easy to see that each solution to (5.1) will be continuously differentiable in t in the sense of norm in C b (R d ), and, hence, will be a solution to (4.26) .
Through this section we always suppose that λ > 0, m > 0 and (4.6) holds.
Existence, uniqueness, stability, and boundedness
We begin with a general result on existence and uniqueness. 
Proof. Let us consider, for arbitrary a > 0, b > 0, the rectangle
Next, for any (t, u 1 ) ∈ R, (t, u 2 ) ∈ R, one has
We denote, for fixed |t| ≤ a,
and we may now proceed to conclude from (5.3) that
Therefore, f is a locally Lipschizian function. Thus, by e.g. [24, Theorem 5. To prove the existence of a global nonnegative solution to (4.26) (on the whole R + ), let us consider the following equatioṅ
Then, clearly,
We are now in a position to apply [24, Theorem 5.6.1]. Namely, we set h(r) := λ+mr (which is an increasing function in r) and consider the following equatioṅ r = h(r), r(0) := u 0 ∞ .
Since the latter equation has a unique solution on the whole R + , then the largest interval of existence of a solution to (5.4) is also R + . Next, suppose that u 0 (x) ≥ 0, for all x ∈ R d . Let us prove that the solution u(t, x) to (5.4) is also nonnegative, for any t ≥ 0, x ∈ R d . Suppose that there is a point x 0 ∈ R d such that u(·, x 0 ) takes negative values for some t. Then there exists t 0 := inf{t > 0 | u(t, x 0 ) < 0} ≥ 0. Due to continuity of u(·, x 0 ), one has that u(t 0 , x 0 ) = 0. Then, by (5.4),
Let now {t n } n∈N ⊂ {t > 0 | u(t, x 0 ) < 0} be such that t n ↓ t 0 . Theṅ
that is in contradiction to (5.5). Hence, (5.4) has a global nonnegative solution provided that u 0 is nonnegative. But, clearly, this solution solves (4.26) with the same initial condition. It is worth noting that the arguments above about the positivity preservation of a solution may be also applied directly to the equation (4.26) .
In the sequel we will be concerned with properties of a non-negative solution to (4.26) on [0, +∞). Consider the stationary space-homogeneous equation for (4.26) . Namely,
To deal with this and subsequent equations it is necessary to mention the properties of the following function
It is immediate that 0 ≤ p(r) ≤ p(1) = 1 e and, for any λ ∈ (0, 1 e ), the equation p(r) = λ has two solutions 0 < r 1 < 1 < r 2 . The equation
(which is equivalent to (5.6)) has also two solutions, say κ 1 and κ 2 , such that 0 < βκ 1 < 1 < βκ 2 provided λβ m < 1 e . Summarizing, we conclude that under condition λ < m βe , (5.8) the equation (4.26) has two positive equilibrium solutions u(t, x) ≡ κ 1 and u(t, x) ≡ κ 2 such that
The properties of equilibrium solutions are established by our next proposition.
β is uniformly stable in the sense of Lyapunov, i.e., for any ε > 0, there exists δ > 0 such that, for any t 1 ≥ 0, the inequality
Moreover, u * is asymptotically stable in the sense of Lyapunov, i.e. if the inequality (5.10) holds for some t 1 ≥ 0 and δ > 0, then
Proof. It is well known, see e.g. [7, Chapter VII] , that the statement will be proved by showing that the spectrum of the operator
belongs to the interior of the left half plane. Here, as in the proof of Proposition
Taking into account that u ≡ κ 1 solves (5.6), we can assert that
It is a simple matter to check that the spectrum of jump generator (Av)(x) := λ R d φ(x − y) v(y) − v(x) dy belongs to the circle {z ∈ C : |z + λβ| ≤ λβ}.
The last claim is due to the fact that φ * v ∞ ≤ β v ∞ . From (5.9) we have β < 1 κ1 and, consequently, the spectrum of f ′ (κ 1 ) belongs to the interior of the left half plane which proves the statement. This finishes the proof.
The reminder of this subsection will be devoted to the following refinement of Proposition 5.1.
and let κ 1 , κ 2 be constant solutions to (5.6), in particular,
Proof. Consider, for a fixed T > 0, the Banach space
with norm w T = max
For an arbitrary c > 0, let B 
Namely,
Therefore, taking into account that initial function u 0 satisfies 0 ≤ u 0 (x) ≤ c we get
By properties of the function (5.7) and inequality (5.13) we conclude that
Hence, for such c, max c, 
Next,
Therefore,
As a result, for T > 0 such that These arguments cover, clearly, the first statement of the theorem, when c = κ 2 . What is left is to show that u 0 ≥ κ 1 implies u t ≥ κ 1 . Let us show that
, where Φ is given by (5.14). Since κ 1 solves (5.6), one has (Φv)
According to the proof of the fixed point theorem, the fixed point u of Φ (which will be the solution to (4.26)) may be obtained as a limit of Φ n u 0 in the space B + c,T . If we subsequently choose v = u 0 , v = Φu 0 , v = Φ 2 u 0 , . . . in our previous arguments, we can assert that u 0 ≥ κ 1 implies Φ n u 0 ≥ κ 1 , hence that u ≥ κ 1 as well. This completes the proof.
Remark 5.4 (Comparison principle)
. It is easily seen that the proof of Theorem 5.3 is mainly based on the fact that the mapping (5.14) is increasing.
On the other hand, the mapping (5.14) evidently depends on u 0 . As a matter of fact, Φ = Φ u0 , and this dependence is monotone: the condition
Combining both monotonicity, we deduce that for any n ∈ N, the initial condition (5.17) yields 0 ≤ (Φ
Hence, by the proof of the fixed point theorem, one can pass here to the limit in n and derive that
where u 
Aggregation properties: growth process
In this subsection, we proceed with the study of properties of solution to (4.26). We will be concerned with the situation when initial function is large enough in some domain of R d , contrary to the situation described in Theorem 5. 
for a pair (b, κ) satisfying b ≥b, κ > 1, and
Then, the corresponding solution u(x, t) to the equation (4.26) grows on A to infinity in such a way that
If, additionally, u(x, 0) < κb and s A (x) > 0 for some x ∈ R d \ A, then there exists a time t(x) > 0 such that solution to the equation (4.26) monotonically increases at x to infinity with the speeḋ Proof. We start with an evident representation
By Proposition 5.1, u 0 ≥ 0 implies u t ≥ 0, and hence,
As a result, taking t 0 = 0 in (5.25), we immediately derive the estimate from above in (5.23) for all x ∈ R d . Our next concern will be the estimate from below. We see at once that one can establish bijective correspondence 
it follows thatu t is uniformly continuous on [0, T ]. In particular, it means that for an arbitrary ε > 0, there exists δ > 0 such that, for any t 0 ∈ [0, T − δ) and for any t ∈ [t 0 , t 0 + δ],
] be arbitrary and fixed. Suppose that for some t 0 ∈ [0, T − δ), one has the following bounḋ
where v(b, θ
Thus, by (5.25), we see that the bound (5.31) for the derivative at point t 0 yields the estimate
Therefore, (5.21) and κ < θ * shows that for any x ∈ A, φ * u 0 (x) > bφ A , mu 0 e −φ * u0 < mκbe −φAb < mθ * be −φAb .
Consequently,
that is (5.31), for t 0 = 0. Hence, by (5.32) and arguments above,
Now we would like to get the inequality (5.34) valid for small positive times. By (5.33) and (5.35) we have
As a result, for all t ∈ (0, δ] satisfying
Because of the strict inequality κ < θ * , there exists
such that (5.37) holds for t < τ ′ . Then, for all t ∈ (0, min{τ
and hence, the representation (5.25) yields the improved estimate for (5.35)
Set τ := min{τ ′ , δ}. Our next goal will be to show (5.40) for t > τ . By (5.32), (5.39), and (5.40) we conclude that (5.31) holds for t 0 = τ and
To have (5.41) valid for t ∈ [τ, τ + δ], we would like to obtain the estimate (5.39) for t > τ . First, we define b τ := b + v(b, θ * )τ and τ 1 := t − τ . Then for any t ∈ [τ, τ + δ] and x ∈ A we conclude from (5.33) and (5.41) that
which is clear from (5.29). Combining (5.28) with θ * ≤ Θ(b) −1 1 − κ −1 we see that the latter expression will be less than or equal to
, where Θ −1 is inverse transform to Θ. Therefore
and, in consequence,
Thus, for all
Since τ ≤ τ ′ the inequality (5.39) is also satisfied for t ∈ [τ, 2τ ]. As was mentioned before, this gives the improved estimate (5.41), namely (5.40) holds, for all t ∈ [τ, 2τ ], x ∈ A. The same arguments show that (5.40) holds, for all t ∈ [2τ, 3τ ] and so on. As a result, we obtain (5.40) on the whole [0, T ]. Since T > 0 and θ * > κ are arbitrary, the first statement of the theorem is proved.
What is left is to show (5.24) . Let x ∈ R d \ A be arbitrary and fixed. We consider the following cases: (a)
(a) in this situation the proof of (5.24) is straightforward. Indeed, all bounds obtained in the proof of the first statement of the theorem up to (5.32) remain valid for each
and using s A (x) ≥ φ A we see at once analogously to (5.35) that
and all subsequent bounds are satisfied for x ∈ R d \ A, which is desired conclusion.
(b) we defineb x analogously tob for
and a bijective map
as an analogue to (5.27)
x denotes the inverse map. We define for any (b, κ) satisfying (5.22) 
(5.47)
Moreover, as it was mentioned before, (5.25) and (5.26) imply that
It follows from estimates (5.43) and (5.47) that (φ * u)(
Analogously to (5.42) (with τ 1 = 0, τ replaced by t(x), φ A replaced by s A (x) and b τ replaced by b(x)) it may be concluded thaṫ 
As a result,
Analogously to (5.42) (with τ 1 = 0, τ replaced by t(x)+ τ , φ A replaced by s A (x) and b τ replaced by b(x) + v(b, κ)τ ) we can assert thaṫ
for all τ > 0 and t(x) = (b(x) − b)/v(b, κ). This finishes the proof.
Expansion of aggregation: bounded support of φ
In this subsection we study how aggregation expands in the case when φ has a bounded support. To do this we consider a slight modification of the method used in the previous subsection. For simplicity of notations and further constructions we assume that d = 1, φ(x) = χ − We next study the behavior of u(x, t) at any point x ∈ U 1 . As before, (5.25) and (5.26) yield u(x, τ ) ≤ 2b + λτ, τ > 0, x ∈ U 1 . φ(x − y) dy.
Since x ∈ U 1 , y ∈ S 1 , we have x − y ∈ 0, for any τ > 0 and any x ∈ U 1 . As a result,
That means that u(x, t) is monotonically growing to infinity on U 1 with speed estimated by (5.58).
We can now proceed analogously by considering the next segment B 2 of the length We now show that the function u(x, t) grows monotonically on U 2 for all t ≥ t 1 . Namely, by (5.58), we have on U 1 the following uniform estimate from below: 
As a result, 
