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The many-body localization transition in quasiperiodic systems has been extensively studied in
recent ultracold atom experiments. At intermediate quasiperiodic potential strength, a surprising
Griffiths-like regime with slow dynamics appears in the absence of random disorder and mobility
edges. In this work, we study the interacting Aubry-Andre model, a prototype quasiperiodic system,
as a function of incommensurate potential strength using a novel dynamical measure, information
scrambling, in a large system of 200 lattice sites. Between the thermal phase and the many-body
localized phase, we find an intermediate dynamical phase where the butterfly velocity is zero and
information spreads in space as a power-law in time. This is in contrast to the ballistic spreading
in the thermal phase and logarithmic spreading in the localized phase. We further investigate the
entanglement structure of the many-body eigenstates in the intermediate phase and find strong
fluctuations in eigenstate entanglement entropy within a given energy window, which is inconsistent
with the eigenstate thermalization hypothesis. Machine-learning on the entanglement spectrum also
reaches the same conclusion. Our large-scale simulations suggest that the intermediate phase with
vanishing butterfly velocity could be responsible for the slow dynamics seen in recent experiments.
Introduction.—Much recent experimental and theoret-
ical effort has been devoted to studying the conditions
under which an isolated quantum system comes to ef-
fective thermal equilibrium. While thermalization is ex-
pected in many cases, an interacting many-body system
may fail to thermalize due to strong quenched disorder,
leading to a breakdown of the eigenstate thermalization
hypothesis (ETH) [1–3]. This phenomenon, now known
as many-body localization (MBL) [4–30], has greatly ex-
panded our understanding of out-of-equilibrium dynam-
ics in interacting quantum many-body systems.
MBL can also occur in deterministic quasiperiodic sys-
tems without any quenched disorder [10, 31], with most
existing MBL experiments in ultracold atoms, focusing
on a special type of quasiperiodic system called the inter-
acting Aubry-Andre (AA) model [32], given in Eq. (2) be-
low. In the non-interacting limit, the AA model exhibits
a singe localization transition at a quasiperiodic poten-
tial strength λc = 1; all single-particle eigenstates are
extended (localized) when λ is smaller (larger) than λc.
In particular, the non-interacting AA model thus does
not possess a single-particle mobility edge, by virtue of
a special self-duality property, in contrast to generalized
AA (GAA) models which manifest moblity edges [33–36].
With interactions, exact diagonalization (ED) studies in
a small system predict that the MBL transition occurs
at a potential strength considerably larger than λc [10].
Recent experiments [37–39] have observed an MBL
transition in the AA model at a critical potential strength
similar to the numerical predictions. Surprisingly, be-
fore the MBL transition there exists a substantial range
of λ in which the memory of the initial state relaxes
very slowly, although the system is presumbly in a ther-
mal phase [38, 39]. Proposed explanations for this
slow dynamics include local fluctuations in the initial
state and atypical transition rates between single-particle
states [38, 40, 41]. However, our understanding of this
regime of slow relaxation in the AA model is still rather
incomplete, since it cannot arise from the usual Griffiths
physics of rare spatial regions in a deterministic system.
In this work, we study the structure and dynamics of en-
tanglement, particularly the process of quantum informa-
tion scrambling, to better understand the slow dynamics
observed in experiments.
Scrambling [42–45] describes the process whereby an
initially localized perturbation spreads over the degrees
of freedom of a complex quantum system. It can be quan-
tified by the squared commutator,
C(r, t) = 〈[W0(t), Vr]†[W0(t), Vr]〉 (1)
where W0 and Vr are local operators. When expanded
as a sum of correlation functions, one gets both time-
ordered and out-of-time-order correlators (OTOC) [46],
so we will refer to C as an OTOC. The physical picture
is that the Heisenberg operator W0(t) = e
iHtW0e
−iHt
expands in space as a function of time, so that C(r, t) is
close to zero when Vr is far away from W0(t) and reaches
O(1) when Vr is within the support of W0(t).
In a local system, the speed at which an operator can
expand is bounded by the Lieb-Robinson bound [47]. The
actual speed of operator expansion, as measured by the
contours of constant C, is called the butterfly velocity
vB ; it can be substantially less than the upper bound. In
particular, disorder can impede operator growth. As a
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2result, in disordered systems, the causal lightcone is sen-
sitive to different dynamical phases [48–53]: linear in the
thermal phase, power-law like in the Griffiths phase and
logarithmic in the MBL phase. Therefore, the OTOC of-
fers a novel dynamical characterization of MBL systems
and may shed light on the slow dynamics in the interact-
ing AA model.
In this work, we carry out an extensive numerical study
of the interacting AA model in order to understand possi-
ble origins of the slow dynamics observed experimentally.
First, we calculate the OTOC using tensor network tech-
niques in a large system [54] and find that there exists
an intermediate dynamical phase between the thermal
phase and the MBL phase, which we denote as the S
phase. This phase is characterized by a vanishing butter-
fly velocity and a power-law-like causal lightcone and is
associated with slow relaxation of the initial state. Sec-
ond, we demonstrate using exact diagonalization (ED)
method in a small system that the onset of the S phase
is different from the usual MBL transition determined
by entanglement entropy (EE) of the many-body energy
eigenstates. We further show that the energy spectrum in
the S phase contains a mixture of volume-law states and
area-law states, and the latter may be responsible for the
slow dynamics. Finally, we examine the entanglement
spectrum (ES) [55] of energy eigenstates because the ES
has been proven to be a sensitive probe of various dynam-
ical phases [56–61]. We exploit the pattern recognition
ability of machine-learning techniques [62–65] to study
the complicated patterns inherent in the ES, a technique
that has recently shown great promise for exploring dy-
namical phase diagrams [57, 58, 61]. The existence of
three regimes naturally emerges from our machine learn-
ing results, and the three measures together robustly pre-
dict an intermediate distinct S phase in the interacting
AA model at half filling. We believe that the S phase is
responsible for experimental slow dynamics observed in
the interacting AA model.
We emphasize that the S phase we report here is
naively different from the intermediate phase observed
in certain GAA models [18–20, 61] or in systems with
quenched disorder [27–29]. In the former case, the many-
body intermediate phase may be attributed to the exis-
tence of a single-particle mobility edge in the noninter-
acting limit, while in the latter case rare region Griffiths
physics may play a role. In contrast, neither mechanism
is relevant in the AA model, so we think that the S phase
arises purely from the interplay between the interaction
and the incommensurate potential.
The model.—We consider the one-dimensional inter-
acting Aubry-Andre (AA) model [32] with nearest neigh-
bor interaction, described by the following Hamiltonian,
H =− J
∑
〈ij〉
(
c†i cj + h.c.
)
+ 2λ
∑
i
cos(2piqi+ φ)ni
+ V
∑
〈ij〉
ninj ,
(2)
where ci is the fermion annihilation operator at site i,
ni = c
†
i ci is the on-site particle number, and φ is a global
phase in the potential. The hopping amplitude J is set
to be the energy unit. The on-site potential is incom-
mensurate with an irrational wavenumber q.
We note that in the absence of interaction, the AA
model has an inherent self-duality at λ = 1 which plays
a key role in its localization transition—mobility edges
appear in the system when this self-duality is broken
by any perturbation [33–36]. Interaction effects lead to
thermalization for small λ, implying that local observ-
ables measured in energy eigenstates are indistinguish-
able from those measured in the Gibbs ensemble at a
temperature determined by the energy of the state. On
the other hand, previous studies of the entanglement en-
tropy and energy level statistics established that local-
ization is stable against interaction for large λ [10], i.e.
there exists a stable MBL phase. What is more intrigu-
ing is that slow power-law like relaxation has been found
in numerics and experiments for λ well below the MBL
transition [37, 38, 40, 41, 66].
To investigate the puzzling slow dynamics seen before
localization, we study interaction effects in the AA model
using scrambling as a diagnostic in a system with L =
200 sites. This study is supplemented with an analysis
of the entanglement structure of the many-body energy
eigenstates in systems at half filling up to L = 18 sites
using ED methods. In the rest of this paper, we fix the
irrational wavenumber q = 2/(
√
5+1) and the interaction
strength V = 1, and study the properties of the AA
model as a function of λ.
Three phases.—We first calculate the following OTOC
in the infinite-temperature Gibbs ensemble,
C(r, t) =
1
2L
tr
(
[n0(t), nr(0)]
†[n0(t), nr(0)]
)
, (3)
using t-DMRG on the operator dynamics. Due to the
space-time structure of the entanglement entropy of the
Heisenberg operator, long times can be studied (∼ 150
tunneling times) and the shape of the causal lightcone
can be obtained accurately [54]. In Fig. 1(a)-(c), we
present contour plots of logC(r, t) for three represen-
tative values of λ for bond dimension χ = 40 (conver-
gence with bond dimension has been checked). At small
λ = 0.2, the OTOC exhibits a linear lightcone [Fig. 1(a)],
indicating that the operator expands ballistically as ex-
pected for a thermal phase. In the other limit where
λ = 3.0, the lightcone becomes logarithmic [Fig. 1(c)],
3FIG. 1. The characteristic features of the three dynamical phases in the interacting AA model. (a)-(c) The contours of
log(C(r, t)) for three typical λ representing each phase. The shape of the causal lightcone is linear for the thermal phase (a),
power-law like for the S phase (b) and logarithmic for the MBL phase (c). (d)-(f) The von Neumann entropy of the many-body
eigenstates as a function of energy in a system with L = 18 sites at half-filling for the same λ values as in (a)-(c). Here N = L/2
is the number of particles. (g) The phase diagram produced by supervised machine learning of the many-body eigenstate ES
from the middle energy spectrum. The classifier is trained by data from λ deep in the thermal phase (λ = 0.2) and MBL phase
(λ = 3.0), respectively. P¯i is the average confidence the classifier has to identify an input ES as belonging to phase i = thermal
or MBL over 2000 input data.
as expected for an MBL phase. Interestingly, there ex-
ists an intermediate regime, where the causal light cone
is power-law-like, shown in Fig. 1(b) for a representative
potential strength λ = 1.2, which is below the nomi-
nal critical MBL value. The phenomenon looks simi-
lar to that of the Griffiths phase in MBL systems with
quenched disorder [52, 53]. A crucial difference is that,
in the random disorder case, the power-law like causal
lightcone only appears after disorder averaging and can
be intuitively explained by the rare-region effects. For
a single disorder realization, the rate of operator growth
is significantly affected by specific disorder features and
dramatically slows down in certain “bottleneck” regions.
By contrast, in the interacting AA model, the power-law
causal lightcone appears in a single realization of the in-
commensurate potential (the phase φ in Eq. (2) is set
to zero). Furthermore, we have checked that the shape
of the lightcone does not depend on φ. Therefore, rare
regions in space do not play a role in this purely deter-
ministic potential situation.
The appearance of the unexpected intermediate regime
in the OTOC leads us to investigate the entanglement
structure of the many-body energy eigenstates using ED
methods. In Fig. 1(d)-(f), we plot the half-chain entan-
glement entropy (EE) S = −trρ log ρ of the eigenstates
as a function of energy in a system with L = 18 sites,
where ρ is the half-chain reduced density matrix. Con-
sistent with the OTOC results, three quantitatively dif-
ferent entanglement regimes are observed, corresponding
to the three dynamical phases we have identified. In the
small-λ thermal phase, the EE density nicely collapses
onto an energy-dependent curve, a hallmark of ETH;
in the opposite limit of the large-λ localized phase, the
EE of all eigenstates are drastically reduced and exhibit
area-law scaling; in between, as shown in Fig. 1(f), the
many-body spectrum hosts a mixture of MBL-like and
ETH-like eigenstates, indicating the S phase. In partic-
ular, while the volume-like behavior of EE is still visible
from the outermost shape, a significant fraction of states
clearly exhibit very low EE. We interpret this result as
an indication of strong ETH violation but not complete
localization. We speculate that this intermediate S-phase
is causing the slow dynamics reported for the interacting
AA model.
To further demonstrate the existence of the S-phase,
we investigate how the ES of eigenstates evolve with λ
by constructing a neural network that classifies whether
a given input ES is MBL-like or ETH-like. We generate
the input ES data by ED. For each input ES, this clas-
sifier [67] produces two real numbers PMBL ∈ [0, 1] and
Pthermal = 1 − PMBL, representing the confidence that
the classifier identifies the input ES as belonging to MBL
and thermal phases, respectively. To obtain the phase di-
agram as a function of λ, we first train the network using
ES data from λ = 0.2 and 3.0 for the thermal and MBL
phase respectively. We then feed the ES data from dif-
ferent λ’s to the trained classifier to obtain the average
confidence P¯MBL and P¯thermal at each λ [see Fig. 1(g)].
We find that for λ < 0.95 and λ > 1.9, the network
shows over 99.9% confidence that the input ES data be-
long to thermal and MBL phases, respectively, as ex-
pected. Starting from λ = 0.95, however, the gradual de-
4crease of P¯MBL suggests that the number of input ES that
are ETH-like gradually decreases as λ increases, with
nearly all ES data becoming MBL-like around λ = 1.9.
The coexistence of MBL-like and ETH-like ES (from the
middle of the energy spectrum) at a single λ is consistent
with what one would expect for the S phase, as indicated
by the EE shown in Fig. 1 (e).
Transitions.—We have thus far identified three differ-
ent dynamical regimes (small λ, thermal; large λ, MBL;
in-between , S-phase) in the interacting AA model and
described their characteristic features. Now we deter-
mine the two transition points. The first transition from
the thermal phase to the S phase can be identified by
the point where the causal lightcone changes from lin-
ear to power-law-like, which we denote as the slowing
transition between thermal and S phases. The butterfly
velocity vB provides a clean diagnostic of the phase tran-
sition between these two phases since vB is non-zero in
the thermal phase and zero in the S phase. To extract vB
from our data, we fit the early growth regime of OTOC
(−50 < logC < −10) to the form [54, 68, 69]
C(r, t) ∼ exp
(
−α (r − vBt)
1+p
tp
)
, (4)
which applies to the region r > vBt, and interpolates be-
tween the linear causal lightcone (vB > 0) and the power-
law one (vB = 0) with r ∼ tp/(1+p). For non-interacting
systems, it is expected that vB drops to zero at the single-
particle localization transition, and we have checked that
the velocity indeed drops to zero at λ = λc = 1 when
V = 0, implying the non-existence of any intermediate
S phase in the noninteracting AA model. However, for
interacting systems, the slowing transition does not coin-
cide with the MBL transition. The butterfly velocity of
the interacting system is plotted in Fig. 2(a); it dramati-
cally decreases with increasing λ and eventually vanishes
at λ1 ∼ 0.7, signaling the thermal-to-S transition.
The second transition from the S phase to the MBL
phase in the OTOC is characterized by a transition from
a power-law lightcone to a logarithmic one. However, us-
ing currently accessible space-time regions of the OTOC,
it is difficult to precisely locate this transition point. In-
stead, we perform the standard analysis of eigenstate
EE in the middle of the energy spectrum, as shown in
Fig. 2(b), and the results indicate that the commonly ac-
cepted MBL transition happens at λ2 ∼ 1.7, much larger
than λ1 (∼ 0.7) determined above from vB for the tran-
sition from the thermal phase to the S-phase. Hence,
interactions induce an intermediate dynamical phase of
non-zero width (0.7 ∼ 1.7) in λ in sharp contrast with
the non-interacting behavior.
Slow dynamics.—We speculate that the S phase is re-
sponsible for the slow dynamics of the interacting AA
model recently observed in ultracold atom experiments
[38]. The system is initialized in a density-wave state
|ψI〉, where all the atoms occupy only odd lattice sites.
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FIG. 2. The transitions among the three phases. (a) The
butterfly velocity vB as a function of λ in a system of L = 200
sites. The transition between the thermal phase and the S
phase is characterized by vanishing vB occurring at λ ∼ 0.7.
(b) Finite-size scaling of the eigenstate entanglement entropy
with respect to the Page value ST [31] for L varying from 12
to 18. The crossing point indicates the transition between the
S phase and MBL phase at λ ∼ 1.7.
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FIG. 3. Slow dynamics. (a) Time evolution of the even-odd
imbalance for three typical λ values in a system of L = 100
sites, exhibiting distinct asymptotic behaviors in the three dy-
namical phases. (b) The overlap of the initial state |I〉 with
all eigenstates as a function of the entanglement entropy den-
sity S/L in a system of L = 18 sites and N = L/2 particles.
The color bar represents the energy density of the many-body
eigenstates.
Then the system is allowed to evolve in time and the
even-odd imbalance I(t) = ∑j(−1)jnj(t) is measured
up to ∼ 100 tunneling times. We stuided the imbalance
using time-dependent variational principle in the matrix-
product state manifold [70, 71] in a system of L = 100
sites. The results are plotted in Fig. 3(a) for three typical
values of λ representing the three different phases we have
studied (the results are converged with bond dimension
64). We find that the imbalance exhibits three distinct
behaviors on intermediate time scales (10 < t < 100)—
exponential relaxation in the thermal phase (λ = 0.2),
freezing in the MBL phase (λ = 3.0), and most impor-
tantly, slow decay in the S phase (λ = 1.2), which is con-
sistent with the experimental observations [38, 39], while
even longer time behavior of the decay is not resolved yet
[40, 66].
As shown in Fig. 1(d), in the S phase there are quite
5a few states with atypical low entanglement entropy in
the middle of the spectrum. Intuitively, these eigen-
states should be responsible for the slow dynamics. To
give evidence for this, we plot in Fig. 3(b) the overlap
between energy eigenstates and the initial density-wave
state |ψI〉 as a function of the eigenstate EE, with the
color map representing the energy density of the corre-
sponding eigenstate. In the S phase, |ψI〉 has significant
weight on non-thermal eigenstates, causing the slow re-
laxation of the initial state.
Conculsion.—We have established the existence of a
dynamically slow S phase in the interacting AA model,
lying between the well-established thermal and MBL
phases. The mechanism for the S phase in the AA model
remains somewhat mysterious. Recent ultracold atom
experiments [39] demonstrated that the AA model (with-
out any single-particle-mobility-edge) and a generalized
AA (GAA) model exhibit qualitatively similar dynamical
properties as a function of the quasi-periodic potential
strength, and an intermediate phase between the ther-
mal phase and the MBL phase shows up in both cases.
This suggests a mechanism for the slow phase occurring
in the AA model. The single-particle potential in the
AA model is self-dual and thus fine-tuned. One basic ef-
fect of the interaction should be to break the self-duality,
for example, in some mean-field sense. As a result, it
is reasonable to argue that the single-particle potential
is renormalized to a more generic one (without any self-
duality) which features a single-particle mobility edge,
making the model more GAA-like. The S phase could
then be regarded as a many-body extension of an emer-
gent single-particle mobility edge. A more systematic
exploration of this proposed mechanism is left for future
work.
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