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BIRKHOFF SUM FLUCTUATIONS IN SUSBSTITUTION
DYNAMICAL SYSTEMS
ELLIOT PAQUETTE AND YOUNGHWAN SON
Abstract. We consider the deviation of Birkhoff sums along fixed orbits
of substitution dynamical systems. We show distributional convergence for
the Birkhoff sums of eigenfunctions of the substitution matrix. For non-
coboundary eigenfunctions with eigenvalue of modulus 1, we obtain a central
limit theorem. For other eigenfunctions, we show convergence to distributions
supported on Cantor sets. We also give a new criterion for such an eigen-
function to be a coboundary, as well as a new characterization of substitution
dynamical systems with bounded discrepancy.
1. Introduction
Let A be a finite set of letters. Let A∗ be the collection of all finite words using
letters from A. Let θ be a substitution on A, i.e. a map from A → A∗. This can be
extended to a map from A∗ → A∗ by concatenation, i.e. for all a1 · · ·ak ∈ A∗, we
define
θ(a1a2 · · ·ak) = θ(a1)θ(a2) · · · θ(ak).
Define AN to be all the sequences using elements of A, and we can extend θ further
to map from AN → AN, again by concatenation. Also, for any finite or infinite word
u = u1u2 · · · , we let u<k = u1u2 · · ·uk−1, with u<1 the empty word. We further
define u≤k analogously.
Define a map (ℓ(·)) : A∗ → RA which for any word w = a1a2 · · ·ak and any
a ∈ A,
(ℓ(w))a = |{1 ≤ i ≤ k : ai = a}| .
Define the θ-matrix M associated to θ as the |A| × |A| integer valued matrix so
that Ma,b = (ℓ(θ(b)))a for all a, b ∈ A, that is the number of occurrences of a in
θ(b). A substitution is called primitive if there is a number k > 0 so that Mka,b > 0
for all a, b ∈ A. We will assume from here on that θ is a primitive substitution.
An infinite sequence u = (un)
∞
n=1 ∈ AN is called a fixed point if there is k ∈ N
such that θk(u) = u. In general, one can find a ∈ A and k ∈ N such that θk(a)
begins with a. It is easy to check that u = limm→∞ θkm(a) is a fixed point.
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For any function f : A → C, define the map Sf : A∗ → C by the rule that for
any w = a1a2 · · · ak ∈ A∗,
Sf (w) = f(a1) + f(a2) + · · ·+ f(ak).
Substitution systems (see Section 4 for more background), are uniquely ergodic,
and hence for a fixed point u, we have by the Birkhoff ergodic theorem that
lim
N→∞
Sf (u≤N )
N
→
∫
fdµ,
for some measure µ.
We will study, in a sense, the first order correction term to this convergence. As
a motivating example, consider the case of the irrational circle rotation, let α be
any irrational number and consider any interval I = [0, x) with 0 < x < 1. Write
Zα(N ; I) =
∑
1≤n≤N
1 {0 ≤ {nα} < x} .
Then by unique ergodicity of the irrational rotation we have that
1
N
Zα(N ; I)→ x.
The fluctuations of this ergodic average from x can be described by the following
theorem of Beck.
Theorem 1.1 (Beck [3, 4]). Suppose that α is a quadratic irrational and I = [0, x)
has a rational endpoint x. There are constants C1 = C1(α, x) and C2 = C2(α, x)
such that for any real numbers −∞ < t <∞,
1
N
∣∣∣∣{1 ≤ n ≤ N : (Zα(n; I)− nx)− C1 logNC2√logN ≤ t}
∣∣∣∣→ 1√2π
∫ t
−∞
e−x
2/2dx.
This is to say that the fluctuations of the Birkhoff sum are asymptotically normally
distributed. Recently, a new dynamical proof of the above theorem for the case
x = 12 is obtained by studying renormalization properties of the linear flow on an
infinite staircase [2].
In the case of a fixed point of a substitution, we show a central limit theorem for
eigenfunctions f of M with eigenvalues λf of modulus 1. For some eigenfunctions
f, it is possible that f is a coboundary, meaning that {Sf(u≤n)}∞n=1 is bounded.
For these f, no central limit theorem is possible, and we give a characterization of
eigenfunctions f that have this property in Proposition 3.1. Otherwise, if f is not
a coboundary, appropriately scaling Sf (u≤n), the fluctuations of the Birkhoff sum
will also be asymptotically normal. We begin by giving the easiest of our theorems
to formulate, where λf = 1 (see Section 3 for the full formulation).
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Theorem 1.2. Let f be a left eigenfunction of M with eigenvalue λf = 1 so that
f is not a coboundary. There are constants c1, c2 so that for all real t,
lim
N→∞
1
N
∣∣∣∣∣{1 ≤ n ≤ N : Sf (u≤n)− c1 logλ(N)c2√logλ(N) ≤ t}
∣∣∣∣∣→
∫ t
−∞
e−x
2/2
√
2π
dx.
(Here λ is the Perron-Frobenius eigenvalue of the θ-matrix M .)
The condition that f is an eigenfunction of modulus 1 is essential to this theorem.
Indeed, if f is an eigenfunction of modulus not equal to 1, the asymptotic distri-
bution of the Birkhoff sums is non-normal (see Theorems 3.1 and 3.2). Conversely,
for any eigenfunction f with eigenvalue of modulus 1 which is not a coboundary,
we show a central limit theorem.
The reason eigenfunctions of M play a special role here is that they satisfy a
certain renormalization identity. Specifically, for an eigenfunction f of M with
eigenvalue λf , we have that for any word w :
Sf (θ
k(w)) = λkfSf (w) (1)
Hence in the case where λf has modulus 1, words of all different scales have the
same contribution to the Birkhoff sum, due to which we can eventually prove a
central limit theorem.
Let (Xθ, T ) be the substitution subshift of bi-infinite sequences associated to the
primitive substitution θ (see Section 4 for background). It is known that if θ is
primitive, there exists a unique ergodic measure µ on Xθ. We are also interested
in studying the behavior of ergodic sums for any point x ∈ Xθ. Indeed we show a
central limit theorem for a left eigenfunction f of M , where f is not a coboundary
and the corresponding eigenvalue λf is of modulus 1 (see Theorem 3.4). This
theorem is intriguing in that the behavior of the Birkhoff sums of typical points is
different from fixed points.
Another approach taken by Bressaud, Bufetov and Hubert to studying fluctua-
tions of Birkhoff sums is to look at Sf (v≤Nℓ) for some sequence Nℓ →∞, where v is
distributed randomly according to µ. In this case, it turns out that this distribution
may depend on the sequence of Nℓ chosen: see [6].
2. Preliminaries
2.1. Probability background. We will occasionally use probability formalism
where convenient. We may say, for example, that Z is a real valued random vari-
able with a standard normal distribution, without specifying the probability space
or naming the probability measure. In this case, we are only interested in dis-
tributional properties of Z. We will use P as a placeholder for this measure, for
example:
P[Z ∈ A] =
∫
A
e−x
2/2
√
2π
dx.
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We will also use E to denote integration against the distribution of a random vari-
able, for example
Ef(Z) =
∫
R
f(x)
e−x
2/2
√
2π
dx.
Our main theorems are stated in terms of distributional convergence of random
variables, or weak convergence. There are many equivalent definitions of weak
convergence, which we will freely interchange as convenient. The equivalence of
these definitions usually goes by the name of the Portmanteau lemma.
Lemma 2.1 (Portmanteau lemma). Let E be a metric space and let µ, µ1, µ2, . . .
be Borel probability measures on E. The following are equivalent. If they occur, we
write µn ⇒ µ and say that µn converges in distribution to µ.
(1) For all bounded continuous functions f,
∫
fdµn →
∫
fdµ.
(2) For all Lipschitz continuous functions f,
∫
fdµn →
∫
fdµ.
(3) For all measurable A with µ(∂A) = 0, limn→∞ µn(A) = µ(A).
(4) If E = Rd, then for all A of the form (−∞, x1] × · · · × (−∞, xd] with
µ(∂A) = 0, limn→∞ µn(A) = µ(A).
See [13, Theorem 13.16].
It is also possible to metrize weak convergence. We will make use of such a
metric later on. Define the bounded-Lipschitz metric on the space of probability
measures on a metric space E as
dBL(µ, ν) = sup
f :E→R
‖f‖∞≤1
‖f‖Lip≤1
∣∣∣∣
∫
f dµ−
∫
f dν
∣∣∣∣ .
When E is a separable metric space, it is a theorem of Dudley [7] that weak con-
vergence is equivalent convergence in the bounded-Lipschitz metric.
Theorems 3.3, 3.4, and 10.1 show distributional convergence to a complex normal
distribution. A complex random variable Z with mean 0 is said to have a complex
normal distribution with positive definite covariance matrix Γ =
[
E(ℜZ)2 E(ℜZℑZ)
E(ℜZℑZ) E(ℑZ)2
]
if for any Borel measurable A ⊆ R2
P [Z ∈ A] =
∫
A
1
2π
√
det Γ
e−
1
2x
tΓ−1x dx1dx2.
It follows from this definition that both of ℜZ and ℑZ are normally distributed.
Note that Z is completely determined by E|Z|2 and EZ2. If EℜZℑZ = 0, then the
real and imaginary parts of Z are in fact independent normal random variables.
2.2. Path space. Define the state space X by
X = {(a, j) : a ∈ A, 1 ≤ j ≤ |θ(a)|} . (2)
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(a, 1) (a, 2) (a, 3) (b, 1) (b, 2) (b, 3)
Figure 1. Here we give a graphical representation of path space
for the substitution θ(a) = aab, θ(b) = bba.
Also, for each p ∈ N, define the path space X ∗,p ⊆ X p of all sequences {(vi, ki)}pi=1
so that for all 1 ≤ i < p, vi = θ(vi+1)ki+1 .
We will now define a coding of the collection of strict prefixes of w = θp(a). Let
n ≤ |θp(a)| be a positive integer. One can find vp, vp−1, . . . , v1 ∈ A and positive
integers kp, kp−1, . . . , k1 such that
w[1,n) = θ
p−1(θ(vp)<kp) · θp−2(θ(vp−1)<kp−1) · · · θ(θ(v2)<k2) · θ(v1)<k1 ,
where
vp = a, 1 ≤ kp ≤ |θ(a)|
and for i = 1, . . . , p− 1
vi = θ(vi+1)ki+1 , 1 ≤ ki ≤ |θ(vi)|.
Since this expression is unique, there is an injection Ψa,p : {1, 2, . . . , |θp(a)|} → X ∗,p
given by
Ψa,p(n) = (v1, k1)(v2, k2) · · · (vp, kp). (3)
We also define the infinite path space X ∗,∞ ⊆ X∞ as the collection of all se-
quences {(vi, ki)}∞i=1 so that for all 1 ≤ i < p, vi = θ(vi+1)ki+1 . On this space,
there is a natural Markov measure associated to θ, which we denote SMPM∞ . It
is a primitive, stationary Markov chain with some transition matrix p. It can be
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defined combinatorially (see (7)) or as the unique invariant measure under the adic
transformation (see Section 4).
For every x = (a, j), y = (b, k) ∈ X , let SSIM1x,y = 1 {a = θ(b)k} . We then
define, inductively,
SSIMpx,y =
∑
z∈X
SSIMp−1x,z SSIM
1
z,y .
Hence, SSIMpx,y counts the number of elements in X ∗,p+1 started from x and ended
at y. Let SSIMp∗,y =
∑
x∈X SSIM
p
x,y .
We can see that SSIM1·,· is a primitive matrix: since θ is primitive, there exists
k such that for any c, d ∈ A, c appears in θk(d). This means that there exist
m1,m2, . . . ,mk so that θ(θ(· · · (θ(d)m1 )m2 · · · )mk = c. Thus for any (a, i), (b, j) ∈
X , a = θ(· · · (θ(b)j)m1 · · · )mk , so SSIMk+1·,· ≥ 1.
2.3. Eigenfunctions of SSIM1·,·. We begin by observing that for all (a, j) ∈ X
and all b ∈ A
Ma,b =
|θ(b)|∑
k=1
SSIM1(a,j),(b,k) .
Let (ρ(b))b be a right Perron-Frobenius eigenfunction of M with Perron-Frobenius
eigenvalue λ, and define the map ρˆ((b, k)) = ρ(b) for all (b, k) ∈ X . Then we have
that for any (a, j) ∈ X ,
λρˆ(a, j) = λρ(a)
=
∑
b
Ma,bρ(b)
=
∑
(b,k)∈X
SSIM1(a,j),(b,k) ρ(b)
=
∑
(b,k)∈X
SSIM1(a,j),(b,k) ρˆ(b, k).
Hence, as it is non-negative, ρˆ is a right Perron-Frobenius eigenfunction of SSIM1·,·
with eigenvalue λ; the same calculation shows that any right eigenfunction of M
can be canonically associated to a right eigenfunction of SSIM1·,· .
Conversely, a similar calculation shows that any left eigenfunction gˆ of SSIM1·,·
gives rise to a left eigenfunction of M with the same eigenvalue by the formula
g(a) =
∑|θ(a)|
j=1 gˆ(a, j), provided that g is non-zero. Furthermore, by the eigenvector
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equation we have
λg gˆ(b, k) =
∑
(a,j)∈X
gˆ(a, j) SSIM1(a,j),(b,k)
=
∑
(a,j)∈X
gˆ(a, j)1 {θ(b)k = a}
=
∑
a∈A
g(a)1 {θ(b)k = a}
= g(θ(b)k).
Hence, if σˆ is the left Perron-Frobenius eigenfunction of SSIM1·,·, normalized so
that
∑
x∈X σˆ(x)ρˆ(x) = 1, then σ(a) =
∑|θ(a)|
j=1 σˆ(a, j) is the left Perron-Frobenius
eigenfunction ofM normalized so that
∑
a∈A σ(a)ρ(a) = 1 and σˆ(b, k) = λ
−1σ(θ(b)k).
2.4. Measures on path space. To prove our theorems, we must consider the
measure νN that arises on X ∗,p by choosing an integer n ∈ {1, 2, . . . , N} uniformly
at random. This means that for every n ∈ {1, 2, . . . , N}
νN ({ψa,p(n)}) = 1
N
,
where |θp−1(a)| < N ≤ |θp(a)|.
We will decompose νN in terms of other measures. For every p ∈ N and y ∈ X
define the probability measure UPMy,p for each x = x1x2 · · ·xp ∈ X ∗,p by
UPMy,p ({x}) = 1 {xp = y}
SSIMp−1∗,y
.
Then the following is immediate.
Proposition 2.1. Let a ∈ A and p ∈ N be such that |θp−1(a)| < N ≤ |θp(a)|. Let
Ψa,p(N) = (v1, k1)(v2, k2) · · · (vp, kp). Then for every x = x1x2 · · ·xp ∈ X ∗,p, we
have
νN ({x}) =
p∑
ℓ=1
∑
1≤j<kℓ
SSIMℓ∗,(vℓ,j)
N
UPM(vℓ,j),ℓ ({x1x2 · · ·xℓ}) .
We can also write, for any x = x1x2 . . . xp ∈ X p, that
UPMy,p ({x}) = 1 {xp = y}
SSIMp−1∗,y
p−1∏
i=1
SSIM1xi,xi+1 .
This family of measures has a (inhomogeneous) Markov chain structure. To express
this, define a collection hyp of Markov transition matrices given by, for all x, z ∈ X ,
hyp(x, z) :=
SSIM1x,z SSIM
p−2
z,y
SSIMp−1x,y
,
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which is a transition matrix as for any x, y ∈ X and any p ∈ N,
∑
z∈X
hyp(x, z) =
∑
z∈X
SSIM1x,z SSIM
p−2
z,y
SSIMp−1x,y
= 1.
This allows us to express UPMy,p for any x = x1x2 · · ·xp ∈ X p as
UPMy,p({x}) =
SSIMp−1x1,y
SSIMp−1∗,y
hyp(x1, x2)h
y
p−1(x2, x3) . . . h
y
3(xp−2, xp−1)
SSIM1xp−1,xp
SSIMp−1xp−1,y
1 {xp = y} . (4)
By the Perron-Frobenius theorem, as SSIM1·,· is primitive, we have for all x, y ∈ X
lim
p→∞
λ−p SSIMpx,y = σˆ(y)ρˆ(x). (5)
Hence the limit
p(x, z) = lim
p→∞
hyp(x, z)
exists for all x, z ∈ X and is independent of y. In fact, there is a constant c > 0 so
that for all p ∈ N,
sup
x,z∈X
|p(x, z)− hyp(x, z)| ≤ e−cp. (6)
Further, we have the following explicit formula for p :
p(y, z) =
SSIM1y,z ρˆ(z)
λρˆ(y)
. (7)
It also follows that the limit
w(x1) = lim
p→∞
SSIMp−1x1,y
SSIMp−1∗,y
=
ρˆ(x1)∑
x∈X ρˆ(x)
exists. This motivates the definition of the following Markov measure on X ∗,p,
where for any x = x1x2 . . . xp,
MPMp ({x}) = w({x1})
p−1∏
i=1
p(xi, xi+1). (8)
We will also define a stationary version of MPMp .
Let m be the invariant measure of p on X . Define, for x = x1x2 · · ·xp ∈ X ∗,p,
SMPMp ({x}) = m({x1})
p−1∏
i=1
p(xi, xi+1). (9)
It follows that the invariant measure m must be m(y) = σˆ(y)ρˆ(y), as
∑
y∈X
σˆ(y)ρˆ(y)p(y, z) =
∑
y∈X
σˆ(y) SSIM1y,z ρˆ(z)
λ
= σˆ(z)ρˆ(z).
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Given a function f : A → C, define a probability measure n on A by the following
formula∫
A
f(a)n(da) =
∫
X
Sf (θ(a)<j)m(d(a, j)) =
∑
(a,j)∈X
σˆ(a, j)ρˆ(a, j)Sf (θ(a)<j). (10)
This measure will be used to express the drift in the central limit theorems as well
as the condition for being a coboundary.
Example 2.1. Let A = {a, b} and θ is given by
θ : a→ aab, b→ bba.
Then the θ-matrix M is (
2 1
1 2
)
.
• Eigenvalues: λ = 3, λf = 1.
• Left eigenvectors σ = [1, 1], f = [1,−1].
• Right Perron-Frobenius eigenvector ρ = ( 11 ) .
• The state space is denoted by X = {(a, 1), (a, 2), (a, 3), (b, 1), (b, 2), (b, 3)}.
Then SSIM1·,· is given by
SSIM1·,· =


1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1
1 1 1 0 0 0


• A left and a right Perron-Frobenius eigenvectors σˆ and ρˆ of SSIM1·,· are
σˆ = [1/6, 1/6, 1/6, 1/6, 1/6, 1/6], ρˆt = [1, 1, 1, 1, 1, 1].
• the invariant measure is m(y) = σˆ(y)ρˆ(y) = 16 for any y ∈ X .
• From (7), p = 13 SSIM1·,· .
We have that∫
A
f(a)n(da) =
∑
(a,j)∈X
σˆ(a, j)ρˆ(a, j)Sf (θ(a)<j) = (0+1+2+0−1−2)1
6
= 0. (11)
2.5. Reversed path space. When working with eigenfunctions with eigenvalue
|λf | > 1, it is more convenient to work with a reversed path space. Define the
reversed path space X ∗,pr ⊂ X p as the reversals of all sequences in X ∗,p. Fix a ∈ A
and consider X ∗,pr as embedded in X∞ by appending to any element the infinite
sequence (a, 1)(a, 1) · · · .Make X∞ into a topological space by endowing it with the
product topology, and let X ∗,∞r be the closure of ∪∞p X ∗,pr . Now define Ψra : N→ X∞
by
Ψra(N) = (vp, kp)(vp−1, kp−1) · · · (v1, k1)(a, 1)(a, 1) · · · ,
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where (vi, ki) are those appearing in Ψa,p(N) for |θp−1(a)| < N ≤ |θp(a)|.
We will now give another description of UPMy,p, which is useful for reversed
path space. Define a collection qp(y, z) of Markov transition matrices given by
qp(y, z) :=
SSIMp−2∗,z
SSIMp−1∗,y
SSIM1z,y,
which is a transition matrix as for any y ∈ X and any p ∈ N,
∑
z∈X
qp(y, z) =
∑
z∈X
SSIMp−2∗,z SSIM
1
z,y
SSIMp−1∗,y
= 1.
This allows us to express UPMy,p for any x = x1x2 · · ·xp ∈ X ∗,p as
UPMy,p({x}) =
p−1∏
i=1
qp−i+1(xp−i+1, xp−i)1 {y = xp} . (12)
As SSIM1·,· is a primitive matrix, by the Perron-Frobenius theorem, the limit
p
∗(y, z) = lim
p→∞
qp(y, z) =
σˆ(z) SSIM1z,y
λσˆ(y)
(13)
exists for all y, z ∈ X . We also have that there is a constant c > 0 so that for all
p ∈ N,
sup
y,z∈X
|p∗(y, z)− qp(y, z)| ≤ e−cp. (14)
Let a be any probability measure on X , and define a Markov measure RMPMa,∞
on X ∗,∞r by, for any cylinder set [x] = [x1x2 . . . xp],
RMPMa,∞ ([x]) = a(x1)
p−1∏
i=1
p
∗(xi, xi+1). (15)
3. Main results
Let θ be a primitive substitution and let u = (un)
∞
n=1 be any fixed point of θ.
Denote the Perron-Frobenius eigenvalue of the θ-matrix by λ. For eigenfunctions f
of M with eigenvalue λf having |λf | < 1, it is well known that the Birkhoff sums
Sf (u≤N) stay bounded. We show they also have distributional convergence to a
bounded random variable.
Theorem 3.1. Let f be a left eigenfunction of M with eigenvalue λf with |λf | <
1. Let KN be a random variable with uniform distribution on {1, 2, . . . , N} . For
x = (v1, k1)(v2, k2) · · · ∈ X ∗,∞, define Wf (x) =
∑∞
i=1 λ
i−1
f Sf (θ(vi)<ki). Then,
Sf (u≤KN )⇒ Wf (X),
where X has the distribution of MPM∞ .
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In the case that |λf | > 1, on the other hand, the Birkhoff sums will not in general
have a distributional limit. In fact, there are many distributional limit points of
Sf (u≤KN )N
− logλ(λf ) as N →∞.We show that by choosing different subsequences,
it is possible to get different distributional limits, although their distributions are
closely related.
Theorem 3.2. Let a = u1, and let f be a left eigenfunction of M with eigenvalue
λf having λ > |λf | > 1. Let Nℓ be a sequence with Nℓ →∞ so that
Ψra(Nℓ)→ z = (ρ1, κ1)(ρ2, κ2) · · · ∈ X ∗,∞r
Suppose ρˆ is normalized so that
∑
x∈X ρˆ(x) = 1. Define a probability measure on X
by
a((v, k)) =
1
R
σˆ((v, k))
∞∑
q=1
1 {v = ρq and k < κq}λ1−q,
where R > 0 is chosen so that a is a probability measure.
Let KNℓ be a random variable with uniform distribution on {1, 2, . . . , Nℓ} . For
x = (v1, k1)(v2, k2) · · · ∈ X ∗,∞, define Uf (x) =
∑∞
i=1 λ
−i
f Sf(θ(vi)<ki). Let p =
p(ℓ) ∈ N be such that |θp−1(a)| < Nℓ ≤ |θp(a)|. Then,
Sf (u≤KNℓ )
N
logλ |λf |
ℓ e
ip(ℓ) arg λf
⇒ Uf (X)
Rlogλ |λf |
,
where X has the distribution of RMPMa,∞ .
Remark 1. Alternatively Theorem 3.2 can be formulated as
Sf (u≤KNℓ )
λ
p(ℓ)
f
⇒ Uf(X)
Rlogλ |λf |
.
Remark 2. In both of Theorems 3.1 and 3.2, the support of the limiting measure
is a Cantor set. This can be seen by noting that Wf (and Uf ) are continuous
functions from X∞ with the product topology, which is a Cantor set.
We will soon formulate our main theorems when |λf | = 1, but before doing so,
we give a characterization of eigenfunction coboundaries. Recall that a continuous
function f : X → C is called a coboundary if there exists a continuous function g
such that f = g− g ◦T . By the Gottschalk-Hedlund theorem [9], if X is a compact
metric space and T : X → X is a minimal homeomorphism, and if f : X → C is
continuous, then f is a coboundary if and only if there exists K < ∞ such that
|∑Nn=1 f(T nx)| ≤ K for all N ∈ N and x ∈ X . Kornfeld and Lin [14] obtained
a more general result: if X is a compact Hausdorff space, and T is an irreducible
Markov operator on C(X), then supN ‖
∑N
n=1 f ◦ T n‖ < ∞ if and only if f is a
coboundary.
For left eigenfunctions f of M, we show a further characterization of cobound-
aries.
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Proposition 3.1. Let (Xθ,B, µ, T ) be a substitution dynamical system associated
to a primitive substitution θ. Suppose that f is a left eigenfunction of M with
eigenvalue λf having |λf | = 1. Then the following are equivalent.
(i) The function w 7→ f(w1) from Xθ → C is a coboundary.
(ii) There exists w ∈ Xθ such that supN |Sf (w≤N )| <∞.
(iii) There is a function h : A → C so that for all (a, j) ∈ X
Sf (θ(a)<j) =
∫
A
f(c)n(dc) + h(a)− λ−1f h(θ(a)j).
(iv) There is a function h : A → C so that the following hold.
(a) For all (a, j) ∈ X with 1 ≤ j < |θ(a)|,
f(θ(a)j) = λ
−1
f (h(θ(a)j)− h(θ(a)j+1)).
(b) For all a ∈ A,∫
A
f(c) n(dc) + h(a)− λ−1f h(θ(a)1) = 0.
Remark 3. Say that a function f : A → S1 is a coboundary in the sense of Host
(see [11] or [8, Definition 7.3.13]) if there is a function h : A → S1 so that for
all admissible 2-letter words ab, h(b) = h(a)f(a). If f satisfies condition (iv) of
Proposition 3.1, then a 7→ eiℜf(a) and a 7→ eiℑf(a) are coboundaries in the sense of
Host.
For an eigenfunction f ofM which is not a coboundary with eigenvalue λf having
|λf | = 1, let Zf be the following normal random variable.
(1) If λf 6∈ R, then Zf is a complex normal variable. Further, Zf = X + iY,
where X,Y are independent, centered normal distributions with EX2 =
EY 2, and letting g = f − ∫ f dn, we have
E|Zf |2 = E|g(X1)|2 +
∞∑
k=2
2Eℜ[λk−1f g(X1)g(Xk)],
where (X1, X2, . . .) has the distribution of SMPM∞. By Proposition 3.1
and Theorem 10.1, this variance is 0 if and only if f is a coboundary.
(2) If λf ∈ R and f is real, then we have that Zf is real and has the same
variance as above. Again, the variance is 0 if and only if f is a coboundary.
Theorem 3.3. Let f be a left eigenfunction of M with eigenvalue λf with |λf | = 1
so that f is not a coboundary. Let KN be a random variable with uniform distri-
bution on {1, 2, . . . , N} . Then if λf 6= 1, as N →∞
Sf (u≤KN )√
logλ(N)
⇒ Zf .
If λf = 1 then
Sf (u≤KN )− logλ(N)
∫
A f(a)n(da)√
logλ(N)
⇒ Zf .
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The combination of Theorems 3.1, 3.2, and 3.3 allows us to give a new complete
description of systems with bounded discrepancy (the first such description is due
to [1]). Say that a fixed point u has bounded discrepancy if for every a ∈ A, with
fa : A → R given by fa(b) = 1 {a = b} ,
sup
N∈N
|Sfa(u≤N )−Nq ({a}) | <∞,
where q is the occurrence frequency of a, i.e. q(a) = limN→∞N−1Sfa(u≤N ).
Corollary 3.1. Suppose that u is a fixed point of a primitive substitution θ. Then
u has bounded discrepancy if and only if
(1) All eigenvalues of M except the Perron-Frobenius eigenvalue have modulus
less than or equal to 1.
(2) The geometric multiplicity of each eigenvalue of modulus 1 equals its alge-
braic multiplicity, i.e. each Jordan block in the Jordan form of M having
eigenvalue of modulus 1 is 1-dimensional.
(3) Each eigenfunction f with eigenvalue equal to 1 is a coboundary in the sense
of Proposition 3.1.
Proof. Let W ⊂ {f : ∫ f dq = 0} be all those functions so that
sup
N∈N
|Sf (u≤N)| <∞.
Note that this is a vector space. Hence u has bounded discrepancy if and only if
dimW = |A|−1, as the functions {fa − ∫ fa dq : a ∈ A} span the space {f : ∫ f dq = 0} .
Given a basis of generalized eigenfunctions f0, f1, f2, . . . , fr, with f0 the Perron-
Frobenius eigenfunction, we have that
∫
fi dq = 0, (1 ≤ i ≤ r) and hence
{
f :
∫
f dq = 0
}
is also spanned by f1, f2, . . . , fr. Hence the necessity of the first and third condi-
tions follow by Theorems 3.2 and 3.3. For the second condition, suppose that λf
were an eigenvalue with |λf | = 1 so that in the Jordan form of M , there is a non-
trivial Jordan block. Then by [1, Theorem 1], there are functions with unbounded
discrepancy. Hence all three conditions are necessary.
Conversely, suppose that all three conditions are satisfied. Then we can give a
basis of generalized eigenfunctions f0, f1, f2, . . . , fr, where f0 is the Perron Frobe-
nius eigenfunction. For those that correspond to eigenvalue of modulus less than
1, it is easily checked using the path space decomposition that these have bounded
discrepancy. For those with modulus 1, we have that their Birkhoff sums remain
bounded as they are eigenfunction coboundaries. 
3.1. Typical orbits. So far, we have focused on proving theorems for a fixed point
u of θ. We now show how Theorem 3.3 changes when instead of looking at u, we
look at other sequences v from the orbit closure of u (see Section 4 for the relevant
background).
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Theorem 3.4. Let (Xθ,B, µ, T ) be the substitution dynamical system arising from
the primitive substitution θ. Let f be a left eigenfunction of M with eigenvalue λf
with |λf | = 1 which is not a coboundary. Let KN be a random variable with uniform
distribution on {1, 2, . . . , N} . Then for every v ∈ Xθ, there is a sequence (av,N )∞N=1
so that if λf 6= 1
Sf (v≤KN )− av,N√
logλ(N)
⇒ Zf
as N →∞ and if λf = 1,
Sf (v≤KN )− av,N − logλ(N)
∫
A f(a)n(da)√
logλ(N)
⇒ Zf .
Further, for µ-almost every v, there is a constant C > 0 independent of v so that
lim sup
N→∞
|av,N − logλ(N)
∫
A f(a)n(da)|√
logN log log logN
= C for λf = 1
lim sup
N→∞
|av,N |√
logN log log logN
= C for λf 6= 1.
(16)
Hence the fixed point differs from typical orbits in that av,N ≡ 0, while all orbits
of eigenfunctions of modulus 1 give central limit theorems.
3.2. Examples.
Example 3.1 (λf = 1). Let A = {a, b} and θ1, θ2 and θ3 are given by
θ1 : a→ aab, b→ bba.
θ2 : a→ aab, b→ bab.
θ3 : a→ aba, b→ bab.
The θi-matrix M is given by (
2 1
1 2
)
.
Then f = [1,−1] is a (left) eigenvector ofM corresponding to the eigenvalue λf = 1.
Using the information obtained in the Example 2.1, we see that
(i) θ1: It has drift 0 from equation (11). Also f is not a coboundary, otherwise
1 = f(θ(a)1) = h(θ(a)1)− h(θ(a)2) = h(a)− h(a) = 0,
which is impossible. So we have a central limit theorem.
(ii) θ2: Similarly we see that f is not a coboundary. In this case we see a loga-
rithmic drift since∫
A
f(a)n(da) =
∑
(a,j)∈X
σˆ(a, j)ρˆ(a, j)Sf (θ(a)<j) = (0 + 1 + 2 + 0− 1 + 1)1
6
=
1
2
.
So we have a central limit theorem with non-zero drift.
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(iii) θ3: A fixed point of this substitution is periodic:
ababab · · · .
So there is no central limit theorem.
Example 3.2 (Rational eigenvalues). Let A = {a, b} and θ is given by
θ : a→ abb, b→ baa.
Then the θ-matrix M is (
1 2
2 1
)
and eigenvalues and corresponding (left) eigenvectors of M are
λ = 3, σ = [1, 1], λf = −1, f = [1,−1].
By a similar computation to part (i) of Example 3.1, we see that f is not a cobound-
ary, so we have a CLT.
Example 3.3 (Irrational eigenvalues). (Adapted from [6, Proposition 4.1]). Let
A = {a, b, c, d} and for every n ≥ 1, θn is given by
θn =


a→ ad
b→ adbbd
c→ ad(bc)n+1bd
d→ ad(bc)nbd.
Then the characteristic polynomial of the θn-matrix Mn has the roots λ1, λ2, λ3, λ4
such that
(i) λ4 = 1/λ1, λ3 = 1/λ2 and λ1 > |λ2| = |λ3| > λ4.
(ii) λ2 and λ3 are of modulus 1, so they are Salem numbers.
(iii) If λ2 = e
2πiα, then α is irrational.
In matrix theory, various authors have studied how to determine the d-tuples
of complex numbers which can occur as the eigenvalues of a primitive matrix.
Especially, Boyle and Handelman [5] formulated “Spectral Conjecture". Later Kim,
Ormes and Roush [12] obtained the following result.
For Λ = (λ1, λ2, . . . , λd), denote
tr(Λn) =
d∑
i=1
(λi)
n and trn(Λ) =
∑
k|n
µ
(n
k
)
tr(Λk)
where µ is the Möbius function.
Theorem 3.5. Let Λ = (λ1, λ2, . . . , λd) be a d-tuple of nonzero complex numbers
with |λ1| ≤ |λ2| ≤ · · · ≤ |λd|. There exists a primitive integer matrix A such that
det(I −At) =∏di=1(1− λit) if and only if
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(i) the polynomial
∏d
i=1(1− λit) has integer coefficients,
(ii) λ1 > |λi| for i = 2, 3, . . . , d
(iii) trn(Λ) ≥ 0 for all n ≥ 1.
Note that for a matrix A, there is m ≥ 0 such that det(tI−A) = tm∏di=1(t−λi)
if and only if det(I −At) =∏di=1(1− λit).
Example 3.4 (Eigenfunction coboundaries). Let A = {a, b, c, d} and θ is given by
θ : a→ ab, b→ ca, c→ cd, d→ ac.
Then the θ-matrix M is 

1 1 0 1
1 0 0 0
0 1 1 1
0 0 1 0


Eigenvalues of M are
λ1 = 2, λ2 = −1, λ3 = 1, λ4 = 0
and corresponding (left) eigenvectors of M are
σ = [1, 1, 1, 1], [−1, 2,−1, 2], [−1, 0, 1, 0] [1,−1,−1, 1].
A right Perron-Frobenius eigenvector ρ is given by ρt = [2/6, 1/6, 2/6, 1/6] so that∑
σ(a)ρ(a) = 1. Then we have that m has the form
(1/6, 1/6, 1/12, 1/12, 1/6, 1/6, 1/12, 1/12)
on the state space X = {(a, 1), (a, 2), (b, 1), (b, 2), (c, 1), (c, 2), (d, 1), (d, 2)}.
(i) λf = 1 and f = [−1, 0, 1, 0]. One has∫
A
f(a)n(da) = 0
and the function h : A → R such that h(a) = h(d) = 0, h(b) = h(c) = 1 satisfy
the condition (iii) and (iv) in Proposition 3.1, so f is a coboundary.
(ii) λf = −1, f = [−1, 2,−1, 2]. We can obtain∫
A
f(a)n(da) = −1
2
and it is not difficult to show that f is not a coboundary by checking condition
(iii) in Proposition 3.1.
Example 3.5 (Fibonacci substitution). The Fibonacci substitution θ is given by
θ : a→ ab, b→ a.
The θ-matrix of the substitution is
M =
(
1 1
1 0
)
.
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Let α = −1+
√
5
2 . Then M has eigenvalues λ1 = 1 + α and λ2 = −α.
Let u = (un)
∞
n=1 = limn→∞ θ
n(a). The sequence u also can be obtained by a
rotation by α (c.f. [8, Proposition 5.4.9]):
un = a if {nα} ∈ [1− α, 1) un = b if {nα} ∈ [0, 1− α).
Let f be a function such that f(a) = 0− (1− α) and f(b) = 1− (1− α). Then, for
I = [0, 1− α),
Zα(n; I)− n(1− α) =
n∑
k=1
f(uk) = Sf (u≤n).
Moreover f = (−1 + α, α) is an eigenvector corresponding to the eigenvalue λ2 =
−α, so |λ2| < 1. For Beck’s case, if I = [0, x) for x ∈ Q, then we have a central
limit theorem for Zα(n; I) − n(1 − α). From Theorem 3.1, when x = 1 − α, the
limiting distribution of Zα(n; I)− n(1− α) is supported on a Cantor set and has a
different normalization than when x ∈ Q.
4. Substitution dynamical systems
Let A be a finite set of letters, endowed with the discrete topology, and let AZ
have the product topology, so that AZ is a compact metric space and the shift map
T given by (Tu)n = un+1 is a homeomorphism. The pair (AZ, T ) is called the full
shift on the alphabet A. If X is a closed T -invariant subset of AN, the pair (X,T )
is called a subshift.
Given x ∈ AZ, let L(x) be the set of all finite words appearing in x. The language
of θ, denoted by Lθ, is the set of all finite words occurring in θ
n(a) for some n ≥ 0
and a ∈ A. Let Xθ = {x ∈ AZ : L(x) ⊂ L(θ)}. Then Xθ is closed in AZ and
invariant under the shift. We denote by T the restriction of the shift to Xθ. The
pair (Xθ, T ) is called the (two-sided) substitution subshift associated to θ. It is
known that (Xθ, T ) is minimal and uniquely ergodic (see [8] or [18]).
Remark 4. For a given substitution θ, there exist two letters a, b ∈ A and k ∈ N
such that
• a is the last word of θk(a),
• b is the first word of θk(b),
• ab ∈ L(θ).
Then there exists v ∈ AZ such that v−1 = a, v0 = b and θk(v) = v. We say that v
is a (two-sided) fixed point of θ. In this case we have Xθ = {T nv : n ∈ Z}.
Remark 5. We also can define the one-sided substitution subshift associated to θ
by the following. By the construction above, there is a fixed point u for θ. Let
X˜θ be the orbit closure {T nu : n ∈ N0} (where N0 = N ∪ {0}). The pair (X˜θ, T ) is
the substitution subshift. This definition can be checked to be independent of the
choice of fixed point u. The projection π : AZ → AN maps Xθ onto X˜θ and (X,T, π)
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is the natural extension of (X˜θ, T ), that is, for every dynamical system (Y, S) and
every factor map φ : Y → X˜θ there exists a unique factor map ψ : Y → Xθ with
π ◦ ψ = φ.
4.1. Desubstitution. Let θ be a primitive substitution with non-periodic fixed
point. The result on recognizability by Mossé allows one to desubstitute w in Xθ
(c.f. [8] for details):
w = · · ·w−m · · ·w−1w0w1 · · ·wn · · · = · · · θ(y−1)θ(y0)θ(y1) · · · ,
where w0 lies in θ(y0).
Thus, for a point w ∈ Xθ, there exists a unique sequence (pi, ci, si)i∈N0 ∈ (A∗ ×
A×A∗)N0 such that θ(ci+1) = picisi and
w = · · · θ2(p2)θ(p1)p0.c0s0θ(s1)θ2(s2) · · ·
which is called a prefix-suffix decomposition of w. If only finitely many si are
non-empty, then there exist a ∈ A and l, s ∈ N such that
x[0,∞) = c0s0θ(s1)θ
2(s2) · · · θl(sl) lim
n→∞
θns(a).
Similarly, if only finitely many pi are non-empty, then there exist b ∈ A andm, t ∈ N
such that
x(−∞,−1] = lim
n→∞
θnt(b)θm(pm) · · · θ(p1)p0.
4.2. Adic transformations. As p → ∞, MPMp induces the Markov measure
MPM∞ on the infinite path space X ∗,∞. Following Livshits [16], we define the adic
transformation TA on X ∗,∞ as following: given x = (v1, k1)(v2, k2)(v3, k3) · · · ∈
X ∗,∞,
• if k1 < |θ(v2)|,
TA(x) = (v1, k1 + 1)(v2, k2)(v3, k3) · · ·
• otherwise, let ℓ be the smallest positive integer such that kℓ < |θ(vℓ+1)|,
then
TA(x) = (b1, 1)(b2, 1) · · · (bℓ−1, 1)(bℓ, kℓ + 1)(vℓ+1, kℓ+1)(vℓ+2, kℓ+2) · · ·
where bℓ = θ(vℓ+1)jℓ+1 and bi = θ(bi+1)1 for 1 ≤ i ≤ ℓ− 1.
It is known that the adic transformation is uniquely ergodic and it is measurably
isomorphic to the substitution subshift.
Consider the set C of the form
C = [(v1, k1) · · · (vm, km)] \ [(v1, k1) · · · (vm−1, km−1)(vm, |θ(vm)|)(vm+1, km+1)]
(17)
Then for large N , νN (C) = νN (TA(C)). Since the sets of the form (17) generate the
Borel σ-algebra on MPM∞, by Proposition 5.3 below, TA is invariant with respect
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to MPM∞. Then (X ∗,∞,MPM∞, TA) is measurably isomorphic to the substitution
subshift (Xθ, µ, T ).
Also, as p → ∞, SMPMp induces the stationary Markov measure SMPM∞
on the infinite path space X ∗,∞ with the invariant measure m given by m(y) =
σˆ(y)ρˆ(y) and the transition probability given by p(y, z) =
SSIM1y,z ρˆ(z)
λρˆ(y) , where λ is
the Perron-Frobenius eigenvalue of SSIM1·,· and σˆ and ρˆ are corresponding left and
right eigenvectors with
∑
y σˆ(y)ρˆ(y) = 1. It is known [17] that SMPM∞ is the
maximal measure for the topological Markov shift on X ∗,∞.
5. Comparing measures on path space
Recall that for x = x1x2 · · ·xp ∈ X ∗,p,
MPMp ({x}) = w({x1})
p−1∏
i=1
p(xi, xi+1).
We will show both of UPMy,p andMPMp are very similar for large p. To compare
them, we recall the notion of total variation distance. For two measures µ and ν
on a common measure space (X,Ω), the total variation distance dTV is given by
dTV (µ, ν) = sup
A∈Ω
|µ(A) − ν(A)|.
The following is now an exercise in coupling (see [15, Chapter 4,5] for an introduc-
tion):
Proposition 5.1. For any r < p ∈ N, let Sr : X ∗,p → X ∗,p−r be given by
Sr(x1x2 . . . xp) = x1x2 . . . xp−r.
For every c1 > 0 there is a constant c2 > 0 such that for all p ∈ N, all y ∈ X and
all integers r > c2 log p,
dTV (MPMp ◦Sr,UPMy,p ◦Sr) < p−c1 .
Proof. We begin by defining coupling of two probability measures on a common
probability space. Suppose that ν1 and ν2 are probability measures on a probability
space (X,B). A coupling of ν1 and ν2 is a probability measure γ on the product
space (X ×X,B ⊗B) such that marginals are ν1 and ν2. The total variation norm
of ν1 and ν2 can be expressed in terms of couplings of ν1 and ν2. Specifically by
[15, Proposition 4.7],
dTV (ν1, ν2) = inf
γ: couplings
γ{(x, z) ∈ X ×X : x 6= z}.
To bound for total variation norm of MPMp ◦Sr and UPMy,p ◦Sr, it suffices to
construct a coupling γ such that γ{(x, y) ∈ X ∗,p ×X ∗,p : x 6= y} < p−c1 . We recall
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for convenience (4), which states that for x = x1x2 · · ·xp,
UPMy,p({x}) =
SSIMp−1x1,y
SSIMp−1∗,y
hyp(x1, x2)h
y
p−1(x2, x3) . . . h
y
3(xp−2, xp−1)
SSIM1xp−1,xp
SSIMp−1xp−1,y
1 {xp = y} .
For a fixed x ∈ X , hyk(x, ·) and p(x, ·) are probability measures. For any pair
(x, z) ∈ X 2 and any 2 < k ≤ p, we define a coupling Gk((x, z), (·, ·)) of hyk(x, ·) and
p(z, ·) such that Gk((x, z), (·, ·)) attains dTV (hyk(x, ·), p(z, ·)). This coupling can in
fact be given explicitly, see [15, Remark 4.8]. We also let G2((x, z), (·, ·)) be any
coupling of δy and p(z, ·), and we let Hp be the coupling that attains the total
variation distance of the measures
SSIMp−1·,y
SSIMp−1∗,y
and w({·}).
Hence by Perron-Frobenius theory, we have
Hp(x 6= z)≪ e−cp.
Now we define the coupling γ on X ∗,p ×X ∗,p:
γ(x, z) = Hp((x1, z1))
p−1∏
i=1
Gp−i+1((xi, zi), (xi+1, zi+1)),
so that γ is the law of a Markov chain on X ∗,p ×X ∗,p.
For any measures µ1, µ2 on a countable space X, we have by [15, Proposition
4.2] that dTV (µ1, µ2) =
1
2
∑
x∈X |µ1(x) − µ2(x)|. Hence for all k ≤ p, by (6),
dTV (p(a, ·), hyk(a, ·)) ≤ |X |e−ck.
Then
γ (∃j ≤ p− r : xj 6= zj)
=
p−r∑
j=1
γ(xj 6= zj , xk = zk (∀k < j))
≤ γ(x1 6= z1) +
p−r∑
j=2
γ(xj 6= zj |xj−1 = zj−1)
≤ Hp(x1 6= z1) +
p−r∑
j=2
sup
x∈X
dTV (p(x, ·), hp−j+2(x, ·))
≪ e−cr.
Taking r = C log p for sufficiently large C completes the proof. 
We can also compare SMPMp and MPMp in a similar way, which is a standard
result on primitive Markov chains.
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Proposition 5.2. For any r < p ∈ N, let Lr : X ∗,p → X ∗,p−r be given by
Lr(x1x2 . . . xp) = xr+1xr+2 . . . xp.
For every c1 > 0 there is a constant c2 > 0 such that for all p ∈ N and all integers
r > c2 log p,
dTV (MPMp ◦Lr, SMPMp ◦Lr) < p−c1 .
For a proof, see [15, (5.2)].
As a consequence of Proposition 5.1 and Proposition 2.1, we have that
Proposition 5.3. For every c1 > 0, there is a constant c2 > 0 so that for all p ∈ N,
a ∈ A, N ∈ N with |θp−1(a)| ≤ N < |θp(a)|, and all integers r > c2 log p,
dTV (MPMp ◦Sr, νN ◦ Sr)≪ p−c1 .
Proof. By Proposition 2.1,
νN ◦ Sr =
p∑
ℓ=1
∑
1≤j<kℓ
SSIMℓ∗,(vℓ,j)
N
UPM(vℓ,j),ℓ ◦S(r−(p−l))+ .
We also have that
MPMp ◦Sr =
p∑
ℓ=1
∑
1≤j<kℓ
SSIMℓ∗,(vℓ,j)
N
MPMp ◦Sr.
Note that by stationarity, MPMp ◦Sr = MPMp−r.
For any event A and large r as in the Proposition 5.1, let r0 = [r/2]
|νN ◦ Sr(A)−MPMp ◦Sr(A)|
≤
p−r0∑
ℓ=1
∑
1≤j<kℓ
SSIMℓ∗,(vℓ,j)
N
+
p∑
ℓ=p−r0
∑
1≤j<kℓ
SSIMℓ∗,(vℓ,j)
N
|UPM(vℓ,j),ℓ ◦Sr−(p−l)(A)−MPMl ◦Sr−(p−l)(A)|
≤ |θ
p−r0(a)|
N
+ (p− r0)−c1 ,
where we have applied Proposition 5.1 to the third line. Then, for some α > 0,
|θp−r0(a)|
N
≪ 1|λr0−1| ≪ p
−αc2 .
Picking c2 sufficiently large, the result follows. 
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6. Proofs for |λf | = 1
Theorem 3.3 will follow immediately from Proposition 6.1 combined with Propo-
sition 3.1. However, Proposition 3.1 relies on Proposition 6.1, so we present Propo-
sition 6.1 first.
Proposition 6.1. Suppose that f is a left eigenfunction of M with eigenvalue λf
with |λf | = 1 for which there is no function h : A → C so that for all c ∈ A
Sf (θ(c)<j) =
∫
A
f(b)n(db) + h(c)− λ−1f h(θ(c)j).
Let KN be a random variable with uniform distribution on {1, 2, . . . , N} , and let
a ∈ A be fixed. Then if λf 6= 1, as N →∞
sup
ℓ∈N
|θℓ(a)|≥N
dBL
(
Sf (θ
ℓ(a)≤KN )√
logλ(N)
, Zf
)
→ 0.
If λf = 1, as N →∞
sup
ℓ∈N
|θℓ(a)|≥N
dBL
(
Sf (θ
ℓ(a)≤KN )− logλ(N)
∫
A f(b)n(db)√
logλ(N)
, Zf
)
→ 0.
Proof. Given N , one can find pN such that |θpN−1(a)| < N ≤ |θpN (a)|. Now
we define a function fˇ on X by fˇ(vi, ki) = Sf (θ(vi)<ki). Then we have for any
1 ≤ K ≤ N, that
λfSf (θ
ℓ(a)<K) =
ℓ∑
i=1
λif fˇ((vi, ki)),
where Ψa,ℓ(K) = (v1, k1)(v2, k2) . . . (vℓ, kℓ). For m > pN , we have that km = 1.
Hence fˇ(vm, km) = 0 for all these m, and we have
λfSf (θ
ℓ(a)<K) =
pN∑
i=1
λif fˇ((vi, ki)),
We will show a central limit theorem for
λfSf (θ
ℓ(a)<KN )−
∑pN
i=1 λ
i
f
∫
fˇdm√
logλ N
. The de-
sired central limit theorems follow immediately from this.
Let Z = 1√
logλN
∑pN
i=1 λ
i
f (fˇ((vi, ki))−
∫
fˇdm), which is a function on X ∗,p. Then
we have that
λfSf (θ
ℓ(a)<K)−
∑pN
i=1 λ
i
f
∫
fˇdm√
logλ(N)
= Z(Ψa,pN (K)).
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By definition of νN , we therefore have that for any bounded Lipschitz function φ,
1
N
N∑
K=1
φ
(λfSf (θℓ(a)<K)−∑pNi=1 λif ∫ fˇdm√
logλ(N)
)
= Eφ
(λfSf(θℓ(a)<KN )−∑pNi=1 λif ∫ fˇdm√
logλ(N)
)
= Eφ
(
Z(Ψa,pN (KN ))
)
=
∫
X ∗,p
φ(Z(x))νN (dx).
We will show that for any bounded Lipschitz function φ∫
X ∗,p
φ(Z(x))νN (dx)→
∫
C
φ(x)Φ(dx),
where Φ is the probability measure given by Φ(A) = P [Zf ∈ A] .
Let r = [(log pN )
2] and write Z = X + Y , where
Y =
1√
logλN
pN−r∑
i=r+1
λif (fˇ((vi, ki))−
∫
fˇdm).
Hence ‖X‖∞ ≪ (log logN)
2
√
logN
. Then
∫
φ(Z)dνN =
∫
φ(Y )dνN +
∫
φ(Z)− φ(Y )dνN .
As φ is Lipschitz, the second integral is at most ‖φ‖Lip‖X‖∞ = o(1). Hence
∫
φ(Z)dνN =
∫
φ(Y ◦ Sr ◦ Lr)d(νN ◦ Sr ◦ Lr) + o(1)
=
∫
φ(Y ◦ Sr ◦ Lr)d SMPMpN ◦Sr ◦ Lr
+O(dTV (νN ◦ Sr ◦ Lr, SMPMpN ◦Sr ◦ Lr)) + o(1).
By Proposition 5.3 and Proposition 5.2, dTV (νN ◦ Sr ◦Lr, SMPMpN ◦Sr ◦Lr)→ 0
as N →∞. Therefore∫
φ(Z)dνN =
∫
φ(Y ◦ Sr ◦ Lr)d SMPMpN−2r+o(1).
Again using that X is uniformly small and the Lipschitzness of φ, we conclude
∫
φ(Z)dνN =
∫
φ(Z)d SMPMpN +o(1).
All said, we have shown that
dBL
(
νN ◦ Z−1, SMPMpN ◦Z−1
)→ 0,
as N →∞ uniformly in ℓ.
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Now the theorem follows from Theorem 10.1 and the observation that pNlogλ N
→
1, provided that we show that there is no hˇ satisfying P ∗P hˇ = hˇ so that fˇ =∫
fˇ(x)m(dx) + hˇ− λfP hˇ, where p∗ and p are defined in (13) and (7) and
(Ph)(x) =
∑
x∈X
p(x, y)h(y) and (P ∗h)(x) =
∑
x∈X
p
∗(x, y)h(y).
Suppose that there were such an hˇ. Then by Theorem 10.1, we have that
W =
pN∑
i=1
λif
(
fˇ((vi, ki))−
∫
fˇdm
)
.
is uniformly bounded in N for SMPMpN -almost every path. As SMPMp has full
support on X ∗,p, for every p, we have that there is a C so that
sup
N>0
sup
(vi,ki)
pN
i=1
∈X ∗,pN
|W ((vi, ki)pNi=1)| < C.
Hence we also have that
sup
N>0
sup
(vi,ki)
pN
i=1
∈X ∗,pN
∣∣∣λ−pN−1f W ((vi, ki)pNi=1)∣∣∣ < C.
Observe that
λ−pN−1f W =
pN∑
i=1
λ
−(pN−i+1)
f (fˇ((vi, ki))−
∫
fˇdm).
Hence by Theorem 10.1 applied to the reversed chain with transition matrix p∗,
there must be an hˆ so that PP ∗hˆ = hˆ and fˇ =
∫
fˇdm + hˆ− λ−1f P ∗hˆ.
We now turn to characterizing those hˆ for which PP ∗hˆ = hˆ. First, we evaluate
PP ∗ : by equations (13) and (7)
pp
∗ ((a, j), (b, k)) =
∑
(c,ℓ)∈X
p ((a, j), (c, ℓ)) p∗ ((c, ℓ), (b, k))
=
∑
(c,ℓ)∈X
1 {θ(c)ℓ = a} ρˆ(c, ℓ)
λρˆ(a, j)
1 {θ(c)ℓ = b} σˆ(b, k)
λσˆ(c, ℓ)
.
Observe that this is nonzero if and only if a = b. Hence pp∗ is a block matrix, with
|A| many blocks, each of which is positive. Moreover, we have that pp∗ is right
stochastic, as it is the product of two right stochastic matrices, and hence
1 =
∑
(b,k)∈X
pp
∗ ((a, j), (b, k)) =
|θ(a)|∑
k=1
pp
∗ ((a, j), (a, k)) .
Thus each of these blocks is itself right stochastic. As a consequence, the eigenspace
of pp∗ with eigenvalue 1 has dimension |A| and is spanned by those functions
(a, j) 7→ h(a), where h : A → C is any function.
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Hence we have that hˆ(a, j) = h(a) for some function h. Evaluating P ∗hˆ, we have
P ∗hˆ(a, j) =
∑
(b,k)∈X
p
∗ ((a, j), (b, k))h(b)
=
∑
(b,k)∈X
1 {θ(a)j = b} σˆ(b, k)
λσˆ(a, j)
h(b)
= h(θ(a)j)
∑
(b,k)∈X
1 {θ(a)j = b} σˆ(b, k)
λσˆ(a, j)
= h(θ(a)j)
∑
(b,k)∈X
p
∗ ((a, j), (b, k))
= h(θ(a)j).
Therefore, we have that
fˇ(a, j) =
∫
fˇ(x)m(dx) + h(a)− λ−1f h(θ(a)j),
which contradicts the hypothesis on f that we assumed in the statement of the
proposition. 
7. Proof of coboundary proposition
Proof of Proposition 3.1. (i)⇔ (ii) : This follows from that (Xθ, T ) is minimal.
(iii)⇔ (iv) : This follows from the identities f(θ(a)j) = Sf (θ(a)<j+1)−Sf (θ(a)<j)
and Sf (θ(a)<1) = 0.
(i) ⇒ (iii) : By Proposition 6.1, if (iii) does not hold, then for a fixed point
u = u1u2 . . . , lim sup
N→∞
|Sf (u≤N)| =∞.
(iii) ⇒ (ii) : Let u be a fixed point. Then by (3), for each N there exists
(v1, k1), . . . , (vpN , kpN ) ∈ X so that
Sf (u<N ) =
pN∑
i=1
λi−1f Sf (θ(vi)<ki).
Then, since vi = θ(vi+1)ki+1,
Sf (u<N ) =
pN∑
i=1
λi−1f
[∫
A
f(c)n(dc) + h(vi)− λ−1f h(θ(vi)ki)
]
=
pN∑
i=1
[
λi−1f
∫
A
f(c)n(dc)
]
− λ−1f h(θ(v1)k1) + λpN−1f h(vpN ).
If λf 6= 1, then we are done. If λf = 1, one can find a ∈ A and k ∈ N so that
θk(a)1 = a. Then for 0 ≤ i ≤ k − 1,∫
A
f(c) n(dc) + h(θi(a)1)− h(θi+1(a)1) = 0.
Adding these sums, we have
∫
f(x) n(dx) = 0. Thus Sf(u≤N ) is bounded. 
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8. Proof of Theorem 3.4
Let u(a, k) = θk(a) for a ∈ A and k,N ∈ N. For n ≤ |u(a, k)|, define
ZNn (a, k) =

Sf (u(a, k)≤n)− logλ(N)
∫
A f(b)n(db), if λf = 1
Sf (u(a, k)≤n), otherwise.
Lemma 8.1. Let f be a left eigenfunction of M with eigenvalue λf having |λf | = 1
which is not a coboundary. For any Borel measurable set A ⊂ C (or R in the case
λf and f are real) let Φ(A) = P(Zf ∈ A). For any Borel-measurable set A ⊂ C
with Φ(∂A) = 0,
max
a∈A
k∈N:|u(a,k)|≥N
∣∣∣∣∣ 1N |{1 ≤ k ≤ N : Z
N
n (a, k)√
logλN
∈ A}| − Φ(A)
∣∣∣∣∣→ 0 as N →∞.
Proof. As A is finite, this follows directly from Proposition 6.1. 
Let M = |u(a, k)|. For n ≤M , define
Y Nn (a, k) =

−Sf(u(a, k)[M−n+1,M ])− logλ(N)
∫
A f(b)n(db), if λf = 1
−Sf(u(a, k)[M−n+1,M ]), otherwise.
Lemma 8.2. For any Borel-measurable set A ⊂ C with Φ(∂A) = 0, as N →∞
max
a∈A
k∈N:|u(a,k)|≥N
∣∣∣∣∣ 1N |{1 ≤ n ≤ N : Z
N
n (a, k)√
logλN
∈ A}| − 1
N
|{1 ≤ n ≤ N : Y
N
n (a, k)√
logλN
∈ A}|
∣∣∣∣∣→ 0.
(18)
Proof. Let M = |θk(a)|. Note that
−Sf (u(a, k)[M−n+1,M ]) = −Sf (u(a, k)) + Sf(u(a, k)[1,M−n])
= −λkff(a) + Sf (u(a, k)[1,M−n]).
Then
{1 ≤ k ≤M : Y
M
n (a, k)√
logλM
∈ A} = {1 ≤ k ≤M : Z
M
n (a, k)√
logλM
∈ A+ λ
k
ff(a)√
logλM
}
Thus, (18) holds along the subsequence Nk = |θk(a)| ↑ ∞. Given a substitution θ,
we can define a reverse substitution θ˜ by θ˜(a) = anan−1 · · · a1 for θ(a) = a1a2 · · ·an.
Since (18) holds along the subsequence Nk, if there exists a central limit theorem
with a drift for θ with eigenfunction f and there exists a central limit theorem
for θ˜ and −f , then one has the same drift for θ˜ and −f . Now we can see that
−Sf(u(a, k)[M−n+1,M ]) is a Birkhoff sum of −f on the substitution system associ-
ated to θ˜. By Lemma 8.1, for some Φ1 and Φ2,
max
a∈A
k∈N:|u(a,k)|≥N
∣∣∣∣∣ 1N |{1 ≤ k ≤ N : Z
N
n (a, k)√
logλN
∈ A}| − Φ1(A)
∣∣∣∣∣→ 0,
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max
a∈A
k∈N:|u(a,k)|≥N
∣∣∣∣∣ 1N |{1 ≤ k ≤ N : Y
N
n (a, k)√
logλN
∈ A}| − Φ2(A)
∣∣∣∣∣→ 0.
Since (18) holds along the subsequence Nk = |θk(a)| ↑ ∞, Φ1 = Φ2, so the proof is
completed. 
Proof of Theorem 3.4. We will prove for the case λf = 1. The proof for λf 6= 1 is
analogous. Let us consider prefix-suffix decomposition of v:
v = · · · θ2(p2)θ(p1)p0.c0s0θ(s1)θ2(s2) · · · (19)
Case I. If only finitely many si are non-empty, then for some a ∈ A and l, k ∈ N,
v[0,∞) = c0s0θ(s1) · · · θl(sl)u and u = limn→∞ θkn(a). For sufficiently large n,
Sf (v≤n) = Sf (u≤n) +O(1). Thus the result follows from Theorem 3.3.
Case II. Otherwise, define Nl = |c0s0θ(s1) · · · θl(sl)|. Note that Nl ↑ ∞. For any
positive integer N , we choose Nℓ such that Nl ≤ N < Nℓ+1. Then set av,N =
Sf (v[1,Nℓ]). Note that
Sf(v[1,n]) =

Sf (v[1,Nℓ])− Sf (v(n,Nℓ]), if n ≤ NℓSf (v[1,Nℓ]) + Sf (v(Nℓ,n]), if n > Nl.
Then
1
N
∣∣∣∣∣{1 ≤ n ≤ N : Sf (v[1,n])− av,N − logλ(N)
∫
A f(b)n(db)√
logλN
∈ A}
∣∣∣∣∣ (20)
=
Nℓ
N
1
Nℓ
∣∣∣∣∣{1 ≤ n ≤ Nℓ : −Sf (v(n,Nℓ])− logλ(N)
∫
A f(b)n(db)√
logλN
∈ A}
∣∣∣∣∣
+
N −Nℓ
N
1
N −Nℓ
∣∣∣∣∣{Nℓ < n ≤ N : Sf (v(Nℓ,n])− logλ(N)
∫
A f(b)n(db)√
logλN
∈ A}
∣∣∣∣∣ .
Fix ǫ > 0 small so that if M satisfies that ǫN ≤ M ≤ N , then logλNlogλM = 1 + O(ǫ)
and logλ
M
N = 1 +O(ǫ).
For any N we have the following three cases:
Case (i): ǫN ≤ Nℓ ≤ N and ǫN ≤ N −Nℓ ≤ N . If N is large enough so that Nℓ
is large,
−Sf (v(n,Nℓ])− logλ(N)
∫
A f(b)n(db)√
logλN
=
−Sf (v(n,Nℓ])− logλ(Nℓ)
∫
A f(b)n(db)√
logλNℓ
(1 +O(ǫ)) + oN (1).
So, from Lemma 8.2
1
Nl
∣∣∣∣∣{1 ≤ n ≤ Nℓ : −Sf (v(n,Nℓ])− logλ(N)
∫
A f(b)n(db)√
logλN
∈ A}
∣∣∣∣∣
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is as close as to Φ(A) for small ǫ and large N . Similarly,
1
N −Nℓ
∣∣∣∣∣{Nℓ < n ≤ N : Sf (v(Nℓ,n])− logλ(N)
∫
A f(b)n(db)√
logλN
∈ A}
∣∣∣∣∣
is also as close as to Φ(A). Thus (20) is close to Φ(A).
Case (ii) Nℓ < ǫN . Then
Nℓ
N
1
Nℓ
∣∣∣∣∣{1 ≤ n ≤ Nℓ : −Sf (v(n,Nℓ])− logλ(N)
∫
A f(b)n(db)√
logλN
∈ A}
∣∣∣∣∣ < ǫ.
Also N −Nℓ > (1 − ǫ)N ≥ ǫN . Using the same argument as in Case (i), one can
see that (20) is close to Φ(A).
Case (iii) N −Nℓ < ǫN . It is similar to Case (ii).
Now it remains to show equation (16). For almost every v, the prefix-suffix
decomposition (19) satisfies Case II above, thus av,N is given by av,N = Sf(v[1,Nℓ])
as above. Moreover we claim that there exists C0 such that for almost every v,
lim sup
ℓ→∞
logλ
Nℓ+1
Nℓ
logλ ℓ
< C0. (21)
Note that for some t > 0, there exists c > 0, denoting m = t/c ∈ N, such that
if logλ
Nℓ+1
Nℓ
> t, then sℓ−m, sℓ−m+1, . . . , sl are empty-word. Since the sequences
(pi, ci, si)i∈N0 are primitive homogeneous Markov chains, for some α > 0,
P
[
logλ
Nℓ+1
Nℓ
> t
]
< e−αt.
Choosing t = 2α log ℓ and applying Borel-Cantelli Lemma, the claim follows.
Now we see that
Sf (v[1,Nℓ]) = Sf (c0) + Sf (s0) + λfSf (s1) + · · ·+ λℓfSf (sℓ).
As Sf (v[1,Nℓ]) is an additive functional of the finite state Markov chain (pi, ci, si)i∈N0 ,
the law of iterated logarithm holds (see Theorem 10.1). If λf = 1, this implies there
is some C > 0
lim sup
ℓ→∞
|Sf (v[1,Nℓ)− ℓ
∫
A f(a)n(da)|√
ℓ log log ℓ
= C.
From (21), the desired conclusion holds. For general λf with |λf | = 1, a similar
argument completes the proof.

9. Proofs for |λf | 6= 1
We begin with the proof of Theorem 3.1.
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Proof of Theorem 3.1. Given N , one can find pN such that |θpN−1(a)| < N ≤
|θpN (a)|. We again define a function fˇ on X by fˇ(vi, ki) = Sf (θ(vi)<ki). Then we
again have that for any 1 ≤ K ≤ N, that
λfSf (u<K) =
pN∑
i=1
λif fˇ((vi, ki)),
where Ψa,pN (K) = (v1, k1)(v2, k2) . . . (vpN , kpN ).
For any natural number p, let Zp =
∑p
i=1 λ
i
f fˇ((vi, ki)), which is a function on
X ∗,p. We naturally embed X ∗,p as the initial coordinates of X ∗,∞, and thus also
consider Zp a function on X ∗,∞. Also let Z∞ =Wf =
∑∞
i=1 λ
i
f fˇ((vi, ki)), a function
on X ∗,∞. Observe that
sup
p≥1
sup
x∈X ∗,∞
|Zp(x)| <∞.
Moreover, we have that uniformly in p, for all n > p we have that
sup
x∈X ∗,∞
|Zp(x)− Zn(x)| ≪ |λf |p. (22)
Hence the same estimate holds for the difference of Zp and Z∞.
We will show that for any bounded uniformly continuous function φ∫
X ∗,p
φ(ZpN (x))νN (dx)→
∫
C
φ(Z∞(x))MPM∞(dx),
which will complete the proof. Exactly as in the proof of Proposition 6.1, using
(22) and Proposition 5.3, we have that∫
φ(ZpN )dνN =
∫
φ(ZpN )dMPMpN +o(1) =
∫
φ(ZpN )dMPM∞+o(1)
But by uniform continuity of φ and (22), we have that∫
φ(ZpN )dMPM∞ =
∫
φ(Z∞)dMPM∞+o(1),
so the proof is complete.

Proof of Theorem 3.2. Let p = p(ℓ) ∈ N be such that |θp−1(a)| < Nℓ ≤ |θp(a)|. For
every x = x1x2 · · ·xp ∈ X ∗,p, we have by Proposition 2.1 that
νNℓ ({x}) =
p∑
q=1
∑
1≤j<kq
SSIMp−q+1∗,(vq,j)
Nℓ
UPM(vq,j),p−q+1 ({x1x2 · · ·xp−q}) , (23)
(Caution: we have used the reversed path here), whereΨra(Nℓ) = (v1(ℓ), k1(ℓ))(v2(ℓ), k2(ℓ)) · · · .
We will begin by showing that as a measure on X∞, νNℓ converges. Let ν˜Nℓ be
a measure on X∞ given by the property that for any 1 ≤ K < Nℓ, ν˜Nℓ(Ψra(K)) =
νNℓ(Ψa,p(K)). It follows that for any cylinder [x] = [x1x2 . . . xp]
ν˜Nℓ([x]) = νNℓ(xpxp−1 . . . x1). (24)
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We will show that ν˜Nℓ ⇒ RMPMa,∞, which is equivalent to showing that for
any fixed cylinder [x] = [x1x2 . . . xk]
ν˜Nℓ([x])→ RMPMa,∞([x]). (25)
Recall by (5)
lim
p→∞
λ−p SSIMpx,y = σˆ(y)ρˆ(x).
Moreover, we have that
λ−p SSIMpx,y = σˆ(y)ρˆ(x) +O(e
−cp),
uniformly in x and y by Perron-Frobenius theory and (5).
By the convergence of Ψra(Nℓ), we therefore have that for every r ∈ N, there is
an ℓ0(r) sufficiently large so that for all ℓ > ℓ0
r∑
q=1
kq(ℓ)−1∑
j=1
SSIMp−q+1∗,(vq(ℓ),j)
λp
=
r∑
q=1
∑
1≤j<κq
σˆ((ρq , j))λ
1−q +O(e−cp + λ−r),
where we have used that 1 =
∑
x∈X ρˆ(x). Furthermore, we have that
p(ℓ)∑
q=r+1
kq(ℓ)−1∑
j=1
SSIMp−q+1∗,(vq(ℓ),j)
λp
= O(λ−r),
uniformly in Nℓ. By (23), we have that
Nℓ =
p∑
q=1
∑
1≤j<kq
SSIMp−q+1∗,(vq,j),
and hence
Nℓ
λp(ℓ)
=
r∑
q=1
∑
1≤j<κq
σˆ((ρq, j))λ
1−q +O(e−cp(ℓ) + λ−r),
uniformly in r for all ℓ > ℓ0(r). Define
R = lim
ℓ→∞
Nℓ
λp(ℓ)
=
∞∑
q=1
∑
1≤j<κq
σˆ((ρq, j))λ
1−q. (26)
Then a((v, k)) is given by
a((v, k)) =
1
R
σˆ((v, k))
∞∑
q=1
1 {v = ρq and k < κq}λ1−q ,
and from (26) and (23), (25) follows.
Recall that Uf(x) =
∑∞
i=1 λ
−i
f Sf (θ(vi)<ki). This is a bounded C-valued con-
tinuous function from X ∗,∞r under the product topology. Hence for any bounded
uniformly continuous function φ : C → R, by the definition of ν˜Nℓ ⇒ RMPMa,∞,
we have that
lim
ℓ→∞
∫
φ(Uf (x))ν˜Nℓ(dx) =
∫
φ(Uf (x))RMPMa,∞(dx)
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The remainder of the proof now proceeds in the same manner as the proof of
Theorem 3.1, with some minor changes. We define a function fˇ on X by fˇ(vi, ki) =
Sf (θ(vi)<ki). Then we have for any 1 ≤ K ≤ Nℓ,
λ
−p(ℓ)
f Sf (u<K) =
p(ℓ)∑
i=1
λ−if fˇ((vi, ki)),
where Ψra(K) = (v1, k1)(v2, k2) · · · .
For any natural number p, let Up =
∑p
i=1 λ
−i
f fˇ((vi, ki)), which is a function on
X ∗,∞r . Then we have that
sup
x∈X ∗,∞
|Up(x)− Uf (x)| ≪ λ−pf . (27)
Then we have that for any bounded uniformly continuous φ,
E(φ(λ
−p(ℓ)
f Sf (u<KNℓ ))) =
∫
φ(Up(ℓ)(x))ν˜Nℓ(dx)
=
∫
φ(Uf (x))ν˜Nℓ(dx) + o(1).
Hence we have shown that λ
−p(ℓ)
f Sf (u<KNℓ )⇒ Uf (x), with x distributed according
to RMPMa,∞ . As
N
logλ |λf |
ℓ
|λf |p(ℓ) =
λp(ℓ) logλ |λf |
|λf |p(ℓ)
N
logλ |λf |
ℓ
λp(ℓ) logλ |λf |
→ Rlogλ |λf |,
it follows that
Sf (u<KNℓ )
N
logλ |λf |
ℓ e
ip(ℓ) arg λf
=
|λf |p(ℓ)
N
logλ |λf |
ℓ
Sf (u<KNℓ )
λ
p(ℓ)
f
⇒ 1
Rlogλ |λf |
Uf(x),
and the proof is complete.

10. Appendix: CLT
In this section, we give a proof of the exact version of the Markov chain central
limit theorem that we will need. Let X1, X2, . . . be a primitive Markov chain on a
finite state space X with invariant measure π. Let P denote the probability measure
of this Markov chain on XN. Let p(x, y) be the transition matrix of the Markov
chain, i.e. p(x, y) = P(X2 = y |X1 = x). Hence, p(x, y) is a right stochastic matrix,
and π, its invariant measure, is the positive left Perron-Frobenius eigenvector of p
whose ‖ · ‖1 norm is 1.
We also define the reversed transition matrix p∗ given by p∗(x, y) = p(y,x)π(y)π(x)
which is also a right stochastic matrix. It is easily checked that if Yj = Xn−j+1
for j = 1, 2, . . . , n, then (Yj)
n
j=1 are n steps of a stationary Markov chain with
transition matrix p∗. Further, p∗ is the Hilbert space adjoint of p with respect to
the inner product on CX given by (f, g)π =
∑
x∈X f(x)g(x)π(x).
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We also define the operators P and P ∗ on CX by (Ph)(x) =
∑
x∈X p(x, y)h(y)
and (P ∗h)(x) =
∑
x∈X p
∗(x, y)h(y). Let FN = σ(X1, X2, . . . , XN ), the σ-algebra
generated by the first N states of the Markov chain. Then we have that for any
N ∈ N, (Ph)(XN ) = E(h(XN+1)|FN ).
Theorem 10.1. Let f : X → C and λ ∈ C with |λ| = 1. Then either
(1) If there is a function h : X → C satisfying P ∗Ph = h and f = ∫ f dπ+h−
λPh then we have
sup
N∈N
∣∣∣∣∣
N∑
i=1
λi(f(Xi)−
∫
fdπ)
∣∣∣∣∣ ≤ 2‖h‖∞
almost surely.
(2) Otherwise, if there is no such function, we have that
1√
N
(
N∑
i=1
λi(f(Xi)−
∫
fdπ)
)
⇒ Z,
where Z has a complex normal distribution with E|Z|2 > 0. If λ ∈ R and
f : X → R, then Z is a real normal distribution. If λ 6∈ R, then real and
imaginary parts of Z are independent and have identical variance. Further,
we always have that
E|Z|2 = E|g(X1)|2 +
∞∑
k=2
2Eℜ[λk−1g(X1)g(Xk)],
where g(x) = f(x)−∫ f dπ. Finally, we have that there is a constant C > 0
so that with probability 1
lim sup
N→∞
∣∣∣∑Ni=1 λi(f(Xi)− ∫ fdπ)∣∣∣√
N log logN
= C.
Proof. We will use the martingale central limit theorem to prove the convergence
(see [10, Theorem 3.2]). To do so, we will show that YN =
∑N
i=1 λ
ig(Xi) is nearly
a martingale. The first step towards doing so is to show that there is a function
h(x) so that g(x) = h(x)−λ(Ph)(x). Because p is a primitive stochastic matrix, it
has Perron-Frobenius eigenvalue 1, and its other eigenvalues have modulus strictly
less than 1. Hence, if λ 6= 1, then I − λP is invertible, so one can find a unique
h(x). If λ = 1, then the space W of r(x) with
∫
r(x)π(dx) = 0 is ℑ(I − P ) since
(i) W has dimension |X | − 1,
(ii) ℑ(I − P ) has dimension |X | − 1 by considering eigenvalues of p,
(iii) ℑ(I − P ) ⊂W :∫
h(x)π(dx) −
∫
(Ph)(x)π(dx) = Eh(X1)− E(E(h(X2)|F1)) = 0.
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Note that the kernel of I − P is just the constant functions, and hence we may
choose h(x) to have
∫
h dπ = 0. Having made this choice, h is uniquely determined.
Notice that in the case that λ 6= 1, we have that h satisfies this condition as well.
Let ZN =
∑N−1
i=1 λ
i+1[h(Xi+1)− (Ph)(Xi)]. Note that
YN = ZN + λh(X1)− λN+1(Ph)(XN ).
Also we can see that ZN is a martingale:
E(ZN+1|FN ) = ZN + λN+1E(h(XN+1)− (Ph)(XN )|FN ) = ZN .
Furthermore,
E|ZN |2 =
N−1∑
i=1
E|h(Xi+1)− (Ph)(Xi)|2 = (N − 1)E|h(X2)− (Ph)(X1)|2
by the orthogonality of martingale increments. We now show that this variance is
0 if and only if the function h satisfies P ∗Ph = h. If the variance is 0, then we
have that ZN almost surely vanishes, and so the first conclusion of the theorem
follows from the definition of YN . Conversely if E|h(X2) − (Ph)(X1)|2 6= 0, the
second conclusion of the theorem follows immediately from the martingale central
limit theorem and the law of iterated logarithm for martingales [19].
We now expand the squares to get
E|h(X2)− (Ph)(X1)|2 = E(h(X2)− (Ph)(X1))(h(X2)− (Ph)(X1))
= E|h(X1)|2 − E|(Ph)(X1)|2
= (h, h)π − (Ph, Ph)π (28)
= ((I − P ∗P )h, h)π .
In the second equality, we have used that
E(h(X2)(Ph)(X1)) = E(E(h(X2)|F1)(Ph)(X1))
= E((Ph)(X1)(Ph)(X1))
= E|(Ph)(X1)|2.
The operator I −P ∗P is Hermitian positive semidefinite, and hence the variance is
0 if and only if (I−P ∗P )h = 0. In the case that λ 6= 1, the solution to (I−λP )h = g
is unique, and hence we are done as this the only possible h that could satisfy the
criterion in (1). If λ = 1, the collection of h′ for which (I − λP )h′ = g just differ
from h by constant functions. Hence, P ∗Ph′ = h′ if and only if P ∗Ph = h. It
remains to show the formula for the limiting variance of Z. We have that
E|Z|2 = lim
N→∞
E|ZN |2
N
= E|h(X2)− (Ph)(X1)|2.
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By (28), we therefore have that
E|Z|2 = (h, h)π − (Ph, Ph)π
= (h− λPh, h)π + (λPh, h− λPh)π
= (g, h)π + (λPh, g)π
=
(
((I − λP ∗)−1 + λP (I − λP )−1)g, g)
π
.
These inverses always exist on the space of functions W . Expanding the inverses
as Neumann series, we arrive at
E|Z|2 = (g, g)π +
∞∑
k=1
[
(λ
k
P ∗kg, g)π + (λkP kg, g)π
]
.
The desired formula for the variance now follows using the identities P kg(x) =
E [g(Xk+1)|X1 = x] and P ∗kg(x) = E [g(X1)|Xk+1 = x] .
To show that the real and imaginary parts of Z are independent and have the
same variance in the case λ 6∈ R, observe that, again by the orthogonality of mar-
tingale increments,
EZ2N =
N−1∑
i=1
Eλ2(i+1)(h(Xi+1)− (Ph)(Xi))2 = E(h(X2)− (Ph)(X1))2
N−1∑
i=1
λ2(i+1).
In particular, if λ 6∈ R, we have that
EZ2 = lim
N→∞
EZ2N
N
= 0.
This means that
0 = EZ2 = E(ℜZ)2 − E(ℑZ)2 + 2iE(ℜZℑz).
As (ℜZ,ℑZ) are jointly Gaussian and their covariance is 0, they are independent.
Further, the variances of the real and imaginary parts match.

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