When the Neural Network model is used to interpolate the non-circular curves, there are shortcomings of converging slowly and getting into the local optimum easily. A novel numerical control interpolation algorithm based on the GA (Genetic Algorithms) and NN (Neural Network) was introduced for the ultra-precision machining of aspheric surfaces. The algorithm integrated the global searching of GA with the parallel processing of NN, enhanceed the convergence speed and found the global optimum. At the end, the quintic non-circular curve was taken as an example to do the emulation and experiment. The results prove that this algorithm can fit the non-circular curve accurately, improve the precision of numerical control interpolation and reduce the number of calculating and interpolation cycles.
Introduction
In the numerical control system of the aspheric surface ultra-precision machining, the interpolation is the most essential subprogram to produce machining path, and decides the precision and the maxim feed rate of numerical control machine. Recently, with the ability of parallel processing and simulating any non-circular curves, the NN is often used to interpolate aspheric surface [1, 2] . But during the NN training, there are the problems of converging slowly and getting into the local optimum easily, so a novel numerical control interpolation algorithm, which integrates the GA with NN to interpolate the non-linearity curves, is introduced to solve the problems.
Because the GA has the global searching ability, it can find the optimum quickly in the complicated, having many peak values, or non-differentiable large vector space. The problems of converging slowly and getting into the local optimum easily of NN are solved accordingly.
GA and NN Model
Because the NN can map the non-linearity curves, and a three-layer feed-forward neural network can map any curves theoretically [2] , this project has created a three-layer BP (Error Back Propagation) Neural Network to fit the aspheric curve. The common training method of BP NN is BP algorithm, but as a gradient descent searching method, it usually has the slow convergence speed, and can't find the global optimum in searching the complicated, having many peak values or non-differentiable space. In order to solve these problems, the method of taking the GA to optimize the weights and thresholds of BP NN firstly and then taking the BP algorithm to train them is adopted.
The NN Model of the Numerical Control Interpolation. For the non-linear curves, after the shape of curves and the feed rate of the numerical control machine having been decided, the interpolation information of coordinate values and figures in every interpolation cycle can be expressed as a non-linear function of the former cycle information, so the non-linear model can be created with the NN model.
The structure of the NN is 2-6-4 BP NN, as shown in Fig. 1 ; it includes the input layer, the hidden layer and the output layer. The input layer has two nodes x k-1, y k-1 , which are the r k ; x k , y k are the interpolation coordinate values in the current interpolation cycle, θ k is the included angle between the symmetry axis and the normal vector of the workpiece, r k is the curvature radius of the curve. The excitation function of the hidden layer is the sigmoid function f(x)=1/(1+exp(-x)), the excitation function of the output layer is the linear function. Fig.1 The structure of the NN GA Optimizing the Weights and Thresholds of the BP NN. The GA is a global search procedure that searches from one population (the first generation from which the genetic algorithm will begin its search for the optimum) of the optimal values to another. The evolvement steps of the GA are as follows:
(1) Coding: The above built structure of the NN must be coded according to the requirements of the GA, the weights between input layer and hidden layer, the weights between hidden layer and output layer, and the thresholds in the hidden layer and the thresholds in the output layer are expressed as an one-dimension array, as shown in Eq. 1:
matrix between the input layer and the hidden layer;
V i is the weight matrix between the hidden layer and the output layer; b i is the threshold matrix of the hidden layer; r i is the threshold matrix of the output layer. The M i is a chromosome in the GA, the number of the chromosome is p, also is the size of the population.
The above 4 matrixes are changed into chromosome cluster in order to use the GA to optimize the weights and thresholds of the BP NN. The created chromosome cluster is shown in Fig. 2 .
Fig.2 The chromosome cluster of weights and thresholds
The coding method is real number coding instead of binary valued coding. The chromosome codes are used directly without any transformation in the real number coding. It is more available to the function optimization, so the error is not produced during the decoding, and the real number coding can also increase the calculation precision and speed.
(2) Fitness Calculation: The object function of NN can be expressed as the whole error based the weighting vector and the threshold vector, as shown in Eq. 2.
is the standard output, y l (p) is the fact output. P is the input pattern number; m is the nerve cell number of the output.
Because the intent of the GA is to minimize the objective function, the fitness function of the GA can be decided by the objection function of the NN, and built fitness function is shown as Eq. 3.
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(3) GA Selection: Selection calculation is a process of population updating. The roulette wheel method is used to select the chromosome. The chromosome is ranked according to the fitness function value firstly, and then the probability of the ranked chromosome is calculated by selection probability formula.
(4) GA Crossover: First, the parental individuals are selected according to the crossover probability and are randomly grouped into pairs, then use the arithmetic crossover, i.e. in linear method to create the filial generation individuals. After this, they input the filial generation individuals to the corresponding NN to evaluate the performance. For the same pair parental individuals, crossing many times is allowed in order to get the best filial generation individuals. In the crossover, if a filial generation individuals or both two are more excellent than the corresponding parental individuals, the filial generation individuals will replace the parental individuals, or else, they use the same method to do the next crossover for the parental individuals.
(5) GA Mutation: According to the mutation probability, the parental individuals are selected to mutate, at the same time, the vectors d 1 and d 2 that have the same dimension with the weights and thresholds is created randomly as the mutation directions to mutate, this process will continue until the original population evolves into a generation that will best solve the optimization problem and get the global optimal solutions. (6) Termination Condition: If the evolvement step reaches the defined generation number and the result is ideal, the evolvement results will be output, or else, the evolvement step will be updated.
Emulation
Emulation parameters. Considering the forecast accuracy and the convergence speed, the ultimate training time, the study speed and the object error of the NN will be decided. The original weights and the thresholds can't be considered in the NN, because the NN takes the weights and the thresholds optimized by GA as the original values. The parameters of the NN are as follows:
Study speed η is 0.3; Object error e is 0.0001; ultimate epoch is 300. The controls parameters of the GA as follows:
Population size N is 55; Crossover probability p m is 0.07; Termination generation number T is 300; original weights and thresholds is the random values that from -1 to 1. The equation of a quintic non-circular curve is 2 3 4 5 5 6 0.33 0.09 z x x x x x = + + − + Emulation results. The optimization process of the GA is shown in Fig. 3 , the BP algorithm uses the optimal solutions of the GA to train the error is shown in Fig. 4 , and the error curve of the interpolation is shown in Figure. Table 1 . The minimum of the GA-BP algorithm is smaller than the BP algorithm, but the maximum of the GA -BP algorithm is bigger than the BP algorithm, and the training epoch of the BP algorithm is more than the GA-BP algorithm. According to the emulation results listed in Table 1 , BP algorithm tends to converge to local optimum, as well as the GA-BP algorithm is a global searching method and minimizes the error.
Table1 Comparison of training results
The curve information and the interpolation error of GA-BP interpolation algorithm and the traditional arc interpolation algorithm are given in Table 2 . It demonstrates the GA-BP interpolation can provide much curve information and makes the interpolation error smaller than the traditional arc interpolation algorithm. According to interpolation data obtained by the training of the GA-BP algorithm, the fact interpolation error can be calculated by using the error formula that was stated in Eq. 2, the maximum interpolation error of the GA-BP is 1.45nm in the range from 0mm to 20mm.
Experiment
In order to examine the practicability of GA-BP algorithm, the aspheric surface is ground. The experimental equipment is the amended sub-micron machine that is developed by Harbin Institute of Technology, and the material is GCr15 bearing steel. The machined aspheric surface workpiece is shown in Fig. 6 , and the form accuracy of the machined workpiece is 1.1517µm, as shown in Fig. 7 . interpolate the aspheric surface, it can obtain much interpolation information through the original information to control the path of the wheel, reduce the interpolation error of aspheric surface during the machining, and improve the form accuracy accordingly.
