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GENERALIZED HARMONIC KOEBE FUNCTIONS
A´LVARO FERRADA-SALAS AND MARI´A J. MARTI´N
Abstract. We present a family of sense-preserving harmonic mappings in the
unit disk related to the classical generalized (analytic) Koebe functions. We
prove that these are precisely the mappings that maximize simultaneously the
real part of every Taylor coefficient as well as the growth and distortion of
functions in affine and linear invariant families of complex-valued harmonic
functions.
Introduction
Let S be the family of all univalent (one-to-one) analytic mappings ϕ in the unit
disk D with the normalizations ϕ(0) = 1− ϕ′(0) = 0.
It was as early as 1916 when Bieberbach [1, 2] proved that the second Taylor
coefficient of any function in the class S is bounded by 2 and conjectured that the
bound for the n-th Taylor coefficient of mappings in S should be n. The Bieberbach
conjecture was proved by De Branges [3] in 1985. The Koebe mapping
(1) k(z) =
z
(1− z)2
, z ∈ D ,
belongs to S and has Taylor series expansion
k(z) = z +
∞∑
n=2
nzn .
Hence, the bound n for the n-th Taylor coefficient of functions in S is sharp.
Notice that since whenever λ ∈ ∂D and ϕ ∈ S, the rotation ϕλ defined by
ϕλ(z) = λϕ(λz) ∈ S, the problem of maximizing the modulus of the n-th Taylor
coefficient of functions in S is equivalent to the problem of maximizing the real part
of such coefficient. In the latter case (as it is explained in [6, Sec. 2.9]), by the use
of a variational technique, Marty [14] proved that the relation
(2) (n+ 1)an+1 = 2a2an + (n− 1) an−1
must be satisfied by the coefficients of each mapping ϕ ∈ S whose n−th Taylor
coefficient has maximum real part. By denoting the n-th Taylor coefficient of a
function ϕ ∈ S by an(ϕ), we see that the Koebe function (1) has the property that
sup
ϕ∈S
Re{an(ϕ)} = Re{an(k)} = an(k)
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for all n ≥ 2. Obviously, the Koebe mapping satisfies Marty’s relation (2) for all n.
The variational method used by Marty to obtain (2) works more generally in
the setting of linear invariant families ; this is, families of locally univalent analytic
functions ϕ in the unit disk normalized as above and which are closed under the
transformation
Kζ(z) =
ϕ
(
ζ + z
1 + ζz
)
− ϕ(ζ)
(1− |ζ|2)ϕ′(ζ)
, ζ ∈ D.
Several important properties, such as growth, covering, and distortion are deter-
mined by the order of a linear invariant family F defined by
α(F ) = sup
ϕ∈F
|a2(ϕ)| = sup
ϕ∈F
Re{a2(ϕ)} .
We refer the reader to the works [15, 16], where Pommerenke studies and carries
through a detailed analysis of linear invariant families. We would also like to
mention [9, Ch. 5] as a good reference on the topic.
Explicit examples of linear invariant families are the class S defined above (see
the books [6] or [17] for more details related to this class) and also the family FM
of all normalized locally univalent analytic functions in the unit disk satisfying
sup
|z|<1
|Sϕ(z)|(1− |z|2)2 ≤M ,
where Sϕ is the Schwarzian derivative of ϕ:
Sϕ =
(
ϕ′′
ϕ′
)′
−
1
2
(
ϕ′′
ϕ′
)2
.
Regarding these families FM , Pommerenke [15] proves that
sup
ϕ∈FM
|a2(ϕ)| =
√
1 +
M
2
.
It is a straightforward calculation to show that given M ≥ 0, the function
(3) ka(z) =
1
2a
[(
1 + z
1− z
)a
− 1
]
, |z| < 1 ,
where a =
√
1 +M/2 , belongs to FM and satisfies
1
2
|k′′a(0)| =
√
1 +
M
2
.
These functions ka are called generalized Koebe functions and they are known
to be extremal for a number of problems (see, for instance, [8, Ch. 11] or [13]).
In particular, in the next proposition we point out explicitly one property satisfied
by ka. Though the proof is not difficult and the result is probably known to the
experts, we have not been able to find an explicit reference. We include it here for
the sake of completeness.
Proposition 1. Let F be a linear invariant family of analytic functions in the unit
disk. Assume that there exists a function Φ ∈ F such that for all positive integer
n, n ≥ 2,
sup
ϕ∈F
Re{an(ϕ)} = Re{an(Φ)} .
Then, Φ = ka, where a is the order of F .
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Proof. In order to simplify the notation, let us use An to denote the Taylor
coefficients of Φ; this is An = an(Φ). We first note that all the coefficients An
must be non-negative real numbers since, otherwise, we could use a rotation of
the form Φλ(z) = λΦ(λz) (with appropriate λ ∈ ∂D that could depend on n) to
obtain another function in F with bigger Taylor coefficient than that of Φ. In fact,
the coefficient A2 is strictly positive since it coincides with the order of F and, as
Pommerenke showed in [15], the order of any linear invariant family of analytic
functions is always greater than or equal to 1.
Now, using the assumption that Φ maximizes the real part of any Taylor coeffi-
cient, we get that the Marty relation (2) holds for all n ≥ 1. Hence, using also that
An ∈ R, we have that for all such n,
(n+ 1)An+1 = 2A2An + (n− 1)An−1 .
Therefore, we obtain
Φ′(z) = 1 +
∞∑
n=2
nAnz
n−1
= 1 +
∞∑
n=1
(n+ 1)An+1z
n
= 1 + 2A2
∞∑
n=1
Anz
n +
∞∑
n=1
(n− 1)An−1z
n
= 1 + 2A2Φ(z) + z
2Φ′(z) .
Thus, Φ solves the linear differential equation
(4) (1− z2)φ′(z) = 1 + αφ(z) , z ∈ D ,
with α = 2A2. Using basic techniques for solving linear differential equations of
first order, it is easy to see that the (unique) solution to (4) with initial datum
φ(0) = 0 is φ = ka with a = α/2 = A2. This ends the proof. 
Notice that Proposition 1 can be re-stated as follows:
The unique possible function maximizing the real part of every Tay-
lor coefficient of functions in a linear invariant family of analytic
mappings in D is a generalized Koebe function of the form (3).
In this paper, we will determine what are the harmonic functions maximizing
the Taylor coefficients in affine and linear invariant families of harmonic mappings
in the unit disk. In other words, we will obtain an analogue of Proposition 1 in
the harmonic setting. We will see that those functions (we call them generalized
harmonic Koebe functions) for which the real part of any Taylor coefficient is max-
imum among all the mappings in affine and linear invariant families can be defined
via the method of ‘shear construction’ developed by Clunie and Sheil-Small [5].
The analytic generalized Koebe functions of the form (3) will play an important
role in the construction too.
1. Background
Note that since the unit disk D is simply connected, any complex-valued har-
monic mapping f in D has a canonical decomposition f = h+ g, where h and g are
analytic in D. Following [5], we call h the analytic part of f and g the co-analytic
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part of f . The harmonic mapping f is analytic if and only if g is constant. A
harmonic mapping f = h+ g is sense-preserving if it has positive Jacobian; this is
if h′ does not vanish in the unit disk and the (second complex) dilatation ω = g′/h′
has the property that |ω| < 1 in D. We refer the reader to the book by Duren [7]
for an excellent exposition on harmonic mappings.
1.1. Affine and linear invariant families of harmonic mappings. Let FH be
a family of sense-preserving harmonic mappings f = h + g in D, normalized by
h(0) = g(0) = 0 and h′(0) = 1. The family is said to be affine and linear invariant
if it closed under Koebe transforms
(5) Kζ(f)(z) =
f
(
z + ζ
1 + ζz
)
− f(ζ)
(1− |ζ|2)h′(ζ)
, |ζ| < 1 ,
and affine changes
(6) Aε(f)(z) =
f(z)− εf(z)
1− εg′(0)
, |ε| < 1 .
We remark that we are assuming that all the members in an affine and linear
invariant mapping of harmonic functions are sense-preserving harmonic mappings
in the unit disk.
For a given affine and linear invariant family of harmonic mappings FH , we use
F 0H to denote the subset of functions f = h + g ∈ FH satisfying g
′(0) = 0. Note
that F 0H is not an affine and linear invariant family in general.
Sheil-Small [18] offers a deep study of affine and linear invariant families FH of
harmonic mappings in D. The order of the affine and linear invariant family, given
by
α(FH) = sup
f=h+g∈FH
|a2(h)| =
1
2
sup
f=h+g∈FH
|h′′(0)| ,
plays once more a special role in the analysis.
A special example of affine and linear invariant family is the class SH of (nor-
malized) sense-preserving harmonic mappings which are univalent in the unit disk
(see [5] and [7, Ch. 5]). Also, in [11], the authors introduce a definition for the
Schwarzian derivative Sf for locally univalent harmonic mappings. Using this defi-
nition for the Schwarzian derivative, it is proved in [4] that the family FMH of sense-
preserving harmonic mappings f = h + g in D, with h(0) = g(0) = 0, h′(0) = 1
and ||Sf || ≤M , is affine and linear invariant.
1.2. Harmonic Marty relations. As mentioned in [7, p. 101], a slight modifi-
cation of the Marty variation in the analytic case leads to analogues of the Marty
relation (2) for harmonic mappings. We refer the reader to [7, Sec. 6.5] for a proof
of the fact that whenever FH is an affine and linear invariant family of harmonic
mappings and there is a function f = h+ g ∈ FH with
h(z) = z +
∞∑
n=2
anz
n and g(z) =
∞∑
n=2
bnz
n
that maximizes the real part of the n-th Taylor coefficient of analytic parts of
functions in F 0H , then
(7) (n+ 1)an+1 = 2a2an + 2b2bn + (n− 1)an−1
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must hold. Similarly, if f has a coefficient bn of maximum real part, then
(8) (n+ 1)bn+1 = 2a2bn + 2b2an + (n− 1)bn−1 .
Perhaps at this point we should stress that as long as a given function f = h+g ∈
F 0H (with h and g as above) has a coefficient an (resp. bn) of maximum real part,
then indeed, an (resp. bn) must be a non-negative real number since, otherwise, we
can consider the function fλ defined by
fλ(z) = λf(λz) = λh(λz) + λg(λz) ,
with an appropriate λ, |λ| = 1, to get another function in F 0H with bigger coeffi-
cient(s) than those of f .
1.3. The shear construction. An effective and beautiful way of constructing
sense-preserving univalent harmonic mappings in the unit disk is the so called shear
construction introduced in the paper [5] by Clunie and Sheil-Small. It is based on
the following result. Recall that a function f is convex in the θ direction (0 ≤ θ < π)
if the intersection of the domain f(D) with every line parallel to the line through 0
and eiθ is connected.
Theorem A. Let f = h + g be a locally univalent harmonic mapping in the unit
disk. Then it is univalent and convex in the θ direction if and only if the analytic
function h− e2iθg is univalent and convex in the θ direction.
The method of constructing univalent harmonic mappings using the shear con-
struction can be, then, stated as follows. Consider any analytic function ϕ in D
which maps the unit disk onto a domain convex in the direction θ. Also, let ω be
any analytic function in the unit disk with ω(D) ⊂ D. The harmonic shear in the
θ direction of the function ϕ with dilatation ω is the harmonic function f = h+ g,
where h and g solve the linear system of equations{
h− e2iθg = ϕ
g′/h′ = ω
, h(0) = g(0) = 0 .(9)
In [5], the authors gave two explicit examples of univalent harmonic mappings
in D produced using this shear construction: the harmonic Koebe function and the
half-plane harmonic mapping.
The harmonic Koebe function is defined by K = H +G, where
H(z) =
z − 12z
2 + 16z
3
(1− z)3
and G(z) =
1
2z
2 + 16z
3
(1− z)3
(z ∈ D) .
Note that H and G are the solution of the linear system of equations{
H(z)−G(z) = k(z)
G′(z)/H ′(z) = z
, z ∈ D ,
with H(0) = G(0) = 0. In other words, the harmonic Koebe function coincides with
the horizontal shear (that is, the shear in the 0 direction) of the classical analytic
Koebe function with dilatation ω(z) = z.
The second example constructed in [5] using the shear construction is the half-
plane harmonic mapping L = h + g. It is the vertical shear (the shear in the π/2
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direction) of the function ℓ(z) = z/(1 − z) with dilatation ω(z) = −z. That is, h
and g solve the linear system{
h(z) + g(z) = ℓ(z)
g′(z)/h′(z) = −z
, z ∈ D ,
h(0) = g(0) = 0.
We finish this section by pointing out that according to Theorem A, the harmonic
shear obtained by solving the system (9) in the case when the function ϕ is convex
in the θ direction is univalent. It is not difficult to check that in the more general
case when the function ϕ is just supposed to be locally univalent, the solution
(h, g) to the linear system (9) produces a sense-preserving (hence, locally univalent)
harmonic function f = h+ g.
2. Generalized harmonic Koebe functions
Let a be any complex number different from 0 and consider the generalized Koebe
function ka as in (3); this is,
ka(z) =
1
2a
[(
1 + z
1− z
)a
− 1
]
(z ∈ D) ,
where the branch of the logarithm is chosen so that log 1 = 0 in(
1 + z
1− z
)a
= exp
(
a log
1 + z
1− z
)
.
Note that since
k′a(z) =
(
1 + z
1− z
)a
·
1
1− z2
,
all these functions ka are locally univalent in the unit disk. Moreover, the limit (in
compact subsets of D) of the functions ka as a→ 0 coincides with
(10) k0(z) :=
1
2
log
1 + z
1− z
,
a function that turns out to be univalent in D.
Hille, using generalized Koebe functions with a = iε, where ε is a real number
with modulus small enough, proved that the constant 2 in the well-known criterion
of univalence in terms of the Schwarzian derivative due to Nehari is sharp (see [12]).
Indeed, in this paper [12] Hille proves that ka is univalent if and only if either a
or −a belong to the (closed) disk centered at the point z = 1 and with radius 1.
This implies, in particular, that for real values of a, ka is univalent if and only if
−2 ≤ a ≤ 2. (Note that k2 equals the Koebe function (1).)
In order to define an appropriate analogue of generalized Koebe functions in the
harmonic setting, it seems to make sense to consider mappings K = h+g produced
by the shear (in some direction θ) of ka. The following proposition somehow justifies
this election. Recall that by Proposition 1, we know that if a function ϕ in a
linear invariant family of analytic functions maximizes the real part of every Taylor
coefficient of functions in the family, then ϕ is a generalized Koebe function ka for
some positive real number a. We should point out that, in principle, Proposition 2
below cannot be directly proved using Proposition 1 since it is not clear that the
family of analytic functions {h + λg : h + g ∈ F 0H} has to be, in general, a linear
invariant family.
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Proposition 2. Let FH be an affine and linear invariant family of (normalized)
sense-preserving harmonic mappings. Consider a complex number λ with |λ| = 1
and assume that there is a function f0 = h0 + g0 ∈ F
0
H such that
(11) sup
f=h+g∈F 0
H
Re{an(h) + λbn(g)} = an(h0) + λbn(g0)
for all n ≥ 2. Then, h0 + λg0 equals the generalized analytic Koebe function ka as
in (3) with a = a2(h0) + λb2(g0).
Proof. Using the normalizations of functions in FH , it is obvious that (11) holds
for n = 0 and n = 1. We use An and Bn to denote the coefficients an(h0) and
bn(g0), respectively. Note that our hypotheses shows that for all n ≥ 0, An + λBn
is a non-negative real number.
Take an arbitrary point ζ ∈ D and consider the transformations (5) and (6) to
produce the mappings
fζ = Aωζ(0)(Kζ(f0)) = h
∗
ζ + g
∗
ζ
that belong to F 0H since FH is affine and linear invariant. Here we are using ωζ to
denote the dilatation of the function Kζ(f0).
As it is shown on [7, p.102], the Taylor coefficients a∗n and b
∗
n of h
∗
ζ and g
∗
ζ ,
respectively, satisfy
a∗n = An + [(n+ 1)An+1 − 2A2An]ζ − [2B2Bn + (n− 1)An−1]ζ + o(|ζ|)
and
b∗n = Bn + [(n+ 1)Bn+1 − 2B2An]ζ − [2A2Bn + (n− 1)Bn−1]ζ + o(|ζ|) .
Using the extremal property of f0, we get
Re{a∗n + λb
∗
n} ≤ Re{An + λBn} = An + λBn .
By arguing as in [7, p. 102], and using also that for all n ≥ 0 we haveAn + λBn =
An+λBn and that |λ| = 1, we obtain that the following equality must hold for the
coefficients An and Bn, n ≥ 1:
(n+ 1)(An+1 + λBn+1) − (n− 1)(An−1 + λBn−1)
= 2(A2 + λB2)(An + λBn) .(12)
In particular, we see that zn = An + λBn is a real number for all n ≥ 1. Since, by
hypotheses, wn = An + λBn is a real number as well, we obtain (just subtracting
both numbers) that Im{λBn} = 0. This shows that λBn and (hence An too) are
real numbers for all such values of n. Therefore, we can re-write (12) as
(n+ 1)(An+1 + λBn+1) − (n− 1)(An−1 + λBn−1)
= 2(A2 + λB2)(An + λBn)
and using the same arguments as in the proof of Proposition 1 we see that h+λg =
kA2+λB2 , as was to be shown. 
Harmonic shears of generalized Koebe functions have already been considered in
the literature. For instance, as was explained above, the harmonic Koebe function
K is the horizontal shear of the analytic Koebe mapping k = k2 with dilatation
ω(z) = z. The half-plane harmonic mapping, L, equals the shear in the vertical
direction of k1 with dilatation ω(z) = −z. Indeed, vertical shears of k1 with dilata-
tion ω(z) = −ηz (where η is a complex number of modulus 1) coincide with the
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functions F (z, η) defined on [10, p. 158], which turn out to be extreme points of
an important family related to functions mapping the unit disk onto the half-plane
H = {z : Re{z} > −1/2}. Harmonic shears of k0 have been proved to have also
interesting properties (see [10, Sec. 2]). Moreover, every generalized analytic Koebe
function ka equals the shear (in any direction) of ka itself with dilatation ω ≡ 0.
It was proved in [4] that the functions f(= fa,R) = h+ g defined by
(13)
{
h− g = ka
ω = g′/h′ = lR
, h(0) = g(0) = 0 ,
where for 0 < R < 1 the lens-map lR is defined by
lR(z) =
(
1+z
1−z
)R
− 1
(
1+z
1−z
)R
+ 1
, |z| < 1 ,
are extremal mappings for the problem of maximizing the real part of the second
Taylor coefficient of h for f = h+g ∈ (FMH )
0, where FMH is the family of normalized
harmonic mappings with Schwarzian norm bounded byM mentioned in Section 1.1.
As we shall see below, the election of the mapping lR as the dilatation in the system
(13) will produce interesting properties for the harmonic shear f = h+ g obtained
from the solution of this system. Indeed, we should also mention the close relation
between the lens-maps and the generalized analytic Koebe functions. Concretely,
as the reader may check, for any value of R, 0 < R < 1,
lR =
RkR
1 +RkR
.
To unify the notation, write ℓ0 ≡ 0 and ℓ1(z) = z in the unit disk. Motivated by
all the facts mentioned (Proposition 2 included), we define a generalized harmonic
Koebe function KH = KH(λ, a, µ,R), where |λ| = |µ| = 1, 0 ≤ R ≤ 1, and a is any
complex number, as the function KH = h+ g, where h and g solve the system
(14)
{
h− λg = ka
ω = g′/h′ = µlR
, h(0) = g(0) = 0 .
It is easy to see that the solution (h, g) of (14) exists for any values of λ, µ,
R, and a as above and gives rise to a sense-preserving (hence locally univalent)
harmonic mapping KH = h+ g.
In the remaining part of the paper, we will focus on analyzing the properties of
these generalize harmonic Koebe functions in the cases when the parameters λ, µ,
and a are real numbers. Note that in this case, different symmetry properties come
out. For instance, since for any real number a and for any 0 ≤ R ≤ 1 we have
k−a(z) = −ka(−z) and lR(z) = −lR(−z), it is easy to check that
(i) KH(1, a, 1, R) = KH(−1, a+R, 1, R) .
(ii) KH(−1, a,−1, R) = KH(1, a+R,−1, R) .
(iii) KH(λ,−a, µ,R)(z) = −KH(λ, a,−µ,R)(−z) .
These symmetries show, in particular, that we can restrict ourselves to the analysis
of generalized harmonic Koebe functions of the form K(1, a, 1, R), that will be
denoted by Ka,R. In other words, a harmonic mapping f = h + g is a generalized
harmonic Koebe function of the formKa,R (where a is a real number and 0 ≤ R ≤ 1)
if h and g solve the system (13).
GENERALIZED HARMONIC KOEBE FUNCTIONS 9
In the next theorem, we characterize those (real) values of a and R for which
Ka,R is univalent.
Theorem 1. Let a be any real number and 0 ≤ R ≤ 1. Then Ka,R is univalent if
and only if −2 ≤ a ≤ 2.
Proof. Consider first the case when a = 0. Then K0,R = h + g, where h and g
solve {
h− g = k0
ω = g′/h′ = lR
, h(0) = g(0) = 0 ,
with k0 as in (10). Note that this function k0 maps the unit disk onto a convex
domain (which is convex in the 0 direction). By Theorem A we conclude that K0,R
is univalent for all values of R in [0, 1].
Now, assume that a > 0. If a ≤ 2, then ka is convex in the horizontal direction.
Hence, another application of Theorem A shows that for any value of R ∈ [0, 1],
the function Ka,R is univalent in the unit disk if 0 < a ≤ 2.
Let us prove now that if a > 2 then Ka,R is not univalent. Since the functions ka
and lR have real Taylor coefficients and h
′ = k′a/(1 − lR), we have that the Taylor
coefficients of h are real too. Moreover, g has this property as well since g = h−ka.
Let us write a = 2 + ε for an appropriate ε > 0. The transformation z →
(1 + z)/(1 − z) maps the unit disk onto the right half-plane Re{z} > 0. Hence,
there exists z1 ∈ D with
1 + z1
1− z1
= ei
pi
2+ε ,
so that ka(z1) is a negative real number. (Note that z1 cannot be real.) Set z2 = z1.
Bearing in mind that ka has real Taylor coefficients, we see that for all z ∈ D the
identity ka(z) = ka(z) holds. In particular, since ka(z1) is a real number we have
that ka(z2) = ka(z1). In other words, we have found two different points z1 and z2
in D with
ka(z1) = h(z1)− g(z1) = h(z2)− g(z2) = ka(z2) ,
which obviously gives h(z1) + g(z2) = h(z2) + g(z1).
Therefore (using also that g has real Taylor coefficients) we get
f(z1) = h(z1) + g(z1) = h(z1) + g(z2) = h(z1) + g(z2)
= h(z2) + g(z1) = h(z2) + g(z2) = h(z2) + g(z2) = f(z2).
This proves that Ka,R is not univalent if a > 2.
Indeed, the same argument we have used shows that the function F = H + G,
where H and G solve the system{
H −G = ka
ω = G′/H ′ = −lR
, H(0) = G(0) = 0 ,
won’t be univalent if a > 2 either. Note that F is univalent if and only if the function
f defined by f(z) = −F (−z) is univalent. By definition, F = KH(1, a,−1, R) and
using Property (iii) mentioned above, we have that f equals KH(1,−a, 1, R) =
K−a,R. Therefore, we conclude that K−a,R is univalent if and only 0 < −a ≤ 2 .
This ends the proof of the theorem. 
In the next section of the paper we will analyze some further properties of these
generalized harmonic Koebe mappings Ka,R.
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3. Extremal properties of generalized harmonic Koebe functions
Let us again use the notation
h(z) = z +
∞∑
n=2
an(h)z
n and g(z) =
∞∑
n=2
bn(g)z
n
for the Taylor series expansions of functions in the canonical decomposition f =
h+ g of a sense-preserving harmonic mapping in D. We will just write an(h) = an
and bn(g) = bn if there is no ambiguity.
First, we would like to point out a couple of remarks.
The first one is related to the coefficient b2 of sense-preserving harmonic functions
in the unit disk f = h + g normalized by h(0) = g(0) = g′(0) = 1 − h′(0) = 0.
Notice that for such mapping f , we have that ω = g′/h′ is an analytic function
in the unit disk that fixes the origin. Hence, we have by the Schwarz lemma that
|ω′(0)| ≤ 1. Since we can write g′ = ωh′, we get
|b2| =
1
2
|g′′(0)| =
1
2
|ω′(0)h′(0) + ω(0)h′′(0)| =
1
2
|ω′(0)| ≤
1
2
.
Therefore, we have that the real part of the coefficient b2 is always less than or
equal to 1/2.
The second remark regarding the coefficient a2 with maximum real part in the
family F 0H is stated as a lemma.
Lemma 1. Let FH be an affine and linear invariant family of (sense-preserving)
harmonic mappings in D. Assume that there exists f0 = h0 + g0 ∈ F
0
H such that
sup
f=h+g∈F 0
H
Re{a2(h)} = a2(h0) and sup
f=h+g∈F 0
H
Re{b2(g)} = b2(g0) .
Then a2(h0) > 1/2.
Proof. Assume first, in order to get a contradiction, that a2(h0) < 1/2. (Recall
that since a2(h0) maximizes Re{a2(h)} in F
0
H , we necessarily have that a2(h0) is a
non-negative real number.) Then, we obtain that for any function f = h+ g ∈ F 0H ,
the bound Re{a2(h)} < 1/2 holds as well.
Now, let Φ = Ψ + Γ be any function in FH . Arguing as on [7, p. 79], we see
that there exist f ∈ F 0H and β ∈ D such that Φ = f + βf . A straightforward
computation shows that Ψ = h+ βg. Therefore,
sup
Φ=Ψ+Γ∈FH
Re{a2(Ψ)} = sup
f=h+g∈F 0
H
,β∈D
Re{h′′(0) + βg′′(0)}
2
≤ sup
f=h+g∈F 0
H
,β∈D
Re{h′′0(0)}+ |βg
′′(0)|
2
≤ a2(h0) + sup
f=h+g∈F 0
H
|b2(g)| < 1 .(15)
Denote by H the family of all analytic parts of functions in FH . Since FH is
affine and linear invariant, it is clear that H is a linear invariant family of ana-
lytic functions. As mentioned before, Pommerenke proved that the supremum of
Re{a2(Ψ)} for Ψ in any linear invariant family of analytic functions is always bigger
than or equal to 1. This contradicts (15) and proves that a2(h0) ≥ 1/2.
GENERALIZED HARMONIC KOEBE FUNCTIONS 11
To finish the proof, we are to show that a2(h0) = 1/2 is not possible. Again, to
get a contradiction, we suppose that a2(h0) = 1/2. We have two different cases.
The first case is
sup
f=h+g∈F 0
H
|b2(g)| = b2(g0) <
1
2
.
Then, arguing as above, we see that the order of the linear invariant family H is
strictly less than one, which is impossible.
The second case to be analyzed is when
b2(g0) =
1
2
.
As before, denote by H the linear invariant family of analytic functions which
are analytic parts of mappings in FH . The order of this family coincides with the
order of the closure (with respect to the topology of locally uniform convergence)H
of H. Our hypotheses show that the order α(H) of H is equal to 1. By definition,
α(FH) = α(H). Hence, α(FH) = 1.
On the other hand, since b2(g0) = 1/2, the dilatation ω = g
′
0/h
′
0 of f0 satisfies
ω′(0) = 2b2(g0) = 1. By the Schwarz lemma, we conclude that ω0 equals the
identity function. In other words, we have seen that there is a harmonic mapping
f0 = h0 + g0 ∈ F
0
H with dilatation equal to the identity. Hence, following the same
argument as in the proof of [4, Thm. 3], we get that α(FH) ≥ 2. This gives us the
desired contradiction and ends the proof of this lemma. 
Note that we have just proved that if f = h + g maximizes simultaneously the
second Taylor coefficients of both analytic and co-analytic parts of functions in F 0H ,
then a2(h)− b2(g) > 0.
Theorem 2. Let FH be an affine and linear invariant family of (normalized) sense-
preserving harmonic mappings. Assume that there is a function f0 = h0+ g0 ∈ F
0
H
such that
(16) sup
f=h+g∈F 0
H
Re{an(h)} = an(h0) and sup
f=h+g∈F 0
H
Re{bn(g)} = bn(g0)
for all n ≥ 2. Then f0 = Ka,R, where Ka,R is a generalized harmonic Koebe
function of the form (13). Moreover, the order of FH equals α(FH) = a+R.
Proof. In order to simplify the notation, let us denote by An = an(h0) and
Bn = bn(g0).
Assume that such an extremal function f0 = h0 + g0 exists. Using the normal-
izations for functions in F 0H we have A0 = B0 = B1 = 0 and A1 = 1, so that we
can write
f0(z) = z +
∞∑
n=2
Anz
n +
∞∑
n=2
Bnzn .
The hypotheses (16) implies that the Marty relations (7) and (8) hold for all
n, n ≥ 1. As it was mentioned in Section 1.2, since (16) holds, all Taylor coefficients
An and Bn are non-negative real numbers for n ≥ 1. Therefore, we have that
(17) (n+ 1)An+1 = 2A2An + 2B2Bn + (n− 1)An−1
and
(18) (n+ 1)Bn+1 = 2A2Bn + 2B2An + (n− 1)Bn−1
occur for all such n .
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Now, by summing up (17) and (18) we get
(n+ 1) (An+1 +Bn+1)
= 2(A2 +B2)(An +Bn) + (n− 1)(An−1 +Bn−1)
and hence, the function h0 + g0 satisfies (4) with α = 2(A2 +B2), so that h0 + g0
equals the (analytic) generalized Koebe function kA2+B2 . (Note that the same
conclusion would have been obtained by applying Proposition 2.)
Now that we have proved that h0 + g0 = kA2+B2 , in order to determine f0
completely we are to compute its dilatation ω. To do so, note that by subtracting
(17) and (18) we get
(n+ 1) (An+1 −Bn+1)
= 2(A2 −B2)(An −Bn) + (n− 1)(An−1 −Bn−1)
and hence, the function h0 − g0 satisfies (4) with α = 2(A2 − B2) (recall that
we always have that A2 − B2 > 0 by Lemma 1), so that h0 − g0 equals kA2−B2 .
Therefore, (using also that h0 + g0 = kA2+B2), we obtain
h′0(1 + ω) = k
′
A2+B2 and h
′
0(1− ω) = k
′
A2−B2 ,
so that
1 + ω(z)
1− ω(z)
=
k′A2+B2(z)
k′A2−B2(z)
=
(
1 + z
1− z
)2B2
or
w(z) =
(
1+z
1−z
)2B2
− 1
(
1+z
1−z
)2B2
+ 1
= l2B2 .
This shows that f0 = KA2−B2, 2B2 . (Thus, the parameters a and R in the statement
of the theorem equal a = A2 −B2 and R = 2B2, respectively.)
To prove the second part of the theorem about the order of FH , first note that
a+R = A2 +B2, where
A2 = max
f=h+g∈F 0
H
Re{an(h)} = max
f=h+g∈F 0
H
|an(h)|
and
B2 = max
f=h+g∈F 0
H
Re{bn(g)} = max
f=h+g∈F 0
H
|bn(g)| .
As mentioned in the proof of Lemma 1, any function Φ = Ψ + Γ ∈ FH can be
written as
Φ = f + βf
for some f = h+ g ∈ F 0H and β ∈ D. Indeed, Ψ = h+ βg , so that we get that the
second Taylor coefficient of any such Ψ satisfies
|a2(Ψ)| = |a2(h+ βg)| ≤ A2 +B2 ,
which proves that α(FH) ≤ A2 + B2. Since the function h0 + g0 belongs to the
closure H of the linear family of analytic parts of functions in the family FH and,
by definition, α(FH) = α(H)(= α(H)), we get the desired result. 
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4. Some final remarks and open questions
To finish this paper, we would like to point out several questions regarding the
generalized harmonic Koebe functions defined in Section 2.
First of all, we want to stress that in spite of the fact that we have just considered
generalized harmonic Koebe functions KH = KH(λ, a, µ,R) = h+ g, where h and
g solve the system (14) for real parameters λ, µ, and a (recall that we have used
the notation Ka,R in these cases), it might be of some interest to determine what
are the values of the parameters for which the corresponding generalized harmonic
Koebe mapping turns out to be univalent. Though we have not been able to
solve this problem in general, we can say that it is not difficult to check that by
considering rotations of the form ηKa,R(ηz), |η| = 1, and using Theorem 1, one
can determine different values of the parameters (that are not necessarily real) for
which KH(λ, a, µ,R) is one-to-one.
However, we think that it is worth mentioning that the cases studied here (this
is, those functions Ka,R) seem to be important by themselves since, as was shown
in Theorem 2, they are precisely the functions maximizing the Taylor coefficients
of functions in affine and linear invariant families of harmonic mappings in the unit
disk. Also, they maximize the growth and distortion of functions in these families.
More concretely, as it is mentioned in [18] (see also [7, p. 97–99]), any function
f = h + g normalized so that g′(0) = 0 in an affine and linear invariant family of
univalent harmonic mappings with order α satisfies
(19)
1
2α
[
1−
(
1− |z|
1 + |z|
)α]
≤ |f(z)| ≤
1
2α
[(
1 + |z|
1− |z|
)α
− 1
]
,
(20)
(1− |z|)α−1
(1 + |z|)α+1
≤ |h′(z)| − |g′(z)| ,
and
(21) |h′(z)|+ |g′(z)| ≤
(1 + |z|)α−1
(1 − |z|)α+1
.
In principle, perhaps one would expect that functions f for which equalities in (19),
(20), or (21) hold should have dilatation of the form ω(z) = λz for some |λ| = 1.
However, there are harmonic mappings that give equality in all these inequalities
having dilatation different from a rotation of the unit disk. Namely, it is not difficult
to check that all functions Ka,R with α = a+R (and their rotations) do it (being
R = 1 or not).
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