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Abstract: A practically viable multi-biometric recognition system should not only be stable, robust and accurate but should also 
adhere to real-time processing speed and memory constraints. This study proposes a cascaded classiﬁer-based framework for use 
in biometric recognition systems. The proposed framework utilises a set of weak classiﬁers to reduce the enrolled users’ dataset to 
a small list of candidate users. This list is then used by a strong classiﬁer set as the ﬁnal stage of the cascade to formulate the 
decision. At each stage, the candidate list is generated by a Mahalanobis distance-based match score quality measure. One of 
the key features of the authors framework is that each classiﬁer in the ensemble can be designed to use a different modality 
thus providing the advantages of a truly multimodal biometric recognition system. In addition, it is one of the ﬁrst truly 
multimodal cascaded classiﬁer-based approaches for biometric recognition. The performance of the proposed system is 
evaluated both for single and multimodalities to demonstrate the effectiveness of the approach. 
 
 
1 Introduction 
Multimodal biometric recognition is deﬁned as a method which utilises two or more biometric modalities together during the 
recognition process. The advantage provided by the use of a multimodal biometric recognition system is that the fusion of 
matching scores from two modalities improves overall performance of the recognition system. An additional advantage of a 
multimodal biometric recognition system is that since all the biometric traits are required as part of the input to the system 
before recognition  takes place it makes spooﬁng or cheating the system very difﬁcult. If a practical biometric recognition 
system is to be developed then the advantages outlined above make a multimodal biometric recognition system an attractive 
solution on paper. It should improve accuracy and population coverage as well as overall security of the system. However, these 
systems do have some serious drawbacks that make implementing them for a practical application very difﬁcult. The key 
problems are related to processing time and system’s  complexity which hinder the development of a practical multimodal 
biometric recognition system. 
 
One solution is to use simple, low complexity but fast unimodal biometric recognition systems as the building blocks of a 
multimodal system. However, these low-complexity unimodal systems are usually not very stable. They tend to make the 
overall system unstable when used in the traditional score level fusion-based multimodal biometric system and may affect 
overall system performance. This paper proposes a unique framework to leverage these low-complexity systems in developing a 
very stable and effective multimodal biometric system. 
 
Cascaded classiﬁer-based systems are a type of ensemble-based learning approach. Ensemble-based learning approaches are a 
branch of machine learning which studies the effects of a collection of classiﬁers. Cascading-based approaches are based on 
concatenating several classiﬁers  such that the output of each classiﬁer is utilised as additional information for input of the next 
classiﬁer in the cascade. The difference between the cascading-based approach when compared with a voting or stacking-based 
approach is that while the former is a multistage system the latter is considered as a multi-expert system. The two most widely 
used cascading based approaches are boosting [1, 2] and bootstrap aggregation or bagging [3]. 
 
Cascading-based approaches especially boosting approaches are based on the following question posed by l Kearns and 
Valiant [4]: can a set of weak learners create a single strong learner? A weak learner is a classiﬁer that can label examples 
somewhat better than random guessing, that is, it is only slightly correlated with true classiﬁcation. On the other hand, a strong 
learner is arbitrarily well correlated with true classiﬁcation. 
 
Most cascading-based algorithms consist of a set of weak learners such that each weak learner is trained on a given 
distribution and added to the ﬁnal strong learner with a weight that is usually related to the accuracy of the weak learner. These 
algorithms have been used quite successfully in object detection applications such as face detection [5] and handwriting 
recognition [6] etc. 
 
It is worth noting that very limited work had been done so far on the use of cascaded classiﬁers for biometric recognition 
systems. One of the earliest examples of using cascaded classiﬁers in a biometric recognition system is described in 
[7] where the authors utilise two iris recognition classiﬁers, a local feature-based classiﬁer (LFC) and an iris blob matching-
based classiﬁer to improve the performance of an iris recognition system. Their approach is to construct a two stage classiﬁer 
with reject option. The LFC is implemented as the ﬁrst stage and the blob matcher stage is consulted when LFC is uncertain 
regarding its results. More recently, Iqbal and Namboodiri [8] used a cascade of simple linear projections on random lines to 
  
ﬁlter the database and reduce the number of users for ﬁnal matching stage. They claim to reduce the search space by 60% 
without increasing the FAR. In [9], the authors use cascaded classiﬁers like AdaBoost and RankBoost to perform score level 
fusion. They claim that Adaboost can provide the best score level fusion as well as increase the area under the curve of receiver 
operating characteristic (ROC) curve. Similarly, in [10], the authors use three different classiﬁers for three different features 
extracted from the Gabor coefﬁcients of a single signature for signature veriﬁcation. Different sets of neural networks are trained 
on these features to evaluate them and the results are fused using either majority voting, weighted majority voting or cascaded 
classiﬁer. In their cascaded classiﬁer-based approach the neural network classiﬁers operate serially and when a simple classiﬁer 
accepts a signature, the ensemble classiﬁer accepts it. The authors claim that the cascaded classiﬁer-based approach provides 
best possible results with minimum false accept rate (FAR). 
 
A review of the research on multimodal  biometric recognition systems show that not many attempts have been made to 
develop cascaded classiﬁer-based approaches. A reason is that there is very little correlation between  different types of 
biometric traits. Therefore it is difﬁcult to develop a framework where the output of one unimodal biometric recognition system 
can be used as part of  the input of the next unimodal system to improve overall performance. Erzin et al. [11] made one of the 
earliest attempts at developing a cascaded multiple modality biometric system. They attempted to fuse the results from audio, 
face and lip motion modalities using an adaptive cascade of classiﬁers. The adaptive cascade of classiﬁers approach proposed 
by them was to evaluate each modality separately and if one of the modalities provides a reliably strong accept or reject 
decision other scores are ignored. If no single modality provides a dominant score the decision  is taken according to the 
classiﬁer with the highest likelihood offset amount the classiﬁers. Lee et al. [12] proposed a fusion strategy that fuses multiple 
physical traits in a cascade structure, in which users are veriﬁed with individual modules sequentially in separate stages, each 
stage contains a unimodal module. Once the user is veriﬁed with one module the result is accepted and the rest of the modules 
are not processed. The authors proposed the sequence of face, voice and iris to develop the cascade. Lakshmiprabha et al. [13] 
proposed a similar approach but instead of using different modalities the authors used different features of the face to develop 
the serial cascade. The proposed cascade works in the same way in sense that once the user is veriﬁed by one module the rest of 
the modules are not processed. Similarly, Soviany et al. [14] proposed a multi-classiﬁer approach that uses a post-classiﬁcation 
biometric fusion method in which the biometric data classiﬁer outputs are combined in order to improve overall biometric 
system performance by decreasing the classiﬁcation error rates. They evaluate all  the three modalities simultaneously and then 
use weighted fusion function to provide the ﬁnal decision. 
 
It is interesting to note that of all the approaches outlined above only the one presented by Iqbal and Namboodiri [8] attempt 
to ﬁlter the database and generate a candidate list to reduce search space in somewhat similar fashion to our approach. Their 
results show a signiﬁcant reduction in search space, in fact, they claim a reduction of search space by about 60% without 
increase in FAR. Although it is a considerable reduction in search space yet it is dependent  on selection of optimal values for 
multiple parameters such as feature representation, projection window width, cascade sequence and is based on a single 
modality. The cascaded system proposed in this paper, provides a signiﬁcantly larger reduction in search space with improved 
FAR and accuracy with fewer parameters to optimise as discussed later in this paper. 
 
The use of multiple modalities in the proposed approach may help in reducing FAR and improving accuracy of the system. 
The proposed system does not use matching score output of one system as part of the input for the next one, instead it operates 
by exploiting the quality of matching scores for each stage to reduce search space for the next stage. This proposed framework 
not only allows for development of a cascaded biometric recognition system utilising two different modalities but also 
leverages one of the key properties of a cascaded classiﬁer-based system namely to develop a strong classiﬁer by combining a 
set of weak classiﬁers together and reducing search space after each classiﬁer in the cascade. 
 
This paper presents a framework based on cascaded classiﬁers such as boosting and bagging approaches for multimodal 
biometric representation. Section 2 introduces the basic principles of cascading classiﬁers and brieﬂy outlines the problems 
associated with using cascaded classiﬁers for multimodal biometric recognition. The experimental system is presented in 
Section 3 and the test datasets used to evaluate the proposed framework are outlined in Section 4. Section 5 comments on how 
to  address the issues outlined in Section 2 and describe the proposed framework in detail. Section 6 presents the experimental 
results. These results are then evaluated and discussed later in the same section. 
 
2 Cascaded multimodal framework 
Cascaded classiﬁers are considered very useful in multiple machine learning and computer vision applications. This is because 
they tend to be more stable and easier  to  implement than a single strong classiﬁer. Although these classiﬁers require relatively 
longer time to train, once  trained they perform faster than a single strong classiﬁer. These properties make them an attractive 
option in design and development of a multimodal biometric recognition system. 
 
A simple cascaded classiﬁer-based system designed for object detection is developed such that each weak classiﬁer is 
trained on a single feature of the object. Therefore if the cascade consists of a set of n weak classiﬁers then n different 
features of the object to be detected need to be extracted. Generally, these features are highly correlated as they are generated 
from the same object. This correlation between the features and their values is an important factor in proper working of a 
cascaded classiﬁer-based system. 
 
A cascaded classiﬁer-based system operates in the following way; the template image is input to the ﬁrst weak classiﬁer and 
each part of the image is labelled as being   part of the required object or not. The portions of the  images deemed to be part of 
  
the object to be recognised are presented as the input to the next weak classiﬁer. This reduces the search space for the next weak 
classiﬁer. The process is repeated until the ﬁnal result is produced by the last classiﬁer. 
 
The idea of cascading multiple weak classiﬁers to generate a strong classiﬁer works for applications such as object detection 
but it does not seem to work so effectively for a multimodal biometric recognition system. The reason is that although a 
multimodal biometric recognition system does consist of multiple classiﬁers, the input of each of these classiﬁers is a different 
biometric trait. Since the biometric traits are different their extracted feature sets are generally not correlated. Therefore there is 
no evidence to show that the output of one classiﬁer would have any exploitable relationship with input of the next classiﬁer. It 
should be noted that a cascaded classiﬁer-based approach does work for a single input-based biometric recognition as shown by 
the author of this paper in [15]. The reason is that since all the classiﬁers have the same input; it is possible to use the output of 
the ﬁrst classiﬁer in  the  ensemble  to  enhance  the performance of the next classiﬁer thus improving the overall performance 
of the system. 
 
In a multimodal biometric recognition system, if each classiﬁer in the cascade is able to reduce the number of possible 
candidates in the enrolled users’ database, the resulting reduced candidate list should improve the chances of a correct match 
provided genuine users remain part of   the shortlisted dataset. This reduction in user database can be achieved by analysing the 
results of each classiﬁer in order to eliminate those enrolled users from the possible candidates list for the next classiﬁer that are 
conﬁrmed to   be impostors. Each stage of the cascaded classiﬁer system should then further reduce the candidate list for 
matching at subsequent classiﬁer stage thereby providing an overall improved matching result. 
 
The term candidate list in this context implies the list of shortlisted candidates generated from the enrolled users’ database. 
This candidate list is in fact a reduced form of enrolled users’ database. Therefore the key to developing an effective cascaded 
classiﬁer-based approach is to limit the number of enrolled users in the candidate list for use by the next classiﬁer. A match 
quality measure can be used to reduce the candidate list. The idea is to train the classiﬁers  in the ensemble to provide a list of 
potential users for the next classiﬁer based on the utilised match quality measure.  It should be noted that the quality measure 
and its related parameters should be selected carefully such that the candidate list generated contains genuine users, and 
remaining as small as possible. 
 
Fig. 1 shows the block diagram for a two stage cascaded multimodal biometric recognition system that uses two biometric 
inputs which are  processed  sequentially.  Initially, the ﬁrst biometric trait is input and the ﬁrst matching algorithm evaluates it 
against the complete database. The output match scores are then  used  to calculate the top-N users in the database so as to 
generate the corresponding candidate list. This  candidate  list  is  then passed to the second biometric trait as an additional 
parameter and the matching algorithm processes the input against the enrolled users from within this  candidate  list and the 
result is output. As mentioned before, the last matcher has to be a  strong  matcher.  Therefore  in  this  case the second matcher 
will be a strong one and will provide the ﬁnal result. The reason for using a strong matcher at the end of  the  ensemble  is  that  
strong  matchers are expected to provide good results on large datasets and with decrease in the size of the dataset the chances 
of getting correct results increases. This is one of the key advantages of this framework in that for each classiﬁer the candidate 
list is reduced thereby reducing error rates resulting in a stable and accurate system. 
 
To generate this top-N candidate list, we need to evaluate the quality of the match performed by the matching algorithm. If 
the match quality is high then the candidate  list will contain fewer users and vice  versa.  To quantify  the quality of matching 
we  propose  to  use  the Mahalanobis distance-based match quality  matrix  presented in [16], in conjunction with the number 
of side-lobes as the conﬁguring/tuning parameter.  Mahalanobis distance is actually a similarity measure but  by using it to 
calculate  the  similarity  between  genuine  and impostor distributions we can generate a quality measure as shown in [16]. If 
similarity between the two distributions is high then the match quality is low, on the other  hand, if the  similarity  is low then 
the match quality  is high. The match quality matrix or score is generated by considering each match score vector to be genuine 
match score vector and evaluating the Mahalanobis distance [17] between this genuine match score and the  rest  of  the  match 
scores. For an NxM match score matrix  the  result will be a Nx1 matrix containing the Mahalanobis distance between the match 
score vector for  each  input  and  the  rest of the match scores. All the classiﬁers (except the last one) are trained to generate a 
top-N candidate  list  depending upon the number of side-lobes present in the match score quality measure. Each consequent 
classiﬁer performs the matching only on the users of  its corresponding candidate list. Unlike the  traditional  cascaded 
classiﬁer-based systems, the last classiﬁer in this ensemble is always selected to be a strong matcher. This allows the last 
classiﬁer to perform matching on a  shortlisted candidate list and outputs the match score and matching decision. 
 
The reason for using the Mahalanobis distance-based quality measure as the ﬁlter to generate the candidate list is that it is 
modality independent. This allows for the same ﬁlter to work irrespective of the modalities utilised, thus providing ﬂexibility in 
implementation of the proposed framework. Another advantage of using this quality  measure as a ﬁlter is that as it is evaluated 
from the match scores it incorporates effects of input image quality, the feature extractor as well as the matching algorithms. 
This enables us not only to generate the candidate list after deployment but also to comment on the quality of input images and 
the effectiveness of the selected matcher for use in the cascade during the development process. A more detailed discussion on 
these development time beneﬁts is provided a little later in this section. 
 
The statistic of this quality measure selected to quantify it for evaluation and to generate the candidate list is side-lobe count. 
Side-lobe count was selected because not only is it a simple statistic to calculate, thus saving processing time, it also provides a 
stable result for the majority of modalities. This allows for the use of a single statistic for all the different modalities used in the 
system. 
 
  
The aim of the proposed framework is to not only improve system performance but also to improve its processing speed. 
Experimental results presented in Section 6 show improvement in performance and processing speed. In  terms of improvement 
in processing speed the rationale is that for a strong matcher utilised in the cascaded classiﬁer system, in standalone mode it will 
have to process all the enrolled candidates in the database. On the other hand, in a cascaded system it will only process the short 
listed candidates. 
 
3 Experimental test bed 
 
A suitable test bed is necessary to evaluate the performance of the proposed framework. The ﬁrst aspect when designing the 
test bed is to identify the modalities to be used in development of the cascaded classiﬁer. In the limited time scale of the study, 
it is nearly impossible to test the proposed frameworks on a large collection of modalities and their combinations. Therefore for 
the sake of maximising time and effort, two modalities are selected for the test bed, namely: ﬁngerprint and iris modalities traits. 
There are two reasons for using ﬁngerprint modality. Firstly, it is the most commonly used modality therefore there is a very 
strong chance that in the design of any practical multimodal biometric recognition system ﬁngerprint modality will be present. 
Thus, testing the frameworks on ﬁngerprint modality provides a preliminary performance analysis for any future practical 
implementations. Secondly, to properly understand the working of a biometric recognition system, which is critical to the 
development of a stable framework,  it is  important  to  have  the  experience  of  implementing  at least one biometric 
identiﬁcation system. Standard algorithms for a ﬁngerprint based identiﬁcation system are well documented and can be 
implemented quite quickly all the while providing a invaluable insight into the true working of a biometric recognition system. 
These are the two main reasons for selecting the ﬁngerprint as one of the modalities. The choice of iris for the second modality 
was simply because it is one of the most stable modalities in terms of its performance and as such provides an ideal candidate 
for the ﬁnal stage of the system. 
 
One of the most effective methods for demonstrating the usefulness of a framework is to use reasonably weak components in 
development of the test system and then evaluate it using standard datasets. The rationale is that if  the framework performs 
comparably with weaker components its performance will deﬁnitely be better with state of the art components. Therefore the 
test bed has utilised the following different and relatively weaker components. 
 
3.1 Feature extractors 
The following different feature extractors are used in the test bed to perform testing of the proposed frameworks. 
 
For Fingerprint data the following feature extractors are used: 
 
• Feature extractor 1 (FE1): A chain code-based feature extraction approach using contour following to detect the minutiae 
as described in [18]. The code for this feature extractor was provided by the Centre of Uniﬁed Biometrics and Sensors 
(CUBS) at the University of New York at Buffalo. This feature extractor provides a stable set of minutiae points even in 
noisy input images. 
 
• Feature  extractor  2  (FE2):  A  simple  binarisation   and thinning-based minutia extractor consisting of a segmentation 
stage [19], an enhancement stage utilising high-boosting ﬁltering approach, a binarisation stage using Niblack approach 
[20], an eight-connected minutiae  detector and a line tracing approach to remove spurious minutiae [21]. This feature 
extractors providing spurious minutiae in noisy images but has the same performance as the ﬁrst feature extractor for good 
quality images. 
It is important to point out here that, as per the second reason given above for the selection of ﬁngerprint modality as part of 
this test bed, FE2 was implemented. Although the approaches used in the implementation are standard we  were able to provide 
considerable improvement to the segmentation module and the resulting ﬁndings were published in [20]. 
 
The feature extractor employed for iris modality is based on Daugman’s approach [22] and it is 
• Iris FE1 (IFE1): Implemented by Libor Masek as described in [23]. 
 
This feature extractor generates a bit stream from the iris referred to as iris code by Daugman. Hamming distance is then used 
to provide the matching score. 
 
3.2 Matchers 
The details of the two matchers used for testing the proposed frameworks are provided below 
 
• Matcher 1 (M1): A graph-based matching approach underlined  in  [24]  and  provided  by   CUBS   is   used   for  
matching.  This  is  a  strong  matcher  based  on  a graph transversal algorithm for local minutiae neighbourhood-based 
matching. It is used purely for ﬁngerprint feature sets. 
 
• Matcher 2 (M2): A simple Hamming distance-based matcher. It can be used for both ﬁngerprints and iris feature sets. 
Although it is being used exclusively for iris matching in the proposed test bed. 
 
It is important to point out here that apart from FE2 all other codes were taken from the respective developers and are treated 
  
as ‘black boxes’, that is, no modiﬁcation was made to them. This was done to ensure that any changes in accuracy or stability of 
operational conditions within  the test systems were solely because of the proposed  framework. This was also achieved by 
using the same algorithms for each and every system designed in  the  course of the research including the systems based on the 
conventional approaches or the proposed framework. The systems are then evaluated using the same datasets  generated from a 
standard database as described in the next section. Another important point to note here is that wherever the performance of the 
systems based on the proposed framework is assessed against the systems presented in various research literatures, the 
comparison is done in terms of percentage of improvement rather than the actual scores since the algorithms and test datasets 
are extremely different. 
 
3.3 Test datasets 
A truly multimodal biometric database is required to properly evaluate the efﬁciency of any multimodal biometric recognition 
system. Therefore, to gauge the effectiveness of the proposed frameworks datasets for each of the selected modality are 
developed from the multimodal database provided by West Virginia University. The complete West Virginia University 
Database (WVUdb) contains six different modalities, that is, hand geometry, ﬁngerprint, iris, palm-print, voice and face but the 
university does not allow access to the complete database. They generally provide a few modalities for download and face 
modality is always provided separately as a unimodal database. Further information about the database can be found in [25]. To 
test the proposed framework the ﬁngerprint and iris modalities of the WVUdb were used. Some details about the images 
acquired for these modalities are provided below. 
 
• Fingerprint: SecuGen optical ﬁngerprint scanner was used to acquire the ﬁngerprint images. Uncontrolled image 
acquisition is performed without cleaning the glass plate of the scanner between acquisitions. The image acquired is of 
size 292 × 248 (72 kB). Each ﬁngerprint image is coded with numbers from 1 for thumb to 5 for pinkie along with a ‘L’ for 
left hand and ‘R’ for right hand, for example, R1 means thumb of right hand. Five images of  each  ﬁnger were acquired 
with the user instructed to lift the ﬁnger between each acquisition. 
 
• Iris:OKI IRISPASS-h handheld device was used to acquire the iris image. The user was instructed to hold the device at  a  
ﬁxed  distance  from  the  eye  and  to  cover  the other eye. The image acquired is of  size  480 × 640  (302 kB). Generally 
four images of each eye were acquired but additional samples were also acquired if the image was deemed to be of poor 
quality subjectively. 
 
Each user in the database is assigned a random seven digit user identiﬁcation code at the ﬁrst acquisition. Owing to the way 
data acquisition process is designed for the database different modalities contain different number of images for each user. It 
was therefore required to partition the data in such a way that equal number of enrolment and template images are available for 
both ﬁngerprint and iris modalities of each user. 
 
To generate an unbiased dataset, ﬁve hundred (500) unique ﬁngerprint images of 100 different users were acquired randomly; 
care was taken to avoid any overlap. This means that each user was assigned 4 enrolment images, which  were pre-processed 
and stored in the users’ database and 1 input image. Once the ﬁngerprint images are ﬁnalised the users’ identiﬁcation number is 
used to acquire ﬁve (5) iris images of the identiﬁed users. This allows for the development of a set of an unbiased, random 
datasets of ﬁngerprint and iris images for 100 users each with 4 enrolment images in the users database and 1 input image each. 
For sake of evaluating and explaining the results ﬁngerprint dataset is referred to as WVUfd and iris dataset  is referred to as 
WVUid in the next section. 
 
3.4 Proposed system design 
This section outlines the parameters required to design a system based on the proposed framework and how to tune them for 
optimal performance. The ﬁrst step is to select a criterion for the generation of the top-N candidate list. To determine the 
number of users in the top-N candidate list  the number of side-lobes of the match quality score [16] are plotted against the 
position of genuine matches in an  ordered match score vector. The match score vectors are ordered in descending order. Fig. 2 
shows the plot of these side-lobes against the genuine match position in the match score vector for a ﬁngerprint modality-based 
biometric recognition system. The plot is based on the match score form the system developed using algorithms FE1 and M1.  
A more detailed look at the algorithms is provided in  Section 3. 
 
An analysis of similar plots for different biometric matching algorithms provides some interesting insight. Figs. 3 and 4 
depict the number of side-lobes from the quality measure and the positions of the genuine matches based on algorithms FE2 
and M1 and FE1 and M2, respectively. 
 
As discussed above an important development/design time observation is that random plots are not suitable for use in a 
cascaded classiﬁer-based framework since the random plot indicates an unstable system where the positions of the genuine 
scores are not correlated with the number of side-lobes. Fig. 2 shows a more stable system, which can be used in cascaded 
classiﬁer-based framework. On the other hand, Figs. 3 and 4 show systems that are not deemed suitable. 
 
An additional property of these plots, which was highlighted above, is that they are also able to indentify low-quality input 
images. The outliers in a plot of a stable system can indicate low-quality images. For example,  in Fig. 2 an input image has the 
genuine match score at 62nd position when the side-lobe count is only 6. This is a clear outlier and it is produced speciﬁcally 
because of the low quality of the input image. The corresponding low-quality images are shown in Fig. 5. It is interesting to 
  
note that a visual inspection of these low-quality images seems to  show a reasonable quality. The reason that such an image is 
of low quality is because it has a lot of noise in the middle and that will cause the feature extractor to generate a large number of 
spurious minutiae. Similarly, any input image with the position of the genuine match score above 30 can be considered low-
quality images. The input images with genuine match position less than 30 but more than 5 can be considered medium quality 
images and the ones with a genuine match position of less than 5 can be considered good quality images. Figs. 6 and 7 show 
some examples of medium and good quality images. On visual inspection a medium quality image may be identiﬁed as being of 
low quality due to the fact that a large area of the image  is totally blacked out because of noise. The reason why this image 
performs better than the two shown in Fig. 5 is because in most algorithms the black area is ignored by the feature extractor and 
as such does not contribute any false minutiae points whereas the rest of image is of good quality and generates a set of accurate 
minutiae points. 
 
Two possible strategies are available for selecting the size of the candidate list once the biometric modality is selected for a 
certain stage. The ﬁrst approach is to select a ﬁxed number of users for the candidate list each time.  The  second approach is to 
use the results of the position of the genuine matches against the number of side-lobes in quality measure to develop a 
variable candidate list size strategy. Suppose that the unimodal biometric recognition system uses FE1 and M1 algorithms and 
is considered for the ﬁrst stage of a two stage cascaded classiﬁer-based framework. In this case, the results of Fig. 2 are used to 
calculate the candidate list size. For the static candidate list size it is obvious that the candidate list will contain top 60 users, 
whereas, if the system considers the various number of  side-lobes generated by an input image then a more  dynamic  
candidate list size can be established based on the criteria shown in Table 1. It should be noted that the outliers with low-
quality images are ignored during the calculation of the candidate list. This may induce a negligible error into the whole 
system. Table 1 shows the possible sizes  of  candidate lists calculated from Fig. 2. 
 
A quick look at Fig. 2 shows that (barring the outliers) for the input with less than ten side-lobes in the quality measure the 
highest position of the genuine user in top-N candidate list is around 12th. Similarly for inputs with quality measure side-lobes 
between 10 and 20 the highest position of the genuine user is around 30th and for the rest the highest position of the genuine 
user is around 55th. Table 1 uses these values as thresholds to calculate the size of the candidate list. It should be noted that 
these thresholds can  be ﬁne tuned depending upon the dataset and type of algorithms used. 
 
The cascaded classiﬁer-based biometric recognition system designed based on the proposed framework will then work in the 
following way. The input image for the ﬁrst modality will be passed to the ﬁrst stage of the cascade. This image will then be 
compared with all the users in the database. Once the match scores become available the proposed quality measure will be 
evaluated and the side-lobes counted. The new candidate list for the next stage and the modality will  be generated based on the 
conditions outlined in Table 1. 
 
The above discussion outlines an important design parameter, which is the calculation of the cutoff threshold for the number 
of users in the candidate list. This cutoff threshold should be evaluated by generating a table similar to Table 1 based on the 
performance of the selected unimodal biometric system on the provided training data. 
 
The improvement in the processing speed (if any) thus obtained would depend on the size of the candidate lists. If the 
candidate lists are consistently of smaller size then the improvement in processing speed would be signiﬁcant. To evaluate this 
Fig.  8 plots the total  count of users against  the number of side-lobes. Fig. 8 shows that when using the thresholds outlined in 
Table 1 over half the inputs to the  ﬁrst stage of the proposed biometric recognition system will generate a candidate list with 
only 15 users. It is also interesting to note that less than 10% of the inputs would generate a large candidate list (i.e. with over 
60 candidates); even then the candidate list is 40% smaller than the  complete database. This shows that the number of users 
being processed by the strong matcher reduce considerably when using the proposed framework thus providing improvement 
to the overall processing speed of the system. 
 
As pointed out before, Iqbal and Namboodiri [8] also use a somewhat similar idea for a unimodal system. They try to reduce 
the search space after each stage  of  the  cascade  and provide a reduced candidate list for the next  stage.  They claim the best 
reduction rate  of  62.1%  on  the  dataset used without increase of FAR. In comparison, the framework proposed in this paper 
provides the best possible reduction of 85% of the datasets used and the  worst  possible reduction rate of 40%. It is also 
interesting to note that since the proposed framework uses dynamic thresholding of the candidate list only 10% or less of the 
inputs provide 40% reduction rate, majority of the inputs provide a reduction far better than claimed by Iqbal and Namboodiri 
[8]. 
 
4 Experimental results 
A fair assessment of the improvements provided by the proposed framework is difﬁcult to achieve since there exists no similar 
system. A comparison between the proposed framework and a standard multimodal fusion-based biometric recognition system 
is also not reasonable. The reason being that the proposed framework is not a fusion-based approach. A standard multimodal 
fusion-based system combines the results from the two constituting systems to generate a ﬁnal matching score vector. This 
matching score vector (which is inﬂuenced by both the matching algorithms) is used to make the decision. On the other hand, 
the proposed framework simply reduces the size of the candidate list in order to improve the performance of the unimodal 
biometric recognition system at the end of the cascade. Therefore the only justiﬁable option is to perform the comparison 
against a strong unimodal biometric recognition system. The following conﬁguration was used from the set of available 
algorithms (as documented in Sections 3 and 4). The iris modality-based biometric recognition system used to test the 
proposed framework was configured using IFE1 as the feature extraction algorithm and M2 as the matcher. The WVUid 
  
database was used for testing. A unimodal  biometric  recognition  system based on ﬁngerprint modality was used to reduce the 
candidate list. This system consists of FE1 and M1 (as discussed in  Section 2) and uses WVUfd as the database. For sake of 
this experiment, ﬁrst the iris modality-based biometric recognition system was executed on the complete database (i.e. 100 
users and 4 enrolment images each). Later, the ﬁngerprint-based system was used to reduce the candidate list and the iris-based 
system was applied on the reduced candidate list. The results are shown in the second row of Table 2. 
 
The results provided above are evaluated with equal error rate (ERR) as the operating threshold. The reason IFE1 is used in 
these experiments is that it provides accurate and stable results. An important point to note when developing  a biometric 
recognition system based on the proposed cascaded classiﬁer-based method is that a weaker classiﬁer should be used for 
sections that reduce the candidate list  and a stronger classiﬁer should be used at the end of the ensemble to obtain the ﬁnal 
decision. Using weaker classiﬁers to reduce candidate list not only enables faster execution, it also generates a longer candidate 
list thus ensuring that the genuine users are found in the candidate list. The ﬁnal classiﬁer in the ensemble works as a standard 
unimodal biometric recognition system, therefore it should be as strong as possible to provide the best possible results. Fig. 9 
shows the ROC curves for the three systems  evaluated in Table 2. It shows that the ﬁngerprint–iris cascade-based system 
developed on the proposed  framework maintains almost similar FAR and false reject rate (FRR) to that of the unimodal iris 
recognition system. 
 
In order to further evaluate the performance of the proposed framework Figs. 10 and 11 show the results in terms of FAR, 
FRR and accuracy at different thresholds for the iris recognition system and the ﬁngerprint–iris system. It can be clearly seen 
from the results that the proposed framework improves the accuracy of the system while maintaining the error rates. In fact, the 
proposed system improves the performance by about 10%. It is worth pointing out that the two (2) imposter matches in the 
proposed system are due to the two very low-quality partial images that were identiﬁed above in Section 2. The candidate list 
generated by these two images  did  not contain the genuine user; this is due to the fact that, for  these outliers the genuine 
match position was around 60th whereas based on the threshold the candidate list contained only top 15 candidates. Therefore, 
using these  candidate lists was always going to evaluate to an incorrect match. 
 
To thoroughly evaluate the proposed framework a number of additional questions must be answered. Firstly, what would 
happen if the algorithms in the cascade were switched? Would the performance remain the same or change? Secondly, how 
does the proposed framework perform on a single modality? Finally, would the performance of the system keep increasing 
with the addition of additional short-listing  stages?  If  not  what  would  be  the  saturation point (after which the performance 
seizes to improve). Multiple experiments were setup to answer these questions and are detailed below.  
 
To answer the ﬁrst question, that is, what would happen if the algorithms in the cascade were switched? Firstly, the 
processing time would increase. This is because now the stronger algorithm would be executed ﬁrst and it will process all the 
enrolled users, thus negating one of the major advantages of the system. Secondly, there is no guarantee that the performance 
of the system will improve as the ﬁnal stage of the system would be a weak matcher. The following experimental system was 
utilised to evaluate the performance. The combination of IFE1 and M2 algorithms with WVUid database and FE1 and M1 
algorithms with WVUfd database were used as the two stages of the experimental system. The third row of Table 2 shows the 
results of this system. The results of the iris– ﬁngerprint cascade in terms of FAR, FRR and accuracy are shown in Fig. 12. The 
results show that not only does the performance of this system drop with respect to the other cascaded classiﬁer-based system it 
also drops below that of the unimodal system. This is due to the fact that the ﬁnal stage of the experimental system is a weak 
matcher and it is unable to provide a correct answer even for the shorter candidate list. This result highlights an important 
design issue, which is, the selection of algorithms for each stage of the cascade. Improper selection of algorithms for each stage 
would deteriorate the performance of the system instead of improving it. 
 
To illustrate the improvement achieved in the processing time an average processing time calculation is required. For the sake 
of proper time calculations two important assumptions are being considered. 
 
Firstly, a real world system is being considered, that is, the enrolment images of both the ﬁngerprints and iris are pre-
processed into feature sets before being saved in the enrolment users’ database. This means that at runtime when the user is 
being recognised only the input image is processed through the feature extractor phase and then the features are matched 
together to generate the matching scores. Secondly, the average processing time for the matching of a single ﬁngerprint image 
and a single iris image against the enrolled users database is calculated by running the matching for a 1000 times and 
calculating the average over the total time. 
 
The feature extraction time for the input image is included into the overall average time to properly evaluate the time 
performance of the proposed system against a strong unimodal biometric system and a standard multimodal biometric system. 
For ﬁngerprints the average processing time of the FE1 and M1 algorithm combination was evaluated and for iris the average 
processing time of IFE1 and M2 algorithm combination was evaluated. The times were evaluated on a Windows machine with 
a dual core 1.7 GHz processor and 2 GB of RAM using  MATLAB.  The average processing times for matching of a single iris 
image was evaluated to be about 0.977 s and that for  a single ﬁngerprint image was 0.124 s. using these times we can estimate 
the processing times for unimodal and proposed framework-based systems as follows: 
 
• Time required to match the 100 iris images using M2 = 0.977 × 100 = 97.7 s. 
• Best case (with minimum no of users in the candidate list) time requirement for ﬁngerprint–iris cascade = (0.124 × 100) + 
(0.977 × 15) = 27.05 s. 
• Worst case (with maximum no of users in the candidate list) time requirement for ﬁngerprint–iris cascade = (0.124 × 100) + 
  
(0.977 × 60) = 71.02 s. 
 
The above calculations clearly show that the proposed framework not only improves the accuracy (while keeping the error 
rates consistent with the strong unimodal system)  it also reduces the processing time by about 27% even in  the worst case 
scenarios. 
 
It is interesting to note that in [7] the authors claim to provide an improved performance over a strong unimodal system 
(Daugman’s) by using a single modality cascaded approach. Sun et al. claim to improve the accuracy  by  about 10%, which is 
comparable to the improvement provided by our proposed system, but their average time cost increases by 2% over the 
processing time of the unimodal system, whereas our proposed system reduces the processing time signiﬁcantly even for the 
worst case scenarios. 
 
The following experimental system was designed to test the performance of the proposed framework on a single modality. The 
combinations of FE1 and M1 algorithms and FE2 and M1 algorithms were used for the two stages of the cascaded classiﬁer-
based system, respectively. WVUfd database was used for testing. The results are presented in Table 3. The results show a 
signiﬁcant improvement of over the  unimodal system. 
 
Finally, it is important to note that the performance of a cascaded classiﬁer-based biometric recognition system will not keep 
increasing additional classiﬁer stages. A point will be reached when the performance will not increase  anymore. This point can 
be called the saturation point. The addition of more classiﬁer stages beyond the saturation  point will result in the increase of 
error rates and the reduction in accuracy. The saturation point would differ for different systems and will be depended upon the 
types of modalities being used, the size of the test and implementation databases and the type and number of classiﬁcation 
stages being used. For example, for the ﬁrst experimental system presented in this section, a 100 users based test database is 
used. In addition, the ﬁrst stage combination of FE1 and M1 is quite stable; therefore, the system is already at its saturation 
point, which means that addition of any new classiﬁcation stage would not show any improvement in performance. To verify 
this, another classiﬁcation stage based on the combination of FE2 and  M1 algorithms is added to the system and the results of 
the two stage and three stage systems are presented in Table 4. The results clearly show that even with the addition of the 
second classiﬁcation stage of FE2 and M1 the number of genuine matches do not increase but the number of false accepts and 
false rejects increase. This behaviour indicates the saturation point of the experimental setup. For an optimal performance, the 
designed system should contain at least one less classiﬁcation stage then the saturation point. It is important to note that this 
particular conﬁguration of matcher and datasets used have the saturation point of two stages. Other systems will behave 
differently and they should be thoroughly tested to evaluate their proper saturation points and operated at number of stages just 
below that point. 
 
5 Conclusions 
This paper discussed a cascaded classiﬁer-based framework for use in biometric recognition system. The proposed framework 
utilises a set of weak classiﬁers to reduce the dataset to a small list of candidate users. This list is used in the ﬁnal stage of the 
cascade to provide the decision.  Weaker classiﬁers are employed for sections of the cascade responsible for the generation of 
the candidate lists and a stronger classiﬁer is preferred at the end of the ensemble to calculate the decision. Each classiﬁer in 
the ensemble can  be designed to use a different modality as an input or it can be designed to work with the same modality. 
 
The candidate list is generated based on the quality of the match scores using Mahalanobis distance-based quality measure to 
compute the quality of matching. The number of side-lobes in the match score quality matrix is used as aparameter to reduce 
the candidate list. This parameter is able to detect the quality of images in the database as well as identifying the 
algorithms suitable for use in the cascaded classiﬁer. The experimental results have shown the effectiveness of the proposed 
framework. The proposed framework also reduces the processing time by reducing the number of enrolled user the strong 
classiﬁer has to evaluate. This paper ﬁnally evaluates the performance of the proposed framework for both single and 
multiple modalities and explores the saturation point in terms of performance improvement. It was shown that the system 
performance will not keep increasing as we add more stages. In fact, the system will reach a saturation point in terms of 
performance very soon and any addition of more stages to the system will only serve to increase the complexity of the 
whole system. 
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Figures: 
 
 
 
 
 
 
Fig. 1 Proposed cascading multimodal biometric recognition system 
 
 
 
 
 
Fig. 2 Plot of number of side-lobes against genuine match position for FE1 and M1 
 
 
 
  
 
 
Fig. 3 Plot of number of side-lobes against genuine match position for FE2 and M1 
 
 
 
 
Fig. 4 Plot of number of side-lobes against genuine match position for FE1 and M2 
 
 
 
  
 
 
Fig. 5   Example of low-quality input images 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Example of medium quality input image 
 
 
 
 
Fig. 7 Example of good quality input image 
 
 
  
 
 
Fig. 8 Plot of number of side-lobes against number of users 
 
 
 
 
Fig. 9 ROC curve for the three experimental systems 
 
 
  
 
 
Fig. 10 FAR, FRR and accuracy against threshold for iris recognition system 
 
 
 
 
Fig. 11 FAR, FRR and accuracy against threshold for ﬁngerprint–iris cascade 
 
 
 
  
 
 
Fig. 12 FAR, FRR and accuracy against threshold for iris–ﬁngerprint cascade 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
Tables : 
 
Table 1 Candidate list size 
 
 
Condition based on number   Number of users in  
of side-lobes     candidate list 
                                                                          
0 < side-lobes ≤ 10 15 
10 < side-lobes ≤ 20 35 
side-lobes > 20 60 
 
 
 
Table 2 Experimental results (unimodal against proposed system) 
 
Genuine  False False Imposter  
match accept   reject  match 
 
iris system on WVUid       36      12     12    40 
proposed system (FE1      40      13     13     31 
+ M1)+ (IFE1 + M2) 
proposed system (IFE1      16      19     19    43 
+ M2)+ (FE1 + M1) 
 
 
 
Table 3 Experimental results for single modality 
 
 Genuine 
match 
False 
accept 
False 
reject 
Imposter 
match 
fingerprint system 9 21 21 49 
(FE2 + M1)     
proposed system 26 17 17 40 
(FE1 + M1)+ (FE2 +     
M1)     
 
 
 
Table 4 Experimental results for three stage system 
 
Genuine  False False Imposter  
match accept   reject  match 
 
iris system on WVUid       36      12     12    40 
WVUid 
proposed system                    40      13     13     31 
(FE1+ M1)+ (IFE1 +  
M2) 
three stage         40      14     14    27 
proposed system       
(FE1+ M2) + (FE2  
+ M1) + (IFE1 + M2) 
 
 
 
 
 
