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Abstract—The Segment Routing (SR) architecture is based on
loose source routing. A list of instructions, called segments can
be added to the packet headers, to influence the forwarding
and the processing of the packets in an SR enabled network.
In SRv6 (Segment Routing over IPv6 data plane) the segments
are represented with IPv6 addresses, which are 16 bytes long.
There are some SRv6 service scenarios that may require to carry
a large number of segments in the IPv6 packet headers. Reducing
the size of these overheads is useful to minimize the impact on
MTU (Maximum Transfer Unit) and to enable SRv6 on legacy
hardware devices with limited processing capabilities that could
suffer the long headers. In this paper we present the Micro SID
solution for the efficient representation of segment identifiers.
With this solution, the length of the segment list can be drastically
reduced.
Index Terms—Segment Routing, Network Architecture, IP
routing protocols
I. INTRODUCTION
THE SRv6 (Segment Routing over IPv6) Network Pro-gramming framework [1] extends the Segment Routing
architecture [2], [3]. According to [1], a packet processing
program can be expressed with a sequence of instructions
called segments. Each instruction is encoded in a Segment
ID (SID) which is 16-byte long (128 bits, the same size of an
IPv6 address). SRv6 leverages the Segment Routing Header
(SRH) [4] to encode the packet processing program in the
IPv6 packet headers as a Segment List, together with optional
metadata.
In SRv6 jargon, an operation to be executed at a node
is called a behavior. The packet processing instructions may
express: i.) topological or traffic-engineering behaviours, such
as “go to this node via the Best-Effort Slice” or “go to this
node via the Low-Latency Slice”; ii.) fast-reroute behaviours,
such as “upon the sudden loss of a link, reroute the traffic
via an optimum backup path”; iii.) VPN behaviours, such as
“egress the network via a specified Virtual Private Network
(VPN) table of a specified Provider Edge (PE) router”. More
in general, any application behaviour can be encoded in
a network program, to be executed by a physical service
appliance or by a softwarized component running in a virtual
machine or in a container.
As discussed in [5], some application scenarios for SRv6
may require long sequences of SIDs to be carried in the SRH
packet header (e.g. up to 15 SIDs). In the current SRv6 model,
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this requires N ∗ 16 bytes to be carried in the SRH, where N
is the number of SIDs in the SID list. For this reason, an
open research and technological problem is to find a solution
to shorten the length of the SID representation in the packet
headers. In this paper we present the Micro SID solution [6].
The Micro SID solution introduces a straightforward exten-
sion to the SRv6 network programming model: each 16-byte
SID can encode a micro-program rather than a single instruc-
tion. A micro-program is composed of micro-instructions, each
represented with a micro SID, also called uSID.
In this paper we give a brief description of the SRv6
framework in Section II to explain the basic functionalities
exploited in the Micro SID solution, presented in Section
III. In Section IV we analyze the saving in terms of header
size compared to base SRv6 obtained with the Micro SID
solution and with another proposed solution called SRm6 [7].
We present the Micro SID implementation on Linux, VPP and
P4 platforms in Section V and show the interoperability of
the three implementations in Section VI. We evaluate the pro-
cessing load performance of the Micro SID implementations
in Section VII and discuss related works in Section VIII.
II. SRV6 NETWORK PROGRAMMING FRAMEWORK
In this section, we shortly recall the main features of SRv6
Network Programming framework, as needed to understand
the rest of the paper. For further details, we refer the reader
to the specification of the framework in [1] and to the tutorial
on SRv6 that is available in [8].
An SRv6 SID can be partitioned in three parts and expressed
as LOC:FUNCT:ARG (Locator, Function, Argument). The
Locator part can be routable and used to forward a packet to
a specific node, where a behavior, identified by the Function
part needs to be executed. In most cases, the Argument part
is not used, hence a SID can be simply decomposed in two
parts LOC:FUNCT (Locator and Function). To provide an
example (taken from [1]) an operator can use a /48 IPv6
network prefix for its SRv6 transport domain which include
all SRv6 capable transport nodes.We refer to this prefix as
Locator Block. Each SRv6 capable node can be assigned a
different /64 IPv6 network sub-prefix inside the Locator Block,
therefore up to 216 = 65356 SRv6 nodes can be supported
in this specific configuration. Inside each SRv6 node, 264
different SIDs can be supported. As an example (see Fig. 1, the
/48 Locator Block prefix can be fc00:1234:abcd::/48,
a specific node prefix can be fc00:1234:abcd:N::/64,
and the SID of a behavior to be executed in the node can
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be fc00:1234:abcd:0100::S. In this case, the locator
part (LOC) is represented by the leftmost 64 bits, composed
by the Locator Block and by a node part N. In the example,
the locator for node RN is fc00:1234:abcd:0N00. The
FUNCT part is represented by the rightmost 64 bits (no ARGS
is considered). In the example, 0001 or F001 are used
(preceded by 12 more leading zeros in hexadecimal notation).
The regular routing protocols can be used to distribute the
reachability information for the Locators associated to the
SRv6 network nodes. In this way, a single routing prefix can
be used to reach a given node and forward the packets towards
all behaviors that can be executed by that node. To ease the
interoperability, a set of “well-known” behaviors is defined
in [1] (but other documents can define additional behaviors).
The most important SRv6 behaviors defined in [1] are briefly
described hereafter.
The simplest SRv6 behavior is the End behavior, which
is used to enforce a topological waypoint in the path of a
packet towards its final destination. In the example shown in
Fig. 1, a packet coming from Site A enters the SR domain
in node R1, where it is encapsulated in an IPv6 outer packet.
Starting from node R1, the packet needs to cross R8, then
R7, then it needs to reach R2 where it will be decapsulated
and sent to Site B. Each node RN advertises a /64 prefix,
in the example fc00:1234:abcd:0N00::/64. Consider-
ing node R8, the fc00:1234:abcd:0800::0001 SID is
mapped into the End behavior in node R8 reached with the
fc00:1234:abcd:0800::/64 prefix. The End behavior
simply corresponds to “consuming” one SID in the SID list,
therefore node R8 will read the next SID in the SID list and
will update the IPv6 destination address with the next SID. The
End.X behavior is meant to cross-connect the packet towards
a specific next hop. The End.T behavior is used to use a
specific routing table for the the IPv6 route lookup (as needed
for example to implement VPNs with per-customer routing
tables). The End.DX6 behavior is used to decapsulate a packet,
extracting it from the outer IPv6 packet, and to cross connect
it to a specific IPv6 next hop. The End.DT6 behavior is used
to decapsulate a packet and then to use a specific routing table
for the IPv6 route lookup of the inner packet.
A. SRv6 Control Plane aspects
An operator is free to associate a SID (logically split into
LOC:FUNCT or LOC:FUNCT:ARGS) to a given behavior in
a given node. The specific values for the SIDs and in particular
for the FUNCT part can be provisioned and managed by
an SDN controller, and/or they can be advertised by routing
protocols (OSPF, ISIS, BGP) with SRv6 specific extensions.
We observe that by using an SDN based approach, the use of
SRv6 specific routing protocol extensions is optional. An SRv6
network can be operated by only distributing node reachabil-
ity information (regular IPv6 prefixes) in routing protocols,
assuming that an SDN controller manages the association of
node SRv6 behaviors to SID values.
III. MICRO SIDS
The fundamental idea of the Micro SID solution [6] is that
each 16-byte instruction (SID) of an SRv6 packet can carry
R1 R4 R5 R6
R2 R2 R6 R7
fcbb:bbbb:0800::/48
1 2
3
fcbb:bbbb:0700::/48fcbb:bbbb:0200::/48
4
step 1 Tx DA: FCBB:BBBB:0800:0700:0200:F00D:0000:0000
step 2
Rx DA: FCBB:BBBB:0800:0700:0200:F00D:0000:0000
Tx DA: FCBB:BBBB:0700:0200:F00D:0000:0000:0000
step 3
Rx DA: FCBB:BBBB:0700:0200:F00D:0000:0000:0000
Tx DA: FCBB:BBBB:0200:F00D:0000:0000:0000:0000
step 4
Decapsulate and cross-connect inner packet to SITE B
shift << 16
shift << 16
SITE A
SITE B
Tx DA: FCBB:BBBB:0200:F00D:0000:0000:0000:0000
Micro SID processing
SRv6 Processing
FC00:1234:ABCD:0200:0000:0000:0000:F001
FC00:1234:ABCD:0700:0000:0000:0000:0001
FC00:1234:ABCD:0800:0000:0000:0000:0001
1
2
0
step 1
step 2
step 3/4
SID List
Fig. 1: Plain SID and Micro SID example
Plain SRv6 Micro SID
End uN
End.X uA
End.DT4/End.DT6/End.DT2 uDT
End.DX4/End.DX6/End.DX2 uDX
TABLE I: Plain SRv6 behaviors and Micro SID behaviors
a micro-program, composed of micro-instructions represented
with identifiers called micro SIDs. This approach results in a
large saving of the packet overhead when multiple segments
(instructions) needs to be transported in an SRv6 packet.
Considering the most common configuration, micro SIDs are
represented with 2 bytes, and up to 6 micro SIDs can be carried
in a regular 16 bytes SID. For example, an SR path of 5 hops
would require 16*5=80 bytes to be represented as a regular
“SR path”, while it would require 16 bytes to be represented as
a sequence of 5 micro SIDs encoded in a single regular SID. A
micro-instruction is represented with a micro SID, also called
uSID. In this work we will consider that uSIDs are represented
with 2 bytes (16 bits), but different choices are possible (e.g.
using 3 bytes or 4 bytes).
As described in [6], the Micro SID solution proposes
to extend SRv6 Network Programming with new behaviors,
called uN, uA, uDT, uDX, as described in Table I.
To introduce the reader to the basic Micro SID process-
ing, we describe a simple use case example, based on the
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same reference topology of the SRv6 example, depicted in
Figure 1. In this case a /32 prefix is chosen as Locator
Block for the Micro SIDs (referred to as uSID block). All
routers in the topology are assigned a /48 prefix from this
micro SID block: fcbb:bbbb::/32. The ingress router
R1 applies the Micro SID policy by encoding the address
fcbb:bbbb:0800:0700:0200:f00d:: into the outer
IPv6 header. This results into a source routing policy that
routes the packet through the path R8 → R7 → R2,
respectively identified by the micro SIDs 0x0800, 0x0700
and 0x0200 and then executes a decap operation. Thus, R1
sends the packet to R8. The packet will cross R4 and R5 that
in this case enforce “base” IPv6 forwarding. As soon as R8
receives the packet, it “consumes” its Micro SID identifier in
the destination address: (i) the 0x0800 Micro SID is popped
from the destination address; (ii) the remaining micro SID list
is shifted left by 16 bits; (iii) the End of Container identifier
(0x0000) is inserted in the last 16 bits. The resulting IPv6
destination address is fcbb:bbbb:0700:0200:f00d::.
Upon completion of the procedures above, the packet is
transmitted to R7 which performs an analogous set of pro-
cedures that ends with the transmission of a packet containing
the micro SID list fcbb:bbbb:0200:f00d:: to R2 via
R6 → R3. Since R2 is the last SRv6 router in the path, the
destination address of the packet matches the FIB entry with
destination fcbb:bbbb:0200:f00d::/64. This rule includes the
terminator micro SID f00d which triggers the final End.DT6
behavior: the packet is decapsulated and handled by a specific
IPv6 routing table.
The Micro SID solution fully leverages the SRv6 network
programming solution. In particular, the data plane with the
SRH dataplane encapsulation is leveraged without any change;
any SID in the SID list can carry micro segments. As for the
Control Plane, the SRv6 Control Plane is leveraged without
any change. The mechanisms for the compression of SID
identifiers are described in [9].
The Micro SID solution enables ultra-scale deployments
(e.g. as needed for multi-domain 5G scenarios) and reduces the
overhead at the minimum reducing the potential issues with
MTU. It is fully compatible with SRv6 architecture, so it can
run in mixed scenarios where only a subset of nodes support
the Micro SIDs.
IV. EVALUATION OF COMPRESSION SAVINGSS
This section provides a detailed analysis of the efficiency
of the micro SID compression in a realistic SRv6 deployment
scenario. In particular, it considers the encapsulation size of
a compressed segment lists versus an uncompressed segment
list. The efficiency of the micro SID solution is also compared
with another proposed SRH compression solutions called
SRm6 (Segment Routing Mapped to IPv6) [7].
We show that a mapping solution (like SRm6) does not
provide better compression than what can be achieved with
the SRv6 mechanism. As such, analysis of the SRm6 proposal
documented in [7] is provided for comparison.
The SRm6 solution [7] defines a new routing header called
Compact Routing header to be used to carry the list of
1
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Fig. 2: Reference topology for Compression Analysis
segments instead of the SRH. More specifically, [7] defines
two versions of CRH: CRH-16 and CRH-32, that respectively
support Segment Identifiers (SIDs) of 16 bits (2 bytes) and 32
bits (4 bytes). The SRm6 SIDs needs to be mapped into IPv6
addresses, locally on each node of an SRv6 network. A “Per
Path Service Instruction” can be encoded in a new Option to
be included in a Destination Option header of the IPv6 packet.
Note that the USID solution is fully compatible at the data
plane level with the SRv6 framework, as the packet forwarding
is based on IPv6 Destination Addresses and on the SRH. The
SRm6 requires a data plane based on a new Routing Header
and on a new Option in the Destination Option header.
A. Reference topology and scenario
Let us consider a service provider offering a VPN service
with underlay optimization. The reference topology is depicted
in Fig. 2. Hosts 1 and 2 are located in two different sites of
a VPN customer. When host 1 sends a packet to host 2, the
SR domain ingress router 3 steers it to the egress edge router
4 via an SR Policy that enforces a path through a number of
underlay waypoints in Metro L (ML1..MLi), Core (C1..Cj),
and Metro R (MR1..MRk). The SR Policy ends with a SID
that instructs the egress edge router 4 to decapsulate the packet
and forward it towards host 2.
B. Compression Analysis
In the following, we analyze and compare the header
lengths of the uSID and SRm6 with respect to the basic
SRv6 header. In particular, we evaluate the “Encapsulation
size Saving” i.e. the fraction of Encapsulation overhead that
is saved using a compression solution with respect to the
original (uncompressed) Encapsulation overhead introduced
by the SRv6 solution based on full IPv6 SIDs and SRH.
According to [10], we define the Encapsulation size metric
E(SL) as the number of bytes required to encapsulate a packet
traversing an SRv6 domain. It includes all the bytes of the
“outer” IPv6 packet, from the beginning of the outer IPv6
packet (at layer 3) up to the beginning of the encapsulated
packet. We note that the encapsulation size E(SL) is a
function of the Segment List Size SL, as each Segment in
the Segment List needs to be represented in the outer IPv6
packet.
The value of the the Encapsulation size metric is calculated
for reduced SRv6 encapsulation as E(SL) = 40 bytes (IPv6
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Header) if (|SL| = 1) or (E(SL) = 40+8+(|SL|− 1) ∗ 16)
otherwise. Where 40 is the IPv6 header, 8 is the fixed part of
SRH and 16 is the size of IPv6 address.
The SRv6 basic encapsulation is evaluated considering the
reduced encapsulation policy (H.Encap.Red), defined in [1]
section 5.1. The H.Encap.Red policy encapsulates an IPv6
packet into an outer IPv6 packet with the SRH header. The
first SID of the segment list is placed in the IPv6 Destination
Address of the outer IPv6 packet and is not replicated in the
SRH. If the SID list consists of only one SID, the entire SRH
header may be omitted, resulting in a plain an IPv6 in IPv6
packet without the SRH extension header.
According to [11], we define the Encapsulation size Saving
ES metric considering the Encapsulation size of the com-
pressed solutions Ec(SL) and the Encapsulation size of plain
SRv6 without any compression encoding Ep(SL), as follows:
ES(SL) = 1− Ec(SL)/Ep(SL).
For the analysis of the micro SID (uSID) solution, the IPv6
address used for representing the SID can be divided in three
different blocks: Locator Block (B), Node&Function Blocks
(NF) and the Argument (A). The lengths of these blocks cannot
exceed the length of an IPv6 address.
The Locator Block identifies the SRv6 domain, while the
the Node&Function Block represents the node identifier along
with the function to be applied. The Argument block contains
the metadata needed to carry out the behavior processing.
A 16-byte SRv6 instruction that contains a micro-program
is called a uSID container instruction and has the structure
shown in Fig. 1. We measure the capacity CuSID of a uSID
container as follows:
CuSID =
⌊
(128−B)
NF
⌋
Given a sequence S of uncompressed SIDs the length of the
corresponding uSID sequence is evaluated as follows:
LuSID(S) =
⌈ |S|
CuSID
⌉
For SRm6, SIDs of fixed size are used, of 16 or 32 bits
which are carried in a new Routing Header called Compact
Routing Header (CRH) [12]. The CRH is made of a fixed
set of fields (i.e NextHdr, HdrLen, RoutingType, SegmentLeft,
SID[0], SID[1]) for a total of 8 bytes and a variable length list
of SIDs. The CRH must end on a 64-bit boundary otherwise
it must be padded with zeros.
SRm6 expects headers with 16-bit or 32-bits defined as
CRH-16 and CRH-32, respectively. In CRH-16 the length of
headers is ECRH16(SL) = 40 + 8 if |SL| = 1, otherwise
ECRH16(SL) = 40 + d(4 + |SL| ∗ 2)/8e ∗ 8 + 8.
In CRH-32 the length of headers is calculated as
ECRH32(SL) = 40 + 8 if |SL| = 1, otherwise
ECRH32(SL) = 40 + d(4 + |SL| ∗ 4)/8e ∗ 8 + 8.
In our comparison, the uSID solution is considered with 16-
bit uSID length (the uSID Block size is 32 bit). The SRm6
is considered with both the CRH-16 and CRH-32 routing
headers.
Figure 3 plots the Encapsulation size Saving for the three
solutions, considering the reference scenario in a range from
Fig. 3: Encapsulation size Saving for uSID and SRm6
one to seven underlay waypoints for each domain (Metro L,
Core, Metro R). The Micro SID compression is significant
(58%) also for a SID list of just 4 nodes (first group of bars in
Figure 3, thanks to the Reduced Encapsulation in IPv6. Then,
as the number of SIDs increases the uSID and the CRH-16
solutions align to a compression percentage around 70%.
V. DESIGN AND IMPLEMENTATION
A. Implementation of uSIDs using P4 Language
A proof of concept implementation of uSID primitives
has been realized in P4, by extending a publicly available
implementation of the SRv6 framework [13]. To this end, we
have developed the following extensions:
• added a new action named usid_un, responsible for
(i) extracting the uSID of the next end router and (ii)
updating the IPv6 destination address accordingly see
listing 1
• added a new LPM match table named my_usid_table
responsible for the uN behavior (see listing 2 )
• modified the overall application logic (i.e.: the P4 apply
block) to invoke the new processing primitives
The full P4 implementation is available in our public reposi-
tory [14].
1 #define USID_BLOCK_MASK 0xffffffff << 96
2 action usid_un() {
3 hdr.ipv6.dst_addr = (hdr.ipv6.dst_addr &
USID_BLOCK_MASK) | ((hdr.ipv6.dst_addr << 16) &
~((bit<128>)USID_BLOCK_MASK));
4 }
Listing 1: uSID_un P4 code
1 direct_counter(CounterType.packets_and_bytes)
my_usid_table_counter;
2 table my_usid_table {
3 key = {
4 hdr.ipv6.dst_addr: lpm;
5 }
6 actions = {
7 usid_un;
8 end_action;
9 NoAction;
10 }
11 default_action = NoAction;
12 counters = my_usid_table_counter;
13 }
Listing 2: my_usid_table P4 code
To support the uN behavior, the implemented P4 pipeline re-
quires two kinds of match/action entries. The first one matches
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on a /48 IPv6 prefix (e.g. fcbb:bbbb:0100::/48) and
invokes the usid_un action performing the shift-and-lookup
primitive. The second one matches on a /64 IPv6 prefix (e.g.
fcbb:bbbb:0100::/64 and triggers the “plain” SRv6
End behavior, i.e. decrement the SRH segment_left field
and copy the next SID from the SRH to the IPv6 destination
address.
B. Linux kernel uSID implementation
Since release 4.14, the Linux kernel basically offers a subset
of the behaviors defined in [draft-srv6] implementing SRv6
End, End.X, etc. However, the Linux kernellacks of the SRv6
uSID capabilities and thus it does not support any micro
segment extension for SRv6 proposed in [6].
In order to add the support for uSID in the Linux ker-
nel(which from release 4.14 already supports a subset of
the SRv6 behaviours), we designed and implemented a patch
that extends and enhances the existent SRv6 subsystem. The
proposeed uSID implementation comes up with the support
for the uN and uA behaviors which are, respectively, a variant
of the Endpoint (End) and of the Endpoint with Cross Connect
(End.X). Moreover, we have also extended the userspace
iproute2 suite [15] to support the new uSID behaviors. In
particular, using the ip command we are able to instantiate
and destroy instances of uN and uA behaviors.
During the design and the development of the uSID patch
set, we faced some architectural limitations of the Linux SRv6
implementation which are not due to our changes but they are
intrinsic of the SRv6 subsystem itself.
Such limitations mainly concern the way in which behavior
instances are created, configured and destroyed. SRv6 behavior
instances are managed through the help of an userspace
application which is in charge of sending to the kernel(through
netlink messages) the commands for carrying out the requested
operations.
In our case, the reference userspace application is repre-
sented by the ip command made available by the iproute2
suite. The ip command allows to create a new instance of a
SRv6 behavior by specifying the type (i.e.: End, End.X, etc)
and a list of per-behavior attributes (i.e: table id, nexthop,
etc) used during setup phase. Similarly, the ip command also
allows to destroy a specific SRv6 behavior instance which
should release all the resources that it has requested (if any)
during the creation/setup phase.
All the SRv6 behaviors implemented in the Linux kernel
share the same basic creation/setup function whose purpose
consists of allocating the memory for the new behavior in-
stance and parsing the supplied attributes. First, the basic cre-
ation/setup function do not allow to specify a custom callback
on a per-behavior basis that could be used for carrying out any
sort of interaction with the rest of the kernelor allocating some
additional memory. Second, such basic approach does not
support optional attributes supplied by the userspace (which
are required by the new uSID behaviors).
Moreover, the SRv6 Linux implementation handles any
supplied attribute as required. This means that the userspace
must always provide all the attributes required by a specific
behavior type otherwise the instantiation of such behavior
fails.
Consequently, none of the different SRv6 behaviors imple-
mented so far in the Linux kernel can support 1) custom
creation/destroy callbacks and/or 2) it can manage optional
attributes supplied by the userspace.
In order to implement the uN and uA behaviors we had to
overcome the two above mentioned limitations. To this end we
have: (1) extended the SRv6 implementation introducing two
per-behavior callbacks which are called (if provided) when
a new behavior instance is created and when it is going to
be destroyed; (2) patched the SRv6 Linux kernelto support
optional attributes for SRv6 behaviors without breaking any
backward compatibility.
Indeed, none of the different SRv6 behaviors implemented
so far in the Linux kernelcan support custom creation/destroy
callbacks (required to interact with the rest of the kernelor allo-
cating some additional memory). Moreover, the current Linux
SRv6 framework can not manage optional attributes supplied
by the userspace when instantiating a specific behaviours.
Indeed both the aforementioned behaviors require of custom
creation/destroy callbacks as well as the support for optional
attributes.
To overcome the limitation (1), we extended the SRv6
implementation introducing two per-behavior callbacks which
are called (if provided) when a new behavior instance is
created and when it is going to be destroyed.
We got rid of the limitation (2) by patching the SRv6 Linux
kernelto support optional attributes for SRv6 behaviors without
breaking any backward compatibility. Before this patch if an
attribute was not needed by a behavior, it required to be
set by the userspace application to a conventional skip-value
(otherwise the creation process fails if the attribute is not
supplied).
The kernel side, that processes the creation request of a
behavior, reads the supplied attribute values and it checks if
it had been set to the conventional skip-value or not. Hence,
each optional attribute is supposed to have a conventional skip-
value which is known a priori and shared between userspace
applications and kernel. Hence, messy code and complicated
tricks can arise from this approach.
The patch for optional attributes explicitly differentiates the
required mandatory attributes from the optional ones. Now,
each SRv6 behavior can declare a set of required attributes
and a set of optional ones. The creation of a behavior instance
fails in case a required attribute is missing, while it goes on
without generating any issue if an optional attribute is not
supplied by the userspace application.
The uN and the uA patches share most of the code. The
only difference between the two relies in the way in which the
packets are forwarded when no more uSID are available in the
IPv6 destination address. In this case, if the packet contains an
SRv6 header, the uN applies the SRv6 End behavior while the
uA applies the End.X behavior. For this reason we do not treat
the uN and the uA implementations separately. Therefore, in
the following we will refer only to the uN implementation and
we will describe the most significant differences with respect
to the uA behavior, when needed.
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First of all we extended the enum structure that defines
all the SRv6 behavior types currently available in the
Linux kerneladding the SEG6_LOCAL_ACTION_UN
and the SEG6_LOCAL_ACTION_UA in the
include/uapi/linux/seg6_local.h header file.
We also defined the new SRv6 behavior attribute type
SEG6_LOCAL_USEG and the related data structure named
usid_layout which is used for passing the uSID block
and the uSID lengths from the userspace to the kerneland
vice versa.
As for the all existing SRv6 behaviors, the uN and uA im-
plementations take place in the net/ipv6/seg6_local.c
file. In the Linux kernel, each SRv6 behavior is realized
as an extension of a lightweight tunnel (LWT) [16] through
the seg6_local_lwt structure. We extended this structure
to store both the uSID block and the uSID lengths pro-
vided by the userspace. Subsequently, we added the new uN
and the uA behavior types to the descriptor of behaviors,
seg6_action_table, specifying: i) the behavior type, ii)
the optional uSID block and uSID lengths, iii) the processing
function to be called for every incoming packet, iv) the setup
callback to use when a new instance of a uN/uA behavior must
be created.
The source code of the patches to the kernel and to the
iproute2 suite are available in ou project repository [17].
When an IPv6 packet is received on a interface, it goes
through the Linux networking stack and it reaches the input
routing routine. At this point, the system performs the route
lookup operation trying to determine the fate of the packet. As
a result, the packet could be 1) discarded or 2) locally delivered
or 3) forwarded to the next hop or 4) processed by an SRv6
behavior. In case of 4), the processing function depends on the
SRv6 behavior type: for the uN the processing we defined the
input_action_un function while for the uA we defined
the input_action_ua function.
Both the uN and the uA process an incoming IPv6 packet
in the same way if the next uSID is not equal to the zeroed
container and thus they share the same processing logic. In
this case, the processing function consumes the current uSID
replacing it with the next uSID. This operation is performed by
the un_next_usid function which takes care of advancing
the next uSID in the IPv6 destination address. After that,
the seg6_lookup_nexthop function carries out the route
lookup using the updated uSID. Based on the result of the
operation, the packet could be discarded or locally delivered
or forwarded to the next hop. On the contrary, when the next
uSID is equal to the zeroed container (the current uSID is the
last one in the IPv6 destination address), the uN performs the
SRv6 End behavior while the uA performs the SRv6 End.X.
The uN and the uA behaviors share the same setup function,
the input_action_ux_build, which is called during the
creation of a new behavior instance. At this time, this function
checks if the user supplied custom uSID block and uSID
lengths. If the users decided to stay with the default values
(none of these two attributes are given) the kernelreads the
default uSID block and uSID lengths which can be set from
the userspace through the sysctl command [add sysctl paths
here]. Otherwise, the kernelretrieves the missing attributes
from the sysctl as for the default case. In both cases, the
input_action_ux_build always checks for the validity
of the uSID block and the uSID lengths. Such values must be
expressed in bits and they must be divisible by 8. Moreover,
the function also checks for the semantic of the uSID block and
uSID lengths by considering the fact that each IPv6 address
must contain the uSID block, one uSID at least and the zeroed
container.
C. uSID VPP implementation
Virtual Packet processor (VPP) is an open source virtual
router [18]. It implements a high-performance forwarder that
can run on commodity CPUs. VPP often runs on top of
the Data Plane Development Kit (DPDK) [19] to achieve
high speed I/O operations. DPDK maps directly the network
interface card (NIC) into user-space bypassing the underlying
Operating System kernel.
Fig. 4: VPP Packet Processing Architecture
The packet processing architecture of VPP consists of graph
nodes that are composed together. Each graph node performs
one function of the processing stack such as IPv6 packets
input (ip6-input), or IPv6 FIB look-up (ip6-lookup). The
composition of the several graph nodes of VPP is decided at
runtime. Fig. 4 shows an example of a VPP packet graph. VPP
supports most of the behaviors defined in [1]. The behaviors
are implemented in the sr-localsid and sr-localsid-d VPP
graph nodes.
We added a new VPP graph node (sr-localsid-un) to
support the SRv6 uSID uN behavior. The new VPP graph
node implements the shift-and-lookup functionality. When a
new is uN behavior is created using VPP CLI/API, two
separate FIB entries are created. The first FIB entry (e.g.,
FC00:0000:0100::/48) triggers a shift-and-lookup of the
IPv6 destination address, while the second FIB entry (e.g.,
FC00:0000:0100::/64) triggers the SRH processing (im-
plemented in the sr-localsid VPP graph node) by copying the
next 128b SID from the SRH to the IPv6 destination address.
A received SRv6 packet may match either of the two FIB
entries. Depending on which FIB entry the packet hits, it gets
processed by a different VPP graph node. In this way we
maintain the VPP performance and avoid instruction cache
misses as all the packets that arrive to the VPP graph node
must execute the same instruction, being either shift-and-
lookup or SRH processing. As in any SRv6 functionality,
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the sr-localsid-un) graph node also maintain counters to track
traffic destined to such SID. Once the shifting is completed
the packet is redirected to the (ip6-input) VPP graph node
to determine the egress interface for the packet based on the
updated IPv6 destination address.
VI. INTEROPERABILITY AND TESTBED
A. Use case description and goals
In this section a meaningful distributed use case scenario
is presented. The proposed use case has a twofold goal:
(i) provide a functional assessment of the overall header
compression mechanism in a meaningful application scenario;
(ii) demonstrate that the uN extension can be implemented
on top of different data plane frameworks and that these
different implementations are inter-operable with each others.
The demo of the proposed use case is similar to the SRv6
MicroSID Interoperability Demonstration presented by CISCO
[20]. Differently from this one, our demo is reproducible and
publicly available at the project repository [14] and includes
the detailed instructions to repeat the proposed experiments.
Figure 5 shows the network topology of the proposed use
case scenario, which consists of:
• 3 Linux nodes implementing the SRv6 uN functions in
the kernel (L1, L2, L3);
• 3 programmable data planes nodes built on top of the
Vector Packet Processor platform [18] (V4, V5, V8);
• 2 programmable data planes nodes built on top of the
software-based P416 implementation bmv2 [21] (P6, P7);
• 1 controller responsible for managing the uN dynamic
configuration of paths and host traffic to be steered;
• 12 IPv6 enabled Linux end-hosts (h11, h12, h13, etc..).
The SRv6 uN primitive set addressed by the proposed use
case scenario consists of 3 functions. The first one is the
encap function, which is responsible for encapsulating the
IPv6 legacy packet that are “entering” into the SRv6 domain
and specifying the uN list describing the path. This function
is implemented by the edge nodes that receive packets from
the transmitting end hosts. The second one is the uN function
which is responsible for extracting the uN of the next router
(as described in section III). This function is implemented
both in the intermediate nodes and in edge nodes in the SRv6
path. This function operates in two different ways, referred
to as uN(un) uN(End). uN(un) consists in processing the
active micro SID and replacing it with the next one (through a
shift operation). uN(End) consists in selecting the next SRv6
segment encoding a new micro-program, i.e. advancing the
next SID in the SRH and copying it in the destination address
of the IPv6 packet. This operation is performed by the uN
behavior when there are no more micro SIDs to be processed
in the micro SID container. Lastly the decap function is
responsible for extracting the original IPv6 legacy packet sent
by the transmitting end hosts. This function is implemented
in the last (edge) nodes in the SRv6 path that are responsible
for delivering the original IPv6 packet to the target end hosts.
Table II summarizes the association between the SRv6 uN
functions and the nodes implementing it.
encap uN(un) uN(End) decap
L1, L3 L1, L2, L3 L1, L2, L3 L1, L3
V5, V8 V4, V5, V8 V4, V5, V8 V5, V8
P7, P6 P7, P6
TABLE II: Micro SID functions and testbed nodes
B. Testbed deployment
As the main objective of this demo is the functional
assessment of the proposed header compression mechanism
(the performance assessment of the proposed implementations
is realized with specific standalone experiments described in
Section VII), the use case scenario described in the previous
section has been implemented in an emulated SW environ-
ment. In particular, we have designed and developed a virtual
environment built on top of mininet [22]. The relevant mininet
VM includes the 3 micro SID implementations listed in the
previous section as well as the controller and the end hosts.
The reminder of this subsection provides some details
regarding the use case scenario deployment.
Micro SID numbering. For this use case we allocated the
micro SID block fcbb:bbbb::/32. Each node is assigned
with a micro SID in the format fcbb:bbbb:0X00::/44,
where X is an index bound to the node in the range [1, .., 8].
The use of the prefix length “/44” instead of “/48” is necessary
to support the encoding of the End.DT6 directive in the
least significant bit of the micro SID (it also enables to
encode 14 behaviors more). As a result, nodes with End.DT6
capability will match the “/48” rule with the first bit enabled
to discriminate whether to apply uN(end) or End.DT6.
In order to solve the above mentioned issue, we
implemented also an alternative solution. A special micro SID
(0xf00d) is used to support the End.DT6 and encoded at the
end of the micro SID list, e.g. fcbb:bbbb:0X00:f00d::.
As a result, a node supporting this feature would enable the
End.DT6 action when it matches its assigned micro SID
followed by f00d:0000::.
Routing configuration. For sake of simplicity, the routing
tables of the nodes are statically configured at startup by means
of shell scripts.
The startup configuration script (which can not be listed
in details for the limited space available for this publication)
includes different kinds of routes:
1) routes toward the ipv6 addresses of all the routers links
2) routes toward the loopback interfaces of all the routers
3) routes toward the end hosts IPv6 addresses
4) routes to uN node performing the uN_un and the uN(End)
functions
5) routes to perform the End.DT6 decapsulation function
Examples of the above mentioned routes are provided in
listings 3, 4 and 5. It is worth noting that the 3 proposed
implementations use different tools for configuring the in-
ternal routing tables: (i) the Linux kernel nodes exploit the
iproute2 suite; (ii) the VPP nodes are configured with the
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uN: 0200
h31 h33
h32
h11 h81 h83
h82
h51 h53
h52
fd00:0:81::2
fd00:0:11::2
h13
h12
Arango
DB
Controller
Dashboard
L2 switch
L1
L2
L3
V4
V5
V8P7
P6
uN: 0300
uN: 0700
uN: 0100
uN: 0400
uN: 0500
uN: 0600
uN: 0800
uN block:
fcbb:bbbb::/32
Fig. 5: uN Interoperability testbed network topology
vppctl tool; (iii) the P4 nodes exploit the runtime controller
client interface simple_switch_CLI.
C. Functional assessment: control plane operations
In order to have a thorough interoperability assessment, we
create multiple end host flows and associate each of them to
different SRv6 uN enabled paths. For example, let us consider
a bidirectional ICMP echo request/reply flow between the
hosts h11 and h31. For the request, the controller enforces
the following path: L1(encap) → L2 → P7 → P6 → V5 →
V 41(End)→ L3(End.DT6). The ICMP echo reply sent by
h31 matches the same path in the reverse direction.
To express this policy from the control plane, it is just
needed to trigger one command in the controller CLI that
needs the following information:
• the IPv6 destination address of h31, needed to install in
L1 the path from h11 to h31;
• the IPv6 destination address of h11, to install in L3 the
path from h31 to h11;
• the list of the names of nodes to traverse (in this case
l1, l2, p7, p6, v5, v4, l3).
The controller also implements some extended features like
encoding correctly the End.DT6 behavior. As an example, it
supports the corner case in which the last segment of the micro
SID list contains 6 “topological” micro SIDs. In this case, there
is no more space left in the destination address to insert the
micro SID expressing the End.DT6 behavior (0xf00d). It is
also not allowed to create a new segment containing only the
End.DT6 micro SID (e.g. fcbb:bbbb:f00d::). Therefore,
the controller automatically inserts 5 micro SIDs in the first
segment and in the last segment it inserts the micro SID of
the egress node followed by the End.DT6 micro SID (e.g.
fcbb:bbbb:0300:f00d::). It is worth noting that in the
case of adopting the other type of uSID numbering described
in Section VI-B, the entire Micro SID list would have fit inside
just one IPv6 destionation address, resulting in a saving of 24
bytes (8 SRH and 16 for the SID).
Other control plane features implemented for uSID include:
• creating both symmetrical (same path for both outward
and return packets) and asymmetrical (different paths for
outward and return packets) policies;
• dumping the list of all installed policies;
• dumping a specific policy by specifying source and
destination addresses of end hosts;
• removing a policy by specifying all the parameters or by
referencing the policy ID.
D. Functional assessment: data plane operations
According to the control plane configuration
described in the previous subsection, the echo request
sent by h11 is intercepted by L1 that performs the
encap() function. The original ICMP packet is
encapsulated in an IPv6 header with destination address
fcbb:bbbb:0200:0700:0600:0500:0400::
expressing the first half of the path. The second half of
the path is encoded in the first position of the SRH SID list
with address fcbb:bbbb:0300:f00d::.
The encapsulated packet is then sent to L2 which ap-
plies the uN_un function, by extracting the first micro SID
(0200) and shifting the segment. The resulting SRv6 path
is fcbb:bbbb:0700:0600:0500:0400::. The packet
is then sent to the second uN node (P7, identified by the
micro SID 0700). These operations are iterated until the packet
reaches the last segment of the list (V4) which applies the
uN(End) function. Thus, V4 copies the second half of the
segment list in the IPv6 destination address and sends the
packet to the next uN node (L3). In L3, acting as egress router,
the packet is decapsulated and reaches the final end host h31.
For the ICMP echo reply path, the ingress node
(L1) encapsulates the packet encoding the uN list
fcbb:bbbb:0400:0500:0600:0700:0200:: in the
SUBMITTED PAPER 9
1 # Linux configuration
2
3 # link between routers
4 ip -6 route add fcf0:0:2:3::/64 via
fe80::a41f:f2ff:fe53:d25a dev
L1-L2 metric 20
5
6 # loopback interfaces
7 ip -6 route add fcff:2::/32 via
fe80::a41f:f2ff:fe53:d25a dev
L1-L2 metric 20
8
9 # end hosts
10 ip -6 route add fd00:0:11::/64 dev
L1-h11 proto kernel metric 256
11
12 # uN behavior
13 ip -6 route add fcbb:bbbb:0100::/48
encap seg6local action uN dev
L2-L3
14
15 # End.DT6 behavior
16 ip -6 route add fcbb:bbbb:0100:f00d
::/80 encap seg6local action
End.DT6 table 254 dev L1-h11
17 ip -6 route add fcbb:bbbb:0101::/64
encap seg6local action End.
DT6 table 254 dev L1-h11
Listing 3: Linux routes configuration
1 # VPP configuration
2 # link between routers
3 vppctl> ip route add fcf0
:0:1:2::/64 via fe80::acec:4
bff:fe20:4852 host-v5-p6
4
5 # loopback interfaces
6 vppctl> ip route add fcff:1::/32
via fe80::e078:34ff:fe41:d6ec
host-v5-v4
7
8 # end hosts
9 vppctl> ip6 table add 100
10 vppctl> ip route add fd00:0:51::/64
table 100 via fd00:0:51::2
host-v5-h51
11
12 # uN behavior
13 vppctl> sr localsid prefix fcbb:
bbbb:0500::/48 behavior un 16
14
15 # End.DT6 behavior
16 vppctl> sr localsid prefix fcbb:
bbbb:f00d::/64 behavior end.
dt6 100
17 vppctl> sr localsid prefix fcbb:
bbbb:0501::/64 behavior end.
dt6 100
Listing 4: VPP routes configuration
1 # P4 configuration
2 # link between routers
3 simple_switch_CLI> table_add
IngressPipeImpl.routing_v6
IngressPipeImpl.set_next_hop
fcf0:0:3:4::/64 => d2:8e:4f
:23:63:59
4
5 # loopback interfaces
6 simple_switch_CLI> table_add
IngressPipeImpl.routing_v6
IngressPipeImpl.set_next_hop
fcff:1::/32 => d2:8e:4f
:23:63:59
7
8 # uN behavior
9 simple_switch_CLI> table_add
IngressPipeImpl.my_sid_table
IngressPipeImpl.
end_action_usid fcbb:bbbb
:0700::/48 0
10 simple_switch_CLI> table_add
IngressPipeImpl.my_sid_table
IngressPipeImpl.end_action
fcbb:bbbb:0700::/64 0
Listing 5: P4 routes configuration
IPv6 destination address and fcbb:bbbb:0100:f00d::
in the SRv6 SID list. The operations applied to the reply
packet are analogues to the ones applied to the request and
for this reason are here omitted.
VII. PERFORMANCE EVALUATION
This section presents a performance analysis of the uN
header compression mechanisms based on a set of stand alone
experiments aiming at measuring the packet rate overhead
introduced by the proposed extension with respect to the base
SRv6 implementation.
A. Testbed deployment for the performance assessment
To evaluate both the Linux kernel and the VPP uN im-
plementation, we have reserved two bare metal servers on
the federated testbed infrastructure CloudLabs [23]. We have
deployed a simple topology consisting of a traffic generator
(TG) and a system under test (SUT). An instance of the TRex
DPDK-based traffic generator [24] runs on the TG machine.
The two reserved servers are x86 machines equipped with
2x Intel E5-2630 v3 85W 8C at 2.40 GHz for a total of 16
cores in hyper-threading, 32KB L1 cache, 256KB L2 cache,
20MB L3 cache, 128 GB of ECC RAM (8x 16 GB DDR4
2133 MHz PC4-17000 dual rank RDIMMs) and the Cisco
network interface UCS VIC1227 VIC MLOM - Dual Port
10Gb SFP+ (connected via PCIe v3.0, 8 lanes). On the SUT
machine we have installed a Linux 5.6 kernel patched with
our uN behaviour implementation.
In this simple testing scenario, we considered different
bidirectional flows. Packets sent from TG are received by SUT
on one network interface, processed according to the specific
SRv6/Un function under measurement, and sent back to TG on
the second network interface. We considered five experiments,
each one with a specific combination of SRv6/uN function and
packet type:
# Function Encap PDR@0.5% Overhead
1 uSID_un IPv6 in IPv6 861.27 kpps -1.84%
2 uSID_un IPv6 in IPv6 (pad) 857.60 kpps -1.41%
3 uSID_un IPv6 + SRv6 853.37 kpps -0.91%
4 uSID_end IPv6 + SRv6 843.19 kpps +0.29%
5 End IPv6 + SRv6 845.67 kpps ———–
TABLE III: Linux kernel performance assessment
1) function uN(un) with IPv6 in IPv6 encapsulation with-
out SRH. In this experiment the micro SIDs are encoded
directly within the destination address of the IPv6 header
and the packets processed are the smallest ones of this
measurement campaign (118 bytes);
2) function uN(un) with IPv6 in IPv6 encapsulation with-
out SRH. This experiment is similar to experiment 1, but
the packet size is “artificially” extended, by adding 40
bytes of payload padding, up to the same size of an IPv6
packet with an SRH containing two SIDs (i.e. 158 bytes);
3) function uN(un) with IPv6 packets plus a SRH contain-
ing two SIDs (158 bytes);
4) function uN(End) on IPv6 packets plus a SRH contain-
ing two SIDs (158 bytes);
5) function End (basic SRv6 operation) on IPv6 packets
with an SRH containing two SIDs. Such behavior is con-
sidered to be our performance baseline. The other experi-
ments are compared to this one in order to understand the
overhead introduced by the proposed header compression
mechanism. The packet size for this experiment is 158
bytes.
B. Linux kernel implementation assessment
The detailed results of the above described experiments for
the Linux kernel uN implementation are reported in table III.
The throughput (845.57 kpps) measured in the experiment 5
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is taken as reference to evaluate the increase or decrease in
performance experienced in the other experiments. Indeed, the
SRv6 End behavior does not perform any uN operation so
that it allows us to find out the impact of the uSID processing
with respect to the base SRv6 processing. For each experiment
reported in table III, we run the performance tests to estimate
the maximum throughput considering the Partial Drop Rate
fixed at 0.5% (PDR@0.5%) as described in [25].
As expected, the processing overhead introduced by the uN
behavior depends on which operation is performed and on the
packet encapsulation. The IPv6-in-IPv6 encapsulation achieves
the highest performance in terms of throughput. The fixed IPv6
header size along with a more efficient parsing are the key
factors which increase the overall throughput of 1.84%-1.41%
(depending on the packets size) with respect to the baseline
(SRv6 End behavior).
Considering the SRv6 encapsulation, the uN(un) perfor-
mance is slightly better than the performance of the SRv6 End
behavior with a measured gain of 0.91% On the other hand,
when the uN(End) operation is applied on SRv6 packets the
measured performance drop with respect to the baseline is
0.3% and thus it could be considered negligible.
C. VPP implementation assessment
In this subsection we briefly discuss the experiment results
for the VPP implementation. As expected, the packet rate
measured with the VPP is one order of magnitude higher than
the one obtained with the Linux kernel implementation. This is
mainly due to the fact the VPP instance under measurement
is built on top of DPDK[19], which compared to the plain
Linux kernel network subsystem performance, provides such
improved overall performance.
Indeed, for experiment 1 we measured an average packet
rate of 8541.78 kpps (which, with 118 byte packets, is close
to the 10 Gbps line rate of the NIC used in the testbed). For
the remaining four experiments, which are all based on 158
byte packets, we always reach the line rate, i.e. 6867.59 kpps.
D. P4 implementation assessment
As described in Section V, the implementation of uN in
p4 required few lines of code and as a consequence, limited
resources occupation. Moreover, taking as a reference the
SRv6 P4 implementation described in [13], our uN solution
can even reuse the table used for SRv6 processing. This brings
two advantages: (i) there is no need for adding a different table
for uN processing and (ii) the P4 node remains compatible
with plain SRv6. In fact, from a table occupation perspective,
to support uN processing it is only needed to add two entries
in the table implementing the SRv6 and uN behaviors. The P4
implementation described in this paper has not been assessed
in terms of performance as it is based on a behavioral model
(bmv2), meant primarily for functional assessment.
The P4 implementation presented in Section V is based on
P416 and not compatible with existing hardware like Tofino
[26] as is. In particular the usid_un action cannot be written
in P414 as described in the Listings reported in the extended
version, but must be segmented through multiple stages.
VIII. RELATED WORKS
A. SRv6 protocol extensions and optimizations
SRv6 has attracted the interest of research and industry.
Indeed, good evidence of this is provided by the number
of extensions to the basic SRv6 architecture proposed in
literature. A comprehensive survey of the research effort can
be found in [27]. Among all the reported literature works,
a considerable number is related to our work, like the ones
focusing on optimizations [28][29][30][31].
B. SRv6 header compression mechanisms
Several works addressing the compression of the SRv6
header have been proposed in literature. Indeed, within the
IETF this problem is currently being addressed by many
ongoing works [32][33][7][12][34].
The authors in [32] describe a compressed version of the
SID list (C-SID) and SRH (C-SRH) that would decrease
significantly the overhead carried by SRv6. Anyway, this
mechanism requires some modifications in data plane, while
our micro SIDs solution builds upon the base SRv6 processing
and needs minimal additions to existing solutions.
The COC solution is defined in the context of the framework
called “Generalized SRv6 Network Programming for SRv6
Compression” (G-SRv6) [33]. The basic idea is that in an
SRv6 domain all the IPv6 SIDs can share the initial part
of the address, i.e. the Locator Block (in the uSID solution
defined in the previous section, we have called it the uSID
block). Therefore it is possible to avoid carrying the full SID
in the Segment List of the SRH. Only a node identifiers and a
function (FUNCT) identifier is needed for each SID in the
Segment List. In the COC/SRv6 solution, the first SID of
the SRH is a regular SID, followed by a sequence of “short”
identifiers called C-SIDs (Compressed-SID). At each hop, the
IPv6 Destination Address (DA) will be updated keeping the
Locator Block at the beginning then inserting the C-SID (node
and function identifier). The final part of the address is used
to encode the pointer to the currently active C-SID identifier
in the C-SID list.
Note that the two proposed solutions uSID and COC have
been recently combined in the same conceptual framework in
[9], wherein uSID and COC are formally defined as extensions
of SRv6 End and End.X flavors. The two new flavors are
respectively called NEXT-C-SID (uSID) and REPLACE-C-
SID (COC) in [9] and they can be used stand-alone or in
their combination, referred to as NEXT-REPLACE-C-SID.
[7] and [12] propose a natively compressed version of
SR mapped to IPv6 (SRm6) that inserts the SID list in an
extension header of IPv6, along with a 32 bit Compressed
Routing Header (CRH). Although this approach provides
similar compression benefits to uSID, SRm6 needs a new
control and data plane, a new ecosystem (not SRv6-native)
and additional lookups at egress PE [11].
The work described in [34] proposes a mechanism to encode
variable length SIDs (vSID), ranging from 1 to 128 bits,
signalled by the control plane. Having SIDs of variable length
increases versatility, but it comes at the cost of more complex
signalling to be handled by both control and data plane.
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C. Segment Routing in SDN/NFV scenarios
SRv6 has been proved to be particularly suited for SD-
N/NFV scenarios [35]. Abdelsalam et al. [36] explored the
use of SRv6 for NFV service chaining.
A widely adopted SW based implementation of SRv6 is the
one provided within the Linux kernel [16]. The performance
of the Linux’s SRv6 implementation has been assessed in [37].
Other relevant SW based implementations [38], [39] lever-
age the eBPF programmable data plane implemented in the
Linux kernel to develop virtualized network functions. Another
eBPF based SRv6 implementation has been exploited in [39]
to realize in-network programmability use cases.
SRv6 has been also exploited in SDN scenarios. Ventre
et al. [40] presented an SDN Architecture and Southbound
APIs for IPv6 Segment Routing Enabled Wide Area Network
application scenarios. Bidkar et al. [41] presented an SDN
framework built upon Carrier Ethernet and augmented with
the Segment Routing paradigm manifested through Software
Defined-Carrier Ethernet Switch Routers. L. Huang et al.
[42] provide a novel segment routing architecture based on
OpenFlow is proposed that reduces the overhead of additional
flow entries and label space. Dugeon et al. [43] implement and
assess the Segment Routing approach with SDN based label
stack optimization on top of the SDN controller OpenDaylight.
Lee et al. [44] propose a routing algorithm for SDN with SR
that can meet the bandwidth requirements of routing requests.
To conclude, a comprehensive survey of the SRv6 use cases
can be found in the survey [45]. Among all works cited in this
survey, a considerable number focuses on SRv6 deployment
in NFV/SDN scenarios.
IX. CONCLUSION
In this paper we presented Micro SID, an extension to SRv6
that aims at reducing the protocol overhead by providing a
compact representation of the segment list encoded in the IPv6
routing header (SRH). We introduced the basic approach, the
encoding mechanism and the detailed operations for different
SRv6 behaviours. We showed an analytic demonstration of
the benefit of the proposed solution and we also proved its
feasibility by providing three different open source imple-
mentations that introduce negligible processing overhead with
respect to the basic SRv6 approach. In addition, we presented
a reproducible interoperability demonstration that involves the
three different implementations in a meaningful distributed use
case.
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