The proposed work aims to create a smart application camera, with the intention of eliminating the need for a human presence to detect any unwanted sinister activities, such as theft in this case. Spread among the campus, are certain valuable biometric identification systems at arbitrary locations. The application monitosr these systems (hereafter referred to as "object") using our smart camera system based on an OpenCV platform.
INTRODUCTION
A scenario is considered where we are safeguarding a biometric device for authorized users which contains sensitive information. Device can be tampered or stolen by unauthorized users .Our smart camera system, eliminates the need for human surveillance and massive redundant storage of unnecessary data of mundane usual activity. It captures and retaliate only when certain subset of unwanted events occur such as tampering or theft.
The objective is to create a theft security system which can eliminate the redundancy involved with currently employed technology. We aim to empower the device to become a smart application with a basic sense of artificial intelligence. We attempt to store biometric identification of authorized users, maintain a constant monitoring environment for the object, identify the object and the authorized subject in question using machine learning principles. Our system also identifies and simultaneously records and take appropriate action in retaliation to any mischievous conduct of unauthorized individuals like tampering and theft..
We make use of Open CV as the primary platform, on which said application is developed With the advent of embedded systems and the increasing availability of technology based on computer vision, we can achieve this daunting task with ease. This is accomplished by training the system for simple patterns deduced to identify and isolate certain events in the environment
SYSTEM ARCHITECTURE DESIGN
The overall basic paradigm employed is as illustrated in the following steps:
• Image acquisition -A digital image is produced by one or several image sensors, in addition to • various types of light-sensitive cameras.
• Pre-processing -Before a computer vision method can be applied to image data in order to extract some specific piece of information, it is necessary to process the data in order to assure that it satisfies certain assumptions implied by the method.
• Feature extraction -Image features at various levels of complexity are extracted from the image data.
• Detection/segmentation -At some point in the processing, a decision is made about which image points or regions of the image are relevant for further processing.
• High-level processing -At this step the input is typically a small set of data, for example, a set of points or an image region which is assumed to contain a specific object.
• Decision making -Making the final decision required for the application, for example, pass/fail or match / no-match.
The following image depicts the flowchart representing the basic design that the system works under.
Monitoring: as the system is put into working mode, its first instinct is to monitor its surroundings to analyze any motion occurring in the considered scenario. Motion analysis mainly aims at avoiding massive redundant storage of activity. As soon as the camera comes across some unknown entity approaching towards the object, the recording of the motion begins.
Motion Detection:
The surveillance system remains inactive, silently monitoring, till it notices an unknown entity approaching, soon after which the camera starts recording the scenario in consideration containing a clear view of the object. The training given to the system via Haar classifiers and Viola -Jones algorithm helps in keeping the system alert about the presence of the object that it has been trained to safeguard.
User recognition: The next step, that is the most crucial, involves face recognition of the unknown user to recognize if it is an authorized user or an unauthorized one. Using Eigenfaces algorithm and Principal Component Analysis along with distance-based analysis, the system compares the test image (unknown user's image) with the Eigenfaces. using either Euclidean distance algorithm or Mahalanobis Algorithm and then if the face is from authorized user then face detection is done. Grab a frame from the camera Convert the color frame to 78grayscale Detect a face within the 78grayscale camera frame Crop the frame to just extract the face region Preprocess the face image Recognise the person in the image
3.WORKING
OpenCV enables us to teach the machine using its machine learning algorithms to distinguish between various user use cases and unauthorized perpetrators' unusual unwanted activity in order to take appropriate action as per the environmental conditions (normal functions or retaliation). Using the image processing tactics and mathematical deductions, we are able to successfully implement logic to enact the artificial intelligence concept at hand to identify and classify the events that occur. In addition to that, the system is capable of taking action in accordance with the event taking place. All this is designed using a simple interface of C / C++ to make the most of the optimized libraries in OpenCV, thus combining prejudice with efficiency.Previously mentioned in the "Servo Magazine" 2007 edition, spread over a few months [2], we can find reasonable solutions to aforementioned objectives.
The Viola-Jones object detection framework [7] [8] is the first object detection framework to provide competitive object detection rates in real-time proposed in 2001 by Paul Viola and Michael Jones. Although it can be used to identify a variety of different objects based upon its features, it primary focus was the problem of face detection. This algorithm is used in OpenCV as cvHaarDetectObjects(). Thus we can have an accurate working function based on this which will enable us to determine the presence of the object in the scenario as well as candidate faces.
The Principal Component Analysis (PCA) [10] is a mathematical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components. It basically enables us to determine possible candidate features in the human faces to assist the system in its daunting task of distinguishing one face from another. . The Eigenfaces approach is based on PCA, in which a small subset of characteristic pictures, are used to identify and ascertain the variation between face images.
Once trained to the features in question, we use the function to find Nearest Neighbour. The algorithm caches all of the known users' training samples, and predicts the response for a new input sample of an entity by analyzing a certain number of the nearest neighbours of the sample.
Viola-Jones Algorithm
The features employed by the detection framework universally involve the sums of image pixels within rectangular areas. However, since the features used by Viola and Jones all rely on more than one rectangular area, they are generally more complex. With the use of an image representation called the integral image (A summed area table, also known as an integral image, is a data structure and algorithm for quickly and efficiently generating the sum of values in a rectangular subset of a grid). Rectangular features can be evaluated in constant time, which gives them a considerable speed advantage over their more sophisticated relatives. The evaluation of the strong classifiers generated by the learning process isn't fast enough to run in real-time. A cascade ordering is used in order of their complexity, where each classifier stronger than its predecessor is trained only on the select candidates which have passed the classifiers prior to them. If at any stage in the cascade a classifier rejects the sub-window under inspection, no further processing is performed and continues on searching the next sub-window.
AdaBoost is a machine learning boosting algorithm used in Viola-Jones, capable of constructing a strong classifier through a weighted combination of weak classifiers. (A weak classifier classifies correctly in only a little bit more than half the cases.)
A weak classifier is mathematically described as:
Where x is a 24*24 pixel sub-window, f is the applied feature, p the polarity and θ the threshold that decides whether X should be classified as a positive (a face) or a negative (a non-face).
Viola-Jones' modified AdaBoost algorithm is presented in pseudo code as follows:
-Given examples images (x1,y1),...,(xn,yn) where y1=0,1 for negative and positive examples.
-Initialize weights w 1,i = 1/2m , 1/2l , for y1=0, 1, where m and l are the numbers of positive and negative examples.
-For t=1 … T:
1) Normalize the weights, 2) Select the best weak classifier with respect to the weighted error:
3) Define h t (x) = h( x, f t , p t , θ t ) where f t , p t and θ t are the minimizers of € t .
4) Update the weights:
Where e i =0, if example x i is classified correctly and e i =1 otherwise, and -The final strong classifier is:
Where α t = log ( 1/β t )
Face Recognition -PCA and Eigen faces.
Principal component analysis (PCA), based on information theory concepts, seeks a computational model that best describes a face by extracting the most relevant information contained in that face. In the Eigen faces approach, which is based on PCA, we describe the variations between face images based upon a small set of characteristics. The goal is to find the eigenvectors (Eigen faces) of the covariance matrix of the distribution, spanned by training a set of face images. Later, every face image is represented by a linear combination of these eigenvectors. We project the new face image onto the Eigen face spanned subspace and then classifying it by comparing relative positions in the face space against those positions of known persons, thus performing recognition.
Principal Component Analysis (PCA) is a mathematical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components, where, the number of principal cannot exceed the number of original variables. It is equal to or lesser than that. This transformation defines the first principal component to have the largest possible variance.
PCA is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on. Equivalently, a matrix Q is orthogonal if its transpose is equal to its inverse where I is the identity matrix.
Q T Q = Q Q T = I
A data matrix, X T ; The singular value decomposition of X is X = WΣV T , where the m × m matrix W is the matrix of eigenvectors of the covariance matrix XX T , the matrix Σ is an m × n rectangular diagonal matrix with nonnegative real numbers on the diagonal, and the n × n matrix V is the matrix of eigenvectors of X T X. The PCA transformation that preserves dimensionality (that is, gives the same number of principal components as original variables) Y is then given by:
The Pseudo code for PCA is as per the following steps: PCA1: Perform PCA using covariance. We use PCA to convert all your hundreds of training images into a set of "Eigen faces" that represent the main differences between the training images. Initially, the mean value of each pixel is computed to create the average face image. Subsequent Eigen Faces are calculated and formed in comparison with respect to the average face formed prior to this. Where the first eigenface is the most dominant face differences and the second eigenface is the second most dominant face differences, and so on, until you have about 50 eigenfaces that represent most of the differences in all the training set images. Given face images for each of several people, plus an unknown face image to recognize, 1. Compute a "distance" between the new image and each of the example faces 2. Select the example image that's closest to the new one as the most likely known person 3. We set a threshold, according to which if the distance to that face image is greater than the threshold, we "recognize the image to a person ID; else identify that face as an unknown entity. Distance-based matching method in Eigenface algorithm can be:
• Euclidean distance based algorithm • Mahalanobis distance based algorithm Euclidean algorithm: When the distance, in the original Eigen face paper, is measured as the point-to-point distance it is also called Euclidean distance.
It is performed mathematically as "find nearest neighbour" using the Euclidean Distance function. It checks the similarity quotient between the input image and the respective training images, and finds the most resembling image by gauging the least distance in the Euclidean Space.
In mathematics, the Euclidean distance or Euclidean metric is the "ordinary" distance between two points that one would measure with a ruler, and is given according to the Pythagoras Theorem. By using this formula as distance, Euclidean space (or even any inner product space) becomes a metric space.
The Euclidean distance between points p and q is the length of the line segment connecting them (PQ).
In general, for an n-dimensional space, the distance is:
Mahalanobis algorithm: Mahalanobis distance is a distance measure which is based on correlations between variables by which different patterns can be identified and analyzed.It gauges similarity of an unknown sample set to a known one.It differs from Euclidean distance in that it takes into account the correlations of the data set and is scale-invariant.
Formally, the Mahalanobis distance of a multivariate vector [x=(x1,x2…,xn)^T], from a group of values with mean [u=(u1,u2,….,un)^T] and covariance matrix S is defined as:
IMPLEMENTATION
Implementation is done in OpenCV using the simplest functions so as to keep efficiency and simplicity as our top priorities. We have an input sky cam feed which shows us the area as displayed. At this point we attempt to monitor the object of interest (in red). This is accomplished by by drawing a cvRect around the detected object, as determined by the previously trained Haar Classifier database created by us. This is focused upon on a particular region with minor allowances for variations in the setup. Since there is only one object in question, we can set the cv return biggest object flag on to increase accuracy. When the perpetrator lifts and steals the object, the system is aware that the event of theft has occurred.
The alarm is raised if the object of interest is missing for more than a threshold of frames, say let x=10. So if the object is missing from its place for 10 frames (approx 2 seconds at 5fps) an alarm is raised.
Followed by the preprocessing and focusing, we now execute our recognition algorithm as mentioned previously. For a single input image, it is compared against every training image, and against every eigenface of every training image (generated using PCA function during database creation) to be more precise. The datatypes store the number of eigenfaces, training images, names of entities, and other details.
After the comparisons, we flag and store the training image with the least square value generated as a result from the Euclidean / Mahalanobis distance generated. Using the function find Nearest Neighbour we find the closest matching neighbor for the given instance of the input image. The probability confidence of the authorized user is anywhere above 75%, and unauthorized user is much below that.
The pseudo code is as follows:
for ( all training images) { for(all eigenface images) { distSq = distance square using Euclidean / Mahalanobis. } if(distSq < least_distance_Sq) { Least_distance_sq = distSq; nearest_img = train_img; } } if( confidence > 0.60 ) print: " person_id" else print: "unauthorized entity. Alert. Save data." cvSaveImage(img);
PERFORMANCE
Out of Approximately 57 valid images of human faces, users or otherwise, 47 were successfully detected and recognized. 10 candidates failed in detection itself. This gives us an 82% success rate.
Similarly we have 100% detection in phase 1 detection of the valuable object. With all instances of the object being detected and spotted while it is in its operational position.
It successfully passes three test cases to recognize certain events such as:
• Check for detection of object of interest. It should track / detect the object of interest in the input environment. If the camera detects the object irrespective of presence of other entities then PASS else FAIL.
• Check for detection of object of interest with the presence of an unknown, potentially unwanted entity. It should track / detect the object of interest in the input environment for as long as the object is in place. Else raise alarm if object is missing. If the camera detects the object is missing irrespective of presence of other entities then PASS else FAIL.
• Check for presence of authorized users in the vicinity of object. It should be able to differentiate between authorized and unauthorized users. No action taken for authorized users' operation. An alarm signal should be raised and store the surveillance data from different aspects. If the camera distinguishes between authorized and unauthorized users in their presence then PASS else FAIL.
The confidence value suggests the probabilistic estimate of the surety with which the system can ascertain and identify who the person in the input image is. It is basically a measure of the accuracy of recognition. Of all the training images in the database, we pick the one which has the least mean squared value (of the feature analysis performed earlier in the find Nearest Neighbor function based on the PCA). The confidence is directly proportional to the root mean square (basically the square root) of the same, which is used in the further computations. The database image with the closest match to the input image is found and correspondingly noted. Based on further calculations, we can deduce the average confidence accuracy value of the authorized user "user1" determined to be = 0.8041235. The higher the rank of iNearest, the more accurate recognition is achieved with a high probability confidence in the user image face as authorized.
The unauthorized user is primarily distinguished by the seemingly far distance measurement from the accurate records of user images in the user database. As we know, the Eigen images after 25 consist mostly of noise. 
CONCLUSION
As per our expectations we can deliver a security system to eliminate the redundancies of normal operations of obsolete systems around the world. We are able to achieve optimal levels of accuracy and efficiency with the system delivered as anticipated.
