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a b s t r a c t
Methodology for analysis of meso-structure effects on longer-scale mechanical response of concrete is devel-
oped. Eﬃcient algorithms for particle generation and packing are proposed to represent 3D meso-structures
as collections of discrete features distributed randomly in a continuous phase. Specialised to concrete, the
continuous phase represents mortar, while the features are aggregates and voids. Intra- and inter-phase co-
hesive zones are used for failure initiation and crack propagation. A Monte Carlo approach is proposed to
analyse the effects of meso-structure geometrical (volume density, size distribution and shape of features)
and physical (strength and energy of cohesive zones) properties, whereas a number of model realisations
with identical properties are used for statistical analysis. The results present the relative signiﬁcance of each
meso-structure parameter for the emergent load capacity (tensile strength), damage evolution via micro-
crack coalescence and macro-crack patterns, and failure energy density (toughness) of concrete. The pro-
posed methodology is an effective tool for meso-structure optimisation in the design of concrete structures
with prescribed requirements for strength and toughness.
© 2015 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
t
p
f
i
ﬁ
a
2
t
2
X
b
t
k
a
f
y
a
o1. Introduction
In structural design, concrete is considered as a homogeneous
continuum. This ﬁrst approximation is acceptable as long as com-
ponents remain in the elastic regime of deformation, i.e. no energy
dissipation mechanisms such as plasticity and surface separations
(micro-cracking) are activated. When energy dissipation is present,
it is localised, guided and governed by sub-continuum structures, the
knowledge of which is critical for understanding and explaining in-
elastic and failure behaviour.
Concrete is a complex composite with sub-continuum structures
at multiple length scales. The largest length-scale with observable
heterogeneity is traditionally called the meso-scale. Meso-structure
of concrete contains voids, aggregates, mortar, and interfaces be-
tween them. As closest to the component scale, the meso-structure
plays a critical role in the observable macroscopic behaviour of
concrete (Wittmann, 1983). In the past few decades, a number of
meso-scale models considering both meso-structure and local failure
mechanisms have been proposed and developed to understand and
quantify their effects on longer-scale response of concrete.∗ Corresponding author. Tel.: +44 1613063765.
E-mail address: andrey.jivkov@manchester.ac.uk (A.P. Jivkov).
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0020-7683/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article undeWith respect to the meso-structure representation of concrete,
he two main approaches are the image-based modelling and the
arameterization modelling. Although the meso-structure obtained
rom images, e.g. using computed tomography, is closest to nature,
t is presently very expensive and time-consuming to generate suf-
cient scanned images from samples to make meaningful statistical
nalyses (e.g. Jivkov et al., 2013; Roubin et al., 2014; Sharma et al.,
013), especially for three-dimensional (3D) problems. For parame-
erization modelling, both direct (e.g. Du et al., 2014; López et al.,
007;Wang and Jivkov, 2015) and indirect approaches (e.g. Jivkov and
iong, 2014; Leite et al., 2004; Reichert, 2009; Xiong et al., 2014) have
eenwidely used to characterize heterogeneousmaterials. An advan-
age of the direct approach is that it allows for varying independent
ey meso-structure parameters, such as volume fractions, shape, size
nd spatial distribution of pores/voids and aggregates. Because of this
eature, the direct approach is particularly suitable for statistical anal-
sis of damage and failure of concrete performed in this study.
For meso-structure models of concrete, identiﬁcation and gener-
tion of unit cell geometry is a vital step, since both shape and size
f aggregates have signiﬁcant inﬂuences on stress distribution, crack
nitiation and damage accumulation up to macroscopic failure within
oncrete (Wriggers and Moftah, 2006). Regarding two-dimensional
ases, particles with regular shapes such as circle, ellipse and polygon
re generally used. Beddow and Meloy (1980) proposed a morpho-
ogical law to acquire rounded aggregates. Angular aggregates werer the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Table 1
Particle size distribution of coarse aggretates in concrete (Hirsch, 1962).
Sieve size (mm) Total percentage retained (%) Total percentage passing (%)
12.70 0 100
9.50 39 61
4.75 90 10
2.36 98.6 1.4
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aenerated respectively as polygons with prescribed elongation ratios
Wang et al., 1999) and convex polygons using Voronoi tessellation
ethod (Galindo-Torres and Pedroso, 2010). More recently, Wang et
l. (2015b) developed a “generate-and-place” procedure to simulate
ircular, elliptical and polygonal aggregates for meso-scale modelling
f fracture and damage of concrete in 2D.
Regarding three-dimensional cases, aggregates are usually as-
umed to be spherical for simplicity, as presented in Bazant et al.
1990), Man and Van Mier (2008) and Wriggers and Moftah (2006).
n recent years, considerable attention has been paid to generate vari-
us aggregate shapes, e.g., ellipsoidal aggregates using functions with
arying parameters (Liu et al., 2014; Qian, 2012), and polyhedral ag-
regates by randompacking systems (He et al., 2012) and Voronoi tes-
ellation methods (Caballero et al., 2006; Galindo-Torres et al., 2012).
t is worth noting that most of the existing meso-structure models of
oncrete only consider random aggregates (Bailakanavar et al., 2012;
ópez et al., 2007) but neglect voids. However, X-ray computed to-
ography (XCT) images of concrete (Daudeville, 2013; Hunter, 2004;
an, 2010) clearly show that voids exist in concrete at mesoscale. It is
herefore imperative to develop a procedure for automatic generation
f morphological details of materials with both randomly distributed
ggregates and voids of different shapes.
With respect to the numerical models for local material failure
new surface generation, micro-cracking), a number of models have
een used to study damage and failure of concrete. The dominant
pproach at present employs continuum ﬁnite element modelling of
he constituents with allowance for failure via cohesive interfaces be-
ween the continuum solid elements (Unger et al., 2007; Vorˇechovský
nd Sadílek, 2009). The key element is the behaviour of the cohesive
nterfaces, based on cohesive zone model developed by Barenblatt
1959,1962) and Dugdale (1960) and later extended by Hillerborg et
l. (1976). For cohesive zone model, the cohesive interface elements
CIEs) are pre-inserted or dynamically inserted into the initial ﬁ-
ite element mesh so that realistic crack patterns can be simulated
Espinosa and Zavattieri, 2003). Because of its simple formation, easy
mplementation in the form of CIEs, cohesive zone model becomes
ore and more popular in modelling crack propagation in concrete
nd other quasi-brittle materials. It should be noted that other nu-
erical methods, such as continuum strong discontinuity approach
CSDA) (Oliver et al., 2008; Simo et al., 1993), extended ﬁnite ele-
ent method (XFEM) (Patzák and Jirásek, 2003), embedded ﬁnite el-
ment method (EFEM) (Roubin et al., 2015), etc. have been used for
odelling concrete structures and show growing popularity in deal-
ng with strong discontinuities. Other alternative approaches, such as
iscrete element models (Shiu et al., 2008) and lattice models (Jivkov,
014; Reichert, 2009), have also been developed. A key issue associ-
ted with the class of discrete models is the diﬃculty in determin-
ng the model parameters which provide observed macroscopic be-
aviour, particularly for non-regular arrangements (Tu and Lu, 2011).
his is avoided in the continuum-based modelling on the expense of
he need to calibrate cohesive laws. Therefore, cohesive zone model
s used in this work to represent failure initiation and propagation in
oncrete.
The aim of this work is to develop a holistic procedure for analy-
is of meso-structure and local properties effects on the macroscopic
ehaviour of concrete. The procedure contains three parts: genera-
ion of realistic meso-structures, which extends the work of Wang
t al. (2015b) from 2D to 3D; incorporation of cohesive interfaces
nd description of their properties; Monte Carlo simulations (MCS)
ith spatially randomised meso-structures and statistical analysis of
mergent behaviour of concrete.
Firstly, an in-house program HMG (heterogeneous material gen-
rator) consisting of particle generation and packing is developed
nd applied to generate 3D meso-structures of concrete with ran-
omly distributed spherical, ellipsoidal and polyhedral aggregates
nd voids, respectively. Secondly, interfaces between all aggregate–ggregate, mortar–mortar and aggregate–mortar continuum ele-
ents are represented by zero thickness cohesive elements via
n in-house program CIEIN (cohesive interface elements insertion).
on-linear cohesive laws for the three types of interfaces are im-
lemented. Thirdly, MCS are carried out to investigate the effects of
ain parameters, such as, shape, size, spatial distribution and vol-
me fractions of aggregate and void, and cohesive laws, on mechani-
al behaviour of concrete in a quantitative manner. The outcomes are
resented comprehensively and provide valuable information for im-
roved understanding of damage and failuremechanisms of concrete.
he proposed methodology allows for informed design of concrete
tructures.
. Meso-structures of concrete
In this section, details of the developed HMG and the proposed in-
ersection and overlap checking algorithms for random distribution
f spherical, ellipsoidal and polyhedral aggregates and voids are pre-
ented. The proposed algorithms are suitable for generating a vari-
ty of heterogeneous materials, such as cement composites, nuclear
raphite, graphene nano-composites, etc. Plain concretewith random
ggregates and voids is set as an example in this section.
.1. Particle size distribution – aggregate and void
The aggregate size distribution of concrete is often characterised
y the Fuller curve that represents the gradation of aggregate parti-
les resulting in optimum density and strength of concrete mixture.
uller curve can be described by (Wriggers and Moftah, 2006)
(d) = 100
(
d
dmax
)n
(1)
here P(d) is the cumulative percentage passing a sievewith aperture
iameter d, dmax is the maximum size of aggregate particles, and n is
he exponent of the equation (n = 0.45–0.70).
For the ease of numerical implementation, the gradation curve
xpressed in Eq. (1) can be replaced with a number of segments,
here the amount of aggregate (Vagg) within each grading segment
di, di + 1] can be expressed as (Wang et al., 1999)
agg[di+1 − di] =
P(di+1) − P(di)
P(dmax) − P(dmin)
× Pagg ×V (2)
here dmax and dmin denote the maximum and minimum sizes of ag-
regates, respectively, Pagg is the volume fraction of aggregate and V
s the sample volume of concrete.
A typical particle size distribution of coarse aggregates in concrete
Hirsch, 1962) as given in Table 1 is used in this study. According to
heir size, aggregates in concrete are generally classiﬁed into two cat-
gories: ﬁne aggregate (e.g., sand) and coarse aggregate (e.g., gravel
nd crushed stone). Only coarse aggregates larger than 2.36 mm are
onsidered in this study, while the large number of ﬁne aggregates
ogether with cement matrix is regarded as mortar (You and Butt-
ar, 2004), which keeps the model ﬁdelity and avoids the computa-
ional diﬃculty caused by enormous number of elements. For nor-
al strength concrete cast with a mould in the laboratory, the coarse
ggregates typically occupy 30–50% of the concrete volume.
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tMechanical behaviour of concrete is highly related to aggregate,
in particular, the shape of the aggregate particles that depends on ag-
gregate type. It was found that gravel aggregates have spherical or
ellipsoidal shape, while crushed aggregates have polyhedral shape
(Daudeville, 2013). Pores in concrete can be roughly divided into
air voids, capillary pores and gel pores. The capillary and gel pores
(nanometre ormicrometre scales) are too small and outside the scope
of mesoscale modelling. Larger pores of dimensions of up to a few
millimetres are the result of the air entrapped during mixing and not
removed by vibration of fresh concrete (Bertolini et al., 2013), which
could be clearly observed from CT images at meso-scale (Hunter,
2004; Man, 2010). Therefore, it is necessary to include voids in the
meso-structure of concrete. In this study, voidswith size ranging from
2 to 4 mm as presented in Hordijk (1991) are taken into account. The
shape of voids is assumed to be sphere or ellipsoid. The algorithms
and procedures to generate individual particle with various shape of
sphere, ellipsoid and polyhedron are given in Appendix.
2.2. Particle packing – aggregate and void
Wang et al. (1999) presented a comprehensive procedure using
a commonly adopted “taking” and “placing” method to generate a
2D random geometric arrangement of aggregates. A similar proce-
dure was adopted in our previous published work for generating 2D
meso-structures of concrete with different shape of aggregates and
voids (Wang et al., 2015b). The present study extends it to randomly
distribute 3D particles of aggregate and void with various shape into
a cube according to the prescribed particle size distribution and den-
sity. The ﬂowchart of particle packing composed of “input”, “taking”
and “placing” processes is shown in detail in Fig. 1.
The central idea is to create aggregates and voids in the cubic con-
crete in a repeated manner, until the target volume of aggregates
and voids is achieved. The “input” process reads the controlling pa-
rameters for generating a meso-structure with random aggregates
and voids. The “taking” process generates an individual aggregate or
void in accordance with the random size and shape descriptions. The
“placing” process subsequently places the aggregates and voids into
the predeﬁned area in a randommanner, subjected to the prescribed
physical constraints. The generation of synthetic 3D meso-structures
is implemented in MATLAB.
2.3. Intersection and overlap checking algorithms
The last step of particle packing is to check whether the dis-
tributed aggregates and voids intersect or overlap with each other.
The straightforward, eﬃcient but easily implemented algorithms for
intersection and overlap checking of 3D spheres, ellipsoids, polyhe-
drons and their different combinations are proposed in this section.
In order to place an aggregate particle at a free position and orienta-
tion within the concrete volume, three conditions need to be satis-
ﬁed: (1) the whole particle should be completely within the bound-
aries of the concrete volume; (2) there must not be any overlap with
previously placed particles; (3) the minimum distance between the
edge of a particle and the boundary of the concrete specimen, and
the minimum gap width between two adjacent particles should be
limited.
The ﬁrst condition can be easily met by detecting if the minimum
and maximum coordinates of the particles are inside the concrete
section. The third condition can be checked concurrently with the
checking of ﬁrst two conditions by enlarging the size of the particle to
(1+γ ) its size. The same criterion applies to the distribution of voids
in concrete. Given the set of independent and dependent parameters,
the intersection and overlap checking algorithms in different situa-
tions are given below..3.1. Random spherical particles
For two spherical particles, the intersection and overlap condition
an be checked easily by comparing the distance between the particle
entres and the sum of two radii.(
x′
0
− x0
)2 + (y′
0
− y0
)2 + (z′
0
− z0
)2 ≤ r + r′ (3)
here x′
0
, y′
0
, z′
0
are the coordinates of centre of the newly generated
phere; r′is the radius of the new sphere.
.3.2. Random ellipsoidal particles
It is neither economical nor necessary to check each newly gen-
rated particle against all the existing particles for intersection and
verlap checking. In order to reduce the computational cost, intersec-
ion and overlap checking is performed by using a less costly hierar-
hymethod. The computational cost is decreased by only considering
articles in the near ﬁeld of the particles being added and excluding
ll the other particles in the far ﬁeld.
In Hierarchy I, for two ellipsoids with centres A and B, if the dis-
ance between A and B is larger than 2a (a is the length of major semi
rincipal axis), then these two ellipsoids do not intersect or overlap.
hus, all the particles that are at a radial distance greater than 2a
rom the centre of the particles can be excluded for next intersection
nd overlap checking. Consequently, no particles or very few particles
eed to be further checked which results in a signiﬁcant increase in
he computational eﬃciency.
Hierarchy II could further reduce the computational cost by check-
ng whether the centres of any previously generated ellipsoids ﬁl-
ered in Hierarchy I are located inside or on the surface of new el-
ipsoid before it goes to Hierarchy III. This could make sure that the
ew ellipsoid does not totally contain one of existing particles which
ill be ignored in Hierarchy III. Finally, Hierarchy III checks whether
ny nodes on new ellipsoids are located inside or on the surface of
llipsoids ﬁltered in Hierarchy II.
The nodes on the surface of an ellipsoid may be parameterized in
everal ways. One possible choice is spherical coordinate system:
x = a cos(θ ) sin(ϕ) + x0
= b sin(θ ) cos(ϕ) + y0
z = c cos(ϕ) + z0 (4)
here θ is the polar angle measured from a ﬁxed zenith direction, ϕ
s the azimuth angle of its orthogonal projection on a reference plane
hat passes through the origin and is orthogonal to the zenith, mea-
ured from a ﬁxed reference direction on that plane.
Considering an arbitrary node N(x¯, y¯, z¯) on an ellipsoid surface,
ts location relationship to another ellipsoid  can be determined by
alculating F(x¯, y¯, z¯):
N /∈ , F (x¯, y¯, z¯) > 0
N ∈ , F (x¯, y¯, z¯) = 0
N ∈ , F (x¯, y¯, z¯) < 0
(5)
here  is the ellipsoid,  is the boundary of the ellipsoid.
If F(x, y, z) > 0, then node N is outside of the ellipsoid; if F(x¯, y¯,
¯) = 0, then node N is on the surface of the ellipsoid; if F(x¯, y¯, z¯) < 0,
hen node N is inside of the ellipsoid. So if any node on the surface
f the newly generated ellipsoid is inside of any previously generated
llipsoids, the particle will not be placed into the model. In such a
ase, another set of random numbers (a, b, c,α,β ,γ , x0, y0, z0) is gen-
rated for an ellipsoid and an attempt of placing the particle at a new
ocation and orientation is made. Two ellipsoids are regarded as sep-
rated only when all the nodes on one ellipsoid are outside of the
ther one. It could be achieved by calculating F1(x0, y0, z0) in Hierar-
hy II and F2(x¯, y¯, z¯) in Hierarchy III. If F1(x0, y0, z0) and F2(x¯, y¯, z¯) are
oth positive, then the two ellipsoids are considered to be separated.
he coordinates of all the nodes on the ellipsoid surface could be ob-
ained by search algorithms in MATLAB.
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Read input information:
Specimen size, aggregate volume fraction, 
void content, aggregate gradation, void size 
range, average film thickness, etc.
Start
End
No
Out of range? 
Overlap? 
Intersect?
Total Volume 
satisfied?
Yes
Aggregate & void shape?
Void generation:
Generate a void with 
random size and location
Aggregate generation:
i
th
aggregate size range: 
generate an aggregate 
with random size and 
location
Yes
No
End of void generation
Yes
No
Segment Volume 
satisfied?
i=imax?
Yes
Out of range? 
Overlap? 
Intersect?
No
Yes
End of aggregate generation
Input process 
Taking process 
Placing process 
No
2-step rough check
Yes
No
2-step rough check
Yes
Yes
Fig. 1. Flowchart to generate random aggregates and voids.
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l.3.3. Random polyhedral particles
This section discusses the method of intersection and overlap
hecking for convex polyhedrons. The generated random convex
olyhedrons are made of the random nodes extracted from spheres.
ikewise, the hierarchy algorithm as described above is used here to
educe the computational cost. So all the particles that are at a radial
istance of the original spheres greater than (r1 + r2) from the centre
f the particle being added can be excluded for next intersection and
verlap checking.The method of intersection and overlap checking for polyhedrons
s based on determining whether two convex polyhedrons intersect
ith each other. This is achieved by detecting whether all the ver-
exes of the existing polyhedrons lie on one side of an arbitrary plane
f the new polyhedron, while any point inside the new polyhedron
ie on the another side. A 3D example with polyhedron L on the left
nd polyhedron R on the right is shown in Fig. 2 to illustrate the idea
f the algorithm. If all the vertexes 1–6 of polyhedron L lie on the
eft side of the plane ABC consists of vertexes A, B and C, while an
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6
Fig. 2. Intersection and overlap checking for polyhedrons in 3D.
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garbitrary point O inside of the polyhedron R is on the right side of
the plane ABC, then these two polyhedrons are separated. Herein, the
coordinate of arbitrary point O is chosen as the mathematical mean
value of all vertexes of the polyhedron.
The equation of plane ABC can be obtained with nodal coordinates
denoted by A(x1, y1, z1), B(x2, y2, z2) and C(x3, y3, z3) as follows⎡
⎢⎣
x y z 1
x1 y1 z1 1
x2 y2 z2 1
x3 y3 z3 1
⎤
⎥⎦ = 0 (6)
So the general equation of plane ABC can be expressed as:
G(x, y, z) = (x − x1)
[
y2 − y1 z2 − z1
y3 − y1 z3 − z1
]
+ (y − y1)[
z2 − z1 x2 − x1
z3 − z1 x3 − x1
]
+ (z − z1)
[
x2 − x1 y2 − y1
x3 − x1 y3 − y1
]
(7)
Considering all the vertexes N(xv, yv, zv) on polyhedron L and the
point O(xo, yo, zo) inside polyhedron R, the location of point N rela-
tive to the polyhedron R can be determined by calculating G(xv, yv,
zv)×G(xo, yo, zo). If G(xv, yv, zv) × G(xo, yo, zo) < 0 for all the vertexes,
then these two polyhedrons are considered to be separate.
2.3.4. Random spherical/ellipsoidal particles and random
spherical/ellipsoidal voids
The ﬁrst hierarchy algorithm that a radial distance of the sphere
and ellipsoid greater than (r + a) from the centre of the particles being
added can be excluded for the next intersection and overlap checking
is used. The general equation of sphere can be expressed by the stan-
dard equation (see Eq. (A1) in Appendix):
H(x, y, z) = Ax2 + By2 +Cz2 + Dx + Ey + Fz + G ≤ 0 (8)
The surface of the sphere is parameterized using spherical coordi-
nates (r, θ , ϕ):
r = r0 + η × (r1 − r0)
θ = η × 2π
ϕ = η × π (9)
where θ and ϕ have the same meaning as those given in Eq. (4), r0
and r1 are the minimum and maximum radii of particle, η denote the
random number uniformly distributed between 0 and 1.
Likewise those for ellipsoids, the intersection and overlap
between ellipsoids and spheres can be evaluated by checking
whether all the nodes on an ellipsoid/sphere are outside of the
other sphere/ellipsoid. Considering all nodes N(xn, yn, zn) on an
sphere/ellipsoid, their location relative to another ellipsoid/sphere
can be determined with F(xn, yn, zn) or H(xn, yn, zn). If F(xn, yn, zn) > 0
or H(xn, yn, zn) > 0 for all the vertexes, then the sphere and ellipsoid
are regarded as separate ones. Meanwhile, Hierarchy II is performedo make sure that the new sphere/ellipsoid does not contain any pre-
ious ones, the centres of which may be inside or on the surface of
he new particle.
.3.5. Random polyhedral particles and random spherical/ellipsoidal
oids
The ﬁrst hierarchy algorithm similar to the previous one but with
ifferent region range, (r + r’) for polyhedron and sphere, and (r + a)
or polyhedron and ellipsoid, is used. The further checking is carried
ut by using the similar method as that used for polyhedrons as de-
cribed above, but all nodes on the spheres/ellipsoids surfaces are re-
arded as vertexes. Here the spheres or ellipsoids are assumed to be
enerated before the polyhedrons. Considering all nodes N(xn, yn, zn)
n a sphere/ellipsoid and the point O(xo, yo, zo) inside of the polyhe-
ron, the sphere/ellipsoid location relative to the polyhedron can be
etermined with H(xn, yn, zn) × G(xo, yo, zo) or G(xn, yn, zn) × G(xo, yo,
o). If H(xn, yn, zn) × G(xo, yo, zo) <0 or G(xn, yn, zn) × G(xo, yo, zo) <0
or all nodes, then the polyhedron and sphere/ellipsoid are regarded
s separate ones.
.4. Meso-structure models
.4.1. Concrete with gravel aggregates
Based on the developed particle generation and packing pro-
edure, a series of cubic concrete samples with dimensions of
0mm× 50mm× 50mm containing spherical and ellipsoidal gravel
ggregates and voids are generated, as shown in Fig. 3, where ag-
regates are in green and voids are in red. The other phase in the
ube represents mortar. The used aggregate size distribution is given
n Table captions Table 1. The aspect ratios for ellipsoidal aggregates
nd voids are R1 = R2 = [1, 2]. The minimum thickness of the mortar
lm around the aggregates is a challenge, because no simple theory
s available yet for its evaluation. The thickness was assumed to be
.1–1mm inmost of the previous numerical studies (Kim and Al-Rub,
011; Pedersen et al., 2013). Although it has been found to have an in-
igniﬁcant effect on the concrete behaviour (Kim and Al-Rub, 2011),
t plays an important role in the spatial distribution of the aggregate
articles: a larger value would result in a more uniform spatial distri-
ution but could lead to the limit for reaching a high volume fraction.
n present study, the minimum space between the edge of an aggre-
ate and the boundary of the concrete specimen (γ 1), and minimum
ap width between any two aggregates (γ 2) are set to be 0.2 mm and
.2 mm, respectively.
Concrete specimens composed of spherical gravel aggregates with
olume fraction (Pagg) of 30% and spherical/ellipsoidal voids with vol-
me fraction (Pvoid) of 0% and 2% are shown in Fig. 3(a), (b) and (c),
espectively. Concrete specimens made up of ellipsoidal gravel ag-
regates with volume fraction of 30% and spherical/ellipsoidal voids
ith volume fraction of 0% and 2% are shown in Fig. 3(d), (e) and (f),
espectively.
Fig. 4 shows the generated 3D meso-structures of concrete with
% spherical voids and ellipsoidal gravel aggregates, the volume frac-
ion of which are 15%, 25% and 35%, respectively. Themeso-structures
f concrete with 30% ellipsoidal aggregates and different void content
i.e., 1%, 3% and 6%) are shown in Fig. 5. Fig. 6 illustrates the meso-
tructures of concrete specimens with 2% spherical voids and ellip-
oidal aggregates (Pagg = 30%), the aspect ratios R1 and R2 of which
ange from [1, 1.5], [2, 2.5] to [3, 3.5].
.4.2. Concrete with crushed aggregates
Polyhedral aggregates and spherical or ellipsoidal voids are con-
idered for concrete with crushed aggregates. A series of 3D cubic
oncrete samples (50 mm × 50 mm × 50 mm) consisting of mor-
ar, polyhedral crushed aggregates and spherical/ellipsoidal voids are
enerated and shown in Fig. 7. The minimum andmaximum edges of
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Fig. 3. 3D mesostructures of concrete with gravel aggregates (Pagg = 30%) and voids (Pvoid = 0%, 2%).
(a) Pagg=15% (b) Pagg=25% (c) Pagg=35%
Fig. 4. Meso-structures of concrete with different aggregate volume fraction (ellipsoidal aggregates and spherical voids, Pvoid = 2%).
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ahe polyhedrons are set to Nmin = 8, Nmax = 16. All other parameters
re the same as those used for concrete with gravel aggregates above.
.4.3. Eﬃciency of the proposed algorithm
In order to investigate the quality of the proposed hierarchy
lgorithm, the computational times involved in generating typicalnit cells (50 mm × 50 mm × 50 mm) with ellipsoidal particles
Pagg = 20%) and spherical voids (Pvoid = 1%) by employing the
resent proposed algorithm and generally used traditional algorithm
re shown in Fig. 8. These simulations were performed using an In-
el Core i7 @ 3.4 GHz desktop computer with 8 GB RAM. It is evident
hat the present algorithm signiﬁcantly reduces computational cost
s compared to the traditional algorithm, with mean computational
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(a) Pvoid=1% (b) Pvoid=3% (c) Pvoid=6%
Fig. 5. Meso-structures of concrete with different void content (Ellipsoidal aggregates and spherical voids, Pagg = 30%).
(a) R1= R2=[1,1.5] (b) R1= R2=[2,2.5] (c) R1= R2=[3,3.5]
Fig. 6. Meso-structures of concrete with different aggregate aspect ratio (Ellipsoidal aggregates and spherical voids, Pagg = 30%, Pvoid = 2%).
(a) Polyhedral aggregates
(b) Polyhedral aggregates 
and spherical voids
(Ppore=2%)
(c) Polyhedral aggregates 
and ellipsoidal voids
(Ppore=2%)
Fig. 7. Meso-structures of concrete with crushed aggregates (Pagg = 30%).
m
t
T
u
e
t
a
c
described as follows:time 16.2 s for the present algorithm and 515.8 s for the traditional
algorithm.
3. Finite element modelling
3.1. Mesh generation
The generated meso-structures of concrete as illustrated in
Section 2 are subsequently meshed for modelling with cohesive ele-ents. In this work, all ﬁnite element meshing are performed with
he pre-processing functionality in commercial FE package ANSYS.
he free meshing technique with mesh adaptation functions was
sed to avoid the restriction on model geometry. For meshing, differ-
nt components in concrete, e.g., mortar and aggregates shouldmain-
ain continuity on their surfaces. Thus, the ﬁnite element boundaries
re coincident with material surfaces and there are no material dis-
ontinuities within the elements. The detailed meshing procedure is
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Fig. 8. Comparison of CPU times between two algorithms.
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FFirstly, the entire concrete volume Vall and the volume represent-
ng aggregates Vagg are created. The “overlapping” Boolean operation
n the ANSYS pre-processor is applied to separate aggregates from
ntire domain. The remaining volume belongs to mortar and voids,
enoted by Vmix. Secondly, the volume representing voids Vvoid is cre-
ted, and the “overlapping” Boolean operation is utilized again to sep-
rate Vvoid from Vmix. The remaining volume is mortar, denoted as
mortar. Finally, the volume representing voids is deleted, since voids
o not contribute to macroscopic mechanical properties of concrete.
The mortar and aggregates are meshed with tetrahedral elements
o that more realistic crack paths can be obtained. The ANSYS APDL
parametric design language) programs in combination with ANSYS
atch processing are developed to provide a powerful tool of auto-
atic mesh generation for a large number of samples required for
onte Carlo simulation.
.2. Cohesive element insertion
After ﬁnite element meshing, the generated mesh will automat-
cally have shared nodes at the interfaces between two elements. A
uplicate set of nodes is required at the interfaces in order to simu-
ate the potential micro-crack initiation in cohesive zone model. Here
-node zero in-plane thickness cohesive interface elements (CIEs) areCI
(a) Initial mesh (b) Me
Mortar Aggregate
653
Fig. 9. Inserting different cohesive elemenre-inserted into the existing element surfaces. This is implemented
y using an in-house computer program CIEIN, which is programmed
n FORTRAN.
An example of cohesive interface elements inserting into the sur-
ace between aggregate and mortar is shown in Fig. 9, where three
ets of CIEswith different traction–separation softening laws, namely,
IE_AGG, CIE_MOR and CIE_INT are assigned to aggregates, mortar
nd interfaces, respectively. As a result, Fig. 9(a) and (b) show the ini-
ial FE mesh (4 elements and 7 nodes) is changed into FE mesh with
nserted cohesive elements (7 elements, 15 nodes).
The entire procedure for interface elements inserting into ﬁnite
lement mesh is described in detail below:
(1) Reading the original mesh ﬁle generated from ANSYS includ-
ing information on element (nodal connectivity), node (nodal
coordinate) and material numbering (1 for aggregate and 2 for
mortar);
(2) Every normal node between each pair of solid elements (i.e.,
aggregate andmortar) is duplicated so that a separated node is
created in the same position for every two adjacent elements.
The nodal connectivity is changed by using these duplicated
nodes, which results in each element being not connectedwith
its neighbouring elements;
(3) Inserting three different zero-thickness cohesive interface el-
ements (CIEs) with distinct mechanical properties, namely
CIE_AGG, CIE_MOR, and CIE_INT into aggregate–aggregate,
mortar-mortar, mortar–aggregate interfaces. As a result, all
solid elements are connected with each other again;
(4) Generating a new input ﬁle in INP format for ABAQUS by up-
dating the mesh information of solid elements C3D4_AGG for
aggregate, C3D4_MOR for mortar, and three cohesive interface
elements CIE_AGG, CIE_MOR, and CIE_INT for interfaces.
A loop algorithm has been developed to generate every INP ﬁle in-
luding information about material properties, boundary and loading
onditions for ABAQUS in combination with the mesh ﬁles automati-
ally obtained from ANSYS.
A typical ﬁnite element model including cohesive interface ele-
ents for cubic concrete specimen with 30% ellipsoidal aggregates
nd 2% spherical voids is taken as an example and shown in Fig.
0. Different phases made of meso-structure of concrete, i.e., aggre-
ate, void and mortar, are identiﬁed and meshed ﬁrstly, as shown in
ig. 10(a). Three sets of cohesive interface elements, i.e., CIE_AGG,Mortar Aggregate
CIE_AGG
Aggregate Cohesive 
E_MOR CIE_INT
sh with zero thickness cohesive elements
ts into mortar–aggregate interface.
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(a) Initial mesh (b) CIE_AGG (c) CIE_MOR (d) CIE_INT
Fig. 10. Typical ﬁnite element model for concrete specimen with different cohesive interface elements (Pagg = 30%, Pvoid = 2%).
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tCIE_MOR and CIE_INT are then respectively inserted into the initial
mesh, as shown in Fig. 10(b), (c) and (d).
3.3. Cohesive interface constitutive behaviour
The behaviour of zero-thickness cohesive elements is given with a
relation between surface traction (stress) and separation (displace-
ment between originally coinciding surfaces). In 3D cohesive zone
model, it is generally assumed that there exist a normal traction
tn and two tangential traction (shear cohesion) ts and tt across the
crack surfaces, through mechanisms such as material bonding, ag-
gregate interlocking and surface friction in fracture process zone.
The traction–separation relation has two distinct phases: (1) surfaces
maintain full integrity; and (2) surfaces gradually separate to com-
plete loss of interaction. For quasi-brittle materials, such as the con-
crete constituents, mortar and aggregate, phase (1) can be assumed
linear elastic. The critical point between the two phases, called the
damage initiation point, can be deﬁned in terms of either critical trac-
tion or critical separation. In this study, critical points are deﬁned in
terms of critical tractions for the three modes, tn0, ts0 and tt0, respec-
tively, and the element damage initiates when the following condi-
tion is met{ 〈tn〉
tn0
}2
+
{
ts
ts0
}2
+
{
tt
tt0
}2
= 1 (10)
For the separation phase (2), we have selected a linear-softening
response, i.e. the traction decreases linearly with the separation be-
yond the critical. This leads to bilinear cohesive crack model, illus-
trated in Fig. 11 for normal and tangential separations. In the ﬁgure,
δn0 and δs0(δt0) denote the critical separations, corresponding to the
critical tractions tn0, ts0 and tt0, respectively, and δnf and δsf(δtf) de-
note the separations at complete failure for normal traction and tan-
gential traction, respectively. The unloading paths are also indicated.
The initial stiffness kn0, ks0 and kt0 must be set high enough to min-
imize an overly-ﬂexible response in cohesive zone system, but not
too high to produce instabilities in the stiffness matrix. This is be-
cause the compliance due to the presence of interfaces should be
negligible compared with the compliance of continuum elements;
they represent the potential crack paths in a physical sense. Mean-
while, it should be noted that excessively high values may lead to ill-
conditioning of the system equations and low values cannot ensure
displacement continuity across the interfaces in the elastic range. The
effects of initial stiffness on computational results have been investi-
gated previously (Qiang et al., 2000; Yang et al., 2015). The following
relation is suggested in Qiang et al. (2000) as a guideline for initial
stiffness selection:
kn = ks = c(1 − v)
b(1 + v)(1 − 2v)E (11)here E and v are Young’s modulus and Poisson’s ratio, b is the char-
cteristic size of elements, and c is taken as 10–100 from the experi-
nce in Qiang et al. (2000). An appropriate elastic stiffness of the in-
erfaces equal to 106 MPa/mm is chosen as used in 2D models (López
t al., 2007;Wang et al., 2015b) and 3D studies (Caballero et al., 2006).
The areas under the curves respectively stand for the normal frac-
ure energy and tangential fracture energy Gsf (Gtf). These are related
o the tensile/shear strength and failure separation according to
=
∫ δ f
0
t(δ)dδ = 1
2
t0δ f (12)
Hence knowledge of two of the parameters, G, t0 and δf, fully
etermines the traction separation law. In this work we have used
nowledge of fracture energies and critical tractions from previous
orks.
The evolution of damage in phase (2) under the combined normal
nd tangential separations is described via a scalar index D. To this
nd an effective relative displacements δm, introduced as
m =
√
< δn>2 + δs2 + δt2 (13)
here < > is the Macaulay bracket
δn〉 =
{
δn, δn ≥ 0(tension)
0, δn < 0(compression)
(14)
s used to deﬁne the scalar damage
=
δ
mf
(δm,max − δm0)
δm,max(δmf − δm0)
(15)
here δm ,max is the maximum effective relative displacement ob-
ained during the loading history, δm0 and δmf denote the effective
elative displacements at damage initiation and ﬁnal failure, respec-
ively. Notably, the damage variable D evolves monotonically from 0
o 1 during loading.
Damage evolution affects the stiffness coeﬃcients kn, ks and kt for
nloading and reloading, which change according to
n = (1 − D)kn0,ks = (1 − D)ks0,kt = (1 − D)kt0 (16)
This affects the tractions, which change according to
n =
{
(1 − D)t¯n, t¯n ≥ 0
t¯n, t¯n < 0
(17)
ts = (1 − D) t¯s
tt = (1 − D) t¯t
(18)
here t¯n and t¯s are the traction components predicted by the elastic
raction–displacement behaviour for the current separation without
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(a) tn n curve in normal direction (b) ts (tt) s( t) curve in tangential direction
Loading
Unloading
ts(tt)
ks0(kt0)
ks(kt)
)
Gsf(Gtf)
s0( t0 sf( tf) s( t)
ts0(tt0)
- sf(- tf)
ts0(tt0)
A
nnfn0
tn0
tn
kn0
kn
Loading
Unloading
Gnf
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Fig. 11. Traction–separation laws for cohesive interface elements.
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aamage. The theoretical framework described above is used for the
ntra-phase and inter-phase cohesive elements in the meso-structure
ith different parameters for mortar–mortar, mortar–aggregate and
ggregate–aggregate boundaries.
The constitutive laws selected for CIEs in this study are primarily
or modelling interface fracture, and do not represent fully the cou-
ling between shear and normal responses, particularly the interac-
ion between shear and compression. It is expected that this simpli-
cation has minor effect on the analysis of concrete under uniaxial
ension in the pre-peak regime dominated by tensile micro-cracking.
he effect on the post-peak behaviour, governed by micro-crack co-
lescence and associated development of shear failures, might be
aptured less accurately. In order to accommodate general loading
onditions, speciﬁc cohesive models are required to incorporate the
echanism that the shear strength is highly dependent on the nor-
al stress at the interfaces. Such models, based on ﬁnite-thickness
ohesive elements are under development.
.4. Models description for Monte Carlo analysis
All models analysed in this work have dimensions
5 mm × 25 mm × 25 mm. For a given set of meso-structure char-
cteristics (aggregate and void content, shape and size distribution),
number of model realisations differing in the spatial distributions
f these features, have been generated for the purpose of subsequent
tatistical analysis of the macroscopic responses. Simulations with
he realisations corresponding to a ﬁxed set of meso-structure
arameters constitute a Monte Carlo analysis of the set.
The mechanical properties of the two phases in concrete as well
s the properties of the interface elements used in this work, ob-
ained from Caballero et al. (2006), are given in Table 2. Regarding
he aggregate–aggregate interfaces (CIE_AGG), it is noted that aggre-
ates havemuch higher strength thanmortar–mortar (CIE_MOR) and
ortar–aggregate interfaces (CIE_INT) in normal concrete. Therefore,
racks are normally not allowed to initiate inside aggregates un-
ess otherwise speciﬁed. This is implemented by deﬁning elastic be-
aviour without damage for CIE_AGG. Due to lack of experimental
ata, the shear fracture properties were assumed to be the same as
he normal ones (Wang et al., 2015a,2015b) for both CIE_MOR and
IE_INT. The linear tension/shear softening laws described in Section
.3 are used to model these interfaces.The loading on all model specimens has been applied via pre-
cribed displacement, where horizontal displacements were pre-
cribed to all nodes on the left and right surfaces, with a value
qual to zero for the left surface, and a uniformly distributed dis-
lacement on the right surface. The analyses were terminated at a
isplacement d = 0.1 mm, corresponding to macroscopic strain of
= 0.002, the same as those used in our previous 2D study (Wang et
l., 2015b). Solutions were performed with the commercial software
BAQUS/Explicit (Dessault Systems, 2012), it determines a solution
o the dynamic equilibrium equation without iterating by explicitly
dvancing the kinematic state from the previous increment, which
llows for solving highly nonlinear equation systems with softening-
nduced instabilities eﬃciently.
The Abaqus/Implicit solver with automatic incrementing often
ails to perform simulations for highly nonlinear problems with ma-
erial softening. A very small value of the maximum increment is
equired to model the whole loading process, while it will lead to
high computational cost. The Dynamic/Explicit solver, with suﬃ-
iently long loading time to minimize the dynamic effect, is able to
imulate the full response accurately with a reasonable time and thus
s used in this study.
. Results and discussion
.1. Analysis of simulation parameters
Cohesive zone models are known to produce results affected
y element size and, in the case of dynamic analysis, such as in
baqus/Explicit, by loading time. This sub-section presents an ad-
ance study of these effects to inform on most appropriate size and
ime. Further the effect of Monte Carlo sample number, i.e. number of
ealisations per ﬁxed set of meso-structure parameters, is analysed.
he outcomes are summarised as those used for the parametric stud-
es in the following sub-sections.
.1.1. Effect of mesh density/element size
When the cohesive crack paths are unknown a priori, ﬁne meshes
re needed to minimise the dependence of simulation results, e.g.,
tress–displacement curves and crack patterns, on initial FE mesh.
owever, this will lead to large-scale nonlinear equation systems,
nd the computational costs often become prohibitively expensive,
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Table 2
Material properties.
Young’s
modulus, E
(MPa)
Poisson’s ratio,
ν
Density, ρ (10−9
tonne/mm3)
Elastic stiffness,
kn (MPa/mm)
Cohesive
strength, tn
(MPa)
Fracture energy,
GF (N/mm)
Aggregate 70000 0.2 2.8 – – –
Mortar 25000 0.2 2.0 – – –
CIE_AGG – – 2.8 106 – –
CIE_MOR – – 2.5 106 4 0.06
CIE_INT – – 2.0 106 2 0.03
(a) Mesh I (Le=1mm) (b) Mesh II (Le=0.8mm) (c) Mesh III (Le=0.6mm)
Fig. 12. Three different mesh conﬁgurations with different mesh density.
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Fig. 13. Mesh sensitivity results.
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iespecially for Monte Carlo simulations. Moreover, the effect of the
minimum thickness around aggregates may potentially be related
to the global mesh size. Therefore, an appropriate mesh density is
required to achieve a balance between the accuracy and computa-
tional eﬃciency. Herein, threemesheswith different average element
length (i.e., Le = 1 mm, Le = 0.8 mm and Le = 0.6 mm) are used, as
shown in Fig. 12. Mesh I has 156,241 nodes, 28,432 solid elements
and 307,475 cohesive elements. The numbers for the Meshes II and III
are 236,260, 42,714 and 465,435, and 349,777, 62,466 and 690,464,
respectively.
The simulated stress–displacement and dissipated fracture
energy–displacement curves for each element length are shown in
Fig. 13, where the mean stress is calculated as the sum of reaction
force of nodes on the left boundary divided by the cross-section area
of specimen. It can be observed that the mesh dependence of the
stress–displacement and dissipated fracture energy–displacement
curves is negligible for the selected element sizes.
The obtained ﬁnal crack paths for different meshes are shown in
Figs. 14–16, where plots (a) represent the failure surfaces and plots (b)
represent the damage via the separations of the cohesive elements;ohesive elements with damage index D ≥ 0.95, where D = 1 means
omplete failure, are shown in red. Despite a few differences, the
hree ﬁgures show similarity in terms of crack pattern and failed sur-
ace morphology. Considering the excellent agreement between the
tress–displacement responses in Fig. 14, and the balance between
ccuracy and eﬃciency, the mesh size of 1 mm (Mesh I) has been se-
ected for all meshes in the following simulations.
.1.2. Effect of loading time
The loading time has a signiﬁcant effect on the computational ef-
ciency and accuracy of results when the ABAQUS/Explicit solver is
sed to model quasi-static loading conditions. In principle, the load-
ng timemust be long enough tominimise any dynamic effects. How-
ver, a long loading time results in greater computational cost. So a
alance also has to be made between the computational eﬃciency
nd accuracy.
Fig. 17 shows a comparison of σ–d curves obtained from 50 ran-
om samples with three loading times of 0.001 s, 0.005 s and 0.01 s.
t can be seen that a loading rate inﬂuence occurs when loading time
s 0.001 s (a), and there is an obvious oscillation. For loading rates
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(a)Main crack surface (b)Final cracks
Fig. 14. Predicted ﬁnal crack paths for Mesh I.
(a) Main crack surface (b) Final cracks
Fig. 15. Predicted ﬁnal crack paths for Mesh II.
(a)Main crack surface (b)Final cracks
Fig. 16. Predicted ﬁnal crack paths for Mesh III.
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s.005 s (b) and 0.01 s (c), the curves appear smooth and identical. A
oading time of 0.005 s is used in the following simulations to balance
ﬃciency and accuracy.
.1.3. Typical tensile behaviour
3Dmodelling allows formore realistic representation of aggregate
nd void distribution in concrete compared to previous 2D models.
he need for statistical representativeness requires a signiﬁcant num-
er of model realizations per set of meso-structure parameters to en-
lure convergence. This makes theMonte Carlo approach substantially
ore computationally demanding in 3D and requires some balance
etween number of realizations and available computer power.
Stress–displacement curves from a Monte Carlo simulation with
0 realisations are shown in Fig. 18 together with the numerical mean
urve and experimental data acquired from tension tests of six sam-
les by Hordijk Hordijk (1991). The simulated stress–displacement
urves in this work ﬁt well with the experimental scatter. They are
imilar in terms of clear peak and sharp initial post-peak drop fol-
owed by a long shallow tail. The peak stress has a mean of 3.49 MPa
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(a) Loading time=0.001s (b) Loading time=0.005s (c) Loading time=0.01s
0 0.02 0.04 0.06 0.08
0
1
2
3
4
Displacement (mm)
M
e
a
n
 S
tr
e
s
s
 (
M
P
a
)
Mean peak stress: 3.56MPa
Standard deviation: 0.04MPa
Realisations
Mean curve
0 0.02 0.04 0.06 0.08
0
1
2
3
4
Displacement (mm)
)
a
P
M(
s
s
ert
S
n
a
e
M
Mean peak stress: 3.49MPa
Standard deviation: 0.05MPa
Realisations
Mean curve
0 0.02 0.04 0.06 0.08
0
1
2
3
4
Displacement (mm)
)
a
P
M(
s
s
ert
S
n
a
e
M
Mean peak stress: 3.49MPa
Standard deviation: 0.05MPa
Realisations
Mean curve
Fig. 17. Effect of loading time on stress–displacement curves.
Fig. 18. Stress–displacement curves obtained from Monte Carlo simulation.
Fig. 19. Standard deviation of stress with displacement.
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Fig. 20. Effect of the sample number on the peak stress.
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Fig. 21. Effect of the sample number on stress at displacement = 0.03.
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awith standard deviation of 0.05 MPa, demonstrating that it is rela-
tively insensitive to the spatial randomness of aggregates and voids.
However, notably large differences are observed between the soft-
ening responses of the different realisations. This suggests that suf-
ﬁcient number of realisations is necessary to capture a required
accuracy. In order to select suitable points for comparison between
different numbers of realisations, the standard deviation of stress
during loading is plotted in Fig. 19. The standard deviation of stress
is relatively low (around 0.05 MPa) before it reaches the peak stress
(displacement= 0.01mm), and the deviation ﬁrst increases to around
0.5 MPa and then decreases..1.4. Effect of sample number
In order to evaluate the effect of Monte Carlo sample number on
imulation results, two special loading points, corresponding to the
eak stress and the displacement of 0.03 mmwhen the highest stan-
ard deviation is observed during loading process (Fig. 19), are inves-
igated, the results are shown in Figs. 20 and 21, respectively. Both the
ean value and standard deviation of stress tend to be stable when
he sample number is about 50, which indicates that 50 random sam-
les are enough to achieve statistical convergence. It should also be
oted that Gaussian distribution was found inWang and JivkovWang
nd Jivkov (2015) for peak stress which indicates the stress distribu-
ion is not completely random, however, substantially more samples
re necessary to yield conclusive results for softening behaviour due
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(a) Mean value (b) Standard deviation
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Fig. 22. Comparison of 2D and 3D modelling.
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oo the relatively high coeﬃcient of variance of stress (standard devi-
tion/mean value).
Monte Carlo simulations with 50 realisations per set of parame-
ers were carried out in this study using the High Performance Com-
uting (HPC) cluster at Computational Shared Facility (CSF), Univer-
ity of Manchester. A typical Monte Carlo analysis of 50 realisations
sing the mesh size of 1 mm and loading time of 0.005 s took ap-
roximately 6 hours by ABAQUS default parallel processing with 32
PUs.
.1.5. Comparison with 2D models
Asmentioned in the introduction, most of existing work onmeso-
cale modelling of damage and failure of concrete is performed with
Dmodels. It is therefore interesting to assess the difference between
he responses of 2D and 3Dmeso-structures. To this end, 50 2Dmod-
ls of concrete with elliptical aggregates and circular voids were gen-
rated using the algorithms from Wang et al. (2015b). All meso-scale
arameters were ﬁxed to the values used in the 3D model described
n Section 3.4. Afterwards, Monte Carlo simulations are carried out
o estimate the mechanical behaviour of these 2D concrete samples
nder uniaxial tension.
For comparison, the mean responses from 2D and 3D simulations
re given together in Fig. 22. The mean peak stresses predicted by 2D
nd 3D modelling are 2.65 MPa and 3.49 MPa, respectively, i.e. the
ore realistic 3D meso-structure predicts 24.1% higher peak stress.
he standard deviations of peak stress are 0.11 MPa and 0.05 MPa,
espectively, i.e. the 3D model provide 54.5% lower standard devia-
ion. In the softening phase of the responses, the 3D models show
enerally larger standard deviation of stress than the 2D models. The
ncrease of peak stress in 3D is attributed to the constraint effect in
he thickness direction, not captured by the 2D model. The decrease
f standard deviation of peak stress is attributed to the larger ratio
etween surfaces available for cracking and volume in 3D than line
egments available for cracking and area in 2D. This leads to more
niformly distributed pre-peak micro-cracks in the 3D volume. The
utcome is that the spatial distribution of features has substantially
eaker effect on the pre-peak response in the 3D models than in the
D models. In the softening branch, the larger standard deviation of
tress predicted by the 3D models is related to the process of micro-
rack coalescences into macroscopic cracks. Here the more uniformly
istributed micro-cracks from the pre-peak phase in 3D have signiﬁ-
antly more options to coalesce depending on the spatial distribution
f the features. As a result, the spatial distribution of features guid-
ng micro-crack coalescence has substantially stronger effect on the
ost-peak response in the 3D models than in the 2D models.The results presented suggest that the use of 2D approxima-
ion can bring signiﬁcant underestimation of strength and tough-
ess of concrete, where toughness is understood as the area under
he stress–displacement curve. Clearly, the third dimension cannot
e neglected due to the nature of fracture process. The importance of
he thickness effect has been pointed out experimentally by VanMier
nd Schlangen (1989).
.2. Crack patterns
Two typical macro-crack patterns are observed from the Monte
arlo simulations under uniaxial tension: Type I cracking with only
ne dominant crack illustrated in Fig. 23; and Type II cracking with
wo ormore dominant cracks illustrated in Fig. 24. This ﬁnding is con-
istent with that observed by Roubin (2014) via image-based mod-
lling, as shown in Fig. 25. Figs. 23 and 24 present the crack patterns
t four loading stages. To clearly visualise the fracture surfaces, three
ifferent ways are used: models with damaged cohesive elements
left column, displacement magniﬁcation factor of 20), model with-
ut cohesive elements (middle column, displacement magniﬁcation
actor of 200) and failed interfaces only (right column, displacement
agniﬁcation factor of 20).
The damage index is represented in red colour. In the early
tages of loading, a large number of micro-cracks initiate at mortar–
ggregate interfaces. As loading increases, some cracks coalescence
nto the dominant cracks, while the other cracks arrest due to stress
edistribution. Type I cracking arises whenmicro-cracks coalesce into
single dominant crack. Type II cracking occurs when two or more
ndependent cracks form during the coalescence process.
Fig. 26 shows the stress–displacement curves corresponding to
wo different types of cracking, red dashed lines for Type I cracking
nd blue solid lines for Type II cracking. Among 50 Monte Carlo sam-
les investigated in this particular study, 38 samples behave as Type
cracking and 12 samples behave as Type II cracking. It can be seen
hat, there is an almost identical response of monotonous increase
n the pre-peak range. For both Type I and Type II, the average peak
tress is very close to each other, about 3.50 MPa. However, a clear
ifference is observed between the post-peak responses.
If a single crack develops (Fig. 23), the stress–displacement curve
resents a rapid softening (see red curves in Fig. 26). If two or
ore macro-cracks form concurrently (Fig. 24), the softening is more
raceful (see blue curves in Fig. 26). This indicates that the post-peak
oftening is related to cracking type. The emergence of multiple con-
urrently growing macro-cracks leads to larger apparent toughness
f the representative volume analysed.
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(a)Pre-peak range
(b)At peak stress
(c)Softening Range
(d) Failure
Fig. 23. Typical Type I cracking evolutions at various loading stages shown in models with CIEs (left column), models without CIEs (middle column) and cracked interfaces (right
column).
t
a
a
o
f
u4.3. Analysis of meso-structure parameters effects
4.3.1. Effect of aggregate and void content
Based on Monte Carlo simulations, the effect of aggregate con-
tent is investigated. All the parameters except for aggregate volume
fraction are ﬁxed to the values used in Section 3.4. Fig. 27(a) showshe mean stress–displacement curves for samples with different
ggregate volume fractions. The corresponding mean peak stress
gainst aggregate volume fraction is plotted in Fig. 27(b). It can be
bserved that the mean load capacity decreases 14% in strength,
rom 3.99 MPa to 3.49 MPa, with the increase of aggregate vol-
me fraction from 0% to 30%. This is because the increase of weak
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(a)Pre-peak range
(b)At peak stress
(c)Softening Range
(d) Failure
Fig. 24. Typical Type II cracking evolutions at various loading stages shown in models with CIEs (left column), models without CIEs (middle column) and cracked interfaces (right
column).
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cggregate–mortar interfaces has a greater inﬂuence than the increase
n strong aggregates as the cohesive strength of interfacial CIEs is as-
umed to be only half of mortar CIEs in this study.
Fig. 28 shows the effect of void content on the concrete response.
he mean tensile strength decreases from 3.59 MPa to 3.39 MPa, as
he void content increases from 0% to 4%. This is attributed to theact that the voids provide easier pathways for crack propagation.
lthough the differences observed for void contents rising from 0%
o 4% are not signiﬁcant, the results indicate that the voids existing in
oncrete should not be neglected in modelling of mechanical proper-
ies and fracture of concrete, in particular for concrete with high void
ontent, such as porous concrete.
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(a)Type I (b)Type II
Mortar
Aggregate
void
Fig. 25. Two typical types of cracking in concrete under tension obtained from image-based modelling (after (Roubin, 2014)).
Fig. 26. Comparison of stress–displacement curves for different types of cracking. (For
interpretation of the references to colour in this ﬁgure, the reader is referred to theweb
version of this article.)
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ﬁ4.3.2. Effect of aggregate and void shape
The effect of aggregate and void shape is investigated by un-
dertaking 50 Monte Carlo simulations with varying aggregate and
void shape while all other parameters are ﬁxed to those used in
Section 3.4. Fig. 29 illustrates two typical crack types observed in(a) Stress-displacement curves
0
1
2
3
4
0 0.02 0.04 0.06 0.08 0.1
M
ea
n 
St
re
ss
 (M
Pa
)
Displacement (mm)
Pagg=0%
Pagg=15%
Pagg=30%
Pagg=0%
Pagg=15%
Pagg=30%
Fig. 27. Effects of aggregate voloncrete with spherical/polyhedral aggregates and ellipsoidal voids.
oth types of cracking can be found in concrete samples with dif-
erent shape of aggregates and voids. This suggests that the type of
racking is independent of aggregate and void shape.
Fig. 30 shows the simulated mean stress–displacement curves for
oncrete samples with different aggregate and void shape under uni-
xial tension. The results indicate that the load capacity of concrete
ontaining spherical and ellipsoidal aggregates is greater than that in-
luding polyhedral aggregates. The difference of tensile strength be-
ween samples with spherical aggregates and elliptical aggregates is
bout 1% while its difference between samples with spherical aggre-
ates and polyhedral aggregates is about 3%. Thismay be explained by
wo factors. On the one hand, concrete with unsmooth aggregates has
oremortar–aggregate interface elements if aggregate and void con-
ent are constant. This is presented in Table 3. On the other hand, the
ocal stresses are enhanced by the higher stress concentration at the
orners of polyhedral aggregates, while the smooth edges of spheri-
al and ellipsoidal aggregates have a more benign stress distribution
hich delays the fracture process and increases the tensile strength.
.4. Analysis of cohesive interface effects
In this sub-section, the effect of principal material parameters,
ritical stress and cohesive energy, used for aggregate–aggregate,
ortar–mortar andmortar–aggregate interface elements on the sim-
lation results are investigated. All other geometric parameters are
xed to those used in Section 3.4.(b) Peak stress
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(a) Stress-displacement curves (b) Peak stress
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Fig. 28. Effects of void content (Pagg = 30%).
(a) Spherical aggregates, ellipsoidal voids (b) Polyhedral aggregates, ellipsoidal voids
Fig. 29. Typical type I and type II cracking paths for samples with different aggregate and void shape (displacement magniﬁcation factor of 200).
Table 3
Typicalmortar–aggregate interface element number of specimenswith different aggregate and void shape.
Shape Aggregate–mortar interface element number Ratio
Spherical aggregates and spherical voids 8260 –
Spherical aggregates and ellipsoidal voids 8608 1.04
Ellipsoidal aggregates and spherical voids 11,738 1.42
Ellipsoidal aggregates and ellipsoidal voids 11,974 1.45
Polyhedral aggregates and spherical voids 15,281 1.85
Polyhedral aggregates and ellipsoidal voids 15,446 1.87
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Fig. 30. Effect of aggregate and void shape.
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Fig. 31. Effect of tensile critical stress of mortar–aggregate interfaces.
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g.4.1. Effect of critical stress
Figs. 31, 33 and 35 present the simulation results obtained by
arying the critical stress of interface elements. For each curve in
he ﬁgures, the legend includes three values, which correspond to theritical stress assigned to the mortar–aggregate, aggregate–aggregate
nd mortar–mortar interfaces, respectively. A missing value for the
ggregate–aggregate critical stress indicates that cracking of the ag-
regate is not allowed.
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(a) tn=1 MPa (b) tn=2 MPa
(c) tn=4 MPa
Fig. 32. Crack surfaces with different tensile strength of mortar–aggregate interfaces.
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Fig. 33. Effect of tensile critical stress of aggregate–aggregate interfaces.
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Fig. 35. Effect of tensile critical stress of mortar–mortar interfaces.
d
t
p
m
iIt can be seen from Fig. 31 that the load capacity is greatly af-
fected by the critical tensile stress of mortar–aggregate interfaces.
The decrease of tensile stress of aggregate–mortar interfaces leads
to a rapid loss of load capacity. This is because the aggregate–mortar
interfaces are weak relative to aggregates and mortar, and become
preferred crack paths. Fig. 32 shows the predicted crack paths for(a) tn=2 MPa
Fig. 34. Crack surfaces with different tensile strifferent critical tensile stresses of mortar–aggregate interfaces. At
he lowest stress of 1 MPa of mortar–aggregate interface, the crack
ath appears to be along mortar–aggregate interfaces. For higher
ortar–aggregate interface critical stress, the crack paths tend to be
ndependent of the critical stress of mortar–aggregate interfaces.(b) tn=4 MPa
ength of aggregate–aggregate interfaces.
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(a) tn=2 MPa (b) tn=3 MPa
Fig. 36. Crack surfaces with different tensile strength of mortar–mortar interfaces.
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Fig. 37. Effect of cohesive energy of mortar–aggregate interfaces.
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Fig. 39. Effect of cohesive energy for aggregate–aggregate interfaces.
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sFig. 33 shows that the load capacity is hardly affected by the
ritical tensile stress of the aggregate–aggregate interfaces until it
ecomes equal to the strength of mortar–aggregate interfaces. This
s because aggregates are stronger than mortar and interfaces, and
he load capacity is not sensitive to the tensile strength of aggregates.
he crack paths for different tensile strength of aggregate–aggregate
nterfaces are shown in Fig. 34. It can be seen that, as the aggregate
trength is reduced, cracks seem to have a greater tendency to propa-
ate across the aggregates leading to straighter paths with less bridg-
ng and branching.
Fig. 35 illustrates that the tensile strength of mortar–mortar in-
erfaces has a signiﬁcant inﬂuence on the load capacity of concrete
amples. The decrease of tensile strength ofmortar–mortar interfaces
esults in a rapidly falling load capacity. Fig. 36 shows the crack paths
orresponding to different tensile strength of mortar–mortar inter-
aces. The cracks show a tendency to bypass the aggregates and prop-
gate in a straight path through mortar and voids when the tensile(a) Gf=0.01 N/mm
Fig. 38. Crack surfaces with different cohesivetrength of mortar–mortar interfaces is the same as that of mortar–
ggregate interfaces (see Fig. 36(a)). This is because the mortar–
ggregate interfaces are no longer the weakest part. However, the
rack paths seem to be insensitive to the tensile strength of mortar–
ortar interfaces when the mortar is strong.
.4.2. Effect of cohesive energy
Figs. 37, 39, and 41 depict the simulation results obtained by vary-
ng the cohesive energy of interface elements. For each curve in the
gures, the legend includes three values, which denote the cohe-
ive energy assigned to the mortar–aggregate, aggregate–aggregate
nd mortar–mortar interfaces, respectively. As in the previous sub-
ection, a missing value for the aggregate–aggregate interface indi-
ates that cracking through aggregates is not allowed.
It can be seen from Fig. 37, that the cohesive energy of mortar–
ggregate interfaces has a signiﬁcant effect on the softening re-
ponse of the concrete. Fig. 38 shows the predicted crack paths for(b) Gf=0.06 N/mm
energy of mortar–aggregate interfaces.
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(a) Gf=0.03 N/mm (b) Gf=0.06 N/mm
Fig. 40. Crack surfaces with different cohesive energy of aggregate–aggregate interfaces.
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Fig. 41. Effect of cohesive energy of mortar–mortar interfaces.
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different cohesive energy of mortar–mortar interfaces. It indicates
that the crack paths are dependent on the cohesive energy of mortar–
aggregate interfaces.
It can be seen from Fig. 39, that the cohesive energy of aggregate–
aggregate interfaces has little effect on the simulated stress–
displacement curves. The crack paths, shown in Fig. 40, also have
little dependence on the cohesive energy of aggregate–aggregate
interfaces.
The results shown in Fig. 41 indicate that the cohesive energy of
mortar–mortar interfaces has a pronounced effect on shape of soft-
ening branch and a slight effect on peak stress. The stress in the post-
peak range diminishes at a lower rate when the cohesive energy in-
creases, which leads to a larger critical separation displacement. This
suggests that the increase of cohesive energy for mortar–mortar in-
terfaces result in a softer response of concrete samples under tension.
Fig. 42 also shows that the crack paths are dependent on the cohesive
energy of mortar–mortar interfaces.(a) Gf=0.03 N/mm
Fig. 42. Crack surfaces with different cohesivThe effects of meso-scale material parameters, critical stress and
ohesive energy of meso-structure constituents, are logical and ex-
lain the variability in tensile strength and failure energy density
toughness) which is observed experimentally using variable mortar
nd aggregates.
. Conclusions
Effective and eﬃcient algorithms for generating three-
imensional meso-structures and corresponding ﬁnite element
odels with cohesive elements are developed. Meso-structures of
oncrete contain spherical, ellipsoidal or polyhedral aggregates, and
pherical or ellipsoidal voids, dispersed in mortar, with intra-phase
aggregate/aggregate and mortar/mortar) and inter-phase (aggre-
ate/mortar) cohesive elements. Monte Carlo approach is proposed
or investigating the effects of 3D scaling, aggregate and void content,
ggregate and void shape, and cohesive properties on longer-scale
echanical response. Core of the approach is statistical analysis
f responses of 50 model realisations with given meso-structure
arameters.
1. Mechanical response and crack propagation in concrete are af-
fected strongly by the meso-structure: load capacity decreases
with increasing aggregate or void content and increasing aggre-
gate roughness; pre-peak response and peak stress are relatively
insensitive to the aggregate and void spatial distribution; post-
peak softening response is sensitive to the spatial distribution of
aggregates and voids.
2. Two macro-crack (failure) patterns are observed in concrete un-
der uniaxial tension regardless of the shape of aggregate and void:
Type I – micro-cracks coalesce into one macro-crack propagat-
ing to failure. The result is rapid softening response and smaller
failure energy density (apparent toughness of representative vol-
ume); Type II – micro-cracks coalesce into two or more macro-
cracks propagating concurrently to failure. The result is slower
softening response and larger failure energy density (apparent
toughness).(b) Gf=0.09 N/mm
e energy of mortar–mortar interfaces.
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e3. Compared to 2D modelling, the 3D modelling demonstrates: a
larger mean peak stress and a smaller standard deviation in
the pre-peak response, attributed to more uniformly distributed
micro-cracks within the volume; a larger standard deviation in
the post-peak response, attributed to the larger number of pos-
sibilities for micro-crack coalescence under the constraint of ran-
domly distributed features.
4. The cohesive properties of concrete constituents affect strongly
the macroscopic mechanical response and the cracking patterns:
critical tensile stress of constituents has direct effect on the peak
stress and differences between constituents’ strengths change the
patterns of micro-crack coalescence and macro-crack propaga-
tion; cohesive energy has little effect on the pre-peak behaviour,
but affects strongly the softening behaviour and crack paths of
concrete under tension.
It is acknowledged that all conclusions of this work are derived
rom meso-scale models of concrete subjected to uniaxial tension.
he selection of simple zero-thickness cohesive elements with un-
oupled tensile and shear responses has been dictated by this sim-
le loading scenario. Development of advanced cohesive elements,
peciﬁcally for coupling compressive and shear responses for simula-
ions under more complex loading conditions, is a subject of ongoing
esearch.
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ppendix. Generation of individual random sphere, ellipsoid and
onvex polyhedron
1. Sphere
A Cartesian X–Y–Z coordinate system is used in generating con-
retemodels. During the placing process, consider the standard equa-
ion of sphere:
(x − x0)2 + (y − y0)2 + (z − z0)2 ≤ r2 (A.1)
here x, y, z are the coordinates within the sphere, x0, y0, z0 are the
oordinates of centre of the sphere; r is the radius of the sphere.
2. Ellipsoid
An individual random ellipsoid can be generated by following
hree steps.
2.1. A random size ellipsoid at original point
Considering the standard equation of ellipsoid at the original
oint:
x2
a2
+ y
2
b2
+ z
2
c2
≤ 1
= r0 + η × (r1 − r0)
= ζa
= ξa (A.2)
here r0 and r1 are the minimum and maximum radius in the size
istribution, ζ and ξ are random numbers within the aspect radio
ange; η is a random number uniformly distributed between 0 and 1.An ellipsoid with random size at the original point in 3D space can
hen be described as
T
1
⎡
⎢⎣
1/a2 0 0 0
0 1/b2 0 0
0 0 1/c2 0
0 0 0 −1
⎤
⎥⎦X1 ≤ 0 (A.3)
here a, b, c are the length of three semi-principal axes, X1 = {x1, y1,
1, 1}
T is the homogeneous coordinates of any point on the ellipsoid
urface.
2.2. Random rotation
Any orientation can be achieved by composing three elemental ro-
ations, starting from a known standard orientation. Equivalently, any
otation matrix R can be decomposed as a product of three elemental
otation matrices.
= Z1(α)X2(β)Z3(γ ) (A.4)
1(α) =
⎡
⎢⎣
cos(α) − sin(α) 0 0
sin(α) cos(α) 0 0
0 0 1 0
0 0 0 1
⎤
⎥⎦ (A.5)
2(β) =
⎡
⎢⎣
1 0 0 0
0 cos(β) − sin(β) 0
0 sin(β) cos(β) 0
0 0 0 1
⎤
⎥⎦ (A.6)
3(γ ) =
⎡
⎢⎣
cos(γ ) − sin(γ ) 0 0
sin(γ ) cos(γ ) 0 0
0 0 1 0
0 0 0 1
⎤
⎥⎦ (A.7)
here, Z1(α), X2(β), Z3(γ ) are the matrices representing the elemen-
al sequential rotations about axes Z, X, Z of the ﬁxed frame, (e.g.,
1(α) represents a rotation about Z axis by an angle α, X2(β) repre-
ents a rotation about X axis by an angleβ , Z3(γ ) represents a rotation
bout Z axis by an angle γ ). It should be noted that the ﬁnal rotation
ould only be achieved with the speciﬁc sequence of rotations.
Then the coordinates of any points on the ellipsoid can be ob-
ained as:
2 = RX1 (A.8)
2.3. Translation to a random position (x0, y0, z0)
The random ellipsoid can be translated to a random position
x0, y0, z0) after random rotations, the coordinates on the ellipsoid are
iven by:
3 =
⎡
⎢⎣
1 0 0 x0
0 1 0 y0
0 0 1 z0
0 0 0 1
⎤
⎥⎦X2 (A.9)
here x0, y0, z0 are the coordinates of centre of the ellipsoid.
By substituting Eq. (A.9) into Eq. (A.8), and then into Eq. (A.4), a
eneral equation of ellipsoid can be obtained as:
(x, y, z) = Ax2 + By2 +Cz2 + Dxy + Exz + Fyz + Gx
+Hy + Iz + J ≤ 0 (A.10)
Fig. A1 shows a few examples of numerical ellipsoids with differ-
nt random numbers (a, b, c,α,β ,γ ).
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Fig. A1. Conﬁguration of random ellipsoids.
(a) N=8 (b) N=12 (c) N=16
Fig. A2. Conﬁguration of random polyhedrons.
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HA3. Polyhedron
The polyhedrons can be generated by randomly picking the nodes
on the spheres using spherical coordinate system as follows,
x¯i = r′ cos(θ ) sin(ϕ) + x0
y¯i = r′ sin(θ ) cos(ϕ) + y0
z¯i = r′ cos(ϕ) + z0 (A.11)
where x¯i, y¯i, z¯i are the coordinates of the ith vertex of the polyhedron.
x0, y0, z0 are the coordinates of centre of the sphere, r’ is the radius of
the sphere.
r′ = r0 + η × (r1 − r0)
θ = ζ × 2π
ϕ = ξ × π (A.12)
where θ is the polar angle measured from a ﬁxed zenith direction, ϕ
is the azimuth angle of its orthogonal projection on a reference plane
that passes through the origin and is orthogonal to the zenith, mea-
sured from a ﬁxed reference direction on that plane. r0 and r1 are
the minimum and maximum radius in the size distribution, η, ζ , ξ
are independent random numbers uniformly distributed between 0
and 1.
In order to make sure the randomness of generated polyhedrons,
the number of vertexes of polyhedron is determined as uniformly dis-
tributed from Nmin to Nmax as
N = Nmin + η × (Nmax − Nmin) (A.13)
where η is a random number uniformly distributed between 0 and 1.
The polyhedrons are generated by linking the nearest three ver-
texes to an area, and then make all the areas connected to a volume.
To get a better quality mesh for ﬁnite element modelling, a minimum
distance limitation between every two vertexes is set to 0.5r’. Fig. A2
shows a few examples of numerical polyhedrons with different ran-
dom numbers.eferences
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