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1. Introduction
Starting with the pioneering works of Mandelbrot (1963) and Fama (1965), a variety
of studies have investigated the use of the stable Paretian distribution for modeling the
unconditional distribution of asset returns. Given the very fat-tailed nature of weekly, daily,
and higher-frequency ﬁnancial returns data, it is not surprising that the stable distribution
has been very successful in this regard. While there exist other fat-tailed, asymmetric
distributions which also ﬁt asset returns well, (see, e.g., Knight and Satchell, 2001; Paolella,
2007; and the references therein), none of these are closed under summation, a feature
which is of great practical use in portfolio allocation; see e.g., Doganoglu et al. (2007) and
Giacometti et al. (2007).
Despite the advantages of the stable distribution for modeling real phenomena, a popular,
albeit often misguided, critique of the use of the stable Paretian distribution is the lack
of existence of the second moment. (Recall that unless the tail index α ∈ (0, 2] equals
two, the tails are so heavy that absolute moments of order α and higher do not exist.) A
number of studies have attempted to measure the tail index of the distribution of ﬁnancial
returns, as information about the tail index can be used to derive the probability of large
price movements and, especially, market crashes (Jansen and de Vries, 1991). Additionally,
knowing the maximum existing moment of the return process is of interest, as the lack
of second moments will have consequences for risk and portfolio analysis. Nevertheless,
it has been demonstrated by several authors that this endeavor is extremely diﬃcult, so
that no conclusive evidence of whether second moments of daily ﬁnancial returns exist or
not has been presented. For example, Kratz and Resnick (1996) discuss the inevitable and
potentially “outrageous” bias inherent in tail thickness estimators such as the (in)famous
Hill estimator (Hill, 1975).
The extreme bias problem for the Hill estimator with stable Paretian distributions has
been studied in depth by McCulloch (1997), Mittnik et al. (1998) and Weron (2001). These
and related studies have caused a shift from tail estimation to the adoption of a fat-tailed
parametric assumption, such as the stable distribution. Indeed, this is embodied in the
bold statement of Adler (1997), who states that “Many of the problems faced by the Hill
and related estimators of the tail decay parameter α can be overcome if one is prepared to
adopt a more parametric model and assume, for example, stable innovations”. He goes on
to say that “Overall, it seems that the time may have come to relegate Hill-like estimators to
the Annals of Not-Terribly-Useful Ideas.” With the above comments about tail estimation
in mind (and Adler’s positive stance towards use of the stable distribution), we know of
no deﬁnitive way to test the existence or nonexistence of second moments. Based on the
positive empirical ﬁndings below, we conclude that, for applications to density and risk
forecasting, the question of existence of second moments is only of secondary interest. This
stance is further supported by Malevergne et al. (2005) who state that “for most practical
applications, the relevant question is not to determine what is the true asymptotic tail, but
what is the best eﬀective description of the tails in the domain of useful applications”.
Another critique of the use of the stable Paretian distribution is the complexity of com-
puting its density, as required for the likelihood—which for conditional (non-iid) models, is
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required for parameter estimation. With modern computing power, and the availability of
several algorithms, this is no longer a hindrance. Nevertheless, there still appears to be no
existing method which is both fast and delivers the high accuracy required for likelihood
optimization. To this end, we propose yet another method for its computation. It capitalizes
on the vectorized nature of modern computing languages and yields a method which is very
fast, but also superior to existing algorithms in terms of accuracy. Its details, and references
to other methods (and their ﬂaws) can be found in the working version of this paper, Broda
et al. (2011), hereafter WP.
The real problem with the use of the stable-Paretian, or any skewed, fat-tailed distribu-
tion for modeling the unconditional distribution of asset returns, is that they cannot capture
the time-varying volatility so strongly evident in daily and higher-frequency returns data.1,2
Section 2 discusses the use of the stable distribution in conjunction with GARCH models to
overcome this limitation.
Another popular and successful approach to the unconditional modeling of asset returns
and VaR prediction involves the use of ﬁnite mixtures of normal distributions. Owing to its
great ﬂexibility, a normal mixture, even with just two components, is well-suited for captur-
ing the usual stylized facts typical in a ﬁnancial context. This model has been motivated and
investigated by numerous authors, including Kon (1984), who suggests that returns may be
inﬂuenced by a series of diﬀerent information ﬂows including a non-information distribution,
a ﬁrm-speciﬁc information distribution, and a market-wide information distribution—hence,
a mixture of three normal distributions. A diﬀerent economic motivation for the presence
of a mixture of distributions is provided by Vigfusson (1997), who builds on theoretical
work which explains the stylized facts of ﬁnancial time series by the interaction of hetero-
geneous groups of agents, with the groups processing market information diﬀerently; see,
1The term “volatility” is usually deﬁned as the standard deviation of the log returns. In the models we
shall be considering, the standard deviation is inﬁnite, so this is strictly speaking a misnomer. In a slight
abuse of terminology we shall continue to use the term and take it to refer to the (possibly time-varying)
scale of the conditional return distribution.
2There is actually another problem with the stable Paretian (or mixtures thereof) which we do not
address. The summability (or stability) property of the stable distribution and the deﬁnition of log returns
implies that the tail index of the return distribution should remain the same at any frequency, i.e., intraday,
daily, weekly, monthly, etc.. However, it is well-known that this is usually not the case, with, say, daily
returns exhibiting a tail index considerably lower than two, but monthly data exhibiting nearly normal
behavior. This occurs because, for such series, the returns are not iid stable Paretian, but rather have a
distribution such that, via a central limit theorem, their sums approach normality. The iid aspect of this
problem is addressed in Paolella (2001) by accounting for the non-constant scale term by application of a
stable-GARCH ﬁlter and construction of a formal testing procedure, but even then, the null hypothesis of
stability can be rejected for many (but not all) return series. This result is not in conﬂict with our stable
mixture GARCH model because our goal is to (i) devise a model endowed with some plausible statistical and
economic motivation, (ii) which yields relatively superior density and risk forecasts for daily (and possibly
higher frequency) data, and (iii) can be used in a multivariate context via an ICA decomposition, but
without concern for the stability (or lack thereof) aspect of returns. A possible way of incorporating all such
features would be to use the tempered stable distribution, which also has a tractable characteristic function,
mimics the shape of the stable distribution, but is such that, when iid copies are summed, the tail index
increases; see Kim et al. (2008) and Kim et al. (2010).
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e.g., Samanidou et al. (2007) for an overview of such models. This is in line with recent re-
search with experimental data by Kirchler and Huber (2007), who show that heterogeneous
fundamental information can be a major source for the emergence of fat tails and volatility
clustering. The fact that, for each component, a central limit theorem argument can be
used to justify the use of the normal distribution is appealing, and lends some theoretical
justiﬁcation for the model and its economic interpretations. The same holds for the use of
stable distributions for the mixture components, via the generalized central limit theorem.
The aforementioned problem regarding stable distributions also applies to the use of
mixtures: in an unconditional setting, the mixture cannot capture the strong time-varying
volatility of the returns. This is addressed by several authors who combine mixture models
with GARCH structures. In this paper, we propose a model which generalizes the nor-
mality assumption in the normal mixture GARCH model to allow for stable distributions,
investigate some of its theoretical and empirical properties, and extend its use (in a limited
way adequate for portfolio optimization) to a multivariate framework. Moreover, as the
estimation of all mixture models, and particularly mixture GARCH models, is numerically
challenging due to the degeneracy problem, we introduce new estimators which elegantly
resolve this. The degeneracy problem is illustrated graphically using real data, and the
excellent performance of the new estimators is demonstrated via simulation.
The remainder of this paper is as follows. Section 2 introduces the new model. The new
estimators are devised and outlined in Section 3. Section 4 presents an empirical exercise.
Section 5 details how the model lends itself to portfolio allocation. Section 6 concludes.
2. Stable Mixture GARCH
Among conditional volatility models, the normal-GARCH has proven itself to be highly
eﬀective, though despite its success in capturing a high percentage of the volatility move-
ment, countless applications have conﬁrmed that the residuals, or ﬁltered innovations when
applied to weekly, daily, or higher frequency asset return data, still deviate considerably
from normality. This has given rise to a large number of alternative models which replace
the normal distribution in the GARCH model by a fat-tailed, asymmetric one. Given its
theoretical properties, the stable Paretian distribution suggests itself, as ﬁrst proposed by
McCulloch (1985). See Mittnik et al. (2002) for further references and technical details, and
Mittnik and Paolella (2003) for a demonstration of its eﬀectiveness in value at risk (hereafter
VaR) forecasting.
2.1. Mixture GARCH
A model which addresses the fat-tailed, asymmetric innovation issue mentioned above,
but also gives rise to rich volatility dynamics not possible in the traditional battery of
GARCH models, involves the use of mixtures. Building on the success of the mixed normal
distribution for capturing the unconditional skewness and excess kurtosis of asset returns,
and on some special cases already in the literature, Haas et al. (2004b) and Alexander and
Lazar (2006) independently propose a general model structure which endows each mixed
normal component with a GARCH structure.
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As in Haas et al. (2004b), we say that time series {εt} is generated by a k-component
mixed normal GARCH(r, s) process, denoted MixNormal-GARCH, if the conditional distri-
bution of εt is a k-component mixed normal distribution with zero mean,
εt | Ft−1 ∼ MixNormal (ω,μ,σt) , (1)
where ω = (ω1, . . . , ωk)
′, μ = (μ1, . . . , μk)′ and σt = (σ1,t, . . . , σk,t)′ are column vectors, the
mixed normal probability density function (pdf) is given by
fεt|Ft−1 (x;ω,μ,σt) =
k∑
i=1
ωiφ (x;μi, σi,t) ,
Ft represents the information available at date t, φ is the normal pdf, ωi ∈ (0, 1) with∑k
i=1 ωi = 1 and, to ensure zero mean, μk = −
∑k−1
i=1 (ωi/ωk)μi. The component variances
σ2i,t follow the GARCH-like structure
σ
(2)
t = γ0 +
r∑
i=1
γiε
2
t−i +
s∑
j=1
Ψjσ
(2)
t−j, (2)
where γi = (γi,1, γi,2, . . . , γi,k)
′, i = 0, . . . , r, are k × 1 vectors, Ψj, j = 1, . . . , s, are k × k
matrices, σ
(δ)
t is short for (σ
δ
1,t, σ
δ
2,t, . . . , σ
δ
k,t)
′, and δ ∈ R>0. The parameters of the model
need to be such that σ
(δ)
t > 0, where, in case of non-scalars, > indicates element-wise
inequality. As discussed in the above references, we take r = s = 1 and restrict the Ψj to
be diagonal, so in this case we will refer to the diagonal elements of Ψ1 as ψi, i = 1, . . . , k.
Further details, and a survey of the model and the extensions which followed are given in
Haas and Paolella (2011).
Another feature of mixture GARCH models is their ability to contain conditional as well
as unconditional component models. As it turns out, the component of the mixture assigned
to the most volatile observations can often be adequately modeled by a component with a
relatively high, but constant, variance—it does not require a GARCH structure. We identify
such models, where only g, g ≤ k, components follow a GARCH(1, 1) process, by appending
the accessory (k, g). Thus, the k-component MixNormal-GARCH model given in (1), with
r = s = 1 and Ψ1 = diag(ψ1, . . . , ψk), is referred to as MixNormal(k, g).
Similar to replacing the normal assumption in a standard GARCH model, it suggests
itself to challenge the MixNormal assumption with alternative distributions in addition to,
or instead of, increasing the number of mixture components, to achieve better out of sample
forecasting performance. As demonstrated in Kuester et al. (2006), one or more of the
component densities of the MixNormal model can still exhibit tails which are fatter than
the normal. In Kuester et al. (2006) and Rombouts and Bouaddi (2009) the generalized
exponential distribution (in short, GED) is applied and shown to lead to improved in-sample
ﬁts and quality of VaR forecasts. For comparison with the MixStable-GARCH model, and
using the aforementioned (k, g) notation, we will refer to the MixGED-GARCH model as
MixGED(k, g) in the following.
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2.2. The MixStable Model
Analogous to (1) and (2), we say that time series {εt} follows a k-component mixed
stable GARCH(r, s) process, denoted MixStable-GARCH, if the distribution of εt | Ft−1 is
a ﬁnite mixture of stable distributions. Its pdf is
fεt|Ft−1 (x;α,β,ω,μ,σt) =
k∑
i=1
ωifS (x;αi, βi, μi, σi,t) , (3)
where α = (α1, . . . , αk)
′ is the set of tail indices, β = (β1, . . . , βk)′ is the set of asymmetry
parameters corresponding to the k stable distributional components, and, as before, ω =
(ω1, . . . , ωk)
′ is the set of weights, μ = (μ1, . . . , μk)′ is the set of component location terms,
σt = (σ1,t, . . . , σk,t)
′ is the set of strictly positive scale parameters, and fS(x;α, β, μ, σ) is the
location-μ, scale-σ, stable Paretian pdf with tail index α and skewness parameter β, as in
Samorodnitsky and Taqqu (1994). For the mixture GARCH, let δ = (δ1, . . . , δk)
′ be the set
of power GARCH coeﬃcients. Further, we assume that 1 < αi ≤ 2, so that the mean exists,
and, with αmin = mini αi, restrict 0 < δi < αmin, i = 1, . . . , k. This is a natural extension
of the power restriction in the stable-GARCH model as devised in Mittnik et al. (2002).
If αmin = 2 (so that αi = 2 for all i), the δi need only be positive, i = 1, . . . , k. As with
MixNormal(k, g), to ensure zero mean, μk = −
∑k−1
i=1 (ωi/ωk)μi is imposed. The component
scale terms, analogous to the variance term in the MixNormal model, evolve according to
σ
(δ)
t = γ0 +
r∑
i=1
γi
∣∣εt−i∣∣(δ) + s∑
j=1
Ψjσ
(δ)
t−j, (4)
where σ
(δ)
t is short for (σ
δ1
1,t, σ
δ2
2,t, . . . , σ
δk
k,t)
′. Motivated by our use of relatively (for GARCH
applications) small sample sizes (see the comment in Footnote 9 and the discussion in Section
4.3 below), we impose αi = αj and βi = βj for all stable mixture components as well as
δi = δj for all mixture GARCH models in the following. As such, we drop the component
index i and just write α, β and δ. Similar to MixNormal(k, g), MixStable(k, g) denotes the
k-component mixed stable GARCH(1, 1) process with diagonal Ψ1 matrix, and only g of
the k components having a GARCH structure. For β = 0, the model nests the following:
1) The unconditional stable Paretian model, as proposed by Mandelbrot (1963) and Fama
(1965), by taking k = 1 and no GARCH structure.
2) The unconditional mixed normal model from Fama (1965), Kon (1984) and others, by
taking αi = in each of the k components, and no GARCH structure.
3) The normal-GARCH model from Bollerslev (1986), by taking k = 1, α = 2 and δ = 2.
4) The symmetric stable-GARCH model of Mittnik et al. (2002), by taking k = 1.
5) The MixNormal(k, g) model (1) and (2) of Haas et al. (2004b) and Alexander and
Lazar (2006), by taking δ = 2 and α = 2.
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6) The “linear” two-component MixNormal-GARCH models of Vlaar and Palm (1993)
and Bai et al. (2003).
The MixStable-GARCH model is very general; in particular, there are two sources of
asymmetry in the model: μi and β. In the empirical section below, we will limit ourselves
to two special cases, which we dub A1MixStable(k, g) and A2MixStable(k, g), respectively.
In the former, we restrict β to zero, whereas in the latter, μi = 0, so that only one source of
asymmetry is considered at a time.
As the stable distribution does not possess a ﬁnite second moment if α < 2, the
MixStable-GARCH process will not be covariance stationary. It may still be strictly sta-
tionary, however. This follows from Liu (2007) who generalizes the Markov-switching
GARCH(1,1) process of Haas et al. (2004a) to allow for more general power parameters
and innovation distributions, and studies its dynamic properties. This process nests the
model studied in this paper, and we state the stationarity condition for the parsimonious
case where all the stable components are characterized by the same shape parameters α and
β. It then follows from Corollary 2.1 of Liu (2007) that a suﬃcient condition for the process
to be strictly stationary with a ﬁnite δth moment is that the eigenvalues of the matrix
γ1ω
′κδ,α,β +Ψ1 (5)
are inside the unit circle, where, as in Mittnik et al. (2002),
κδ,α,β = η
−1
δ Γ
(
1− δ
α
)(
1 + τ 2α,β
)δ/(2α)
cos
(
δ
α
arctan (τα,β)
)
, (6)
τα,β = β tan (απ/2) ,
ηδ =
{
Γ (1− δ) cos (πδ
2
)
, if δ = 1,
π/2, if δ = 1.
Term κδ,α,β is the power-δ absolute moment of a stable random variable with tail index α
and asymmetry parameter β; see Paolella (2007, Sec. 8.3) for a detailed derivation. For
δ = 1 and β = 0, (6) reduces to κ1,α,0 = 2Γ (1− α−1) /π.
Similar to the mixed normal GARCH model, condition (5) allows some (but not all)
components to be driven by non-stationary GARCH dynamics, whereas overall the process
will be stationary as long as the mixing weights of these components are suﬃciently small.
In particular, when maxj{ψj} < 1 is satisﬁed, it follows from arguments similar to Haas
et al. (2004a) that the eigenvalue condition is equivalent to
k∑
j=1
ωj
κδ,α,βγ1,j
1− ψj < 1. (7)
The ARCH(∞) representation of σδj,t, given by
σδj,t =
ωj
1− ψj + γ1,j
∞∑
i=1
ψi−1j |εt−i|δ,
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shows that the total impact of a shock on future volatility in regime j is
γ1,j
∞∑
i=0
ψij =
γ1,j
1− ψj .
Thus, condition (7) restricts the average total impact of a shock on the component-speciﬁc
future volatilities.
3. Estimation of Mixture GARCH Models
It is well-known (see Kiefer and Wolfowitz, 1956; and Day, 1969) that the likelihood func-
tion of a mixture is potholed with singularities (inﬁnite likelihood values). In the estimation
of MixNormal-GARCH models, such degenerated states can be avoided by using Bayesian
estimation procedures as devised in Aus´ın and Galeano (2007) and Bauwens et al. (2007).
A potential drawback of these approaches, however, is their computational complexity and
relatively high estimation time, along with the added complexity of augmenting those proce-
dures from the normal to the stable (or other) distribution. To address these shortcomings,
we devise an augmented likelihood function which can still be maximized with conventional
optimization techniques but, unlike the usual likelihood, completely and elegantly avoids
degenerated mixture estimates. As the problem of avoiding degenerated mixture estimates
is a general problem known by many names, we will refer to it as the mixture degeneracy
problem.
3.1. Augmented Likelihood Estimation
Augmented likelihood estimation (ALE) is based on the observation that degenerated
components yield zero likelihood values for all observations which diﬀer from their location
parameter. As such, singularities can be prevented by avoiding zero likelihood values in
all mixture components. This idea is implemented in the augmented likelihood framework
by adding the geometric average likelihood value of each mixture component to the overall
likelihood function. The additional k likelihood terms yield an inﬁnite penalty whenever
a mixture component degenerates. Thus, the ALE solves the mixture degeneracy problem
without parameter constraints or penalty terms, but rather by shrinking the overall mixture
likelihood function towards the component-wise likelihood functions.
Consider ﬁrst estimation of an unconditional (no GARCH) mixture distribution. Let
θ = (ω,θ1, . . . ,θk)
′ denote the vector of model parameters, where ω is the vector of mix-
ture weights, and θi represents the parameter vector of the density function, fi, of the ith
component. Then, the ALE takes the form of θˆALE = argmaxθ ˜ (θ; ε), where the aug-
mented log-likelihood function ˜ consists of the usual sum of log-likelihood values , as well
as the logarithmic geometric means of the component-wise likelihood series ¯i, i.e.,
˜ (θ; ε) =  (θ; ε) +
k∑
i=1
¯i (θi; ε)
=
T∑
t=1
log
k∑
i=1
ωifi (εt;θi) +
k∑
i=1
1
T
T∑
t=1
log fi (εt;θi) . (8)
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Assuming (as we subsequently do) that the true mixture process is free of degenerated
components and its standard likelihood function has a consistent root (compare Kiefer,
1978), the ALE is consistent, because, by dividing by T , the contribution to ˜ from the
additional k terms becomes negligible in the limit as T → ∞ for all mixtures without
degenerated components.3
3.2. Augmented Mixture GARCH Estimation
The augmented likelihood methodology above is tailored to unconditional mixtures and,
thus, cannot prevent singularities in (time-) conditional mixture models. In k-component
mixture GARCH models, for instance, singularities occur at all time points t, t = 1, . . . , T ,
and all components i, i = 1, . . . , k, where σi,t = 0 and μi = εt. We refer to this problem
as the local degeneracy problem. Assuming that the true mixture GARCH process does not
possess singular or near-singular components at any point in time, we devise two solutions
for the local degeneracy problem based on the augmented likelihood methodology.
The ﬁrst solution is built upon the ALE by removing singularities from the (mixture)
likelihood function using a lower bound on the GARCH constant(s),
γi,0 > c > 0, for all i = 1, . . . , k. (9)
This parallels the idea in Hathaway (1985) in the simple (unconditional) normal mix-
tures, and is extended in Tanaka (2009). Without local degeneracy, the ALE remains
feasible and the mixture GARCH degeneracy problem can be solved as in the uncondi-
tional case. The restricted ALE (RALE) for the MixStable-GARCH model is given by
θˆRALE = argmaxθ ˜ (θ; ε) where (9) is satisﬁed and (8) becomes
˜S (θ; ε) =
T∑
t=1
log
k∑
i=1
ωifS (εt;αi, βi, μi, σi,t) +
k∑
i=1
1
T
T∑
t=1
log fS (εt;αi, βi, μi, σi,t) .
A shortcoming of this approach is the necessity of having to choose the tuning parameter
c, and doing so in such a way that, as a function of sample size T , the sequence cT yields a
consistent estimator. Extensive studies with the ﬁnancial data used in this report, and with
simulated data mimicking such ﬁnance data, yield that c = 0.01 works well in the sense that,
while (9) is occasionally binding, the parameter estimates barely diﬀer from those obtained
by the EALE method discussed next.
Our second solution to the local degeneracy problem is more general and can be applied
to any conditional mixture model. Let 
 ∈ RT denote a vector of (ﬁnite) log-likelihood
values. Based on the observation that the sample geometric mean of the likelihood values
Êgeo(
) = exp
{
1
T
T∑
t=1
t
}
= exp
{
¯
}
3An example of a non-consistent ALE (or MLE) can easily be constructed by imposing inappropriate
parameter constraints. Indeed, this is the reason why the RALE (below) is not always a consistent estimator.
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grows at a slower rate than the sample variance-like quantity
V̂geo(
) =
1
T
T∑
t=1
(
exp {t} − exp
{
¯
})2
if some likelihood values move towards inﬁnity, i.e.,
Êgeo(
)
V̂geo(
)
→ 0 , if Êgeo(
) → ∞,
we propose the component-wise penalty term, ˇi,
ˇi (θi; ε) = log
(
1 +
1
T
T∑
t=1
(
exp {i,t} − exp
{
¯i
})2)
, (10)
where i,t = log fi (εt;θi). The component-wise incorporation of (10) into (8) consequently
removes all local singularities. Moreover, as (10) is purely likelihood-based, the resulting
estimator is also free of direct parameter constraints. The extended ALE (EALE) is given
by θˆEALE = argmaxθ
˜˜ (θ; ε) where
˜˜ (θ; ε) =  (θ; ε) +
k∑
i=1
¯i (θi; ε) −
k∑
i=1
ˇ (θi; ε) .
Similar to the ALE, the additional terms vanish as T → ∞, so that the EALE is consistent.
The price to pay is that the penalty in (10) introduces a source of bias as the density
function is penalized for (too) large likelihood values, thus implicitly transferring mass to
the tail area. For the case of the MixStable-GARCH model, the expression specializes to
˜˜S (θ; ε) =
T∑
t=1
log
(
k∑
i=1
ωiL
S
i,t
)
+
k∑
i=1
{
log gi − log
(
1 +
1
T
T∑
t=1
(
LSi,t − gi
)2)}
,
where LSi,t = fS (εt;αi, βi, μi, σi,t) and gi =
(∏T
t=1 L
S
i,t
)1/T
.
Both RALE and EALE yielded essentially the same maximized likelihood values in all
runs we conducted based on real and simulated data. (It is important to emphasize that
the actual, and not the augmented, likelihood is being referred to here.) While there was
a slight preference for the EALE over the RALE in terms of actual likelihood value, both
resulted in essentially identical out-of-sample forecasts. The local degeneracy problem for
MLE, RALE and EALE is further illustrated in Figure 1. For all data generating processes
we have studied, the results look qualitatively the same: while RALE and EALE never
yield degenerated estimates (all likelihood values are ﬁnite), the standard MLE frequently
results in degenerated estimates (inﬁnite likelihood values). It is due to the imperfection of
global optimization methods that, ﬁrst, the MLE does not always degenerate, and second,
that degenerated estimates occur less frequently for larger sample sizes, as can be seen by
comparing the left and right panels in Figure 1.
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3.3. Small Sample Properties
Simulation studies were conducted in order to assess the distributional properties of the
estimators, partly to compensate for the fact that the asymptotic properties are elusive at
present. The parameters of the data generating processes we consider are calibrated to actual
ﬁnance data. The ﬁrst analysis is based on the estimation error Pi,j = θˆi,j − θj, i = 1, . . . , N ,
j = 1, . . . ,M , where θ is the parameter vector of the true process, M is the total number
of parameters, and N = 1000 the number of simulations. To address the label switching
problem, parameter vectors are sorted by mixture weights. Table 1 shows the results of two
simulation studies for the MixStable(k, g) model.4 Two measures are reported. The ﬁrst
is the usual root mean squared error of the parameters (P-RMSE),
√∑
i(
P
i,j)
2/N .5 The
second measure is the inter-quantile range (IQR).6 As expected, all error measures decrease
as the sample size increases.
We now turn to the second analysis. The above parameter error diagnostic needs to
be augmented as a basis for the analysis for two reasons: First, mixture processes can
often be mimicked quite accurately by processes with fairly diﬀerent parameter vectors.
Second, the sorting of mixture components may lead to false results, e.g., if some of the
true mixture weights are close. Hence, we consider two proxy measures that reﬂect the
main characteristics of mixture GARCH processes. The ﬁrst is based on the quantiles of the
unconditional distribution of the process and the second uses the autocorrelation function
(acf) of the absolute returns. (In order to compare the sample values to their theoretical
counterparts, the latter are obtained via simulation of the true process using one million
observations.) The corresponding RMSE measures (Q- and A-RMSE) are given by the
square root of the mean squared
Qi,j = quantiles(θˆ, ζ)i,j − quantiles(θ, ζ)0,j and Ai,j = acf(θˆ, ρ)i,j − acf(θ, ρ)0,j,
respectively, where we evaluate the sample quantile function at the probability levels ζ =
(0.01, 0.1, 0.2, . . . , 0.9, 0.99) and compute the sample acf with lag order ρ = 100.
For comparison we also report the performance of the standard MLE (although it is
ill-deﬁned for mixtures). As expected, the MLE often results in estimates for which at least
one component explains only a few observations. Such mixture components are typically
either degenerated or correspond to local optima where fewer mixture components explain
the data (in the sense of almost zero-valued mixture weights) than actually being estimated.
Clearly, RALE and EALE outperform the MLE here, but also suﬀer from (non-singular)
local optima, though substantially less. Similarly, it is evident that the EALE results in
4More detailed results and information on computational aspects are available from the authors upon
request.
5We exclude those runs (estimated parameter vectors) such that one or more components had an exces-
sively small weight (in particular, when ωiT < 10, e.g., the ith component explains less than 0.1% of the
observations when using T = 1000). We do this to account for the RMSE sensitivity to numerical outliers
in the parameter estimates of such components.
6Unlike the P-RMSE, the IQR is based on all runs, as it is not aﬀected by outliers.
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non-stationary estimates more often than the RALE. The reason is that in order to match
a given unconditional volatility, an increase in the GARCH constant must be oﬀset by
a decrease in the remaining GARCH parameters, thus moving them away from the non-
stationarity border. This shortcoming of the EALE, however, vanishes as the sample size
increases. In contrast, by looking at the IQR values based on all estimates, Table 1 indicates
that RALE and EALE perform very similar; in the two-component case the RALE slightly
outperforms the EALE, while it is the other way around in the three-component case.
Although the RALE tends to be slightly faster, we opt for the EALE in the following, as
it has the appealing advantage of avoiding direct parameter constraints and is therefore an
unrestricted solution of the mixture degeneracy problem.7
4. Univariate Empirical Results
Our empirical analysis covers the major international equity indices DAX 30, S&P 500,
DJIA 30, NIKKEI 225 and NASDAQ COMPOSITE (20 years, dating back from July 7th,
2009; resulting in a sample size of 2609) as well as the exchange rates JPY/EUR and
USD/EUR (10 years, dating back from July 7th, 2009; resulting in a sample size of 1304).
All results are based on percentage log returns, εt = 100 (log pt − log pt−1), where pt is
the daily closing index price at time t. We study MixNormal(k, g), MixGED(k, g) and
MixStable(k, g) models, where (k, g) ∈ {(2, 2), (3, 2), (3, 3), (4, 4)}.8 To prevent overﬁtting,
shape parameters are restricted to be identical.9
Cutting to the chase, the best performing models (in terms of both in-sample ﬁt and,
more importantly, out-of-sample performance) are all in the MixStable class. In-sample, the
A2MixStable(2, 2) model is favored by the BIC, while out-of-sample, the A2MixStable(2, 2),
as well as the A2MixStable(3, 2) and A2MixStable(3, 3), perform well. It is noteworthy
that the A1MixStable(4, 4) model, despite its high parametrization, performs overall best
in terms of the uniformity of the predictive cdf values. Nevertheless, the A2MixStable(3, 2)
model might be preferred because of its relatively parsimonious parametrization (which also
7Regarding computation time: On an Intel i7-2600K quad-core processor at 4.2Ghz a single estimation
(EALE) of the MixStable(4, 4) model based on 1000 data points (running in Matlab R2010a on a single
core of the cpu) takes up to four minutes using Nolan’s fast spline approximation and about four times the
amount of time using the vectorized version of Zolotarev’s integral expression. See WP for further details
regarding computation time and diﬀerences in accuracy in these two methods.
8Several models with k > 4 were also considered; information criteria never favored them, out-of-sample
forecasts were roughly comparable to the k = 4 case but increasingly mixed for higher k, and estimations
resulted more frequently in estimates with mixture weights close to zero for the additional components. We
do not report the results.
9By relaxing the equality of the shape parameters constraint, the resulting estimates show an undesired
property: While very few mixture components explain the majority of the data with reasonable parameter
estimates, the majority of the mixture components maximizes the likelihood based on corner solutions for
their shape parameters, which is a classic indicator of overﬁtting. Using 1000 observations, the MixGED(k, g)
and MixStable(k, g) are frequently overﬁtted, while for larger data sets, the overﬁtting vanishes, as would
be expected, and for the full DJIA sample, MixGED(k, g) estimates with free shape parameters are found
to be in line with those reported in Rombouts and Bouaddi (2009).
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implies faster estimation). It also performed slightly better than the A1MixStable(4, 4) for
the VaR comparisons at the lower probability levels.
4.1. Choice of δ
We investigate the inﬂuence of the GARCH power parameter δ, for which δ < α must be
satisﬁed in order to ensure the existence of the MixStable-GARCH process. In particular,
given the ﬂexibility and richness of the model, we have conﬁrmed for numerous data sets and
sample sizes that, relative to the other parameters, the likelihood is relatively ﬂat in δ. This
can lead to exacerbated estimation problems (in addition to requiring dynamically imposed
constraints, as opposed to simple box constraints, during estimation), and implies that just
setting δ to a compromise value will not lead to appreciably poorer (and could possibly
lead to slightly better) forecasts. We ﬁnd that the choice of δ = 1 is not only adequate,
but also conveniently satisﬁes the δ < α constraint. Details for this conclusion, based on
the use of the proﬁle log likelihood function for in-sample analysis, and on the results for
out-of-sample forecast comparisons, can be found in WP. Observe that setting δ = 1 implies
that the MixStable-GARCH model no longer nests the MixNormal(k, g) model in (1) and
(2), but rather a variant of it, in which the exponent of 2 is replaced by 1.
4.2. In-Sample Fit
For assessing in-sample properties, we ﬁt the MixNormal-, MixGED- and MixStable-
GARCHmodels to the seven ﬁnancial return series under study using the extended likelihood
estimator (EALE) from Section 3.2. (As an illustration, parameter estimates of the two
MixStable-GARCH models for the DJIA return data are given in WP.)
Table 2 shows the BIC measure of all models and data sets under study (the AIC is
reported in WP). We focus on the BIC because the literature on mixture models provides
some theoretical and empirical support for its appropriateness and good performance, in
particular for selecting the number of mixture components (see, e.g., Keribin, 2000; Francq
et al., 2001; and Fru¨hwirth-Schnatter, 2006, Ch. 4). The BIC, which favors less densely
parametrized models, has an overall tendency towards the A2MixStable(2, 2) model; the
AIC shows a less clear pattern.
4.3. Comparison of Forecasting Performance
While a model as ﬂexible as the MixStable(k, g) should be expected to provide an excel-
lent in-sample ﬁt to virtually any return series compared with more traditional GARCH-type
models, the concern remains as to whether the relatively large parametrization, the non-
trivial computational aspects of the stable density, and the degeneracy issue associated with
mixtures warrant its use. To judge this, we compare the empirical performance of the one-
step-ahead predictive cdfs across models using tests for uniformity (see below) as well as
concentrating on the left tail, using probability values typical for VaR calculations.
The choice of the window size is a tuning parameter chosen to maximize the quality
of future risk or density forecasts of the particular set of assets under study. It is not
necessarily the case that more observations are better, because, with certainty, the proposed
model diﬀers in some way from the true data generating process, which itself is likely to
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not be strictly stationary over long periods of time. A model is possibly, however, a good
approximation to reality for short periods of time, though using too short a window results in
high variance of the parameters and thus inferior forecasts. To negotiate this bias/variance
tradeoﬀ, some experiments with the MixStable-GARCH model and two of the data sets
under study indicate that use of a rolling window of sample size 1000 is superior to use of
either 500 or 2000. While this value could be optimized further by conducting dedicated
experiments per dataset, we use 1000 in all of the following.
For all models considered, we re-estimate the model parameters every 20 trading days
(about once a month), so that each estimation contains 2% of new data. Our analysis is
based on the realized predictive cdf values obtained from evaluating the one-step-ahead cdf
forecasts at the realized returns. If the model is correct, it is well-known that these are
uniformly distributed.
Let pˆt = Fˆt|Ft−1(εt; θˆt−h), t = 1, . . . , N , be the sequence of realized predictive cdf values,
noting that, for each t, the parameter vector is estimated using information (in this case,
just the past returns) up to and including time t−h, where h is a value in {1, 2, . . . , 20}, but
the entire return series up to time t−1 is used in the model ﬁlter. Finally, this predictive cdf
is evaluated at the actual return at time t. Denote the collection of these N values as vector
pˆ. Further let pˆ[s] denote the sorted vector, pˆ
[s]
1 ≤ pˆ[s]2 ≤ · · · ≤ pˆ[s]N . The Anderson-Darling
(AD) and Crame´r-von Mises (CM) test statistics are given respectively by
AD = −N −
N∑
i=1
2i− 1
N
(
log(pˆ
[s]
i ) + log(1− pˆ[s]N−i+1)
)
and
CM =
1
12N
+
N∑
i=1
(
2i− 1
2N
− pˆ[s]i
)2
.
In addition, we provide test statistics for the Kolmogorov-Smirnov (KS) test for uniformity,
as well as the Jarque-Bera (JB) and Shapiro-Wilk (SW) tests for normality after applying
the inverse normal cdf transform. We test for serial correlation in pˆ (as a proxy for the iid
property) and report Ljung-Box (LB) test statistics,
LB = N(N + 2)
m∑
i=1
ρˆ2i
N − i ,
where ρˆi is the ith autocorrelation from the ith sample autocorrelation function.
Tables 3 and 4 show the results. It is important to note that here, we are testing the
prediction quality over the whole support of the distribution, and not just the left tail (as we
do below, for directly testing the quality of value at risk predictions). Except for DAX and
NASDAQ, AD and CM are clearly in favor of the stable models with a strong preference for
the A1MixStable-GARCH model. Results for KS and LB are less clear but also pro stable
in four out of seven cases. Similar results are obtained for both normality tests, though the
JB test appears to favor the A2MixStable-GARCH model.
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We also consider VaR measures dedicated to the left tail, as these are of possibly even
greater interest from a risk management perspective. Table 5 shows the empirical coverage
probabilities (as percentages) for the 1% and 5% VaR levels along with p-values indicating
the severeness of potential risk underestimation. The results for 5% are mixed, though at
the 1% VaR level (arguably the most important VaR level in risk management applications),
the A2MixStable(k, g) model clearly outperforms the other models for most data sets under
study.
For further investigations of the VaR prediction quality, we adopt a simple quality mea-
sure based on the coverage error over the VaR levels up to 100λ%, see Kuester et al. (2006).
The measure calculates the deviation between predictive cdf and uniform cdf and, thus,
captures the excess of percentage violations over the VaR levels, where the deviation is de-
ﬁned as 100(FU − Fˆe) with FU being the cdf of the standard uniform random variable and
Fˆe referring to the empirical cdf formed from pˆ. Building upon this metric we report the
integrated root mean squared error (IRMSE) over the left tail up to the maximal VaR level
of interest. The IRMSE employed herein is closely related to the CM statistic but with the
sum truncated at h = λN	, i.e.,
IRMSE =
√√√√1
h
h∑
i=1
(
100
2i− 1
2N
− 100pˆ[s]i
)2
.
The results in Table 6 conﬁrm the superiority of the stable models in ﬁve out of seven cases
at the 1% level.
Finally, we investigate the hit sequence of realized predictive VaR violations,
vt = 1εt≤qˆt , qˆt = V̂aRt|Ft−1(λ), (11)
where 1 is the indicator function. Under the null of correct conditional coverage, the vi
are iid Bernoulli(λ). From this sequence, the test statistic LRCC = LRUC + LRIND is com-
puted, as proposed in Christoﬀersen (1998), where LRUC and LRIND test for unconditional
coverage and independence, respectively. As can be seen from Table 7 for the 1% VaR
level, the tendency of MixStable(k, g) (in particular of A2MixStable-GARCH) to outper-
form MixNormal(k, g) and MixGED(k, g) is also corroborated by the Christoﬀersen test.
5. ICA-MixStable-GARCH
A direct generalization of the MixNormal-GARCH model to the multivariate setting with
D assets has been investigated by Bauwens et al. (2007) and Haas et al. (2009), the latter
model allowing for asymmetries. While of value for a small number of assets, those models
will not be practical for even modest portfolios, let alone large ones. In addition, attempting
to extend that model to support the multivariate stable distribution is not trivial (but see
Lombardi and Veredas, 2009; Bonato, 2011; and the references therein).
A multivariate distribution with mix-Stable GARCH marginals can be constructed via
use of independent components analysis (ICA); see, e.g., Hyva¨rinen et al. (2001). Crucially,
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the resulting multivariate distribution is such that the distribution of a linear combination
(as needed to conduct portfolio optimization) is tractable. The method assumes a set of non-
Gaussian distributed independent random variables of which linear combinations in the form
of time series have been observed. The goal is to recover the original independent random
vectors of time series, called the independent components. Once the mixing matrix is known
(estimated), the independent components can be modeled and forecasted independently (by,
for example, a GARCH-type model). The related concept of conditionally uncorrelated
components is discussed in Fan et al. (2008).
An application of the popular iterative FastICA algorithm can be found in Broda and
Paolella (2009), where the method is used in a portfolio allocation exercise to estimate the in-
dependent components (driven by generalized hyperbolic innovations) of the 30 constituents
of the Dow Jones Industrial Average index. To be precise, the ICA variant employed therein
maximizes the conditional heteroskedasticity of the independent components. We refer to
this speciﬁc version as CHICA (Conditionally Heteroskedastic ICA). Unfortunately, the
CHICA method has the drawback of requiring ﬁnite fourth moments, which is not fulﬁlled
in our setting. However, to the best of our knowledge, the only ICA method dedicated to
(time-correlated) stable driven data is found in Fabricius et al. (2001). It is all the more
remarkable that in our extensive simulation studies, the method is outperformed by the
CHICA method.
Brieﬂy, the CHICA method is a two-step procedure, separating the estimation of the
correlation structure from that of the univariate dynamics; details are given in Chen et al.
(2006) and Broda and Paolella (2009). A ﬁrst step is to estimate the expectation of the D
assets and obtain the matrix of de-meaned returns Y ∈ RD×T . There are several ways of
doing this. One could just use the sample mean for each series, though given the fat-tailed
nature of the data, this is not eﬃcient. A trimmed mean, or even the median, might be
superior, or perhaps best, use of the location term jointly estimated with, say, a MixStable-
GARCH model. Whichever is used, further improvement might be realized by (i) estimating
it using weighted likelihood, with relatively more weight on more recent observations (see
Paolella and Steude, 2008; Broda and Paolella, 2011; and the references therein) and/or (ii)
shrinking the D values towards, say, zero.
In the second step, the CHICA method is applied to the residual series Y estimating the
mixing matrix A ∈ RD×D that best separates the signals maximizing their GARCH eﬀects.
Given the mixing matrix A, the D independent components, X ∈ RD×T , are obtained by
X = A−1Y . The third (and only time-consuming) step consists in the estimation and
prediction of the D (univariate) independent components based on the MixStable-GARCH
model. Observe that the three above steps (in particular, the last one) do not need to be
repeated for diﬀerent portfolio weights. This is crucial if such weights are to be optimized.
Note also that each of the D components is endowed with its own, estimated, MixStable-
GARCH model, and so each has its own tail index α. This can be contrasted with attempts
using the multivariate stable distribution, which has only a single α for all assets.
Suppressing the time index for readability, the return R on a portfolio of D assets is
a weighted sum of the individual asset returns, and consequently (via the matrix A) also
a weighted sum of the independent components Xj with associated weights bj, say. The
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distribution of this weighted sum can be computed from its characteristic function (cf),
which, from independence, factors into the product of the cfs of the individual components.
In our context, each Xj is a k-component stable mixture, with pdf given by fXj (x) =∑k
i=1 ωj,ifS (x;αj,i, βj,i, μj,i, σj,i). As the cf of a stable random variable with tail index α,
asymmetry parameter β, location μ and scale σ is
exp {ıμt− σα |t|α (1− ıβsign(t) tan (απ/2))} ,
ı denoting the imaginary unit, the cf of Xj is given by
ϕXj (t) =
k∑
i=1
ωj,i exp
{
ıμj,it− σαj,ij,i |t|αj,i
(
1− ıβj,isign(t) tan
(
αj,i
π
2
))}
,
from which a simple expression for ϕR (t) follows. Standard inversion methods can then be
applied to ϕR to calculate its pdf or cdf; see, e.g., Paolella (2007, Chapter 1) for details.
For MixStable(k, g), the model lends itself to the computation of portfolio risk measures
such as expected shortfall (ES) or VaR due to its simple cf expression. (Interestingly, as
shown in Sy (2006), the VaR is a coherent risk measure for portfolios of independent stable
Paretian distributed assets, but only if the tail exponent α is the same for all assets.) For
continuous return R, the (relative) expected shortfall at 100λ% level, 0 < λ < 1, is
ESλR = −E[R|R < q] = −
1
λ
E[R1R<q],
where 1 is the indicator function and q = −VaRR(λ), the 100λ% quantile.
If R were just a mixture of stable distributions, one could compute E[R1R<q] via the real
integral expression for the stable ES in Stoyanov et al. (2006) combined with the general
results for the ES of mixtures in Broda and Paolella (2011). However, as R is a convolution
of mixtures of stables, this is not applicable. Neither is the general result of Kim et al.
(2009), which requires that the cf be ﬁnite in a strip containing the real axis, which is not
the case for stable distributions and their mixtures. To compute E[R1R<q], we use the result
from Broda (2011) which applies more generally than that given in Kim et al. (2009),
E[R1R<q] =
ϕ′R(0)
2ı
+
1
π
∫ ∞
0
Re
[
e−ıtqϕ′R(t)
] dt
t
, (12)
where ϕ′R(s) is the ﬁrst derivative of the characteristic function of R, as derived in Appendix
A.
Taken together, the computational ingredients are now available to do portfolio optimiza-
tion in return/ES space, using ICA with the independent components modeled as MixStable
processes. The resulting portfolio will, by necessity, have Pareto-like tails, no matter how
many assets are involved, unlike in Broda and Paolella (2009), for which, as it uses the
normal inverse Gaussian distribution for the components, eventually as D increases, a cen-
tral limit theorem eﬀect will kick in, and the results will not diﬀer from using a standard
Markowitz approach. Given the number of tuning parameters and dependence on the choice
of data, the assessment of the performance of the proposed method for portfolio allocation
deserves a separate study, and is not pursued here.
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6. Conclusions and Future Research
An open question in ﬁnancial econometrics is the suitability of inﬁnite-variance distri-
butions for modeling the unconditional or conditional distribution of asset returns. As
discussed at length in the introduction, there is an ongoing debate regarding the maximally
existing moment of asset returns. In this paper, we take the stance, as argued by numer-
ous researchers in the stable Paretian ﬁeld, that the stable Paretian distribution has many
positive characteristics for modeling asset returns that outweigh its potential shortcom-
ings. Indeed, we ﬁnd that a model incorporating mixtures, GARCH, and underlying stable
distributions yields a complex but coherent and statistically well motivated model which,
based on extensive empirical exercises, delivers both excellent in-sample ﬁt and, most rel-
evantly, admirable out-of-sample forecasting results. In particular, the A2MixStable(3, 2),
A2MixStable(3, 3) and A1MixStable(4, 4) models performed best out-of-sample.
Various model extensions suggest themselves for future consideration. There could be
value in generalizing the law of motion for the scale terms along the lines of the asymmetric
GARCH models in Ding et al. (1993) or Alexander and Lazar (2009). The incorporation
of a Markov switching structure, as done in Haas et al. (2004a) and Bauwens et al. (2010),
or extension to time-varying component weights, as recently investigated by Bauwens and
Storti (2009), could also (and possibly in addition) be entertained.
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Appendix
A. First Derivative of the Characteristic Function of a Weighted Sum of Mixed
Stable Random Variables
For evaluating the ES of a portfolio of mixed stable distributed asset returns based on
(12), we derive the ﬁrst derivative of the cf of sum of mixtures of stable Paretian random
variables in the general case of asymmetric stable random variables and unrestricted portfolio
weights. Similar to the portfolio of D assets in Section 5, with summation weights b ∈ RD,
the portfolio sum is given by R =
∑D
j=1 bjXj, where the Xj are independent k-component
mixtures of stable random variables,
Xj ∼ MixStable(ωj,αj,βj,μj,σj), j = 1, . . . , D,
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with mixture weights ωj ∈ (0, 1)k,
∑
i ωj,i = 1, tail indices αj ∈ (0, 2]k, skewness coeﬃcients
βj ∈ [−1, 1]k, location parameters μj ∈ Rk and scale terms σj ∈ Rk>0. The cf of R is
straightforward to calculate and takes the form of
ϕR (t;ω, b,α,β,μ,σ) =
D∏
j=1
k∑
i=1
ωj,iϕP (t; bj, αj,i, βj,i, μj,i, σj,i) , (A.1)
where
ϕP (t; b, α, β, μ, σ) = ϕW (t;α, β, bμ, bσ) = exp
{
− |σbt|α
(
1− ıβsgn (bt) tan
(
α
π
2
))
+ ıμbt
}
,
with W (·, α, β, μ, σ) being a stable Paretian random variable with tail index α, asymmetry
β, location μ, and scale σ. Straightforward but tedious algebra shows that the ﬁrst derivative
of (A.1) is
ϕ′R (t;ω, b,α,β,μ,σ) =
D∑
i=1
(
s′i +
D∑
j=1,j =i
sj
)
,
where
sj =
k∑
i=1
ωj,iϕP (t; bj, αj,i, βj,i, μj,i, σj,i) , j = 1, . . . , D,
s′j =
k∑
i=1
ωj,iϕ
′
P (t; bj, αj,i, βj,i, μj,i, σj,i) , j = 1, . . . , D,
and, for t = 0,
ϕ′P (t; b, α, β, μ, σ) =
∂
∂t
ϕP (t; b, α, β, μ, σ)
= ϕP (t; b, α, β, μ, σ)
(α
t
ν + ıμb
)
with
ν = − |σbt|α
(
1− ıβsgn(bt) tan
(
α
π
2
))
.
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MixStable(3, 3)
γ0,1 γ0,2 γ0,3 γ1,1 γ2,1 γ3,1 Ψ1 Ψ2 Ψ3 ω1 ω2 ω3 μ1 μ2 μ3 α β
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sample size 100 sample size 1000
Figure 1: Comparison of MLE, RALE and EALE in presence of local mixture degeneracy. Each
panel shows 100 overlaid (maximized) likelihood series (not the augmented likelihood), from which
the usual likelihood function is computed, obtained from estimates based on simulated data. Spikes
depict either mixture degeneracy (singularities) or almost degenerated local optima. Results are
essentially identical for all mixture GARCH models under study. The data generating process
roughly corresponds to estimates found in our empirical analysis of DJIA return data.
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MixNormal MixGED
(2, 2) (3, 2) (3, 3) (4, 4) (2, 2) (3, 2) (3, 3) (4, 4)
DAX 16310.03 16288.08 16305.12 16337.01 16309.17 16296.28 16313.32 16345.54
S&P 13500.95 13470.42 13483.12 13509.51 13463.34 13475.66 13490.43 13518.04
DJIA 13388.74 13376.78 13389.46 13418.75 13366.56 13377.48 13392.69 13427.38
NIKKEI 17020.03 17026.97 17040.97 17071.84 17018.64 17032.31 17047.74 17080.34
/ 5332.19 5351.45 5361.39 5396.60 5340.00 5359.22 5369.22 5404.44
/ 4972.80 4985.69 5000.25 5035.42 4963.06 4985.51 5000.62 5039.79
NASDAQ 16395.36 16397.37 16402.99 16430.04 16393.98 16404.58 16411.53 16438.58
free param. 8 11 13 18 9 12 14 19
A1MixStable A2MixStable
(2, 2) (3, 2) (3, 3) (4, 4) (2, 2) (3, 2) (3, 3) (4, 4)
DAX 16282.68 16296.61 16312.39 16345.30 16283.34 16300.37 16317.15 16351.25
S&P 13476.56 13478.95 13491.62 13517.74 13460.74 13477.79 13483.34 13517.33
DJIA 13380.83 13385.32 13398.32 13426.46 13366.22 13383.26 13389.68 13423.44
NIKKEI 17018.93 17035.48 17046.67 17079.53 17026.53 17035.61 17046.74 17074.25
/ 5339.27 5359.29 5369.23 5404.42 5347.54 5363.20 5378.66 5409.64
/ 4970.42 4989.10 5001.91 5036.64 4971.85 4985.76 4999.43 5028.71
NASDAQ 16396.48 16377.25 16403.87 16431.01 16370.55 16388.71 16392.76 16423.96
free param. 9 12 14 19 9 12 13 17
Table 2: BIC values for all multi-component mixture GARCH models using δ = 1 and all data sets
under study (20 years of equity returns, 10 years of FX returns). Entries in boldface denote the
best results per data set.
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model DAX S&P DJIA NIKKEI / / NASDAQ
Anderson-Darling
MixNormal(2, 2) 0.86 1.00 1.27 0.93 1.54 1.52 1.32
MixNormal(3, 2) 0.65 0.54 0.59 0.73 1.49 1.33 0.43
MixNormal(3, 3) 0.55 0.53 0.54 0.60 1.41 1.51 0.42
MixNormal(4, 4) 0.69 0.37 0.42 0.54 1.22 1.59 0.47
MixGED(2, 2) 0.72 0.63 0.67 0.73 1.44 1.41 0.30
MixGED(3, 2) 0.76 0.56 0.52 0.62 1.45 1.09 0.52
MixGED(3, 3) 0.68 0.51 0.49 0.48 1.45 1.30 0.46
MixGED(4, 4) 0.72 0.41 0.59 0.45 1.21 1.47 0.51
A1MixStable(2, 2) 0.73 0.49 0.55 0.92 1.36 1.20 0.35
A1MixStable(3, 2) 0.70 0.45 0.43 0.65 1.48 1.01 0.31
A1MixStable(3, 3) 0.66 0.43 0.36 0.44 1.43 1.38 0.36
A1MixStable(4, 4) 0.63 0.31 0.28 0.34 1.24 1.48 0.44
A2MixStable(2, 2) 1.12 1.05 0.67 0.59 0.84 1.88 1.61
A2MixStable(3, 2) 1.16 1.02 0.58 0.58 0.85 1.71 1.59
A2MixStable(3, 3) 1.22 0.95 0.56 0.58 0.85 1.68 1.59
A2MixStable(4, 4) 1.23 0.99 0.56 0.59 0.86 1.70 1.63
Crame´r-von Mises
MixNormal(2, 2) 0.12 0.12 0.22 0.16 0.30 0.30 0.23
MixNormal(3, 2) 0.06 0.07 0.07 0.12 0.27 0.25 0.04
MixNormal(3, 3) 0.06 0.08 0.06 0.08 0.25 0.28 0.04
MixNormal(4, 4) 0.07 0.06 0.05 0.08 0.22 0.29 0.04
MixGED(2, 2) 0.09 0.08 0.09 0.10 0.27 0.26 0.03
MixGED(3, 2) 0.08 0.07 0.06 0.09 0.26 0.20 0.05
MixGED(3, 3) 0.07 0.07 0.06 0.06 0.26 0.24 0.04
MixGED(4, 4) 0.07 0.05 0.07 0.06 0.22 0.27 0.05
A1MixStable(2, 2) 0.09 0.07 0.08 0.15 0.25 0.23 0.04
A1MixStable(3, 2) 0.08 0.05 0.05 0.10 0.27 0.19 0.03
A1MixStable(3, 3) 0.06 0.06 0.04 0.05 0.26 0.24 0.04
A1MixStable(4, 4) 0.06 0.05 0.03 0.04 0.22 0.26 0.04
A2MixStable(2, 2) 0.14 0.15 0.10 0.07 0.15 0.41* 0.27
A2MixStable(3, 2) 0.14 0.14 0.08 0.06 0.16 0.37* 0.26
A2MixStable(3, 3) 0.15 0.13 0.07 0.06 0.16 0.36* 0.27
A2MixStable(4, 4) 0.15 0.14 0.07 0.06 0.16 0.37* 0.27
Kolmogorov-Smirnov (test statistics are scaled up by factor 100)
MixNormal(2, 2) 1.48 1.44 1.97 1.73 3.23 3.76* 2.41
MixNormal(3, 2) 1.28 1.64 1.36 1.47 3.39 3.47 1.07
MixNormal(3, 3) 1.19 1.57 1.25 1.25 3.40 3.58 0.96*
MixNormal(4, 4) 1.38 1.32 1.17 1.34 3.12 3.71 1.19
MixGED(2, 2) 1.33 1.62 1.33 1.44 3.13 3.63 1.09
MixGED(3, 2) 1.36 1.47 1.21 1.26 3.39 2.77 1.05
MixGED(3, 3) 1.33 1.50 1.36 1.15 3.40 3.33 0.97*
MixGED(4, 4) 1.42 1.06 1.34 1.03 3.19 3.37 1.06
A1MixStable(2, 2) 1.29 1.25 1.31 1.73 3.11 3.14 1.11
A1MixStable(3, 2) 1.27 1.54 1.21 1.59 3.32 2.79 0.86**
A1MixStable(3, 3) 1.33 1.48 1.21 1.10 3.40 3.33 1.04
A1MixStable(4, 4) 1.28 1.11 1.02 0.90** 3.25 3.35 1.14
A2MixStable(2, 2) 2.17 1.63 1.74 1.54 2.86 4.27** 2.18
A2MixStable(3, 2) 2.21 1.79 1.30 1.41 2.87 3.98* 2.03
A2MixStable(3, 3) 2.21 1.67 1.26 1.46 2.89 3.88* 2.16
A2MixStable(4, 4) 2.20 1.77 1.32 1.51 2.89 3.88* 2.16
Table 3: Anderson-Darling, Crame´r-von Mises and Kolmogorov-Smirnov test statistics for all models
(with δ = 1) and data sets under study. Entries in boldface denote the best outcomes. ***, **,
and * denote signiﬁcance at the 1%, 5%, and 10% levels, respectively. All values are based on
evaluating the one-step-ahead out-of-sample distribution forecasts at the observed return data,
estimated throughout a rolling window of 1, 000 trading days (updated every 20 days), covering 10
years of equity returns (July 7, 1999 to July 7, 2009) and 5 years (July 7, 2004 to July 7, 2009) of
FX returns.
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model DAX S&P DJIA NIKKEI / / NASDAQ
Ljung-Box (m = 20 lags)
MixNormal(2, 2) 26.44 32.97* 30.66 16.95 17.46 18.57 31.05
MixNormal(3, 2) 26.74 33.15* 30.46 17.01 17.59 18.55 31.62*
MixNormal(3, 3) 26.63 33.26* 30.68 17.49 17.65 18.50 30.92
MixNormal(4, 4) 26.25 33.77* 30.78 17.95 17.99 18.03 31.86*
MixGED(2, 2) 26.62 33.61* 31.12 16.94 17.46 17.55 30.92
MixGED(3, 2) 26.73 33.15* 30.69 17.12 17.78 17.95 31.83*
MixGED(3, 3) 26.90 33.41* 31.33 17.96 17.64 17.96 31.37
MixGED(4, 4) 26.51 33.61* 30.62 18.10 17.82 18.20 31.46*
A1MixStable(2, 2) 26.46 32.87* 29.83 16.96 17.34 18.49 30.49
A1MixStable(3, 2) 26.29 33.35* 30.63 19.64 17.67 19.17 31.50*
A1MixStable(3, 3) 26.33 33.55* 30.72 17.59 17.77 17.94 30.78
A1MixStable(4, 4) 26.44 33.94* 31.25 18.24 17.67 18.29 31.45*
A2MixStable(2, 2) 27.21 33.45* 30.00 17.83 16.17 17.66 31.30
A2MixStable(3, 2) 26.95 33.12* 29.86 17.92 16.14 17.74 31.58*
A2MixStable(3, 3) 27.00 33.14* 29.99 17.89 16.22 17.94 31.55*
A2MixStable(4, 4) 27.04 33.14* 29.85 17.91 16.21 17.86 31.42*
Jarque-Bera
MixNormal(2, 2) 28.31*** 51.49*** 18.88*** 2.11 9.73** 9.71** 80.46***
MixNormal(3, 2) 17.25*** 3.01 5.69 3.19 14.94*** 17.53*** 7.01*
MixNormal(3, 3) 19.61*** 198.32*** 52.25*** 4.95 22.28*** 16.10*** 65.26***
MixNormal(4, 4) 4.61 70.44*** 5.57 5.42 13.52*** 20.68*** 56.53***
MixGED(2, 2) 2.24 9.63** 9.63** 3.14 9.82** 6.64* 19.23***
MixGED(3, 2) 15.18*** 9.35** 9.94** 3.43 14.12*** 3.79 7.23*
MixGED(3, 3) 17.54*** 12.13*** 4.45 4.22 19.36*** 5.50 18.01***
MixGED(4, 4) 4.97 9.10** 9.06** 4.69 15.94*** 6.67* 16.18***
A1MixStable(2, 2) 2.06 1.28 8.40** 2.23 10.47** 5.49 0.80
A1MixStable(3, 2) 2.04 1.63 2.72 3.31 14.52*** 4.14 1.28
A1MixStable(3, 3) 1.31 2.47 2.22 5.74 18.98*** 4.88 1.71
A1MixStable(4, 4) 1.17 0.79 1.45 3.51 10.79*** 7.91** 2.23
A2MixStable(2, 2) 0.28 0.06* 0.54 2.75 3.70 8.56** 0.38
A2MixStable(3, 2) 0.32 0.05** 0.39 2.83 3.41 6.10* 1.77
A2MixStable(3, 3) 0.67 0.23 0.42 3.31 3.78 3.13 0.03**
A2MixStable(4, 4) 0.69 0.25 0.51 3.11 3.41 3.25 0.17
Shapiro-Wilk (test statistic ν is transformed by 1000(1− ν))
MixNormal(2, 2) 3.16*** 3.87*** 2.65*** 1.23 3.11** 2.01 6.04***
MixNormal(3, 2) 2.32*** 0.94 1.68** 1.32* 4.00*** 2.91** 1.63**
MixNormal(3, 3) 2.40*** 6.94*** 4.53*** 1.65** 4.72*** 2.69* 5.37***
MixNormal(4, 4) 1.16 4.17*** 1.44** 1.60** 3.37** 3.13** 5.43***
MixGED(2, 2) 0.92 1.78** 2.23*** 1.25 3.10** 1.74 3.05***
MixGED(3, 2) 2.27*** 1.72** 2.30*** 1.27* 3.87*** 1.01 2.22***
MixGED(3, 3) 2.25*** 1.93*** 1.30* 1.52** 4.49*** 1.49 3.68***
MixGED(4, 4) 1.19 1.50** 2.24*** 1.50** 3.87*** 1.55 3.62***
A1MixStable(2, 2) 0.67 0.58 1.78** 1.31* 3.25** 1.32 0.91
A1MixStable(3, 2) 0.57 0.55 1.00 1.27* 3.93*** 1.17 0.82
A1MixStable(3, 3) 0.57 0.59 0.90 1.56** 4.43*** 1.35 1.23
A1MixStable(4, 4) 0.56 0.41 0.81 1.34* 3.12** 1.86 1.43**
A2MixStable(2, 2) 1.51** 1.16 0.75 1.26* 2.06 2.19 1.76**
A2MixStable(3, 2) 1.55** 1.15 0.74 1.33* 2.14 1.85 1.73**
A2MixStable(3, 3) 1.43** 1.15 0.77 1.27* 2.11 1.34 1.75**
A2MixStable(4, 4) 1.44** 1.08 0.76 1.28* 2.14 1.36 1.85***
Table 4: Ljung-Box, Jarque-Bera and Shapiro-Wilk test statistics for all models (with δ = 1) and
data sets under study. Entries in boldface denote the best outcomes. ***, **, and * denote
signiﬁcance at the 1%, 5%, and 10% levels, respectively. Results are based on the same out-of-
sample exercise as in Table 3.
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model DAX S&P DJIA NIKKEI / / NASDAQ
1% VaR
MixNormal(2, 2) 1.01 1.11 1.21 0.87 1.60** 1.15 0.96
MixNormal(3, 2) 0.96 1.08 1.06 0.87 1.68** 1.11 0.60
MixNormal(3, 3) 0.84 1.09 1.13 0.84 1.63** 1.20 0.57
MixNormal(4, 4) 0.92 1.12 1.03 0.89 1.62** 1.19 0.61
MixGED(2, 2) 1.00 1.11 1.11 0.90 1.75** 1.40 0.81
MixGED(3, 2) 0.96 1.18 1.07 0.87 1.67** 1.11 0.63
MixGED(3, 3) 0.88 1.10 1.03 0.80 1.76** 1.32 0.59
MixGED(4, 4) 0.88 1.10 1.03 0.85 1.72** 1.20 0.64
A1MixStable(2, 2) 1.11 1.13 1.11 0.87 1.75** 1.16 0.68
A1MixStable(3, 2) 1.09 1.17 1.03 0.88 1.60** 1.13 0.62
A1MixStable(3, 3) 1.02 1.14 1.17 0.85 1.63** 1.22 0.70
A1MixStable(4, 4) 0.88 1.06 1.02 0.92 1.63** 1.20 0.67
A2MixStable(2, 2) 0.77 0.98 1.05 0.90 1.46 1.13 0.71
A2MixStable(3, 2) 0.77 0.98 1.07 0.91 1.40 1.09 0.68
A2MixStable(3, 3) 0.77 0.98 1.05 0.98 1.42 1.08 0.64
A2MixStable(4, 4) 0.78 0.98 1.04 0.93 1.46 1.09 0.66
5% VaR
MixNormal(2, 2) 5.42 5.48 5.46 5.83** 5.02 4.28 5.49
MixNormal(3, 2) 5.38 5.35 5.22 5.70* 5.15 3.96 4.81
MixNormal(3, 3) 5.23 5.20 5.22 5.58 5.17 4.01 4.60
MixNormal(4, 4) 5.33 5.04 5.19 5.56 5.18 3.96 4.45
MixGED(2, 2) 5.30 5.20 5.45 5.90** 5.02 4.51 5.09
MixGED(3, 2) 5.22 5.34 5.30 5.77** 5.33 4.15 4.61
MixGED(3, 3) 5.26 5.13 5.35 5.80** 5.23 4.44 4.58
MixGED(4, 4) 5.33 5.22 5.30 5.52 5.20 4.24 4.49
A1MixStable(2, 2) 5.46 5.33 5.15 5.86** 5.10 4.06 5.04
A1MixStable(3, 2) 5.27 5.21 5.05 5.49 5.15 3.95 4.83
A1MixStable(3, 3) 5.31 5.14 5.05 5.63* 5.15 4.20 4.37
A1MixStable(4, 4) 5.29 4.94 5.03 5.48 5.20 4.19 4.26
A2MixStable(2, 2) 5.47 5.47 5.36 5.67* 5.55 4.61 5.61*
A2MixStable(3, 2) 5.46 5.46 5.32 5.67* 5.55 4.61 5.40
A2MixStable(3, 3) 5.51 5.40 5.28 5.60* 5.65 4.54 5.37
A2MixStable(4, 4) 5.51 5.43 5.26 5.64* 5.64 4.53 5.52
Table 5: Predicted VaR coverage percentages (point estimates) at the 1% and 5% level for all models
under study (with δ = 1). Entries in boldface denote the best (closest to the true value) estimate.
***, **, and * denote signiﬁcance at the 1%, 5%, and 10% levels, respectively. Results are based
on the same out-of-sample exercise as in Table 3.
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model DAX S&P DJIA NIKKEI / / NASDAQ
1% VaR
MixNormal(2, 2) 0.10 0.22 0.12 0.11 0.32 0.10 0.06
MixNormal(3, 2) 0.09 0.15 0.13 0.08 0.34 0.12 0.29
MixNormal(3, 3) 0.08 0.10 0.10 0.10 0.33 0.16 0.31
MixNormal(4, 4) 0.05 0.12 0.08 0.08 0.29 0.17 0.33
MixGED(2, 2) 0.07 0.18 0.11 0.08 0.30 0.22 0.20
MixGED(3, 2) 0.08 0.15 0.12 0.09 0.34 0.10 0.34
MixGED(3, 3) 0.07 0.11 0.14 0.13 0.32 0.20 0.33
MixGED(4, 4) 0.07 0.12 0.08 0.11 0.29 0.13 0.36
A1MixStable(2, 2) 0.04 0.17 0.20 0.12 0.33 0.10 0.21
A1MixStable(3, 2) 0.05 0.16 0.14 0.09 0.34 0.13 0.26
A1MixStable(3, 3) 0.06 0.16 0.14 0.10 0.30 0.15 0.25
A1MixStable(4, 4) 0.07 0.07 0.10 0.07 0.28 0.21 0.32
A2MixStable(2, 2) 0.18 0.09 0.09 0.07 0.11 0.07 0.26
A2MixStable(3, 2) 0.19 0.08 0.10 0.08 0.10 0.05 0.27
A2MixStable(3, 3) 0.19 0.11 0.10 0.07 0.11 0.05 0.28
A2MixStable(4, 4) 0.19 0.08 0.09 0.07 0.11 0.05 0.27
5% VaR
MixNormal(2, 2) 0.19 0.36 0.22 0.31 0.34 0.53 0.20
MixNormal(3, 2) 0.17 0.25 0.16 0.28 0.47 0.69 0.49
MixNormal(3, 3) 0.10 0.23 0.10 0.28 0.47 0.62 0.53
MixNormal(4, 4) 0.20 0.22 0.10 0.27 0.42 0.59 0.64
MixGED(2, 2) 0.20 0.27 0.16 0.31 0.40 0.31 0.35
MixGED(3, 2) 0.19 0.29 0.12 0.26 0.46 0.54 0.60
MixGED(3, 3) 0.16 0.23 0.12 0.28 0.47 0.33 0.61
MixGED(4, 4) 0.17 0.22 0.10 0.27 0.44 0.37 0.64
A1MixStable(2, 2) 0.25 0.26 0.14 0.31 0.42 0.54 0.28
A1MixStable(3, 2) 0.16 0.24 0.13 0.29 0.45 0.66 0.40
A1MixStable(3, 3) 0.16 0.18 0.10 0.30 0.49 0.60 0.56
A1MixStable(4, 4) 0.17 0.16 0.09 0.28 0.42 0.63 0.65
A2MixStable(2, 2) 0.30 0.22 0.17 0.25 0.55 0.34 0.31
A2MixStable(3, 2) 0.30 0.19 0.18 0.26 0.58 0.41 0.35
A2MixStable(3, 3) 0.31 0.18 0.21 0.24 0.57 0.42 0.33
A2MixStable(4, 4) 0.31 0.19 0.20 0.24 0.59 0.41 0.31
Table 6: Integrated root mean squared error of the VaR prediction up to the 1% and 5% level for
all models under study (with δ = 1). Entries in boldface denote the best estimate. Results are
based on the same out-of-sample exercise as in Table 3.
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model DAX S&P DJIA NIKKEI / / NASDAQ
Unconditional Coverage, LRUC
MixNormal(2, 2) 3.1e-4 0.14 0.88 0.68 3.23* 0.28 0.05
MixNormal(3, 2) 0.05 0.14 0.03 0.68 4.14** 0.07 5.62**
MixNormal(3, 3) 1.07 0.14 0.32 1.07 4.14** 0.28 6.81***
MixNormal(4, 4) 0.39 0.32 0.03 0.39 4.14** 0.28 5.62**
MixGED(2, 2) 3.1e-4 0.14 0.32 0.39 5.16** 1.70 1.07
MixGED(3, 2) 0.05 0.56 0.14 0.68 4.14** 0.07 4.57**
MixGED(3, 3) 0.68 0.14 3.1e-4 1.56 5.16** 1.11 5.62**
MixGED(4, 4) 0.68 0.14 3.1e-4 0.68 5.16** 0.28 4.57**
A1MixStable(2, 2) 0.32 0.32 0.14 0.68 5.16** 0.28 3.65*
A1MixStable(3, 2) 0.14 0.56 3.1e-4 0.68 3.23* 0.07 4.57**
A1MixStable(3, 3) 3.1e-4 0.32 0.56 0.68 4.14** 0.28 2.84*
A1MixStable(4, 4) 0.68 0.03 3.1e-4 0.39 4.14** 0.28 3.65*
A2MixStable(2, 2) 1.56 0.05 0.03 0.39 1.70 0.07 2.84*
A2MixStable(3, 2) 1.56 0.05 0.14 0.39 1.70 0.07 3.65*
A2MixStable(3, 3) 1.56 0.05 0.03 0.05 1.70 0.07 4.57**
A2MixStable(4, 4) 1.56 0.05 0.03 0.17 1.70 0.07 3.65*
Independence, LRIND
MixNormal(2, 2) 1.28 0.63 0.77 0.39 1.06 0.37 0.50
MixNormal(3, 2) 1.40 0.63 0.59 0.39 0.92 0.33 0.19
MixNormal(3, 3) 1.98 0.63 0.67 0.36 0.92 0.37 0.16
MixNormal(4, 4) 1.67 0.67 0.59 0.43 0.92 0.37 0.19
MixGED(2, 2) 1.28 0.63 0.67 0.43 0.79 0.53 0.36
MixGED(3, 2) 1.40 0.72 0.63 0.39 0.92 0.33 0.21
MixGED(3, 3) 1.82 0.63 0.54 0.32 0.79 0.48 0.19
MixGED(4, 4) 1.82 0.63 0.54 0.39 0.79 0.37 0.21
A1MixStable(2, 2) 0.96 0.67 0.63 0.39 0.79 0.37 0.24
A1MixStable(3, 2) 1.06 0.72 0.54 0.39 1.06 0.33 0.21
A1MixStable(3, 3) 1.28 0.67 0.72 0.39 0.92 0.37 0.26
A1MixStable(4, 4) 1.82 0.59 0.54 0.43 0.92 0.37 0.24
A2MixStable(2, 2) 2.15 0.50 0.59 0.43 1.37 0.33 0.26
A2MixStable(3, 2) 2.15 0.50 0.63 0.43 0.53 0.33 0.24
A2MixStable(3, 3) 2.15 0.50 0.59 0.50 1.37 0.33 0.21
A2MixStable(4, 4) 2.15 0.50 0.59 0.46 1.37 0.33 0.24
Conditional Coverage, LRCC
MixNormal(2, 2) 1.28 0.77 1.65 1.08 4.28 0.66 0.55
MixNormal(3, 2) 1.45 0.77 0.62 1.08 5.06 0.40 5.81
MixNormal(3, 3) 3.05 0.77 0.99 1.43 5.06 0.66 6.97*
MixNormal(4, 4) 2.06 0.99 0.62 0.81 5.06 0.66 5.81
MixGED(2, 2) 1.28 0.77 0.99 0.81 5.95 2.24 1.43
MixGED(3, 2) 1.45 1.29 0.77 1.08 5.06 0.40 4.78
MixGED(3, 3) 2.50 0.77 0.54 1.89 5.95 1.58 5.81
MixGED(4, 4) 2.50 0.77 0.54 1.08 5.95 0.66 4.78
A1MixStable(2, 2) 1.28 0.99 0.77 1.08 5.95 0.66 3.88
A1MixStable(3, 2) 1.20 1.29 0.54 1.08 4.28 0.40 4.78
A1MixStable(3, 3) 1.28 0.99 1.29 1.08 5.06 0.66 3.11
A1MixStable(4, 4) 2.50 0.62 0.54 0.81 5.06 0.66 3.88
A2MixStable(2, 2) 3.71 0.55 0.62 0.81 3.08 0.40 3.11
A2MixStable(3, 2) 3.71 0.55 0.77 0.81 2.24 0.40 3.88
A2MixStable(3, 3) 3.71 0.55 0.62 0.55 3.08 0.40 4.78
A2MixStable(4, 4) 3.71 0.55 0.62 0.64 3.08 0.40 3.88
Table 7: Test statistics at the 1%-VaR level, LRCC = LRUC+LRIND, as described in Christoﬀersen
(1998) for all models under study (with δ = 1). Entries in boldface denote the best outcomes. ***,
**, and * denote signiﬁcance at the 1%, 5%, and 10% levels, respectively. Results are based on the
same out-of-sample exercise as in Table 3.
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