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Abstract
This work presents a research on Reliability Analysis (RA) and Reliability-Based De-
sign Optimization (RBDO) with the target of solving practical aerospace structures
problems. Two types of problems are considered, each one solved with a different
approach. The first one applies Reliability-Based Topology Optimization (RBTO) to
industry-like aerospace structures, while the second performs RBDO on aerospace com-
ponents that require meticulous and computationally expensive simulations in order
to predict accurately their behaviour. The RBDO method used in both approaches is
the Sequential Optimization and Reliability Assessment (SORA) due to its uncoupled
nature, which allows to separate the Deterministic Optimization (DO) and RA phases
being easily combinable with external software. On the other hand, the RA method
selected is the Hybrid Mean Value (HMV) given its robustness. Both algorithms
have been implemented in MATLAB codes working in a High Performance Comput-
ing (HPC) environment. In the first approach they are combined with an external
optimization software (Altar Optistruct) able to perform Deterministic Topology Op-
timization (DTO) problems. In the second approach the MATLAB codes are combined
with external Finite Element (FE) analysis software (Abaqus), and the RA phase ben-
efits from a Polynomial Chaos Expansion (PCE) based metamodel in order to save
computating time. Several application examples have been carried out, including a
wing, a rear fuselage and a pylon in the first approach and a stiffened composite panel
in the second approach.

Resumen
Este trabajo presenta una investigación en análisis de fiabilidad (RA) y diseño óptimo
en entornos de incertidumbre (RBDO) con el objetivo de resolver problemas prácti-
cos de estructuras aeroespaciales. Se han considerado dos tipos de problema, cada uno
siendo resuelto con un enfoque diferente. En el primero se aplica optimización topológ-
ica en entornos de incertidumbre (RBTO) a estructuras aeroespaciales similares a las
que se pueden encontrar en un contexto industrial, mientras que el segundo aplica
RBDO a componentes aeroespaciales que requieren simulaciones minuciosas y costosas
computacionalmente para predecir correctamente su comportamiento. El método de
RBDO usado en ambos enfoques es el de optimización y evaluación de fiabilidad se-
cuencial (SORA) debido a su naturaleza desacoplada, que permite separar las fases de
optimización determinista (DO) y RA siendo fácilmente combinable con software ex-
ternos. Por otro lado, el método de RA seleccionado es el valor medio híbrido (HMV)
debido a su robustez. Ambos algoritmos se han implementado en códigos de MATLAB
que trabajan en ambientes de computación de alto rendimiento (HPC). En el primer
enfoque se combinan con un software de optimización externo (Altair Optistruct) capaz
de resolver problemas de optimización topológica determinista (DTO). En el segundo
enfoque los códigos de MATLAB se combinan con un software de análisis de elementos
finitos (FE) externo (Abaqus), y la fase de RA se beneficia de un metamodelo basado
en la expansión polinómica del caos (PCE) para ahorrar coste computacional. En este
marco de referencia, se han resuelto varios ejemplos, que incluyen un ala, la parte
trasera de un fuselaje y un pilono para el primer enfoque y un panel rigidizado de
material compuesto en el segundo enfoque.

Resumo
Este traballo presenta unha investigación en análise de fiabilidade (RA) e deseño óp-
timo en contornas de incerteza (RBDO) co obxectivo de resolver problemas prácticos
de estruturas aeroespaciais. Consideráronse dous tipos de problema, cada un sendo
resolto cun enfoque diferente. No primeiro aplícase optimización topolóxica en contor-
nas de incerteza (RBTO) a estruturas aeroespaciais similares ás que se poden atopar
nun contexto industrial, mentres que o segundo aplica RBDO a compoñentes aeroespa-
ciais que requiren simulacións minuciosas e custosas computacionalmente para predicir
correctamente o seu comportamento. O método de RBDO usado en ambos os enfo-
ques é o de optimización e avaliación de fiabilidade secuencial (SORA) debido á súa
natureza desacoplada, que permite separar as fases de optimización determinista (DO)
e RA sendo facilmente combinable con software externos. Doutra banda, o método de
RA seleccionado é o valor medio híbrido (HMV) debido á súa robustez. Ambos os algo-
ritmos implementáronse en códigos de MATLAB que traballan en ambientes de com-
putación de alto rendemento (HPC). No primeiro enfoque combínanse cun software de
optimización externo (Altair Optistruct) capaz de resolver problemas de optimización
topolóxica determinista (DTO). No segundo enfoque os códigos de MATLAB combí-
nanse cun software de análise de elementos finitos (FE) externo (Abaqus), e a fase de
RA benefíciase dun metamodelo baseado na expansión polinómica do caos (PCE) para
aforrar custo computacional. Neste marco de referencia, resolvéronse varios exemplos,
que inclúen un á, a parte traseira dunha fuselaxe e un pilono para o primeiro enfoque
e un panel rixidizado de material composto no segundo enfoque.

Contents
Declaration of Authorship iii
Acknowledgements v
Abstract vi
Resumen vii
Resumo viii
List of Figures xiii
List of Tables xix
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectives and contributions . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 An overview of reliability analysis and reliability-based design opti-
mization 5
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Reliability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Moment-based methods . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2.1 First Order Second Moment Method (FOSM) . . . . . 9
2.2.2.2 Hasofer and Lind (HL) Reliability-index. First Order
Reliability Method (FORM) . . . . . . . . . . . . . . . 10
2.2.3 Stochastic expansion methods . . . . . . . . . . . . . . . . . . . 13
ix
x Contents
2.2.3.1 Polynomial Chaos Expansion (PCE) . . . . . . . . . . 14
2.2.3.2 Stochastic Collocation (SC) . . . . . . . . . . . . . . . 16
2.2.4 Sampling methods . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.4.1 Monte Carlo simulation . . . . . . . . . . . . . . . . . 17
2.2.4.2 Latin Hypercube Sampling . . . . . . . . . . . . . . . 18
2.2.5 Survey of metamodelling techniques . . . . . . . . . . . . . . . . 19
2.2.5.1 Polynomial Regressions . . . . . . . . . . . . . . . . . 19
2.2.5.2 Kriging Method . . . . . . . . . . . . . . . . . . . . . . 20
2.2.5.3 Multivariate Adaptive Regression Splines . . . . . . . . 20
2.2.5.4 Artificial Neural Network . . . . . . . . . . . . . . . . 21
2.2.5.5 Radial Basis Functions . . . . . . . . . . . . . . . . . . 22
2.3 Structural optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.1 Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Main classes of structural optimization: size, shape and topology 26
2.3.3 Algorithmic approach . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.3.1 Mathematical programming algorithms . . . . . . . . . 27
2.3.3.2 Metaheuristic search algorithms . . . . . . . . . . . . . 29
2.3.4 Overview of structural optimization in different engineering areas 34
2.3.4.1 Aerospace engineering . . . . . . . . . . . . . . . . . . 34
2.3.4.2 Mechanical engineering . . . . . . . . . . . . . . . . . . 34
2.3.4.3 Civil engineering . . . . . . . . . . . . . . . . . . . . . 37
2.4 Reliability-based design optimization . . . . . . . . . . . . . . . . . . . 37
2.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4.2 Two level methods . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.2.1 Reliability Index Approach (RIA) . . . . . . . . . . . . 40
2.4.2.2 Performance Measure Approach (PMA) . . . . . . . . 42
2.4.3 Mono level methods . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.3.1 RBDO based on Karush-Kuhn-Tucker optimality con-
ditions (KKT) . . . . . . . . . . . . . . . . . . . . . . 45
2.4.3.2 Single Loop Approach (SLA) . . . . . . . . . . . . . . 47
2.4.4 Decoupled methods . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.4.4.1 Sequential Optimization and Reliability Assessment (SORA) 49
2.4.4.2 Sequential Approximate Programming (SAP) . . . . . 52
2.4.5 Benchmark example of the RIA, PMA and SORA . . . . . . . . 54
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3 A general methodology to perform reliability-based design optimiza-
tion on large-scale finite element models 59
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2 Potential of the Sequential Optimization and Reliability Assessment
method in Reliability-Based Design Optimization . . . . . . . . . . . . 61
Contents xi
3.3 Potential of the Polynomial Chaos Expansion as a tool for Reliability
Analyisis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.4 Implementation of the methodology for size, shape and topology RBDO
problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.4.1 Implementation of the Deterministic Optimization phase . . . . 67
3.4.2 Implementation of the Reliability Analysis phase . . . . . . . . 69
3.5 Implementation of the methodology for optimization problems with dis-
crete design variables or complex responses . . . . . . . . . . . . . . . . 73
3.5.1 Implementation of the Deterministic Optimization phase . . . . 73
3.5.2 Implementation of the Reliability Analysis phase . . . . . . . . 78
3.5.2.1 Mathematical formulation of the Polynomial Chaos Ex-
pansion . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.5.2.2 Fitness of the Metamodel . . . . . . . . . . . . . . . . 81
3.5.2.3 MATLAB implementation . . . . . . . . . . . . . . . . 82
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4 Application of reliability-based topology optimization to aerospace
structures 91
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2 Topology optimization methods . . . . . . . . . . . . . . . . . . . . . . 92
4.2.1 Solid Isotropic Material with Penalization (SIMP) . . . . . . . . 93
4.2.2 Evolutionary Structural Optimization (ESO) methods . . . . . . 93
4.2.3 Level Set Method (LSM) . . . . . . . . . . . . . . . . . . . . . . 94
4.3 Types of RBTO approaches considered . . . . . . . . . . . . . . . . . . 94
4.3.1 CASE I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.3.2 CASE II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4 Application examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4.1 Aircraft wing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4.2 Aircraft rear fuselage . . . . . . . . . . . . . . . . . . . . . . . . 105
4.4.3 Aircraft pylon . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5 The relevance of reliability-based topology optimization in prelimi-
nary phases of aerospace structural design 125
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2 A method for coherent comparison between deterministic and reliability-
based topology optimization . . . . . . . . . . . . . . . . . . . . . . . . 126
5.2.1 Introduction and description of the method . . . . . . . . . . . 126
5.2.2 Aircraft wing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2.3 Aircraft rear fuselage . . . . . . . . . . . . . . . . . . . . . . . . 132
5.2.4 Aircraft pylon . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.3 Comparison of DTO and RBTO based designs in upcoming stages of
aircraft design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
xii Contents
5.3.1 Description of the strategy . . . . . . . . . . . . . . . . . . . . . 139
5.3.2 Two-dimensional rectangular domain . . . . . . . . . . . . . . . 141
5.3.3 Aircraft rear fuselage . . . . . . . . . . . . . . . . . . . . . . . . 147
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6 Reliability-based design optimization of a composite stiffened panel
in post-buckling applying the polynomial chaos expansion 161
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.2 Definition of the problem . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.2.1 Description of the stiffened panel and physics of the problem . . 163
6.2.2 Formulation of the DO problem . . . . . . . . . . . . . . . . . . 169
6.2.3 Formulation of the RBDO problem . . . . . . . . . . . . . . . . 170
6.3 Strategy and metamodel building . . . . . . . . . . . . . . . . . . . . . 171
6.4 DO and RBDO results and discussion . . . . . . . . . . . . . . . . . . . 175
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
7 Conclusions and future work 185
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
7.1.1 Conclusions related to the objectives of the research . . . . . . . 185
7.1.2 Conclusions related to the numerical tools and techniques used . 186
7.1.3 Conclusions related to the application examples developed . . . 186
7.1.4 Conclusions related to the results obtained in this research . . . 187
7.2 Publications from this research . . . . . . . . . . . . . . . . . . . . . . 189
7.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
A F Distribution Table 193
B Extended summary in Spanish 197
B.1 Introducción y objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . 197
B.2 Metodología . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
B.3 Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
B.4 Conclusiones y líneas futuras de investigación . . . . . . . . . . . . . . 203
C Extended summary in Galician 205
C.1 Introdución e obxectivos . . . . . . . . . . . . . . . . . . . . . . . . . . 205
C.2 Metodoloxía . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
C.3 Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
C.4 Conclusións e liñas futuras de investigación . . . . . . . . . . . . . . . . 211
Bibliography 213
List of Figures
2.1 Limit state function, failure and safe regions. . . . . . . . . . . . . . . . 7
2.2 Graphical interpretation of the reliability index β. . . . . . . . . . . . . 9
2.3 Mapping of Failure Surface from x-space to u-space and representation
of β. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Flowchart of the HL/HL-RF algorithm . . . . . . . . . . . . . . . . . . 14
2.5 Collocation points of a PDF. . . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 Stratified sampling of a PDF. . . . . . . . . . . . . . . . . . . . . . . . 16
2.7 Steps of the LHS for a two-dimensional case. . . . . . . . . . . . . . . . 18
2.8 General scheme of an ANN. . . . . . . . . . . . . . . . . . . . . . . . . 21
2.9 Flowchart of the conventional design. . . . . . . . . . . . . . . . . . . . 22
2.10 Flowchart of the classical deterministic optimization. . . . . . . . . . . 23
2.11 Representation of a Pareto front. . . . . . . . . . . . . . . . . . . . . . 24
2.12 Flowchart of the Multidisciplinary Design Optimization (MDO). . . . . 25
2.13 Flowchart of the Reliability Based Design Optimization (RBDO). . . . 26
2.14 Example of size, shape and topology optimization. . . . . . . . . . . . . 28
2.15 Flowchart of a generic gradient-based algorithm. . . . . . . . . . . . . . 29
2.16 Flowchart of a generic Genetic Algorithm (GA). . . . . . . . . . . . . . 31
2.17 Flowchart of a generic Particle Swarm Optimization (PSO) algorithm. . 32
2.18 Flowchart of a generic Simulated Annealing (SA) algorithm. . . . . . . 33
2.19 Optimization strategy for the leading edge wing ribs of the Airbus A380.
Image taken and modified from Krog et al [119] . . . . . . . . . . . . . 35
2.20 Optimization of an aircraft stiffened panel. Images taken from Baldomir
[16] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.21 Car body. Image taken from Chevrolet [37] . . . . . . . . . . . . . . . . 36
2.22 Impact energy absorber. Image taken from Costas [43] . . . . . . . . . 36
2.23 Visualization and FE model of the new bridge at A Coruña. . . . . . . 37
2.24 Offshore windfarm. Monopile foundation of a floating wind turbine. . . 38
2.25 Illustrative scheme of DO vs. RBDO. . . . . . . . . . . . . . . . . . . . 39
2.26 Flowchart of the two-level methods. . . . . . . . . . . . . . . . . . . . . 40
2.27 Illustration of the RIA search plan for a 2-variable case. . . . . . . . . . 41
2.28 Flowchart of the Reliability Index Approach (RIA) method. . . . . . . 42
2.29 Illustration of the PMA search plan for a 2-variable case. . . . . . . . . 43
2.30 Flowchart of the Performance Measure Approach (PMA) method. . . . 46
xiii
xiv List of Figures
2.31 Flowchart of the RBDO based on the KKT optimality conditions. . . . 48
2.32 Flowchart of the Sequential Loop Approach (SLA) method. . . . . . . . 49
2.33 Flowchart of the decoupled methods. . . . . . . . . . . . . . . . . . . . 50
2.34 Flowchart of the Sequential Optimization and Reliability Assessment
(SORA) method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.35 Shifting constraint in the SORA method. . . . . . . . . . . . . . . . . . 52
2.36 Flowchart of the Sequential Approximate Programming (SAP) method. 54
2.37 Curved stiffened panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.38 Evolution of the objective function for DO, RBDO βT = 2 and RBDO
βT = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.1 Flowchart of the decoupled algorithm selected in the RBDO process. . 62
3.2 Frameworks of the two RBDO approaches followed in this research . . . 63
3.3 Combination of topology and shape optimization for an aerospace com-
ponent. Image courtesy of Esteq [68] . . . . . . . . . . . . . . . . . . . 64
3.4 Flowchart of the steps followed in the deterministic optimization using
a MATLAB code and Altair Optistruct. . . . . . . . . . . . . . . . . . 70
3.5 Possible behavior of the algorithm if the stopping criteria βT− ||u|| < 
is missed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.6 Steps followed by the “ReliabilityAnalysisHMV.m” code. . . . . . . 74
3.7 Flowchart of the proposed methodology when the DO phase is per-
formed with Altair Optistruct. . . . . . . . . . . . . . . . . . . . . . . . 75
3.8 Flowchart of the steps followed in a genetic algorithm for deterministic
optimization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.9 Representation of the 3-D matrix Herm . . . . . . . . . . . . . . . . . 84
3.10 Creation of a generic row of Xmatrix. . . . . . . . . . . . . . . . . . . . 85
3.11 Steps required to build the metamodel. . . . . . . . . . . . . . . . . . . 86
3.12 Creation of the row of XDmatrix corresponding to the row of Figure 3.10. 87
3.13 Flowchart of the Reliability Analysis process including metamodel build-
ing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.14 Flowchart of the proposed methodology when the DO phase is per-
formed with Abaqus and GA and the RA phase with the PCE. . . . . . 89
4.1 Illustration of the level set method. . . . . . . . . . . . . . . . . . . . . 95
4.2 Three-dimensional view of the aircraft wing structure. . . . . . . . . . . 98
4.3 Two examples of different lightening schemes in inner wing ribs. . . . . 98
4.4 Applied loads in the aircraft wing structure. . . . . . . . . . . . . . . . 100
4.5 Structural elements that compose the design region (blue). . . . . . . . 101
4.6 Evolution of the objective function and constraints in the DTO of the
aircraft wing example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.7 Evolution of the SORA method for the RBDO βT = 2, βT = 3 and
βT = 4 cases in the wing example.) . . . . . . . . . . . . . . . . . . . . 104
List of Figures xv
4.8 Ribs structural layouts of DTO and different RBTO approaches (βT =
2, βT = 3 and βT = 4) . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.9 Side and three-dimensional views of the aicraft rear fuselage . . . . . . 107
4.10 Aft fuselage structure. Image taken from TheFlyingEngineer [198] . . . 107
4.11 Evolution of the objective function in the DTO of the rear fuselage
example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.12 Evolution of the SORA method for the RBDO βT = 2, βT = 3 and
βT = 4 cases in the rear fuselage example.) . . . . . . . . . . . . . . . . 111
4.13 Three-dimensional view of DTO and different RBTO (βT = 2, βT = 3
and βT = 4) layouts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.14 Top view of DTO and different RBTO (βT = 2, βT = 3 and βT = 4)
layouts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.15 Bottom view of DTO and different RBTO (βT = 2, βT = 3 and βT = 4)
layouts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.16 Front view of DTO and different RBTO (βT = 2, βT = 3 and βT = 4)
layouts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.17 Example of pylon structures . . . . . . . . . . . . . . . . . . . . . . . . 115
4.18 Example of pylon structures . . . . . . . . . . . . . . . . . . . . . . . . 116
4.19 Example of pylon structures . . . . . . . . . . . . . . . . . . . . . . . . 117
4.20 Evolution of the objective function and constraints evaluation at each
iteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.21 Evolution of the SORA method for the RBDO βT = 2, βT = 3 and
βT = 4 cases in the aircraft pylon example.) . . . . . . . . . . . . . . . 120
4.22 Three-dimensional view of DTO and different RBTO (βT = 2, βT = 3
and βT = 4) layouts for the aircraft pylon. . . . . . . . . . . . . . . . . 121
4.23 Top view of DTO and different RBTO (βT = 2, βT = 3 and βT = 4)
layouts for the aircraft pylon. . . . . . . . . . . . . . . . . . . . . . . . 121
4.24 Side view of DTO and different RBTO (βT = 2, βT = 3 and βT = 4)
layouts for the aircraft pylon. . . . . . . . . . . . . . . . . . . . . . . . 122
5.1 Evolution of the objective function in the DTO with partial safety factors.)129
5.2 Evolution of the FORM for obtaining the reliability index βi in the
aircraft wing example.) . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.3 Evolution of the RBTO for the reliability indexes βi obtained in the
FORM.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.4 Comparison between the DTO with partial safety factors and the RBTO
(βT = βi, i = 1, ..., 4) structural schemes for the aircraft wing example. 131
5.5 Evolution of the objective function in the DTO with partial safety factors.)132
5.6 Evolution of the FORM for obtaining the reliability index βT and con-
vergence of the RBTO for βT = 3.83.) . . . . . . . . . . . . . . . . . . . 133
5.7 Comparison between the DTO with partial safety factors and the RBTO
βT = 3.83 layouts for the aircraft rear fuselage example. . . . . . . . . . 134
5.8 Evolution of the objective function in the DTO with partial safety factors.)135
xvi List of Figures
5.9 Evolution of the FORM for obtaining the reliability index βi in the
aircraft pylon example.) . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.10 Evolution of the RBTO for the reliability indexes βi obtained in the
FORM.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.11 Comparison between the DTO with partial safety factors and the RBTO
layouts for the aircraft pylon (βT = βi, i = 1, ..., 6) . . . . . . . . . . . 138
5.12 Flowchart of the strategy proposed for the conceptual design definition. 140
5.13 Rectangular domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.14 Structural scheme obtained from the DTO problem. . . . . . . . . . . . 142
5.15 Structural scheme obtained from the RBTO problem. . . . . . . . . . . 143
5.16 Topologies and conceptual designs based on the DTO and RBTO results
for βT = 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.17 7-bar and 13-bar designs for size optimization. Obtained by interpreting
the solution of DTO and RBTO βT=5. . . . . . . . . . . . . . . . . . . 145
5.18 Evolution of the objective function in 7-bar and 13-bar truss structures. 146
5.19 Conceptual scheme of the comparison between DTO and RBDO based
designs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.20 Aft fuselage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.21 Topologies and conceptual design results of the aft fuselage in the DTO
and the RBTO βT = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.22 Detailed views of the T-profile beams joined to the fuselage skin. . . . . 150
5.23 Transversal dimensions of the T-profile beams. . . . . . . . . . . . . . . 150
5.24 Side views and distribution of beams in DES-1 and DES-2 configurations.151
5.25 Internal skeleton of DES-1 and DES-2 configurations. . . . . . . . . . . 152
5.26 Evolution of the objective function in DES-1 and DES-2 . . . . . . . . 154
5.27 Conceptual scheme of the comparison between DTO and RBTO based
designs in the rear fuselage. . . . . . . . . . . . . . . . . . . . . . . . . 154
5.28 Initial and optimum designs of the top beams (Beam1) T-profiles of
DES-1 and DES-2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
5.29 Initial and optimum designs of the the rear beams (Beam2) T-profiles
of DES-1 and DES-2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
5.30 Initial and optimum designs of the upper-side beams (Beam3) T-profiles
of DES-1 and DES-2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.31 Initial and optimum designs of the side beams (Beam4) T-profiles of
DES-1 and DES-2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.32 Initial and optimum designs of the bottom beams (Beam5) T-profiles of
DES-1 and DES-2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.33 Initial and optimum designs of the lower-side beams (Beam6) T-profiles
of DES-1 and DES-2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.1 Overall dimensions of the stiffened panel and scheme of the numerical
experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
6.2 Geometric dimensions of the stringers. . . . . . . . . . . . . . . . . . . 164
List of Figures xvii
6.3 Deformed shape of the panel in post-buckling regime (a) and after col-
lapse (b). Deformation scale factor of 2.0 . . . . . . . . . . . . . . . . . 168
6.4 Flowchart of the decoupled algorithm used in the RBDO. . . . . . . . . 172
6.5 Flowchart of the Genetic Algorithm (GA) used in the PHASE 1: De-
terministic Optimization. . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.6 Real vs. Estimated Limit-state function for 100 samples. . . . . . . . . 175
6.7 Flowchart of the steps for the PHASE 2: Reliability Analysis. . . . . . 175
6.8 Evolution of the Reaction Force (objective function) in the DO. . . . . 176
6.9 Stress distribution in the stiffened panel. . . . . . . . . . . . . . . . . . 177
6.10 Evolution of the Reaction Force (objective function) in the RBDO cases
βT=3 (left) and βT=5 (right). . . . . . . . . . . . . . . . . . . . . . . . 178
6.11 Evolution of the Reaction Force (objective function) in the second and
third DO cycle of the RBDO cases. . . . . . . . . . . . . . . . . . . . . 178
6.12 Orientation of the layers in the Initial, DO and RBDO designs. . . . . . 180
6.13 Response of the initial, DO, RBDO βT = 3 and RBDO βT = 5 designs
considering the MPP (left) and mean values of the random variables
(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
A.1 PDF of the F-distribution for different cases of v1 and v2. . . . . . . . . 194
A.2 Statistical Table of F-distribution Fα,v1,v2 , where α = 0.01. MATLAB
(MATLAB [141]) order finv(0.99,v1,v2) . . . . . . . . . . . . . . . . . . 195
A.3 Statistical Table of F-distribution Fα,v1,v2 , where α = 0.05. MATLAB
(MATLAB [141]) order finv(0.95,v1,v2) . . . . . . . . . . . . . . . . . . 196

List of Tables
2.1 Correspondence between orthogonal polynomials and PDF . . . . . . . 15
2.2 Design variables vector d of the stiffened panel. . . . . . . . . . . . . . 55
2.3 Random variables vector x of the stiffened panel. . . . . . . . . . . . . 56
2.4 Summary results of the curved stiffened panel. . . . . . . . . . . . . . . 57
2.5 Most probable failure points of the curved stiffened panel. . . . . . . . 58
3.1 Correspondence between orthogonal polynomials and PDF . . . . . . . 67
3.2 ANOVA table for test of signification . . . . . . . . . . . . . . . . . . . 81
4.1 Summary of load cases applied in the wing. . . . . . . . . . . . . . . . . 100
4.2 Definition, distribution and statistical moments of the random variables. 103
4.3 Objective function and constraints of the DTO and different RBTO
cases in the aicraft wing. . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.4 MPP for the different RBTO cases in the aicraft wing. . . . . . . . . . 106
4.5 Summary of the computational effort in the aicraft wing. . . . . . . . . 106
4.6 Loads applied to the aircraft rear fuselage FEM . . . . . . . . . . . . . 108
4.7 Definition, distribution and statistical moments of the random variables. 110
4.8 Summary results of the set of RBTO cases in the aircraft rear fuselage
example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.9 MPP values for the RBTO cases in the aircraft rear fuselage example. . 114
4.10 Summary of the computational effort in the aicraft rear fuselage. . . . . 115
4.11 Mechanical properties of Inconel 718. . . . . . . . . . . . . . . . . . . . 116
4.12 Minor crash landing loads of CS-25 applied in the engine. . . . . . . . . 117
4.13 Definition, distribution and statistical moments of the random variables. 119
4.14 Objective function and constraints of the DTO and different RBTO
cases in the aicraft pylon. . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.15 MPP values for the RBTO cases in the aircraft plyon example. . . . . . 122
4.16 Summary of the computational effort in the aicraft plyon example. . . . 123
5.1 Summary results of the coherent comparison between DTO with partial
safety coefficients and RBTO in the aircraft wing. . . . . . . . . . . . . 131
5.2 Summary results of the coherent comparison between DTO with partial
safety coefficients and RBTO in the aircraft rear fuselage. . . . . . . . . 135
xix
xx List of Tables
5.3 Summary results of the coherent comparison between DTO with partial
safety coefficients and RBTO in the aircraft pylon. . . . . . . . . . . . 139
5.4 Statistical moments of the random variables. . . . . . . . . . . . . . . . 142
5.5 Node coordinates of the 13-bar structure. . . . . . . . . . . . . . . . . . 144
5.6 Summary results of size optimization. . . . . . . . . . . . . . . . . . . . 145
5.7 Values of the design variables in 7-bar and 13-bar structure. . . . . . . 146
5.8 Organization of the types of beams within the tail-fuselage designs DES-
1 and DES-2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
5.9 Summary results of reliability-based size optimization. . . . . . . . . . 153
5.10 Values of the design variables in the tail-fuselage structures for RBDO
βT = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.1 Geometric dimensions of the stringers. . . . . . . . . . . . . . . . . . . 164
6.2 Material properties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
6.3 Statistical moments of the random variables. . . . . . . . . . . . . . . . 171
6.4 DO results for a different number of generations and individuals of the
same GA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.5 Optimization results RBDO designs vs. DO design. . . . . . . . . . . . 179
6.6 Value of the MPP of the random variables for the RBDO designs. . . . 181
6.7 Responses of DO design vs. RBDO designs when considering the mean
values of the random variables. . . . . . . . . . . . . . . . . . . . . . . 182
Dedicated to my parents. To my sister. To Silvia.
xxi

Chapter 1
Introduction
1.1 Motivation
The world population and global economy are expected to grow substantially in the
next decades. The increasing importance of a globalized world market makes that the
idea of mobility is constantly changing. In the next two decades the International Air
Transport Association (IATA) estimates that the number of aircrafts that will fly over
the world will duplicate becoming around 43.000 units in 2034, projecting a number
of passengers that is expected to reach 7.3 billion. This represents a 4.1% average
annual growth in demand for air connectivity with respect of the 3.3 billion passengers
expected to travel in 2014 (IATA [99]). Moreover, according to the Airbus global
market forecast (AIRBUS [5]) aircrafts will be expected to cover the full spectrum of
sizes from 100 seats to the very largest aircraft over 500 seats.
As a consecuence, the next generation of aircrafts that are intended to colonize the
skies of the world need to be green and versatile in order to maintain a clean and
environmentally sustainable planet. Novel sources of energy play an essential role
in these requirements, but structural design is another key discipline that may help
to create faster, larger and lower consumption airplanes. This should be possible
thanks to the design and manufacturing of lighter and strengthen structures, which
can be achieved either through a better material distribution or through the direct
development of new materials with superior mechanical properties.
Aircraft design is a multidisciplinary challenging process that links several knowledge
areas and needs to manage a high amount of uncertain data in order to address eco-
nomical designs able to compete in the global market and that at the same time ac-
complish the restrictive safety conditions imposed by international regulations. Hence
optimization strategies based on reliability or probabilistic-based formulations seem
to be adequate in the design of the next generation of aircrafts. Even though the
formulation of relability-based optimization problems has been known for a long time,
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its direct application was unaffordable until a few decades ago given the difficulties
of computing the probability of failure of real structures, which led to the develop-
ment of specific methods in the 1970s and 1980s. Nowadays, industry applications still
present many difficulties since the computational effort required is very high, especially
for large scale systems. Therefore the main motivation of this research is to analyze
the different types of optimization problems that may arise in aerospace industry and
provide efficient probabilistic-based solutions to them.
1.2 Objectives and contributions
This research aims to create a competent tool that combines a fast and efficient method
able to solve probabilistic-based formulations of optimization problems with external
software able to perform Finite Element (FE) analyses and solve deterministic op-
timization problems. The ultimate purpose is to develop an efficient methodology
suitable to carry out a wide range of Reliability-Based Design Optimization (RBDO)
problems involving structures that could be found in an industry context.
The main target is to take a step further in the optimization of practical aircraft struc-
tures, taking advantage of the tools currently applied in the aerospace sector. In this
sense, the novelty of this research is that uncertainties are considered in all the opti-
mization tasks carried out, which include the topology optimization of a wing, a rear
fuselage section and a pylon and the stacking sequence layup optimization of a com-
posite stiffened panel considering the post-buckling behaviour and progressive failure.
Moreover, this research draws two comparative studies between the traditional deter-
ministic topology optimization and the novel reliability-based topology optimization,
which justify the development of efficient methodologies to carry out the aforemen-
tioned tasks.
Within this framework, the key contributions of this research are:
• Investigation on reliability-based design optimization algorithms, metamodelling
techniques and reliability analysis methods such as moment-based and stochastic
expansions for an efficient implementation in MATLAB codes.
• Combination of the programmed MATLAB codes with external optimization
solvers in a High Performance Computing (HPC) environment in order to carry
out Reliability-Based Topology Optimization (RBTO) problems on aerospace
structures that could be found in industrial contexts.
• Evidence the value of reliability-based topology optimization in early design
phases of structural design compared to the traditional deterministic topology
optimization approach.
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• Combination of the programmed MATLAB codes with external FE analysis
software in a HPC environment in order to perform RBDO problems on real
aerospace components that have complex and computationally expensive struc-
tural responses.
1.3 Organization of the Thesis
The contents of each chapter are introduced below:
• Chapter 2 reviews the state-of-art in the disciplines of reliability analysis, de-
terministic optimization and reliability-based design optimization of structural
systems. First the most common reliability analysis methods are briefly ex-
plained, including moment based and stochastic expansions as well as brief de-
scriptions of auxiliary techniques needed to use these methods such as sampling
and metamodelling techniques. Afterwards a brief discussion about classes of
structural optimization, algorithmic approaches and some examples of practical
applications in engineering are presented. To end, a discussion and classification
of reliability-based design optimization methods is carried out, while a stiffened
panel is used as a benchmark example to test three of the best known RBDO
methods.
• Chapter 3 contains the development of the RBDO methodologies that will be
later applied to practical aerospace structures. The first methodology is devel-
oped to carry out Reliability-Based Topology Optimization (RBTO) problems,
and benefits from external optimization solvers that have proven ability to solve
Deterministic Topology Optimization (DTO) problems. The second method-
ology aims to solve optimization problems with complex structural responses
(crashworthiness, post-buckling, aeroelasticity) or with discrete design variables.
• Chapter 4 includes an overview of topology optimization methods remarking
their benefits and drawbacks. In addition it presents three practical cases of
RBTO applied to industry-like aircraft structures (a wing, a rear fuselage and
a pylon), being all of them solved through the first methodology exposed in
Chapter 3. The wing example starts from a valid structural design and aims to
find the best material distribution of the internal ribs. The rear fuselage and
pylon examples try to adress the best structural architecture in order to find
novel and disruptive designs.
• Chapter 5 shows the relevance of RBTO in early design stages of aerospace
structural design. On one side, a coherent comparison between DTO considering
partial safety coefficients and RBTO is carried out assuring that the structural
layouts arisen from both approaches have the same probability of failure against
a determined limit-state. On the other hand, the structural schemes emerged
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from the DTO and RBTO go through an engineering interpretation process in
order to define bar and beam structures. These designs will be analyzed in a later
size RBDO process setting the same reliability target than in the RBTO. This
comparison aims to determine which structure (the DTO-based or the RBTO-
based design) performs better if a subsequent reliability-based size optimization
process is carried out on both designs.
• Chapter 6 aims to perform RBDO with complex structural responses and dis-
crete design variables. This chapter describes a stiffened composite panel that
will be designed to have the maximum bearing capacity by ensuring that the
collapse load is as large as possible taking into account uncertainty in the elastic
properties of the composite. In order to predict it, the post-buckling behaviour
and progressive damage of the material are considered. The RBDO problem is
solved through the second methodology exposed in Chapter 3.
• Chapter 7 ends this work with the conclusions, the publications arisen from
this work and some reccomendations for future research about the topics of this
study.
Chapter 2
An overview of reliability analysis and
reliability-based design optimization
2.1 Introduction
The design of real structures usually implicates complex mathematical problems that
need to take into account several innacurate data from different fields in order to ad-
dress a reliable but economically profitable solution. The variabilities in the input
data, which are commonly known as uncertainties, are inherent in structural engineer-
ing and it is necessary to quantify them in order to determine a range of values that
ensure a proper performance of the structure. Uncertainties are usually classified in
two main types: the aleatory or associated with the randomness of certain parameters
and the epistemic or associated with imperfect modeling of the reality.
The traditional way of considering the propagation of uncertainties is through the
imposition of partial safety factors that are usually based on experience and semi-
probabilistic approaches, having the disadvantage that they do not have a direct con-
nection with reliability specifications. Therefore the tendency nowadays is to perform
probabilistic studies that consider such uncertain data (which may be encountered
in material properties, external loading or manufacturing processes, among others) as
random variables in the different phases of the problem. This is done in order to ensure
consistent reliability levels in the design or determine the probability of failure of the
system against a failure event. This is what is known as probabilistic or Reliability
Analysis (RA).
Design optimization aims to achieve the best possible design by maximizing a beneficial
property while accomplishing a set of restrictions. Optimization methods have proven
to be essential in structural engineering problems in their pursuit to obtain lighter
or strengthen designs. Uncertainties are also innate within such processes, hence a
realistic optimum design needs to take them into account. Traditionally this was also
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ensured through safety factors. However, this might lead to poor designs since they
cannot control reliability specifications, driving to designs that are or more or less
reliable than required. In the first case the design could be cheaper and in the latter
the economic savings are ineffective since the failure rate increases, which may cause
higher losses than expected savings (Chateauneuf [32]).
In recent years there have been significant progresses in the development of probabilistic-
based formulations of optimization problems that include uncertainties through stochas-
tic simulations or probabilistic analysis. In this framework, there are two main ap-
proaches: Reliability-Based Design Optimization (RBDO) and Robust Design Opti-
mization (RDO). The former aims to obtain an optimum design which is safe with
respect to extreme or limit events, while the latter seeks to minimize the impact of
random variations on the mean response of the design. This research focuses on RBDO,
which merges reliability analysis methods and optimization algorithms looking for the
best compromise between contradictory design requirements.
This chapter presents a literature review of the main topics of this research. First,
Section 2.2 exposes the theoretical foundaments and methods to carry out the prob-
abilistic/reliability analysis of structures. Section 2.3 focuses on the deterministic
optimization of structures, describing the concepts, types and algorithmic approaches
as well as presenting some industrial applications that reveal its potential in all the
structural design phases. Afterwards Section 2.4 deepens on the different approaches to
perform RBDO of structures, discussing their strenghts and weaknesses. It also shows
a benchmark example that compares three of the most widely used RBDO methods.
To end, Section 2.5 closes with some remarking conclusions that are used to motivate
the research presented in this document.
2.2 Reliability analysis
2.2.1 Introduction
In structural engineering, reliability describes the ability of a structural system to work
under a set of conditions for a specified period of time. When these conditions exceed
a determined limit, the structure is not able to function as required and consequently
this specific limit is called a limit-state. Generally, the limit-states of a structure are
classified into two categories:
• Ultimate limit-states : they can produce a partial or total structural collapse (like
corrosion, fatigue, buckling, progressive collapse...). These events must have a
very low probability of occurrence since they may risk human lifes and drive to
high economic losses.
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• Serviceability limit-states : they are related to disruption of the normal use of the
structure but there is no risk of collapse (like local damage, excessive vibration...).
These events tolerate a higher probability of occurrence as they usually do not
risk human lifes or induce to high economic losses.
Reliability Analysis (RA) consists of evaluating the probability of surpassing a deter-
mined limit-state of a structural system, namely estimating its probability of failure.
The function that defines a determined limit-state G indicates the margin of safety
that exists between the resistance and loads applied to the structure. This function is
expressed as:
G(x) = R(x)− S(x) (2.1)
where R(x) and S(x) are the resistance and loading of the structural system, respec-
tively. Both R(·) and S(·) are function of the random variables x. By convention if
G < 0 the structure is in a “failure region” and does not fulfill the service or ultimate
conditions, whereas G > 0 denotes a “safe region”, as presented in Figure 2.1. G = 0
corresponds to the limit between these two regions and defines the exact limit-state or
the “failure surface” of the structure.
S
R
G(x) = 0
Failure surfaceG(x) > 0
G(x) < 0
Safe region
Failure region
Figure 2.1: Limit state function, failure and safe regions.
The probability of failure of the structure for a given limit-state (ultimate or service)
G(x) is defined as:
Pf = P [G(x) ≤ 0] =
∫
...
∫
G(x)≤0
H(x)dx1dx2...dxn (2.2)
where H(x) is the joint probability density function. If the random variables are
independent H(x) can be replaced by the product of the individual probability density
8 Chapter 2
functions:
H(x) =
n∏
i=1
fG(xi) (2.3)
Assuming that both the resistance R and loading S of the structure are normally
distributed and uncorrelated, the limit-state function G is also normally distributed
since G(·) is linear with R and S. In this particular case, Equation 2.2 can be expressed
as shown in Cornell [42]:
Pf =
∫ 0
−∞
fG(G)dG =
∫ 0
−∞
1
σG ·
√
2pi
exp
[
−1
2
(
G− µG
σG
)2]
dG (2.4)
where fG, µG and σG are the Probability Density Function (PDF), mean and standard
deviation of the limit-state function G. After applying the transformation u = G−µG
σG
to
convert a generic Normal Distribution of mean µ and standard deviation σ (N(µ, σ))
into a Standard Normal Distribution of mean 0 and standard deviation 1 (N(0, 1)),
Equation 2.4 is expressed as:
Pf =
∫ −µG/σG
−∞
φ(u)du = Φ(−µG/σG) (2.5)
where φ and Φ are the standard normal PDF and Cumulative Distribution Function
(CDF) respectively. The quotient between the mean and standard deviation of the
limit-state function µG/σG is named “reliability index” and is denoted as β.
β =
µG
σG
(2.6)
and consequently:
Pf = Φ(−β) (2.7)
The reliability index β is defined as the distance from the mean of the function that
expresses the limit-state of the structure µG to the barrier of the safe region G(x) = 0.
Figure 2.2 shows a graphical interpretation of the reliability index.
A high reliability index β denotes that the distance from the mean value of the limit-
state function to the failure surface G(x) = 0 is high and therefore the probability of
failure of the structure is low.
Equation 2.2 is the fundamental equation of the reliability analysis. When the limit-
state function G(x) is non linear the obtention of the probability of failure is complex
and therefore Equation 2.2 need to be solved by probabilistic techniques like stochastic
simulations or moment-based methods. Each method requires different computational
efforts and gives different levels of accuracy and simplicity in its implementation. In
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Failure region
G(x) < 0
Safe region
G(x) > 0
Pf
G(x) = 0
µG
β · σG
G
fG(G)
Figure 2.2: Graphical interpretation of the reliability index β.
the following section the most widely used methods for probabilistic analysis are briefly
discussed.
2.2.2 Moment-based methods
“Moment-based methods” benefit from Taylor expansion series that are used to linearize
the limit-state function G(x) in the point of interest. Depending on the order of the
Taylor expansion (first or second-order) these methods are referred as First Order
Second Moment (FOSM) or Second Order Second Moment (SORM) respectively, where
the probability distributions of the limit-state function are approximated by their first
and second moments (µG and σG) to determine the reliability index β. Other method
based on the approximation of the limit-state function in a particular point is the
First Order Reliability Method (FORM), whose development can be derived from the
FOSM. The FORM is based on the concept of the Hasofer and Lind Reliability-Index
(Hasofer and Lind [83]), which determines the reliability of the structure through an
optimization problem.
2.2.2.1 First Order Second Moment Method (FOSM)
This method, also referred as Mean Value First-Order Second-Moment Method (MV-
FOSM) attempts to simplify the integration process of Equation 2.2 through the ap-
proximation of the limit-state function G(x) through a first-order Taylor series ex-
pansion in the vicinity of the mean values of the random variables for estimating its
reliability. Assuming that the random variables x are statistically independent, the
limit-state function can be approximated as follows:
G˜(x) ∼= G(µx) +∇G(µx)T · (x− µx) (2.8)
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where µx is a vector with the mean values of the random variables x. Through this
expansion the first and second-order statistical moments (mean and standard devia-
tion) of the function can be easily obtained. The mean value and standard deviation
of the approximate limit-state function G˜(x) are:
µG˜ ≈ E[G(µx)] = G(µx) (2.9a)
σG˜ =
[ n∑
i=1
(
∂G(µx)
∂xi
)2
· σ2xi
] 1
2
(2.9b)
According to Equation 2.6, the reliability index β can be expressed as:
β =
µG˜
σG˜
=
G(µx)[∑n
i=1
(
∂G(µx)
∂xi
)2
· σ2xi
] 1
2
(2.10)
The reliability index β provides the exact probability of failure when all the random
variables are statistically independent, normally distributed and the limit-state func-
tion is linear. In other cases the probability of failure can not be obtained directly
with Equation 2.10, although can be approximated following other methods.
One of the main drawbacks of the FOSM is that for limit-state functions with high
nonlinearities or large coefficients of variation cv = σµ , this linearization is not precise
enough (Choi et al [39]). Moreover the method provides different results of the relia-
bility index β for equivalent formulations of the same limit-state function. Therefore
the FOSM is not invariant since the result of β varies depending on how the limit-state
function is expressed.
Although the implementation of the FOSM is simple, these drawbacks advise against
its use. Moreover the accuracy of the method is not acceptable for low probabilities
of failure (Pf < 10−5) or non linear responses (AIR5080 [4]). The same can be stated
for the Second Order Second Moment (SOSM) method, where the accuracy is barely
improved despite the additional computational cost derived from introducing a second-
order term in the Taylor expansion.
2.2.2.2 Hasofer and Lind (HL) Reliability-index. First Order Reliability
Method (FORM)
Hasofer and Lind (Hasofer and Lind [83]) proposed in 1974 a methodology to obtain
the structural reliability that considers the invariance of the β index and that was
developed for uncorrelated and normally distributed random variables x. This method
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requires to convert x to their standard Normal distribution N(0, 1), becoming standard
normalized random variables u through the well-known transformation:
u =
x− µx
σx
(2.11)
where u is the vector of the uncorrelated and normalized random variables. Therefore
the limit-state function in the new standard and independent u-space is denoted as
G(u) = 0.
In this new space the structural reliability index β is defined by Hasofer and Lind as
the minimum distance from the origin of the u-space to the failure surface G(u) = 0
and thus is expressed as β = min ‖u‖. Figure 2.3 shows the transformation of the
failure surface from the x-space to the u-space and the representation of β in the u-
space for a two-variable case. It also shows the first-order Taylor approximation of the
limit-state function G˜ in the vicinity of the MPP.
x1
x2
G(x) = 0
Failure region G(x) < 0
Safe region G(x) > 0
x-space
µx
u1
u2
G(u) = 0
Safe region G(u) > 0
Failure region G(u) < 0
u-space
β
O
MPP
G˜
Figure 2.3: Mapping of Failure Surface from x-space to u-space and representation
of β.
Therefore the obtention of the reliability index β can be expresed as an optimization
problem that is presented in Equation 2.12:
β = min ‖u‖ (2.12a)
subject to:
G(u) = 0 (2.12b)
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The solution of this problem (u∗) is denoted as Most Probable Failure Point (MPP)
and represents the most probable values of the random variables when the limit-state
of the structure G = 0 is reached, thus the MPP is the point of maximum likehood
in a failure situation. The reliability index β, which allows to obtain the probability
of failure through Pf = Φ(−β), is the distance from the origin of the u-space to the
MPP u∗ and is expressed as:
β =
G(u∗)−∑ni=1 ∂G(u∗)∂ui u∗i√∑n
i=1
(
∂G(u∗)
∂ui
)2 (2.13)
where n is the dimension of vector u, namely the number of random variables. In
the case of non-Gaussian random variables, the evaluation of the structural reliabil-
ity β through Equation 2.13 is inappropiate. In such cases the transformation of
the random variables to the uncorrelated normalized space of Equation 2.11 becomes
nonlinear and is denoted as u = T (x), being the reverse transformation denoted as
x = T−1(u). Some approachs to perform this nonlinear tranformation are presented
in Hohenbichler and Rackwitz [88], Rossemblatt [175], Der Kiureghian and Liu [51],
Rackwitz and Fiessler [169] or Box and Cox [26]. However, when the random variables
x are not normally distributed, one of the most common approaches is to convert the
non-Gaussian variables into equivalent normal variables. One way to achieve this is
through the “equivalent normal distribution”, which lies in matching the CDF and the
PDF of the non-Gaussian random distribution and the equivalent normal distribution
at the MPP (Rossemblatt [175]), as exposed Equation 2.14.
Fxi(x
∗
i ) = Fx′i
(x∗i ) = Φ(
x∗i − µx′i
σx′i
) (2.14a)
fxi(x
∗
i ) = fx′i
(x∗i ) =
1
σx′i
φ(
x∗i − µx′i
σx′i
) (2.14b)
where xi is the original non-Gaussian random variable and x
′
i is the equivalent normally
distributed random variable. From these equations the mean and standard deviation
values of the equivalent standard distribution µx′i and σx′i can be derived:
µx′i
= x∗i − Φ−1[Fxi(x∗i )]σx′i (2.15a)
σx′i
=
φ(Φ−1[Fxi(x
∗
i )])
fxi(x
∗
i )
(2.15b)
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This methodology is known as the Hasofer Lind - Rackwitz Fiessler method (HL-RF).
The steps of the HL and HL-RF method as exposed below:
1. If the random variables are non-Gaussian, transform them to equivalent Gaus-
sian random variables through Equation 2.14. Define the mean and standard
deviation of the Normal distribution.
2. Perform the tranformation of Equation 2.11 from the x-space to the u-space. In
the first iteration k = 0 the design points are the mean values of the random
variables (x0 = µx).
3. Obtain the linear approximation of the limit-state function in the vicinity of the
design point G˜(uk). This requires the evaluation of G(uk) and ∇G(uk), which
is usually performed through FE analysis or simulation codes.
4. Compute αk = − ∇G(uk)‖∇G(uk)‖
5. Compute β as exposed in Equation 2.13.
6. Compute new design point as uk+1 = β ·αk.
7. Repeat steps from 3 to 6 until the convergence of β. In the HL-RF algorithm,
compute (µx′ , σx′ ) with Equation 2.15 before going to step 3.
A flowchart of the HL/HL-RF algorithm is presented in Figure 2.4.
2.2.3 Stochastic expansion methods
“Stochastic expansion methods” aim to represent uncertainties of structural responses
by using a set of polynomials targeting to represent the stochastic system. These
methods are efficient tools for reliability analysis because the direct use of polyno-
mial expansions, which are based on the concept of random processes, offer appealing
convergence properties for the stochastic analysis (Cameron and Martin [30]).
Stochastic expansions require the evaluation of the structural responses at several collo-
cation points to identify the coefficients of the polynomial expansion and consequently
a sampling is required. According to Choi et al [39], stochastic expansions approaches
can be classified into the “non-intrusive” and “intrusive” formulations. The intrusive
formulation requires that the representation of the uncertainty is expressed explicitly
within the analysis of the system. Otherwise in non-intrusive formulations the uncer-
tainty is not expressed explicitly. Practically, this means that intrusive formulations
require the modification of the analysis code in order to represent uncertainty whereas
non-intrusive formulations may treat them as “black-box”. In non-intrusive formula-
tions stochastic expansions are used to built the response surface without intersecting
with the FE simulations, while intrusive formulations use the stochastic expansions to
modify the stiffness matrix in the FE analyses. In this research only the non-intrusive
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Define µ and σ of the
Normal/equivalent
Normal distribution
For k = 0: xk = µx
Transformation:
xk → uk
Evaluation of
G(uk) and ∇uG(uk)
Obtention of
αk = − ∇G(uk)‖∇G(uk)‖
Obtention of β
Next design point
uk+1 = β · αk
Convergence
of β?
Transformation:
uk+1 → xk+1
x∗ = xk+1
k = k + 1k = k + 1
yes
no
no
HL/RF (µx′ , σx′ ) HL
Figure 2.4: Flowchart of the HL/HL-RF algorithm
formulation is used, being the most popular methods the Polynomial Chaos Expansion
(PCE) and the Stochastic Collocation (SC).
2.2.3.1 Polynomial Chaos Expansion (PCE)
The original Hermite Polynomial Chaos Expansion (PCE), also known as homoge-
neous chaos, was first derived in Wiener [211] for the spectral representation of any
stochastic response in terms of Gaussian random variables. Hermite polynomials are
a subset of the hypergeometrical orthogonal polynomials known as the Askey scheme
(Askey and Wilson [13]), which have the orthogonal property of having as weighting
functions the probability density functions (PDF) of some well known continuous ran-
dom distributions (Gamma, Uniform, Beta, ...). In the study of Xiu and Karniadakis
[215] the method was extended under the Wiener-Askey scheme to different random
distributions. In Table 2.1 the set of polynomials that provide an optimal basis for
different Probability Density Functions (PDFs) is presented.
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Table 2.1: Correspondence between orthogonal polynomials and PDF
Orthogonal polynomial Weight function PDF Density function
Hermite He(x) e
−x2
2 Normal 1√
2pi
e
−x2
2
Legendre Pn(x) 1 Uniform 12
Laguerre Ln(x) e−x Exponential e−x
Jacobi Pα,βn (x) xαe−x Beta
xαe−x
Γ(α+1)
The PCE uses the orthogonal polynomials of the random variables to represent the re-
lation between the stochastic response output and each of its random inputs. Moreover,
PCE is convergent in the mean-square sense and any order PCE consists of orthogo-
nal polynomials, which greatly simplify the calculation of statistical moments (Choi
et al [39]). Hence, PCE can be used to approximate both Gaussian and non-Gaussian
distributions using a least square scheme.
The PCE for a response where n random variables are involved is an infinite polynomial
expansion which in practice is truncated at a certain order p, being the number of
coefficients Nc of the expansion given by:
Nc =
(n+ p)!
n!p!
(2.16)
From this expression it can be noted that increasing the number of random variables
or the order of the polynomial will cause a substantial grow in the number of terms
Nc of the PCE. The main interests of this method are that offers relevant statistical
information of the stochastic response througout its coefficients and that requires a
relatively low number of sample points. The basis of the PCE lies in obtaining the
unknown coefficients of the regression. The details of the PCE formulation and the
calculation of the coefficients will be discussed in Section 3.5.2.1.
As exposed above, PCE requires a sampling of collocation points to determine their
responses through FE simulations and built an accurate metamodel. One of the lim-
itations of the PCE is that as the number of inputs and the order or the expansion
increases, the number of available collocation points increase exponentially (Isukapalli
[102]) and consequently many of them are not sampled. This leads to an incomplete
information about the whole design space as the collocation points selected for the
sampling usually do not guarantee a complete space filling, leaving generally unrepre-
sented regions of very low probability (tail regions of the PDF) as shown in Figure 2.5.
Thus this method requires a stratified sampling where all intervals of the PDF includ-
ing tail regions must be represented (Figure 2.6). In Section 2.2.4 a deeper study of
sampling methods is carried out.
16 Chapter 2
x
PDF
Highest
probability
Lowest probability
x1
x2
Figure 2.5: Collocation points of a PDF.
x
PDF
Highest
probability
Lowest probability
x1
x2
Figure 2.6: Stratified sampling of a PDF.
2.2.3.2 Stochastic Collocation (SC)
The Stochastic Collocation (SC) expansion is built as a sum of Lagrange polynomials
Lj, one per collocation point. Thanks to the properties of these polynomials (are equal
to 1 in the collocation points and 0 at the rest of the points), the coefficients of the
regression can be obtained as the response values at the collocation points.
To maximize the performance of this method is essential to use as collocation points
the Gaussian points defined from the optimal orthogonal polynomials, which are their
roots, as exposed in Eldred [64]. An advantage of SC expansion is that no tailoring of
the expansion form is required as there is for the PCE, since the polynomials of the
expansion are Lagrange polynomials. The main drawback is that it only works if the
Gaussian points are known a priori, being any other set of points useless.
2.2.4 Sampling methods
Sampling methods use several Design of Experiments (DoE) techniques to extract
probabilistic information about the structural system that may be difficult to obtain
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mathematically by solving their system equations. One of the main advantages of
sampling lies in their simplicity since no complex mathematics are involved, whereas
one of the main limitations is that they require a high computational effort as the
number of experiments needed may be high and they are usually obtained through
FE analysis. In this section two of the most representatives sampling methods are
described: Monte Carlo Simulation (MCS) and Latin Hypercube Sampling (LHS).
2.2.4.1 Monte Carlo simulation
“Monte Carlo Simulation” was first introduced in the research of Metropolis and Ulam
in 1949 (Metropolis and Ulam [145], see Sobol [190]). The name is inspired on the
Casino Monte Carlo in Monaco because the random behaviour of the method is also
found in gambling games such as the roulette or dice. This method, which performs
random samples for a set of uncertain variables, has been only recently applied to
complex structural analyses since it requires a high computational power. The steps
of a MCS are:
1. Define the type of distribution of the random variable.
2. Generate a sampling of design of experiments from the selected distribution.
3. Obtain the structural response of each sampling point.
Obtaining the structural responses usually requires FE simulations and therefore par-
allelization is essential to expend a reasonable computational time in the MCS process.
However, the sample size (number of sampling points) influences a lot the accuracy of
the MCS. The larger the sample is, the more accurate the results are. The main limi-
tation of MCS is that the sample size required to obtain a precise result is usually very
large (commonly hundred of thousand samples) and consequently the computational
effort may be unaffordable when FE simulations are involved.
The probability of failure of a structural system for a given limit-state G through
MCS requires to obtain the value of G for all experients. If the limit-state function is
violated (G < 0), the structural system “fails”. If N experiments are conducted, the
probability of failure is given approximately by:
Pf =
Nf
N
(2.17)
where Nf denotes the number of experiments where the structural system “fails” out
of the N trials carried out.
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2.2.4.2 Latin Hypercube Sampling
Latin Hypercube Sampling (LHS), also denoted as “Stratified Sampling Technique”,
was first proposed by McKay et al [144]. LHS is a multivariate sampling methodology
that assures that the designs do not overlap. In this method, the distribution of the
random variables is subdivided into n equal probability intervals containing each one
a sample point. Therefore n sampling points are randomly generated representing
each a 1/n of the PDF. The steps of a LHS, which are shown in Figure 2.7 for a
two-dimensional case, are exposed below.
x1
PDF
(a) Step 1
x1
PDF
(b) Step 2
x1
x2
(c) Step 3
x1
x2
(d) Step 4
Figure 2.7: Steps of the LHS for a two-dimensional case.
1. Define the type of distribution of the random variable and divide its distribution
into n non-overlapping intervals with the same probability.
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2. Generate randomly one design point for each interval.
3. Repeat step 1 and 2 for all the random variables involved.
4. Link the n points obtained for one random variable xi with the points obtained
for the rest of the random variables involved xi 6=j
Selecting one design point for each 1/n probability region of the PDF ensures that all
the regions of the distribution are represented including tail regions with the lowest
probability, which drives to a relatively small variance in the response. Therefore the
LHS assures a stratified sampling and moreover is much less expensive to generate
than MCS because a much lower number of samples are required to fairly represent
the random distribution.
2.2.5 Survey of metamodelling techniques
This section shows a brief survey about metamodelling techniques, which have become
very important in the pursue of studying complex engineering problems. Despite the
high advances in the computational power in the last decades it is still very costly
to carry out certain types of engineering simulations, such as Computational Fluid
Dynamics (CFD), Fluid-Structure Interaction (FSI), crashworthiness or post-buckling
analysis. To cut down the computational cost, simplified but efficient representations,
entitled surrogate models or metamodels, are built and used instead of performing
sequentially FE simulations. These metamodels require a sampling scheme for their
construction, which should be performed with High Performance Computing (HPC)
in order to take profit of the parallelization possibilities inherent to these techniques.
2.2.5.1 Polynomial Regressions
Polynomial Regressions have been widely used in the design of complex engineering
systems, as stated in Venter et al [203] or Chen et al [34]. They tend to represent the
system responses recognizing the significance of different design factors by identifying
the coefficients of the polynomial regression. They have the main advantage of behav-
ing properly and allowing convergence in noisy functions thanks to their smoothing
capability (Jin et al [107]). A typical example of a second-order polynomial model is
expressed as:
yˆ = b0 +
k∑
i=1
bixi +
k∑
i=1
biix
2
i +
∑
i
∑
j
bijxixj (2.18)
The Polynomial Chaos Expansion (PCE) is one of these metamodelling techniques
that apart from the aforementioned advantages allows to quantify the uncertainty of
a structural system, as exposed in Choi et al [38]. In this sense, PCE benefits from
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special polynomials whose orthogonal weighting functions are the Probability Density
Functions (PDF) of well-known random distributions.
2.2.5.2 Kriging Method
Kriging method (KM), whose detailed description can be found in Liu and Batilly [133],
creates a combination of known fixed functions fj(x) as exposed in Equation 2.19:
yˆ =
k∑
j=1
λjfj(x) + Z(x) (2.19)
where fj(x) are k known regression models with their corresponding λj ponderation
parameters and Z(x) is a sample of a stochastic process with mean zero and spatial
correlation function given by:
cov[Z(xi), Z(xj)] = σ
2R(xi, xj) (2.20)
where σ2 is the process variance and R is the correlation function, which can be
selected by several means (Simpson et al [184]) although the most frequently used
is the Gaussian one proposed in Sacks et al [177]. The main advantages of Kriging
are that it is very flexible due to the high range of correlation functions and that the
same data can be used for screening and building the predictor model, while the main
drawbacks are that constructing the metamodel can be very expensive computationally
and that the correlation matrix can be singular if some of the sample points are very
close to others.
2.2.5.3 Multivariate Adaptive Regression Splines
Multivariate Adaptive Regression Splines (MARS, Friedman [72]) are non-parametric
regression techniques that adaptively select a set of basis functions for approximating
the real response through an iterative approach. The MARS approximation can be
written as:
fˆ(x) =
M∑
m=1
amBm(x) (2.21)
where am are the coefficients of the regression and Bm are the basis functions, which
can take one of the following three forms:
1. A constant 1, which is the intercept term.
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2. A hinge function, which has the form max(0, x− C) or max(x− C, 0), where x
is the variable and C is a constant location on each of the variables, denoted as
knot.
3. A product of two or more hinge functions.
Hence the model consists of a sum of theM basis functions weigthed with the regression
coefficients. MARS show the advantage of its accuracy and major reduction in the
computational burden associated to the metamodel building compared to the kriging
method, but in exchange its performance deteriorates when small or scarce sample sets
are used (Jin et al [107]).
2.2.5.4 Artificial Neural Network
Artificial Neural Networks (ANN, see Swingler [197] or Waszczyszyn and Ziemianski
[209]) are global approximation techniques inspired by biological neural networks that
aim to estimate functions which depend on a large number of unknown inputs. ANN
possess the ability to obtain an output response from external input data based on
their training and past experiences. ANN are typically organized in layers, which
are constituted by a number of computing units called nodes that are interconnected.
There are usually three types of layers: input layer (which contains the input data
information), output layer (which provides the answer or the response) and hidden
layers (where the actual processing is done through a system of weighted connections).
Figure 2.8 presents a graphic with the general scheme of an ANN.
Input data
Output response
Input layer Hidden layer Output layer
Figure 2.8: General scheme of an ANN.
Most ANN contain “learning rules” which adapt the interconnections and modify their
weights according to the input data received, training the Network in order to minimize
the differences between the computed outputs and the real ones.
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2.2.5.5 Radial Basis Functions
Radial Basis Functions (RBF), which were developed for scattered multivariate data in-
terpolation (Dyn et al [61]), are metamodelling techniques that describe the behaviour
of non-linear functions from a set of N samples. The approximation is provided by
a linear combination of univariate and radially symmetric functions, whose values at
m points of a n dimensional Euclidean space are known. The general expression of a
RBF is:
s(x) =
m∑
j=1
λj · φ(rj) rj = ‖x− xj‖ (2.22)
where the approximation function s(x) is represented as a sum of m radial basis func-
tions φ(rj), each depending on the distance between the generic point x and the sample
point xj used to build the metamodel. RBF provide accurate results in both determin-
istic and stochastic response functions (Powell [162]), and show advantages such as the
easy design, good generalization or strong tolerance to noisy input data. However, the
condition number of the system that describes the metamodel worsens rapidly when
the dimension or the number of data values to be fitted increase (Hussain et al [96]).
2.3 Structural optimization
2.3.1 Concept
One of the objectives of an engineer when designing a structure is to reduce the cost
while being safe and meeting the requisites of the regulations. Structural design is a
discipline that traditionally was settled based on the experience acquired from previous
similar designs. The final design is obtained starting from other similar designs and
making modifications in order to improve it. This process depends on the experience
of the engineers, that employs heuristic rules based on their experience to enhance the
design. The flowchart of the conventional design strategy is presented in Figure 2.9.
Initial Design StructuralAnalysis
Accepted
design? Final Design
Heuristic
rules
Modified
design
yes
no
Figure 2.9: Flowchart of the conventional design.
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The role of structural optimization is to provide the best structural design that meets
all the prescribed constraints. The best design is usually considered the one that mini-
mizes the mass of the structure, although in some cases other structural properties may
be selected for being optimized (minimize cost, maximize stiffness, maximize buckling
load, etc.). The property that is chosen to be optimized is denoted as “objective func-
tion” F (d,p), where d is the vector of “design variables” or properties that can be
modified through the optimization process and p are the “design parameters” or prop-
erties that remain fixed. The prescribed conditions or “constraints” g(d,p) include all
the restrictions that the structural design must accomplish. A flowchart of this design
technique is exposed in Figure 2.10.
Initial Design StructuralAnalysis
Convergence
criterion?
Final Design
Optimization
algorithm
Modified
design
yes
no
Figure 2.10: Flowchart of the classical deterministic optimization.
Structural optimization methods replace the heuristic rules for sophisticated mathe-
matical algorithms that perform iteratively modifications in the structural design until
the algorithm finds the best possible design. The general formulation of an optimiza-
tion problem is expressed mathematically as:
min F (d,p) (2.23a)
subject to:
gj(d,p) ≤ 0 (j = 1, ..., n) (2.23b)
where n is the number of design constraints. The result provides the optimum value of
the set of design variables, which draws the optimum design and is usually expressed
as d∗. This vector contains the values of the design variables that minimize the objec-
tive function F . Structural optimization has been under study since the last decades
of 19th century (Levy [130] or Michell [146]), but the first mathematical approach to
it came from the second half of 20th century (Klein [117] or Dantzig [45]). However,
the biggest contribution in this field probably came in 1960 from the study of Schmit
(Schmit [179]), being the first research that introduces the idea of combining advanced
structural analysis methods, such as the Finite Element Method (FEM), with math-
ematical programming techniques. Since then, a great progress has been achieved
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thanks to the contribution of several researchers like Haftka and Gurdal [78], Vander-
plaats [202], Hernandez [85], Belegundu and Chandrupatla [20] or Arora [10], among
many others.
Equation 2.23 can be extended to several objective functions. This is known as
multiobjective optimization (MO). First approaches to this problem are presented in
Stadler [192], Osyczka [156] or Koski and Silvernnoinen [118] and the results usually
lead to a Pareto front (Pareto [158]), which is shown in Figure 2.11 for a case with two
objective functions F1 and F2 where both are attempted to be minimized.
F1
F2
Pareto Front
Infeasible point
Feasible point
Pareto points
Utopia point
Figure 2.11: Representation of a Pareto front.
The Pareto front emerges in multiobjective optimization processes when one objective
function behaves opposite to other (in Figure 2.11, when F1 decreases F2 increases
and vice versa), and consequently the engineer is forced to select a design from the
optimal front. The point where both objective functions reach their corresponding
optimum value simultaneously is called the “utopia point”. Multiobjective optimization
of structures is present in several studies (Weigang and Weiji [210] or Yildiz and Solanki
[220]).
Furthermore, structural optimization may be subjected to other type of constraints
coming from different disciplines than structural analysis. For instance, it is com-
mon that a long-span bridge needs to fullfil aeroelasticity constraints or an aerospace
structure thermal or acoustics constraints, which do not belong to structural anal-
ysis. When the constraints come from different disciplines, it is usually denoted as
multidisciplinary design optimization (MDO), whose flowchart is very similar to the
traditional deterministic optimization and is presented in Figure 2.12. Some examples
of MDO can be found at Hernández et al [86], Wunderlich [212] or Fazeley et al [70].
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Figure 2.12: Flowchart of the Multidisciplinary Design Optimization (MDO).
As exposed in Section 2.2, there are many sources of uncertainty in structural analysis,
and therefore this information is susceptible of being included within an optimization
process. When probabilistic analysis is combined with structural optimization it gives
birth to reliability-based design optimization (RBDO). RBDO links the concepts of cost
and safety in structural design and tries to obtain optimum designs while assuring that
the probability of failure against a certain limit-state of the structure is lower than a
prefixed value. This problem can be formulated as:
min F (d,x) (2.24a)
subject to:
gj(d,x) ≤ 0 (j = 1, ..., n) (2.24b)
P [Gi(d,x) ≤ 0] ≤ Pfmax,i (i = 1, ...,m) (2.24c)
where Gi denotes the i-esime limit-state function, P [·] is the probability operator
that defines the probabilistic constraint and Pfmax,i is the imposed probability of fail-
ure. Equation 2.24 is similar to Equation 2.23 including probabilistic constraints and
therefore considering that some of the design parameters p are random variables x
that follow probabilistic distributions. The flowchart of a generic RBDO process is
presented in Figure 2.13. Further details and a deeper exposition of RBDO can be
found in Section 2.4.
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Figure 2.13: Flowchart of the Reliability Based Design Optimization (RBDO).
2.3.2 Main classes of structural optimization: size, shape and
topology
Although the target of structural optimization is usually to minimize the cost of a
structure, there are several ways or approaches to achieve it. Their differences lie in the
properties or features that are susceptible to be modified throughout the optimization
process. In this sense there are several classes of structural optimization, being the
most widely used (size, shape and topology) described below.
Size optimization was the first type to be defined, and has the goal of finding the
optimum dimensions of a prefixed structure. In size optimization problems the domain
of the design model and its geometry is fixed throughout the optimization process.
Some examples of design variables are the thicknesses of the plates, the cross-section
dimensions of bars or the number of plies in a composite layup. The purpose of this
approach is usually to minimize the overall weight of a product without compromising
on performance goals.
In shape optimization the target is to find the optimum shape of the boundaries for
a prescribed structural topology. Usually the design variables are the position of the
nodes, which set up the surface geometries of the structure that are susceptible to
change in order to find the best possible design. This approach allows engineers to find
different surface curvatures that may perform better than those based on experience
or trial/error. Shape optimization is usually combined with Computer Aided Design
(CAD) techniques for generating B-splines and NURBS (Non-Uniform Rational B-
Splines) that enable a smooth in the optimal contour of the domain in order to avoid
irregularities in the final design (Braibant and Fleury [28], Wall et al [205] and Qian
[163]). Consequently, size and shape optimization are appropiate for the latter stages
in a structural design process.
Topology optimization, which was born with the landmark study of Bendsoe and
Kikuchi [23], aims to find the optimum structural configuration for specified objec-
tives, constraints, loads and boundary conditions. This type of structural optimiza-
tion is particularly attractive since its general approach induces the best chance to find
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disruptive designs, given that the only known quantities in the problem are the de-
sign region, applied loads and support conditions, making it appropiate for preliminary
stages in a structural design process. Indeed during the past 30 years it has become the
most active topic in the framework of structural optimization with several researchers
making important contributions on the way to adopt this promising discipline in all
major industries, such as automotive (Yang and Chahande [219]), civil (Mijar et al
[147]) or aerospace (Iuspa et al [103]).
In topology optimization the physical size, shape and connectivity of the structure are
unknown, aiming to look for the best material distribution within the specified domain.
In order to find clear results the design region must be divided in a large number of
FE, each relating a design variable that determines the relative density of material of
the element. In this sense, specific computational methods have been developed to
solve practical topology optimization problems, such as the Solid Isotropic Material
with Penalization (SIMP, Bendsoe [22] or Rozvany [176]), Evolutionary Structural
Optimization (ESO, Xie and Steven [214] or Querin et al [165]), Isolines Topology
Design (ITD, Victoria et al [204] or Querin et al [168]) or the Level Set Optimization
Approach (Sethian and Wiegmann [181], Allaire et al [7] or Wang et al [206]). Deeper
discussion about topology optimization and methods can be found on the surveys by
Rozvany [176], Sigmund and Maute [183] or Deaton and Grandhi [46].
Figure 2.14 presents an example of each optimization class described in this section. It
contains a stiffened panel where size optimization is applied modifying the dimensions
of the frames and stiffeners, a connecting rod where shape optimization is applied to
modify the curvature of the flange and rings and the topology results that determine
the best distribution of material for a rear fuselage structure.
2.3.3 Algorithmic approach
From the study of Schmit [179], structural optimization became a discipline with high
potential for development, attracting great interest from many researchers targeting to
develop efficient optimization algorithms aimed to solve Equation 2.23. In this section
two algorithmic approaches are discussed: the traditional mathematical programming
algorithms and the newer biologically inspired algorithms.
2.3.3.1 Mathematical programming algorithms
These algorithms try to find the optimum point of the design space by following an
iterative path that requires to obtain a search direction s at each design point. The
next design point d is obtained by moving a distance α in the direction s as follows:
dk = dk−1 + α · sk (2.25)
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(a) Size optimization
(b) Shape optimization
(c) Topology optimization
Figure 2.14: Example of size, shape and topology optimization.
The search direction s usually requires to calculate the gradients of the objective func-
tion and design constraints with respect to the design variables (∇dF and ∇dgi),
therefore most of these algorithms are also known as gradient-based algorithms. This
step can be difficult as it can be time consuming, particularly due to the calculation
of ∇dgi. Other limitations of gradient-based algorithms include that they may present
accuracy problems when dealing with noisy responses and have difficulties when deal-
ing with discrete/integer design variables. On the other hand, the main benefits they
possess are their fast convergence to an accurate solution when the gradients are accu-
rate and their theoretical fundaments on the Karush-Kuhn-Tucker (KKT) optimality
conditions, which can check that the algorithm converges to an optimum point. More-
over, there is no pronounced increase in the computational effort when the number of
design variables grows.
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Some of these well-known methods are already implemented as toolboxes in program-
ming enviroments like MATLAB (MATLAB [141]) or Python, and in FE analysis
solvers like NASTRAN (Nastran [150]), Abaqus (Abaqus [1]), Altair OptiStruct (Op-
tistruct [153]), ANSYS (Ansys [8]) or Genesis (Genesis [73]). Figure 2.15 shows a
flowchart of a generic gradient-based algorithm.
Optimization algorithm
Initial design d0
Evaluate objective function
F k and constraints gkj
Gradients evaluations
of objective Function
∇F k and constraints ∇gkj
Obtain search direction
sk and step lenght α
dk = dk−1 + α · sk
Convergence? k = k + 1
Final design d∗
k = 1
yes
no
Figure 2.15: Flowchart of a generic gradient-based algorithm.
2.3.3.2 Metaheuristic search algorithms
These type of algorithms appeared in the late 1980s and intended to imitate some
biological and physical processes aiming to obtain the optimal solution for a structural
design. They benefit from having a wide range of applicability by handling successfully
discrete, continuous and mixed design variables, having strong parallelization capabil-
ities and having an easy mathematical background. Moreover they only ask for the
values of the objective function and constraints, so gradient evaluation is not required.
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Otherwise they require a large number of simulations and offer lower accuracy when
compared with gradient-based methods, and they do not ensure an optimal reach since
there is no way to prove that the KKT conditions are fulfilled due to the lack of gradi-
ent evaluation. In this section the most significant metaheuristic search methods are
described.
Genetic Algorithm (GA)
GA are metaheuristic optimization methods that try to simulate the process of natural
evolution through the Darwin’s natural selection principle (select the best, discard the
rest). This principle is translated to mathematical terminology by creating an initial
population of individuals that evolve and improve thanks to some genetic operators.
In GA terminology, a solution vector of m design variables d∗ = [d1, ..., dm] is called
an individual or chromosome, where each di is called a gen. In the first studies of GA
(Holland [89] or Goldberg [75]) the genes were assumed to be binary numbers (0-1)
but in later studies a broad diversity of gene types have been introduced, allowing to
settle more varied problems.
In GA, first a collection of chromosomes (population) need to be randomly generated.
This population evolves thanks to the GA operators that allow to find increasingly
better individuals until convergence. This convergence is usually achieved when the
population is dominated by a single solution. The operators used to generate new
solutions (offsprings) from existing ones (parents) are crossover, mutation and selec-
tion. Crossover is the most important operator in a GA, and is related to reproduction
in biologic terms. In crossover, generally two chromosomes (parents) chosen from a
population are combined in several ways (uniform, single-point, two-point...) to form
a new chromosome (offspring). Typical examples of crossover are:
10101010 + 01010101 =⇒ 10000100→ Uniform
10101010 + 01010101 =⇒ 10100101→ Single-point
1010101 + 0101010 =⇒ 1001001→ Two-point
The parents are selected with preference towards fittness so the offspring is expected to
inherit good gens. Mutation plays an important role in the GA as it introduces random
changes in a gen of a parent creating more diversity among potential individuals.
10101010 =⇒ 10111010→ Mutation
Selection is an operator that chooses the best individuals for later applying crossover or
moving directly to the next generation based on their superior fitness values (elitism).
The most common selection operator is tournament selection, where several “tourna-
ments” are run among a few individuals to rank their fitness values, being the winner
of each tournament the one selected. GA are widely used in structural optimization
(some examples are Rajeev and Krishnamoorthy [171], Belegundu et al [21], Erbatur
et al [67] or Martí et al [140]). Figure 2.16 presents a flowchart of a generic GA.
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Figure 2.16: Flowchart of a generic Genetic Algorithm (GA).
Particle swarm optimization (PSO)
PSO tries to simulate the behaviour of groups of living beings, such as flocks of birds or
swarm of bees, in the way that when threatened they have the tendency of scattering
in different directions to take them out of danger and then come together again. This
is applied to mathematical problems by generating a random population where each
individual/particle is assigned properties of position and velocity. Afterwards each
particle’s movement is influenced by its local best known position (pBest) and by
the best known position in the whole search space (sBest). The latter positions are
updated when other particles find better positions, making that the algorithm prompts
the swarm towards the best solution.
PSO have shown effectiveness in the optimization of complex problems, such as com-
posite structures involving high nonlinearities (Xu et al [217], Xu and You [216], Sha-
bana and Elsawaf [182]). Figure 2.17 shows a flowchart of a generic PSO algorihtm.
Simulated annealing (SA)
SA is a probabilistic technique that aims to obtain the optimum of a function searching
for the minimum energy configuration by simulating the physical process of slow cool-
ing, characteristic in industrial processes such as the solidification of metals. Therefore
the decrease in temperature of the physical phenomenon is related to the minimiza-
tion of the objective function in the optimization problem. This technique, which was
first developed in Kirkpatrick et al [116] and Cerny [31], has as main benefits that is
appropiate for functions with a lot o local minima and is easy to implement, while the
main drawbacks are that is very time-consuming and sometimes drives to misleading
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Figure 2.17: Flowchart of a generic Particle Swarm Optimization (PSO) algorithm.
results (Ingber [100]). First it requires to generate a random solution d and calcu-
late its objective function or “temperature” T (d). Afterwards a random neighboring
solution d
′
is generated (for example, switching two components of the solution vec-
tor) and the temperature T (d
′
) is recalculated. If T (d
′
) < T (d) then the system is
“cooling” and the algorithm moves to the new solution d
′
. Otherwise, if T (d
′
) > T (d)
and hence the system is “heating”, the algorithm calculates the acceptance probability
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P (∆T ) = P (T (d
′
)− T (d)) and compares it to a random number r as follows:
P (∆T ) > rand(0, 1) (2.26)
In this case, if P (∆T ) > rand(0, 1) the new solution is accepted and otherwise is
rejected. This procedure is carried out a large number of times until no variations of
the objective function are observed. Some practical examples of SA applied to complex
engineering problems can be found at Duddeck [56] or Xie et al [213]. A flowchart of
the SA algorithm is presented in Figure 2.18.
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Figure 2.18: Flowchart of a generic Simulated Annealing (SA) algorithm.
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2.3.4 Overview of structural optimization in different engineer-
ing areas
Structural optimization is a powerful tool that is increasingly being used in several
industrial and engineering fields, specially aerospace and car industry as well as civil
engineering.
2.3.4.1 Aerospace engineering
Aerospace industry is constantly looking for increasingly lighter structures and compo-
nents, making the use of structural optimization essential. All major aircraft companies
have used this discipline for years in the development of their latest designs.
For example, Airbus has been using optimization techniques since the 80’s in the design
of the A340, A380 and A350 XWB. Grihon et al [77] shows an overall vision and evo-
lution of the optimization strategies across the history of the company. In Krog et al
[119] it can be seen an example of the use of optimization from the conception to the
manufacturing of the leading edge wing ribs of the A380 (Figure 2.19). Piperni [160]
shows the evolution of MDO strategies at Bombardier Aerospace, which are mainly
applied to perform aero-structural optimization of aircraft wings. An application ex-
ample is the study of Piperni et al [161], where MDO was applied to the design of a
bussiness jet. Boeing is also at the forefront in the use of optimization techniques. In
1974 they began an internal research and development activity that continues to this
day (Droegkamp et al [54]).
Real aerospace structures such as the fuselage, the wings or both the vertical and hori-
zontal tail plane (VTP-HTP) are mainly constituted by stiffened panels (Figure 2.20),
which are usually made by aluminium or composites. The widespread use of these
components leads to the convenience of using optimization processes to achieve the
best possible design. Some examples are found in Liu et al [134], Faggiani and Falzon
[69], Baldomir et al [18], Irisarri et al [101] or Khodaei and Aliabadi [113].
2.3.4.2 Mechanical engineering
Car industry is probably one of the fields where optimization has achieved greatest
relevance. This is mainly due to the increasing investigation in crashworthiness anal-
ysis, which is quite important in this research field. Indeed, most of the studies where
optimization is applied to car components are carried out considering crashworthiness
properties like the specific energy absorption (SEA), load ratio (LR) or peak force (PF)
as objective function or constraints. Some examples of design optimization applied to
car industry are Sobieszczanski-Sobieski et al [189], where a car body similar to the
presented in Figure 2.21 is optimized under constraints of noise-vibration-harshness
(NVH) and crash. Hamza and Saitou [79] carried out a crashworthiness optimization
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Figure 2.19: Optimization strategy for the leading edge wing ribs of the Airbus
A380. Image taken and modified from Krog et al [119]
Figure 2.20: Optimization of an aircraft stiffened panel. Images taken from Bal-
domir [16]
of vehicle structures using surrogate modelling and modifying the cross sections and
thicknesses of the thin-walled beams. Costas et al [44] performed a multi-objective
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optimization aimed to minimize the LR and maximize the SEA of a hybrid impact en-
ergy absorber (Figure 2.22) built in aluminium and filled with Glass Fibre Reinforced
Polymers (GFRP).
Figure 2.21: Car body. Image taken from Chevrolet [37]
Figure 2.22: Impact energy absorber. Image taken from Costas [43]
On the other hand, other optimization approaches in mechanical engineering have been
performed. Some examples are the optimization of wind turbines in offshore platforms
(Paulsen et al [159] or Ashuri et al [12]) or the optimization of mechanical devices such
as a dual coaxial-cylinder ocean-wave energy extractor (Son et al [191]) or a 3D-printer
scaffold (Asadi-Eydivand et al [11]).
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2.3.4.3 Civil engineering
The use of optimization techniques in civil engineering applications is still limited, but
a rising trend is emerging thanks to the contribution of several researchers, especially in
bridge engineering. For example, Nieto et al [152] considered aeroelastic and kinematic
constraints for optimum design of long-span suspension bridges, while Baldomir et al
[17] performed the cable optimization of a new long-span cable stayed bridge at A
Coruña (Figure 2.23), and Sung et al [196] carried out the optimum post-tensioning
cable forces in the Mau-Lo Hsi bridge.
Figure 2.23: Visualization and FE model of the new bridge at A Coruña.
Moreover, other examples in civil engineering structures can be found in Gjersøe et al
[74], where the weight of monopile foundations of offshore windfarms (Figure 2.24) are
minimized, in Hosseinzadeh and Joosse [91], where the optimization of a retaining wall
is performed mixing analytical and numerical methods or in Tomas and Martí [200],
where shape and size optimization are applied to concrete shells.
2.4 Reliability-based design optimization
2.4.1 Introduction
Reliability Based Design Optimization (RBDO) is a combination of two disciplines: Re-
liability Analysis (RA) and Deterministic Optimization (DO). RBDO aims to address
the best possible design through optimization while taking into account uncertainties
in some data that affect the structural responses, seeking for the best balance between
cost and safety. This discipline requires high computational effort since it combines
DO and RA and has been applied to several multidisciplinary areas as aerospace (Qu
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Figure 2.24: Offshore windfarm. Monopile foundation of a floating wind turbine.
and Haftka [164], Hernandez et al [87] or Díaz et al [62]), automotive (Sinha [186],
Youn et al [222] or Cid Montoya et al [40]), naval (Leheta and Mansour [129]) or civil
engineering (Karadeniz et al [111] or Kusano et al [122]). The most common RBDO
formulation, which is presented in Equation 2.27, consists of minimizing a structural
property (objective function) fulfilling a number of design criteria that are expressed
mathematically as deterministic and probabilistic constraints. The latter evaluate the
reliability of the structure against a limit-state.
min F (d,x) (2.27a)
subject to:
gj(d,x) ≤ 0 (j = 1, ..., n) (2.27b)
P [Gi(d,x) ≤ 0] ≤ Pf,i (i = 1, ...,m) (2.27c)
where d and x are the design and random variables respectively, F is the objective
function, gj are the deterministic constraints, P [·] is the probability operator that de-
fines the probabilistic constraints, Gi is the i-esime limit-state function of the structure
and Pf,i is the imposed probability of failure for each limit-state function, while n and
m are the number of deterministic and probabilistic constraints, respectively.
The main difference in a RBDO problem respect from the classical Deterministic Op-
timization (DO) lies in the introduction of uncertainty in some parameters or design
variables that influence the structural responses by considering them as random vari-
ables instead of fixed values. This induces the emergence of probabilistic constraints,
which require to obtain the probability of failure of the structure in each iteration of
the optimization problem. A design obtained from a RBDO process assures the fulfill-
ment of the design conditions with a desired target reliability level βT when some of
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the parameters involved in the structural responses are of random nature. In contrast,
a design obtained from a DO process cannot ensure the fulfillment of the constraints
if some degree of uncertainty appears later on in the problem. Figure 2.25 shows an
illustrative scheme where the essence of DO and RBDO can be clearly appreciated.
x1
x2
βT
DO design
RBDO design
FEASIBLE REGION
Probabilistic constraint
G1(x1, x2) = 0
G2(x1, x2) = 0
Objective Function values
∇F
Figure 2.25: Illustrative scheme of DO vs. RBDO.
Estimate this probability will lead to another independent optimization problem, so
it is important to develop efficient methods to overcome the computational difficulties
derived from having two nested optimization problems.
Methods used to solve problem Equation 2.27 are usually classified in three groups,
according to Aoues and Chateauneuf [9] among others:
• Two level methods, which give direct solution of Equation 2.27 since they consider
the probabilistic constraints within the optimization loop. This fact implies the
need to solve nested optimization loops, where the outer loop is the optimiza-
tion process and the inner loop is the reliability evaluation performance (i.e.
Enevoldsen and Sorensen [66], Tu et al [201]).
• Mono level methods, which solve the RBDO problem in a single loop procedure
replacing the probabilistic constraints by the Karush-Kuhn-Tucker (KKT) opti-
mality conditions and thus obtaining a new equivalent deterministic optimization
(DO) problem (i.e. Chen et al [35], Kuschel and Rackwitz [123].
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• Decoupled methods, which consist of separating the reliability assessment from
the DO problem. The RBDO problem is converted into a sequence of determin-
istic optimizations, each followed by the corresponding reliability evaluation (i.e.
Du and Chen [55], Cheng et al [36]).
A brief description of some of the most popular methods to solve RBDO problems
nowadays is presented below.
2.4.2 Two level methods
The RBDO problem presented in Equation 2.27 can be solved directly applying a two
level optimization approach, being the outer loop’s purpose to solve the optimization
problem in terms of the design variables d and the inner loop’s purpose to solve the
reliability analysis problem in terms of the random variables x. In this section the most
popular two level RBDO methods are discussed, i.e. the Reliability Index Approach
(RIA) and the Performance Measurement Approach (PMA). A flowchart of two level
RBDO methods is presented in Figure 2.26.
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subject to:
‖u‖ = βT
min ‖u‖
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G(d,u) = 0
Convergence? Optimumdesign
Optimization
algorithm
Modified
design
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Figure 2.26: Flowchart of the two-level methods.
2.4.2.1 Reliability Index Approach (RIA)
The Reliability Index Approach (RIA) was first introduced in Enevoldsen and Sorensen
[66], where the classical RBDO problem is formulated in terms of the reliability index
β as follows:
min F (d,x) (2.28a)
2.4 Reliability-based design optimization 41
subject to:
gj(d,x) ≤ 0 (j = 1, ..., n) (2.28b)
βi(d,x) ≥ βTi (i = 1, ...,m) (2.28c)
where βi and βTi are respectively the structural and target reliability indexes for the
i-esime limit state. The RIA employs the First Order Reliability Method (FORM)
to perform the reliability analysis and consequently obtain βi. Details of the FORM
method were discussed at Section 2.2.2.
After transforming the random variables x into uncorrelated and normalized variables
u through u = T (x), the reliability index β can be obtained by solving the optimization
problem presented in Equation 2.12. The larger the reliability index becomes, the
safer the structural system is. The search scheme of the RIA consists on searching
u∗ under zero or negative limit-state conditions (Equation 2.12b) relying on the linear
approximations of the limit-state function G˜ at each design point uk. An illustration
of the RIA search plan is presented in Figure 2.27.
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Figure 2.27: Illustration of the RIA search plan for a 2-variable case.
A flowchart of the RIA method where the nested optimization loops can be seen clearly
is presented in Figure 2.28.
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Figure 2.28: Flowchart of the Reliability Index Approach (RIA) method.
2.4.2.2 Performance Measure Approach (PMA)
The Performance Measure Approach (PMA) was proposed in Tu et al [201] and in
this method the probabilistic constraints are transformed to performance measures
corresponding to the target reliability level βT. In the PMA the classical RBDO
formulation is given by an inverse reliability analysis:
min F (d,x) (2.29a)
subject to:
gj(d,x) ≤ 0 (j = 1, ..., n) (2.29b)
Gi(d,x) ≥ 0 (i = 1, ...,m) (2.29c)
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where Gi represents the performance measure associated to the target reliability βTi ,
being evaluated through an inverse reliability analysis. The essential difference from
the PMA respect to the RIA lies in solving the inner optimization loop corresponding
to the RA. Although it also requires the transformation of the random variables x
into uncorrelated and normalized variables u, the formulation of the problem is the
inverse, imposing the target reliability index that the structure must reach (βTi ) in
each i limit-state function, as expressed in Equation 2.30:
min Gi(d,u) (2.30a)
subject to:
‖u‖i = βTi (i = 1, ...,m) (2.30b)
This change is done based on the principle that it is usually easier to solve an opti-
mization problem with complex objective function and simple constraints than vice
versa. The optimum point u∗ is the MPP correponding to a prescribed reliability
βT. The search plan in the PMA consists of exploring the hyper-shere of radius βT
aiming to find the point of Gi that is tangent to the hyper-sphere, which has proven
to be far more robust than the search scheme of the RIA (Lee et al [128] or Aoues
and Chateauneuf [9]). Figure 2.29 shows an example of the PMA search plan for a
2-variable case.
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Figure 2.29: Illustration of the PMA search plan for a 2-variable case.
Instead of using general optimization algorithms, there are several ones that were devel-
oped specifically for solving Equation 2.30 such as the Advanced Mean Value (AMV),
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the Conjugate Mean Value (CMV) and the Hybrid Mean Value (HMV). As stated
in Youn et al [221], the AMV method is suitable for convex limit-state functions but
shows instability and inefficiency in dealing with concave functions since the method
updates the steepest direction α using just the information of the current MPP. On the
other hand, the CMV method, which considers the information of the last three MPP
to update α, improves the rate of convergence for concave functions although worsens
when treating with convex ones. In this sense, the HMV method, which adaptively
selects the AMV and CMV methods depending on the convexity of the limit-state
function, was developed. These three methods are briefly described below:
Advanced Mean Value (AMV)
This method excels when the performance function Gi is convex, but if the function is
concave the AMV tends to be slow and/or divergent.
1. The initial design point k = 0 corresponds to the mean value of the random
variables in the u-space, uk = µ.
2. The value of the limit-state function G(uk) and its gradient with respect to the
random variables ∇uG(uk) are obtained.
3. The steepest direction α is obtained as: αk = − ∇uG(uk)‖∇uG(uk)‖
4. The next design point is obtained as: uk+1 = βT ·αk.
5. Go back to step 2 until convergence of u.
Conjugate Mean Value (CMV)
This method excels when the performance function Gi is concave, but by contrast is
slow and shows bad convergence when the function Gi is convex.
1. The initial design point k = 0 corresponds to the mean value of the random
variables in the u-space, uk = µ.
2. The value of the limit-state function G(uk) and its gradient with respect to the
random variables ∇uG(uk) are obtained.
3. The steepest direction α is obtained as: αk = − ∇uG(uk)‖∇uG(uk)‖
4. For iterations k = 1, 2, 3 the next design point is obtained like in the AMV:
uk+1 = βT·αk. However, when k ≥ 3 the next design point is obtained combining
the search directions of the two previous iterations as: uk+1 = βT · αk+αk−1+αk−2‖αk+αk−1αk−2‖ .
5. Go back to step 2 until convergence of u.
Hybrid Mean Value (HMV)
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The Hybrid Mean Value (HMV) first identifies if the performance function Gi is convex
or concave and then employs the AMV (convex) or the CMV (concave). This algorithm
can be described as follows:
1. Perform the AMV during three consecutive iterations.
2. Obtain the function type criteria ξ that identifies if the performance function Gi
is concave or convex, and which is defined as: ξ = (αk+1 −αk) · (αk −αi,k−1).
3. If ξ > 0 the performance function is convex and thus the AMV is used. Otherwise
if ξ < 0 the function is concave and the CMV is used.
ξ > 0→ AMV
ξ < 0→ CMV
4. Go back to step 2 until convergence of u.
A flowchart of the PMA method where the nested optimization loops can be seen
clearly is presented in Figure 2.30.
2.4.3 Mono level methods
The idea of mono level methods lies in replacing the reliability analysis (RA) loop
by Karush-Kuhn-Tucker (KKT) optimality conditions, transforming the probabilistic
constraints into approximate deterministic ones and therefore leading to an equivalent
DO problem. The first attempt to develop a truly mono level approach was the Single-
Loop Single-Vector (SLSV) approach Chen et al [35]. In this section two of the most
popular single-loop approaches are discussed, the RBDO based on KKT optimality
conditions and the Single Loop Approach (SLA).
2.4.3.1 RBDO based on Karush-Kuhn-Tucker optimality conditions (KKT)
This method was presented in Kuschel and Rackwitz [123] and was initially developed
for RBDO problems of structures under time-variant loading and resistance conditions
because they are much more complicated than stationary RBDO problems. The clas-
sical formulation of the RBDO problem is the same than in the RIA and is expressed
in Equation 2.31:
min CT (d,x) (2.31a)
subject to:
gj(d,x) ≤ 0 (j = 1, ..., n) (2.31b)
βi(d,x) ≥ βTi (i = 1, ...,m) (2.31c)
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Figure 2.30: Flowchart of the Performance Measure Approach (PMA) method.
where CT is the cost objective function. As presented in Section 2.2, the first-order re-
liability index β is obtained through an optimization problem that can be expressed as
Equation 2.32 after converting the random vector x into an standard and independent
normal vector u through the transformation u = T (x):
βi = min ‖ui‖ (2.32a)
subject to:
Gi(d,u) = 0 (i = 1, ...,m) (2.32b)
The solution of the optimization problem u∗ is consequently a Kuhn-Tucker point.
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Kuschel and Rackwitz [123] present a corollary that defines the sufficient KKT condi-
tions for the optimality of u∗, which are:
1. G(d,u) = 0
2. uTi ∇uGi(d,u) + ‖ui‖ · ‖∇uGi(d,u)‖ = 0
A new methodology is then proposed where instead of using the traditional two level
approach both optimizations are combined into one optimization loop. This is achieved
by inserting the optimality conditions of u∗ into the RBDO problem of Equation 2.31,
leading to expression Equation 2.33:
min CT (d,u) (2.33a)
subject to:
gj(d,u) ≤ 0 (j = 1, ..., n) (2.33b)
‖ui‖ ≥ βTi (i = 1, ...,m) (2.33c)
Gi(d,u) = 0 (i = 1, ...,m) (2.33d)
uTi ∇uGi(d,u) + ‖ui‖ · ‖∇uGi(d,u)‖ = 0 (i = 1, ...,m) (2.33e)
This formulation has the advantage that can be solved through standard optimization
algorithms as it does not require a proper reliability analysis. However it shows poor
efficiency and robustness as concluded in Aoues and Chateauneuf [9], and moreover
requires the explicit implementation of the transformation of the random distributions
into the RBDO problem. A flowchart of this RBDO method is presented in Figure 2.31.
2.4.3.2 Single Loop Approach (SLA)
This approach was presented in Liang et al [132] and aims to avoid the calculation
of the MPP through an inverse MPP search. Instead, the SLA uses approximations
of the MPP of each constraint that are obtained by solving the KKT conditions in
the k-esime iteration of the deterministic optimization loop. The formulation of the
RBDO problem in this method is expressed as Equation 2.34.
min F (dk,xk) (2.34a)
subject to:
gj(dk,xk) ≤ 0 (j = 1, ..., n) (2.34b)
Gi(dk,xk) ≥ 0 (i = 1, ...,m) (2.34c)
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Figure 2.31: Flowchart of the RBDO based on the KKT optimality conditions.
where:
xki = µ
k
x −αki · σx · βTi (2.34d)
αki =
σx · ∇xGi(dk,xk−1i )
‖σx · ∇xGi(dk,xk−1i )‖
(2.34e)
where αi is the normalized steepest descent search direction of the i-esime probabilistic
constraint, µ and σ are the mean and standard deviation of the random variables, βTi
is the target reliability index and xki is the vector of approximate MPP for the i-esime
limit-state function and the k-esime iteration.
In the SLA, instead of searching for the MPP of each constraint in each iteration of the
optimization loop, an approximation of the MPP of the active constraints is performed
by solving the KKT conditions.
These conditions involve to obtain the normalized gradients of the active constraints,
which are estimated using the information of the previous MPP. At the k-esime iter-
ation the constraints Gi are evaluated at the approximated MPP xki and the current
design variables dk. Then the optimization algorithm changes the values of the design
variables to dk+1 and the gradient vector αk+1i (d
k+1,xki ) is updated using the estimate
MPP from the previous iteration. Finally the upcoming MPP xk+1i is obtained as
expressed in Equation 2.34d.
The integration of the two optimization loops within one greatly improves the efficiency
of the RBDO problem without loosing significant robustness or accuracy (Aoues and
Chateauneuf [9]). The main drawback of the SLA is that presents difficulties when
dealing with nonlinear limit-state function, whereas the main advantage lies in its
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simplicity as can be solved using standard optimization algorithms since no reliability
analysis is required. A flowchart of the SLA method is given in Figure 2.32.
Initial Design
Structural and
Reliability
Analysis
Convergence? Optimumdesign
Optimization
algorithm
Determine
active
constraints
Evaluate
active
constraints
GAi (d
k,xk)
Change from
dk → dk+1
(k=k+1)
Calculate
αk+1i (d
k+1,xki )
Obtain
approximate
MPP xk+1
Modified
design with
dk+1,xk+1
yes
no
SLA
Figure 2.32: Flowchart of the Sequential Loop Approach (SLA) method.
2.4.4 Decoupled methods
The idea of decoupled methods, whose flowchart is presented in Figure 2.33, consist on
transforming the RBDO problem into a sequence of deterministic optimization cycles,
each followed by an independent reliability analysis in order to update the admissi-
ble design space of the upcoming deterministic optimization. In this section both the
Sequential Optimization and Reliability Assessment (SORA) and the Sequential Ap-
proximate Programming (SAP) are discussed. The main advantage of decoupled for-
mulations against others is that they separate the RA from the DO problem, avoiding
nested loops and hence requiring less computational effort. Moreover, the optimiza-
tion problem becomes fully deterministic which means it can be solved using classical
optimization algorithms that are currently implemented in commercial software like
Abaqus (Abaqus [1]), Nastran (Nastran [150]), Altair Hyperworks (Optistruct [153])
or Genesis (Genesis [73]).
2.4.4.1 Sequential Optimization and Reliability Assessment (SORA)
The Sequential Optimization and Reliability Assessment (SORA) was proposed by Du
and Chen [55] and consists of separating the RBDO problem into a sequence of DO and
RA cycles. The SORA formulation expresses the classical RBDO problem as exposed
in Equation 2.35:
min F (d,x) (2.35a)
50 Chapter 2
Initial
Design
Structural
Analysis
Deterministic
Optimum?
Reliability
Analysis
min G(d,u)
subject to:
‖u‖ = βT
βk = βaccept
where:
βk = βk−1 +
(∇dβk−1)T · (d− dk−1)
Convergence? Optimumdesign
Optimization
algorithm
Modified
design
with new d
Modified
design
with new x
yes
no
SORA
SAP
Figure 2.33: Flowchart of the decoupled methods.
subject to:
gj(d,x) ≤ 0 (j = 1, ..., n) (2.35b)
Gi(d,xMPP) ≥ 0 (i = 1, ...,m) (2.35c)
In order to improve the efficiency of the probabilistic optimization, the SORA estab-
lishes equivalent deterministic constraints from the probabilistic constraints in each
DO cycle where the MPPs corresponding to the desired reliabilities are used to eval-
uate the design feasibility. Then a robust inverse MPP search algorithm is used to
perform the reliability analysis included within the RBDO problem.
The procedure of the SORA method to solve Equation 2.35 is explained below. First an
initial DO cycle is performed. After that, the MPPs are obtained through an efficient
inverse MPP search algorithm like in the PMA method since the definition of the RA
cycle is analogous to Equation 2.30.
The MPPs u∗i are converted to x∗i and then are used to perform the upcoming DO
cycle, following this sequence of steps until convergence is reached. The flowchart of
SORA method is provided in Figure 2.34:
Hence, the K − esime equivalent DO problem is expressed as:
min F (dK ,xK,MPP) (2.36a)
subject to:
gj(dK ,xK,MPP) ≤ 0 (j = 1, ..., n) (2.36b)
Gi(dK ,xK,MPP) ≥ 0 (i = 1, ...,m) (2.36c)
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Figure 2.34: Flowchart of the Sequential Optimization and Reliability Assessment
(SORA) method.
In the first DO cycle, since there is no information about the MPPs, the values of xMPP
are set as the mean values of the random variables (xMPP = µx). Moreover, given that
the MPPs in two consecutive iterations are usually close, the MPPs obtained in the
last RA cycle are used as the initial values to obtain the MPPs of the current RA
cycle, reducing the computational effort of the MPP search. In the SORA, when
the design variables are deterministic, the probability constraint is directly computed
in the deterministic optimization cycle as Gi(d,xMPP) ≥ 0. Otherwise if the design
variables are random, the equivalent deterministic constraints should be modified to
shift the MPP of the design variables dMPP onto the deterministic boundary and assure
the feasibility of the probabilistic constraint, as presented in Figure 2.35.
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Thus, at each cycle K, the constraints are expressed as:
GKi (µ
K
d − s,xK,MPP) ≥ 0 (i = 1, ...,m) (2.37)
being s the shifting vector between the mean value of the design variable µKd and the
MPP calculated dK,MPP, both at the K-esime iteration. Therefore the shifting vector
s can be derived as:
sK = µKd − dK,MPP (2.38)
With this constraint tranformation, the design variables in the DO cycle needs to
move beyond the boundary of the probabilistic constraint to ensure feasibility under
uncertainty.
2.4.4.2 Sequential Approximate Programming (SAP)
The Sequential Approximate Programming (SAP) was developed in Cheng et al [36]
and decomposes the original RBDO problem into a sequence of sub-programming
problems where both the objective function and constraints are approximated. The
formulation of the original RBDO problem is given in Equation 2.39:
min F (d,x) (2.39a)
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subject to:
gj(d,x) ≤ 0 (j = 1, ..., n) (2.39b)
βi(d,x) ≥ βaccepti (i = 1, ...,m) (2.39c)
being the reliability index β the minimum distance from the origin of the standard
space to the limit-state function.
In the k-esime sub-programming problem, the reliability index βki is usually approxi-
mated by the Taylor expansion function of β(d,x) with respect to the design variables
at the current design point, being:
βk(d,x) ≈ β(dk−1,xk−1) + (∇dβ(dk−1,xk−1))T · (dk − dk−1) (2.40)
Given that obtaining the reliability index β(dk−1,xk−1) and its sensitivities∇dβ(dk−1,xk−1)
involve an iterative process, Cheng et. al propose the following approximation instead,
using an approximate reliability index βˆ:
βk(d,x) ≈ βˆ(dk−1,xk−1) + (∇dβˆ(dk−1,xk−1))T · (dk − dk−1) (2.41)
where the approximate reliability index and approximate MPP are obtained outside
the sub-programming problem through the recurrence formulas:
βˆk−1 = λk−1 · [G(dk−1,uk−1)− (uk−1)T · ∇uG(dk−1,uk−1)] (2.42a)
(2.42b)
where:
λk−1 =
1
‖∇uG(dk−1,uk−1)‖
(2.42c)
uk = −βˆ(dk−1,xk−1) · λk−1 · ∇uG(dk−1,uk−1) (2.42d)
and the sensitivity analysis of the approximate reliability index ∇dβˆ are also obtained
outside the sub-programming problem through the following equation:
∇dβˆk−1 = ∇dG(d
k−1,uk−1)
∇u‖G(dk−1,uk−1)‖
(2.43)
The main problem of this RBDO method is that it requires the evaluation of the
gradients of the limit-state function G with respect to the design variables ∇dG, which
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may be troublesome when the problem has a large number of design variables. A
flowchart of the SAP method is presented in Figure 2.36.
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Figure 2.36: Flowchart of the Sequential Approximate Programming (SAP)
method.
2.4.5 Benchmark example of the RIA, PMA and SORA
The most popular RBDO methods regarding their use in the scientific community
are the RIA, PMA and SORA; the formers because they were the first ones to be
formulated and give direct solution to the problem of Equation 2.27 since they are
two-level approaches and the latter because it is one of the most promising methods
given its simplicity and versatility. These three methods have been programmed in
MATLAB (MATLAB [141]) codes in order to test their performance in a benchmark
example, which is the curved stiffened panel shown in Figure 2.37. The MATLAB
codes are linked to the external software Abaqus (Abaqus [1]) in order to obtain the
responses of the FE model. This study was presented in Hernandez et al [87].
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Figure 2.37: Curved stiffened panel.
The longitudinal and transversal dimensions of the panel are 750mm and 600mm
respectively. The panel has a curvature ratio of 1500mm, with an aluminium skin of
1.75mm thickness reinforced with four frames and four stiffeners having I-profiles as
cross-sections. Their geometrical dimensions (height and thickness) as well as the skin
thickness of the panel are the design variables of the optimization problem, being the
initial values, lower and upper bounds provided in Table 2.2.
Table 2.2: Design variables vector d of the stiffened panel.
Design Var. Description Initial value Lower bound Upper bound
SKT Skin thickness 1.75 0.15 15
FT Frame thickness 2.5 0.25 25
ST Stiffener thickness 2.5 0.25 25
FH Frame height 50.0 5.0 500.0
SH Stiffener height 30.0 3.0 300.0
The FE model is built with 2D shell elements that simulate the skin of the panel and
1D beam elements that simulate the frames and stiffeners. The panel is built-in in
one curved edge, while the opposite edge is loaded with a compressive axial load of
Pc =1.0 kN/m. The load is defined as unitary so that the resulting buckling factor
λ is directly the critical buckling load. Moreover it has the rotations constrained
in the straight edges, where shear loads of Psh =0.5 kN/m are applied as well. The
material is aluminium with Young’s modules of Esk = 70 000MPa for the skin and of
Efr = 74 000MPa for the frame and stiffeners, specific weight of γ =27.7 kN/m3 and
Poisson’s coefficient of 0.3
The DO problem aims to minimize the weigth of the panel W , imposing that the
buckling factor λ must be above the minimum value λmin = 50. Hence this problem
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can be expressed mathematically as follows:
min W (2.44a)
subject to:
g(d) ≥ 0 (2.44b)
where the limit-state function g is expressed as follows:
g(d) = 1− λmin
λ
(2.45)
However, the buckling of the panel is also highly influenced by other design parameters
such as loads and material properties. When uncertainty is included within the op-
timization problem some of the design parameters are converted to random variables
x. In this case, the random variables considered are the axial and shear loads applied
on the panel and the Young’s modulus of the skin and stiffeners, being their nominal
values and distribution types presented in Table 2.3.
Table 2.3: Random variables vector x of the stiffened panel.
Random Variable µ σ δ Distribution
Axial load Pc [kN/m] 1.0 0.1 0.1 Gumbel
Shear load Psh [kN/m] 0.5 0.1 0.2 Gumbel
Skin Esk [MPa] 70000 3500 0.05 Normal
Frames and stiffeners Efr [MPa] 74000 3700 0.05 Normal
Gathering this information, the Reliability-Based Design Optimization (RBDO) prob-
lem is expressed as Equation 2.46.
min W (2.46a)
subject to:
P [g(d,x) < 0] ≤ Pf (2.46b)
where Pf is the probability of failure imposed by the engineer. In this example, two
particular cases have been solved for probabilities of failure of 2.275·10−2 and 1.35·10−3,
which correspond to reliability indexes targets of βT = 2 and βT = 3.
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Figure 2.38 shows the results of the DO and the three RBDO approaches (RIA, PMA
and SORA) for βT = 2 (left) and βT = 3 (right). Table 2.4 presents a comparison
of the design variables and objective function values, including also the number of
evaluations of the FE model in order to compare the computational cost. Finally,
Table 2.5 presents the MPP values of the random variables in all the cases carried out.
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Figure 2.38: Evolution of the objective function for DO, RBDO βT = 2 and RBDO
βT = 3.
Table 2.4: Summary results of the curved stiffened panel.
DO vs. RBDO DO RBDO βT = 2 RBDO βT = 3
Method RIA PMA SORA RIA PMA SORA
W [N] 20.45 22.52 22.38 22.01 23.64 23.33 22.83
SKT [mm] 1.42 1.56 1.55 1.53 1.64 1.62 1.59
FT [mm] 0.25 0.25 0.25 0.25 0.25 0.25 0.25
ST [mm] 0.25 0.25 0.25 0.25 0.25 0.25 0.25
FH [mm] 16.44 20.47 20.90 17.60 22.76 22.92 18.22
SH [mm] 33.35 35.11 34.34 33.80 34.46 35.67 33.97
Number of evaluations 198 2304 1800 259 2916 3672 330
From these results it can be extracted that the three RBDO methods provide similar
results for the objective function and design variables values. In regards of the compu-
tational cost, the conclusion is that the SORA method requires far fewer evaluations of
the FE model than the RIA and PMA without compromising accuracy in the results,
being the less computationally expensive and therefore the most adecuate for complex
engineering cases.
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Table 2.5: Most probable failure points of the curved stiffened panel.
RBDO βT = 2 βT = 3
Method RIA PMA SORA RIA PMA SORA
Pc [kN/m] 1.043 1.124 1.179 1.065 1.183 1.262
Psh [kN/m] 0.519 0.557 0.501 0.529 0.581 0.501
Esk [MPa] 68819.92 66109.84 66897.88 68192.80 63763.64 64930.48
Efr [MPa] 73937.87 737943.45 73095.81 73897.76 73692.21 72593.49
2.5 Conclusions
Reliability-based design optimization is a discipline that looks for the best combination
between cost and safety when designing structures. It has great potential to be used
in challenging fields such as aerospace, car or civil engineering. However, applications
of RBDO to large-scale Finite Element (FE) models is still limited mainly due to the
high computational effort required and the need to combine efficiently two different
disciplines.
In this research a new approach to perform RBDO on large-scale models is presented,
which benefits from a decoupled RBDO algorithm (specifically from the Sequential
Optimization and Reliability Assessment), which is combined with both moment-based
and stochastic expansion methods to obtain the probability of failure of the structure.
The SORA separates the reliability analysis from the optimization problem, having two
independent phases which are linked thanks to a MATLAB computational code than
manages the whole RBDO process making calls to external optimization or FE solvers
when required. The decoupled nature of the SORA allows to benefit from commercial
and highly developed optimization solvers as external black-boxes aiming to solve the
deterministic optimization phase. In this work, external software such as Abaqus
(Abaqus [1]) and Altair Optistruct (Optistruct [153]) are used either for obtaining the
structural responses required in the deterministic optimization and reliability analysis
phases or directy for solving the deterministic optimization phase, while the reliability
analysis phase is programmed in MATLAB (MATLAB [141]). Chapter 3 provides a
deep explanation about the approaches carried out.
Chapter 3
A general methodology to perform
reliability-based design optimization
on large-scale finite element models
3.1 Introduction
Challenging industrial fields such as aerospace or automotive look for the paradigma
of finding more efficient and economic designs while assuring the highest reliability on
them by dealing with the propagation of uncertainties inherent to the different phases
of design. The efficiency and economy is explored through iterative search procedures,
namely optimization algorithms, whereas the best way to look for the reliability level
is through probabilistic or reliability analysis when statistical information is available.
Hence Reliability-Based Design Optimization (RBDO) fits perfectly with this demand
since it combines both disciplines. As exposed in Section 2.3.4, optimization techniques
have been widely used in aerospace industry for a long time. However, RBDO is barely
used yet despite its great potential, mainly due to the high computational effort that
requires for complex industry-like Finite Element (FE) models.
Fortunately, RBDO techniques are increasingly being applied to industrial cases, most
in size optimization problems as evidenced in Youn et al [223], Sinha [186], Karadeniz
et al [111], Hernandez et al [87], Kusano et al [122] or Díaz et al [62]. They directly
codify the optimization algorithm or use an specific one implemented in the libraries
of a programming language such as MATLAB, Python or C++. In some cases, they
use approximation surfaces of the structural responses, which require a high number
of simulations of the FE model and consequently a high computational effort. Never-
theless the RBDO process is much faster since the RBDO algorithms are applied over
the approximation surface, which is built a priori. In others, they get sequentially the
FE model responses when required for the algorithm throughout the RBDO process.
These techniques may be useful to perform certain optimization cases that are not
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already efficiently implemented in FE commercial codes (complex responses, discrete
design variables, several objective functions, ...), but they may not be as competent
for certain types of optimization problems (linear size, shape or topology optimiza-
tion) whose algorithms are already implemented in commercial software with a high
performance.
The methodology presented in this chapter relies on the decoupled RBDO method
SORA (Du and Chen [55]), which is implemented in an in-house computational code
written in MATLAB (MATLAB [141]) that is combined with external software, prov-
ing to be suitable for performing complex RBDO problems. The choice of a decoupled
RBDO algorithm is based on the lower computational effort that offers when compared
to other methods, since they transform the RBDO problem into a sequence of DO and
RA that are repeated until convergence, and particularly the SORA over other de-
coupled methods mainly for its robustness and accuracy (Aoues and Chateauneuf [9]).
Section 3.2 offers a brief discussion of the potential of the SORA in RBDO problems.
On the other hand, when obtaining the structural responses involve computationally
expensive FE simulations it may cause that the cost of the RBDO is unaffordable. In
these cases, a parallelization of the FE simulations is essential. Fortunately there are
DO and RA methods that are suited for such circumstances, like population-based
methods in the DO (see Section 2.3.4) and stochastic expansion methods in the RA
(see Section 2.2.4). Among the latter, the Polynomial Chaos Expansion (PCE) is se-
lected over others since it offers extra benefits in terms of uncertainty quantification
and requires a relatively low number of samples. Section 3.3 reveals the potential of
implementing the PCE in the RA phase of a RBDO problem.
As a consequence, two novel approaches to perform RBDO on large scale FE models
have been developed. The first one, which is exposed in Section 3.4, is used specifi-
cally in topology optimization problems, although it is applicable to any optimization
problem that can be solved through external software. Reliability-Based Topology
Optimization (RBTO) is a discipline that combines statistical and probabilistic design
methods with topology optimization algorithms. First pieces of research in this disci-
pline used the two level RBDO methods RIA (Enevoldsen and Sorensen [66]) and PMA
(Tu et al [201]) for solving RBTO problems in a variety of scientific disciplines (Maute
and Frangopol [143], Jung and Cho [108] or Kim et al [114]). Then Kharmanda et al
[112] proposed a sequential procedure with three sucessive steps (sensitivity analysis,
reliability index evaluation and deterministic topology optimization) that avoided the
nested optimization loops distinctive of the RIA and PMA. Nowadays a broad set of
RBTO techniques are being developed by several authors (some examples are Dun-
ning et al [58], Li et al [131], Jalalpour et al [104] or Kanakasabai and Dhingra [109]).
However, RBTO has not yet been widely applied to large three-dimensional models
and thus it has not been proven to work for practical engineering cases.
The second RBDO approach, which is explained in Section 3.5, is developed for op-
timization problems that cannot be already solved exclusively through external op-
timization software, either they require the evaluation of complex and computation-
ally expensive structural responses or they require to link several multidisciplinary
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areas or because discrete and mixed design variables are involved. This means that
the traditional algorithms already implemented in external optimization software are
unsuitable or lack enough power to undertake successfully such problems, steering
to a combination of population-based optimization algorithms, stochastic reliability
analysis methods and external software to obtain the structural responses through
FE simulations. However, there are still very few applications of RBDO applied to
industry-like optimization problems with such peculiarities, being some of them pre-
sented in Cid Montoya et al [40] or Papadimitriou and Papadimitriou [157]. At last,
Section 3.6 finishes the chapter drawing some conclusions about the implementation
of the aforementioned methods.
3.2 Potential of the Sequential Optimization and Re-
liability Assessment method in Reliability-Based
Design Optimization
The Sequential Optimization and Reliability Assessment (SORA), which was devel-
oped in Du and Chen [55], is one of the most efficient decoupled RBDO methods since
it offers high robustness, accuracy and ability to deal with complex structural systems
(Aoues and Chateauneuf [9]). This method, which was discussed in Section 2.4.4.1, is
composed by two separate steps that are performed sequentially until convergence, as
exposed in Figure 3.1.
The convergence criterion is defined as the relative difference in the objective function
F within two consecutive iterations, as expressed in Equation 3.3.
FK+1 − FK
FK
≤ ε (3.3)
where K and K + 1 are two consecutive iterations of the RBDO algorithm and ε is
the maximum convergence criterion value. The sequential steps required to perform
the SORA method (sequential deterministic optimization and reliability analysis) are
discussed below:
1. Deterministic Optimization (DO) loop: It aims to obtain the best de-
sign that fulfills the constraints. DO can be performed either with an external
optimization software or with specific algorithms implemented in programming
frameworks such as MATLAB, Python of C++, depending on the optimization
problem. The values of the random variables in the first optimization cycle are
the means of their probability distributions. In the subsequent optimization cy-
cles, the values of the random variables are actualized to the Most Probable
failure Points (MPP) obtained in the corresponding Reliability Analysis (RA)
step.
62 Chapter 3
Initial Design K = 0
Deterministic
Optimization Loop
d∗
Reliability
Analysis Loop
u∗=MPP
Equation 2.35
min F (d,xK) (3.1a)
subject to:
gj(d,xK) ≤ 0 (j = 1, ..., n)(3.1b)
Gi(d,xK) ≥ 0 (i = 1, ...,m) (3.1c)
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min Gi(d∗,u) (3.2a)
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‖ui‖ = βTi (i = 1, ...,m) (3.2b)
Update design
with MPP
Next iteration
K = K + 1
Convergence
in Objective
Function F?
Optimum design
no
yes
Figure 3.1: Flowchart of the decoupled algorithm selected in the RBDO process.
2. Reliability Analysis (RA) loop: It aims to obtain the probability of failure
of the structural system against a determined limit-state. RA is performed us-
ing the Hybrid Mean Value (HMV), which is an efficient inverse MPP search
algorithm (Youn et al [221]). In this research this method is implemented in a
computational code written in MATLAB. The structural responses required by
the HMV algorithm are obtained through a structural analysis of the FE model
that is performed in the same external software selected in the DO phase.
The methodology developed in this research consists of implementing the SORA in an
in-house computational code programmed in MATLAB (MATLAB [141]) that manages
the whole RBDO process. Depending on the type of optimization problem to solve,
two different approaches have been developed focusing on taking profit of the strenghts
and capabilities that the external solvers possess. Figure 3.2 shows a summary of the
frameworks used in these two approaches.
• APPROACH 1: MATLAB+Altair Optistruct. Approach followed for
solving most of the size, shape and topology optimization problems benefiting
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from an external optimization solver. This approach exploits the capabilities of
the external software for solving such deterministic optimization problems.
• APPROACH 2: MATLAB+Abaqus. Approach followed for optimization
problems with discrete or mixed design variables and in general for optimization
problems where the structural responses involved are complex and very expensive
computationally (post-buckling, crashworthiness, aeroelasticity, CFD...).
APPROACH 1 +
In-house
MATLAB codes
Altair Optistruct
Drive SORA method
Reliability
Analysis HMV
Structural Analyses
Deterministic
Optimizations
APPROACH 2 +
In-house
MATLAB codes
Abaqus
Reliability
Analysis HMV
Drive SORA method
Deterministic
Optimizations
Structural Analyses
Figure 3.2: Frameworks of the two RBDO approaches followed in this research
In APPROACH 1, the external optimization software selected is Altair Optistruct
(Optistruct [153]) since it is one of the most widely used optimization framework in
aerospace industry and has significant presence in companies like Airbus (Grihon et al
[76], Krog et al [119]), Boeing (Rao et al [172]) or Bombardier (Buchanan [29]). Altair
Optistruct is highly exploited by these companies in practically all the optimization
phases, but in recent years they strongly focus in topology and shape optimization
problems due to their capability to originate disruptive and unconventional structural
schemes that lead to lighter and more efficient designs, joined with competitive com-
putational times as well as accurate results. Combining shape and topology optimiza-
tion allows to identify the optimum material distribution and additionally smooth the
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shape borders of the structure in order to obtain a ready-to-manufacture component
(Figure 3.3).
Figure 3.3: Combination of topology and shape optimization for an aerospace
component. Image courtesy of Esteq [68]
Given the strengths of Altair Optistruct in such DO problems and its capability to deal
with industry-like FE models, it makes no sense to program the DO algorithm and
therefore the main focus of this approach lies in programming the Reliability Analysis
(RA) phase, the linking between MATLAB and the external optimization software and
the recovery from MATLAB of the structural responses.
On the other hand, APPROACH 2 was developed for optimization problems with dis-
crete or mixed design variables or when the structural responses are obtained from
complex and very costly FE simulations. Here the DO phase is carried out through
optimization algorithms implemented in the MATLAB Optimization Toolbox, which
include both gradient-based and population-based methods. The benefits and draw-
backs of both algorithmic approaches were discussed in Section 2.3.4 and based on
them, APPROACH 2 is based on population-based algorithms due to their paralleliza-
tion capabilities. In this case several costly FE simulations are performed simulta-
neously using Abaqus (Abaqus [1]), one of the main FE solvers used in aerospace
industry. Other major FE solvers such as ANSYS (Ansys [8]), NASTRAN (Nastran
[150]) or Altair RADIOSS (RADIOSS [170]) may also be selected.
It is worth noting that all the MATLAB codes that are mentioned in bold and in quotes
in the following sections (i.e. “MyFunction.m”) are in-house MATLAB scripts pro-
grammed by the author. Section 3.4 and Section 3.5 describe the methodologies that
will later be applied in Chapter 4 - Chapter 6 to a broad set of practical aerospace appli-
cations. All the examples have been performed using the High Performance Computing
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Cluster (HPCC) of the Structural Mechanics Group at the School of Civil Engineering,
which has 768 cores, a physical memory of 1.8 TB and a theoretical peak performance
of 5.1 TFLOP’s, although at the very final stages of this research the number of cores
was increased to 928 and the peak was improved to 7.6 TFLOP’s.
3.3 Potential of the Polynomial Chaos Expansion as
a tool for Reliability Analyisis
Reliability Analysis (RA) predicts the probability of failure of a determined limit-
state of a structure by considering the real distribution functions of the uncertain
data assuming that they are random variables. Several techniques for performing
RA including moment-based methods, sampling methods or approximation techniques
have been described in Choi et al [39], Zhao and Ono [225], Eldred et al [65] or Choi
et al [38].
In this research, the RA phase is carried out through the Hybrid Mean Value (HMV)
algorithm, as exposed in the previous Section 3.2. This algorithm has proven to be
highly efficient and robust (Youn et al [221]) since it can deal with both concave and
convex limit-state functions, as exposed in Section 2.4.2.2. However, the HMV also
presents some drawbacks. The main disadvantage of this algorithm is that requires
to obtain several structural responses at each iteration in order to build both the
limit-state functions Gi and their gradients ∇Gi. In many RBDO problems this is
acceptable since the structural responses required are usually linear or inexpensive FE
analyses.
However, aerospace industry increasingly demands more complex analyses in order to
predict more accurately the structural behaviour, being in some cases these linear or
inexpensive structural analyses insufficient. Thanks to the growing computing power
it is becoming more and more common to perform structural analyses that include
highly non-linear behaviour, such as dynamic analysis, impacts, plastic behavior in
materials, post-buckling analysis, aeroelasticity or fluid-structure interaction. These
types of analyses may require a high computational cost, causing that if they were
performed sequentially either in a DO problem or in the reliability analysis phase the
computational time needed would be unacceptable. In DO problems a strategy used
to address these computational issues is to use population based methods such as GA
due to their parallelization benefits.
Another strategy widely used to overcome the computational difficulties associated
with such problems is based on global approximation techniques also known as surro-
gate models or metamodels (Kriging models, Artificial Neural Networks, Radial Basis
Functions, Polynomial Chaos Expansion or Multivariate Adaptative Regression Splines
are some examples), which are usually applied to practical DO problems. There are
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several studies where different surrogate models are compared for a wide range of ap-
plications (Jin et al [107], Acar and Rais-Rohani [3], Simpson et al [185]). From a
limited number of FE simulation samples they build a metamodel that captures the
behavior of the overall design region. Then the algorithm is performed over the meta-
model instead of running the FE analyses required at each iteration. Some examples
applied to practical aerospace DO problems are presented in Todoroki and Sekishiro
[199], Bisagni and Lanzi [25], Lanzi and Giavotto [124], Irisarri et al [101] or Marín
et al [138], where after building an accurate metamodel a GA is performed over it in
order to obtain the optimum design. One of the main limitations of global approxi-
mation methods is to identify a priori which approximation technique is the best (Jin
et al [107]). Moreover, in some cases the number of FE simulations required to ensure
a good approximation can be extremely high and therefore the computational effort
savings with respect to perform the DO problem using GA obtaining the responses
through FE analyses is reduced.
In this section, the idea exposed above is applied to the RA phase of the RBDO prob-
lem. Instead of performing the HMV algorithm obtaining the structural responses
sequentially through FE simulations, it is performed over an approximation surface
that is built previously. Hence the HMV gets the structural responses required to
calculate both the limit-state functions Gi and their gradients ∇Gi from the meta-
model instead of from FE analyses, making the algorithm much faster. Nonetheless
an accurate metamodel will demand a smart sampling of several FE analysis, which
should be performed in parallel in a HPC environment. The sampling scheme selected
is the Latin Hypercube Sampling (LHS) since it is less expensive computationally
than Monte Carlo Simulation (MCS) and assures that regions with low probability are
represented.
To build the surrogate model, among the metamodelling techniques presented in Sec-
tion 2.2.5, a very good choice is the Polynomial Chaos Expansion (PCE) since the
surrogate model needs to represent adequately the responses in a probabilistic analy-
sis and the PCE has the capability of quantifying uncertainty in a structural system.
In addition, PCE requires a relatively small number of samples compared with other
methods (Choi et al [38]) and according to Jin et al [107] polynomial regressions
behave better than other metamodelling techniques for noisy responses. The PCE
benefits from orthogonality properties that greatly simplify the procedure to evalu-
ate the statistical moments (Choi et al [39]). Moreover, the weighting functions of
these orthogonal polynomials correspond to the Probability Density Functions (PDF)
of several well-known distributions (Table 3.1), which helps when dealing with random
variables that are not normally distributed. The application of PCE to structural
engineering is detailed in several researchs like Choi et al [38], Eldred [64] or Hu and
Youn [92].
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Table 3.1: Correspondence between orthogonal polynomials and PDF
Orthogonal polynomial PDF Support range
Hermite Normal (−∞,+∞)
Legendre Uniform (a,b)
Laguerre Exponential (0,+∞)
Jacobi Beta (a,b)
3.4 Implementation of the methodology for size, shape
and topology RBDO problems
This section focuses in the implementation of the former approach described in Sec-
tion 3.2 (APPROACH 1: MATLAB+Altair Optistruct). As exposed there, the
main code that manages the whole RBDO problem is written in MATLAB. Before
starting with the two phases of the SORA method (DO and RA), the main code de-
fines certain settings of the RBDO problem, such as the number of deterministic and
probabilistic constraints (n and m) as well as their bounds, the tolerances of the con-
vergence criteria ε, the finite difference factor h, the target reliability index βT or the
number of random variables nRand with their mean and standard deviation values (µ
and σ). Hereinafter the implementation of the DO and RA phases is deepen.
3.4.1 Implementation of the Deterministic Optimization phase
The deterministic optimization phase is carried out directly in Altair Optistruct, taking
advantage of the highly efficient algorithms implemented on it. This software allows
to optimize accurately complex engineering structures in competitive computational
times by building intermediate approximation models that speed up the optimization
process. Moreover, they can deal with a large number of design variables and have
proven to be suitable for industry-like optimization problems. The FE models in Altair
Optistruct have the extension .fem. Altair Optistruct is based on NASTRAN language,
and therefore the structure of the code is quite similar, being divided in three different
sections:
1. I/O Options Sections. This section manages the general options of the anal-
ysis or optimization, such as the type, format and frequency of the output, the
type or run, etc.
2. Subcase Information Section. This section contains specific information
about the subcases of the analysis or optimization process, such as the boundary
conditions and loads applied in each subcase. It also defines the type of analysis
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required (linear static, modal, buckling, frequency response...). In an optimiza-
tion process it also contains information about the structural responses that are
defined as objective function and constraints.
3. Bulk Data Section. This section contains all the information about the FE
model (grids, elements, nodes, coordinate systems, loads, materials and bound-
ary conditions). It also defines the elements required to build the optimization
problem such as design variables, structural responses, constraints and the rela-
tionship between the design variables and the properties of the FE model. The
Bulk Data Section allows to separate all this information in different text files
or “include files” that are called by the main NASTRAN file, making easier to
manage the information that is susceptible of suffering variations or merely to
facilitate the organization of the FE model.
The first cycle of the RBDO problem uses the mean values of the random variables
as the MPP, as well as the optimization parameters desired in the optimization pro-
cess. This is done in MATLAB by creating strings containing such information that is
printed later in separate text files. In this research two different types of “include files”
are used, one including the information of the optimization parameters and others
with the updated information of the random variables. The optimization parame-
ters such as the maximum number of iterations, tolerance requirements or the initial
fractional move for the design variables are included in an “include file” denoted as
“IncludeParams.txt”. The random variables can be stored in a single or in separate
“include files”, depending on their nature. In this research the random variables con-
sidered are the loads and material properties, therefore there are two different files that
are denoted as “IncludeLoads.txt” and “IncludeMaterials.txt”, one for each type of
random variable. Other properties such as geometry dimensions might be considered
as random variables, but given the reasonably high quality of the manufacturing pro-
cesses in aerospace industry they tend to be less important in RBDO problems as their
reduced uncertainty would probably lead to low effects in the performance functions.
Moreover in size and shape optimization problems geometry dimensions are somehow
considered as design variables.
The static loads in Altair Optistruct (Li) are defined as concentrated forces, moments
or pressures and afterwards are collected in a LOAD card P, which defines a linear
combination of loads that is applied to a specific subcase through the expression:
P = S
n∑
i=1
SiLi (3.4)
where S is the global scale factor and Si are the scale factors for each Li. On the other
hand, the materials definition requires the mechanical properties such as the Young’s
module E, shear module G, Poisson’s ration ν or mass density ρ. An example of the
cards modified in Altair Optistruct files is presented below:
3.4 Implementation of the SORA for size, shape and topology RBDO problems 69
• LOAD,100,1,1.0,10,1.0,20,1.0,30
• MAT1,200,74000.0,27000,0.3,2.81e-9
where the fields bolded are the true random variables of the problem and therefore the
parameters that vary from one to another DO step.
The steps required to perform the deterministic optimization following this approach
are written in a MATLAB code denoted as “Optistruct-Optimization.m”. The first
step is to modify the values of the random variables and optimization parameters in
their respectively text files. Afterwards Altair Optistruct is executed in the HPCC
thanks to the system statement in MATLAB, which calls the GNU system command
qsub in order to run the Altair Optistruct job in the HPCC queue, whose information
is included in a text file denoted as lanzador-optistruct. Therefore the statement used
to call Altair Optistruct from MATLAB is:
“system (qsub lanzador-optistruct)”
The text file lanzador-optistruct includes information about the name of the job, num-
ber of cores, amount of memory and the node of the HPCC where the user wants to
run the job. Moreover, it gives an unique ID to each job and contains the GNU system
order to execute the optimization in Altair Optistruct, which is:
“optistruct FILENAME.fem -outfile FILENAME-jobID.out”
where FILENAME denotes the name of the job and jobID is the unique ID of the job in
the HPCC queue system. The code “Optistruct-Optimization.m” needs to manage
the start and end of each optimization run, as well as sleep during the time the job is
running. This is done through the creation of temporary files that are automatically
deleted when the external code finishes the optimization process.
Then the code retrieves from the output file .out the values of the objective function,
constraints and number of iterations, and writes them in separate text files. This infor-
mation will be useful in further steps of the RA loop. Figure 3.4 shows a flowchart that
details the steps followed by the code “Optistruct-Optimization.m” to manage a de-
terministic optimization that is performed in an external software (Altair Optistruct).
3.4.2 Implementation of the Reliability Analysis phase
This subsection includes the steps required to carry out the RA loop. In this research
the RA is solved through the HMV algorithm, which was presented in the explana-
tion of the PMA in Section 2.4.2. This algorithm obtains the MPP of the structure
for a given limit-state, which will take part in the next deterministic optimization
cycle. The HMV algorithm is implemented in MATLAB in a function denoted as
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Figure 3.4: Flowchart of the steps followed in the deterministic optimization using
a MATLAB code and Altair Optistruct.
“ReliabilityAnalysisHMV.m”. As exposed in Section 2.4.2, the first step of this
function is to transform the random variables x to the uncorrelated normalized u-
space throughout the general transformation u = T (x). When the random variables
are Gaussian, this transformation is expressed as Equation 2.11. Otherwise they are
previously converted into equivalent normal distributions through the “equivalent nor-
mal distribution” described in Equation 2.14 of Section 2.2.2.
In the first iteration of the HMV algorithm (k = 0), the value of the random vari-
ables is their mean value (x = µx), hence according to Equation 2.11 u0 = 0. Then
the structural responses required to build the limit-state function G(uk) are obtained
through FE simulations of the optimum design derived from the previous DO phase.
These FE analyses are performed through the same external software than in the DO
phase. It is noteworthy that obtaining the structural responses from these external
solvers require that the random variables are re-converted to the original x-space and
consequently every time the external software is called from MATLAB the random
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variables need to be defined in the x-space, obtaining G(xk). However, since each
value of uk corresponds to a unique value of xk, G(uk) = G(xk).
The MATLAB code written to evaluate both G and ∇G from the HMV algorithm is
denoted as “Optistruct-Analysis.m”, where Altair Optistruct is called through the
GNU system command qsub to provide the structural responses of the previous DO
design. All the relevant information regarding the DO design, i.e. the values of the
optimal design variables, is contained in a file generated by Altair Optistruct after
the optimization process with extension .sh. In this sense, the instruction to execute
Altair Optistruct included in the lanzador-optistruct file is modified as follows:
“optistruct FILENAME.fem -restart FILENAME-jobID.sh”
in order to add the information of the previous DO design included in the .sh file.
The structural responses are retrieved as exposed in the DO phase, and once that
information is obtained the output files generated by Altair Optistruct are removed
since they occupy a large storage space. Once the structural responses are obtained, the
next step is to build the limit-state function G(uk) = G(xk). Afterwards the gradients
with respect to the random variables ∇uG(uk) are evaluated. Since the evaluation of
the structural responses requires that the random variables are in the x-space, it is
necessary to apply the chain rule as follows:
∇uG(ui,k) = dG
dui,k
=
dG
dxi,k
· dxi,k
dui,k
(3.5)
From Equation 2.11 it can be extracted that dx/du = σx. The gradients are obtained
through a forward finite difference process, hence the expression used to obtain the
gradient of the limit-state function with respect to the i-esime random variable in the
k-esime iteration is:
dG
dui,k
=
dG
dxi,k
· σi,k ' G(xi,k + h)−G(xi,k)
h
· σi,k (3.6)
As exposed in Equation 3.6 the finite difference proces requires several evaluations of
the optimal structure after slight perturbations of the random variables, G(xi,k +
h) and G(xi,k), where h is the step size. These evaluations are also carried out
through structural analyses that are run sequentially through the MATLAB code
“Optistruct-Analysis.m”, being this operation performed as many times as random
variables are considered in the problem.
The gradients are necessary to obtain the components of the normalized steepest di-
rection αi,k at the current value of ui,k, which is defined as:
αi,k = − ∇uG(ui,k)‖∇uG(ui,k)‖ (3.7)
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During the three first iterations of the HMV loop implemented in the MATLAB code
“ReliabilityAnalysisHMV.m”, the next point of the algorithm uk+1 is obtained
through the AMV algorithm as follows:
ui,k+1 = β
T · αi,k (3.8)
where βT is the target reliability index imposed in the RBDO problem. From the fourth
iteration, if the algorithm does not converge it is neccesary to distinguish whether the
limit-state function is concave or convex in that particular point uk. This is done
through the expression:
ξ = (αi,k − αi,k−1) · (αi,k−1 − αi,k−2) (3.9)
If ξ > 0, the limit-state function is convex and the next point uk+1 is obtained through
Equation 3.10, whereas if ξ < 0 it is concave and uk+1 is obtained as follows:
ui,k+1 = β
T · αi,k + αi,k−1 + αi,k−2‖αi,k + αi,k−1 + αi,k−2‖ (3.10)
Moreover, the HMV performs an extra step that consists of obtaining the value of the
reliability index βk at each iteration of the loop, which is obtained as βk = ||uk||. The
HMV algorithm has two convergence criteria, one for the relative difference between
two consecutive values of the limit-state function and other for the difference between
the target reliability index βT and the reliability index obtained at each iteration of
the RA loop βk. These conditions are written mathematically as:
G(uk+1)−G(uk)
G(uk)
< ε (3.11a)
βT − βk = βT − ||uk|| < ε (3.11b)
where the value of ε is set to 0.01. The first criterion assures that the value of the limit-
state function G converges, while the second guarantees that the method converges
to a MPP u∗ that is located at a distance βT of the limit-state function, as imposed
in the RBDO problem. Both criteria must be reached in order to stop the algorithm,
because if the latter stopping criteria is missed, the algorithm might jump to design
points u1 or u2 that are on the limit-state function G = 0 but at a distance different
than βT, as exposed in Figure 3.5.
These steps are carried out for a single limit-state function G. If the problem has
multiple limit-state functions (G1, G2, ..., Gn), the HMV algorithm is performed as
many times as limit-state functions exist, one per limit-state function. The flowchart
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Figure 3.5: Possible behavior of the algorithm if the stopping criteria βT−||u|| < 
is missed.
showing the steps followed by the “ReliabilityAnalysisHMV.m” code are displayed
in Figure 3.6.
To summarize, the flowchart containing all the steps followed by the methodology
exposed in this section when the DO phase is carried out through Altair Optistruct is
presented in Figure 3.7.
3.5 Implementation of the methodology for optimiza-
tion problems with discrete design variables or
complex responses
This section focuses on the implementation of the second approach (APPROACH
2: MATLAB+Abaqus) described in Section 3.2. The main code that drives the
SORA algorithm includes the same preliminary settings than in Section 3.4. From
now on the implementation of the DO and RA phases is explained thoroughly. In this
approach the DO is solved using population based algorithms, concretely GA, while
the RA is carried out benefiting from a PCE based metamodel over which the HMV
algorithm is applied.
3.5.1 Implementation of the Deterministic Optimization phase
The deterministic optimization is driven by algorithms implemented internally in the
MATLAB Optimization Toolbox. This toolbox includes a broad set of methods able to
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Figure 3.6: Steps followed by the “ReliabilityAnalysisHMV.m” code.
solve nonlinear optimization problems, including gradient-based, Genetic Algorithms
(GA), Particle Swarm Optimization (PSO) or Simulated Annealing (SA) algorithms.
Here the objective function and constraints values are obtained from FE analyses that
are carried out in commercial structural analysis softwares. The external software
selected for this approach is Abaqus (Abaqus [1]) because it is widely used in industry
for complex nonlinear simulations and benefits from handling scripts written in Python
as input data, causing that the FE model can be easily parameterized. However, other
FE packages can be chosen in a similar way that will be exposed.
The first step is similar to the previous approach and consists of setting the optimiza-
tion parameters and defining the initial design in the main code, where the design
variables are set to their initial values and the random variables are the mean values
of their respective random distributions. Afterwards the main code uses the selected
optimization algorithm of the MATLAB Optimization Toolbox, which evaluates both
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Figure 3.7: Flowchart of the proposed methodology when the DO phase is per-
formed with Altair Optistruct.
the objective function and design constraints in order to move to the next iteration
r+1 giving a vector with the values of the updated design variables dr+1. This requires
to perform structural analyses in Abaqus and then retrieve the structural responses,
being both actions managed through the MATLAB code “Abaqus-Analysis.m”. In
this function, the .py file that containts the FE model is modified with the updated
values of the design variables that are provided by the MATLAB optimization algo-
rithm. The modification of the file is done by creating strings in MATLAB containing
such information and printing them in the .py file using a procedure similar to the
applied in the previous approach. If the algorithm that drives the optimization is a
gradient-based method, MATLAB is unable to parallelize the internal evaluations of
the objective function and constraints in order to perform the finite differences and
move along the next design point. Consequently the MATLAB code has to run se-
quentially each FE analysis in the HPCC queue through the GNU system command
qsub in a similar manner to the approach described above:
“system (qsub lanzador-abaqus)”
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In the text file “lanzador-abaqus” there is the same information than in the “lanzador-optistruct”
file. The order used to execute Abaqus is:
“abq6142 cae noGUI=FILENAME.py”
As exposed in the previous approach, MATLAB needs to create a temporary file to
manage the start and end of each job and sleep during the FE run. Once the FE
analysis is completed, it is necessary to retrieve the values of the objective function
and constraints in order to obtain the next design point through the optimization
algorithm of the MATLAB Optimization Toolbox. In Abaqus, the .py files give direct
access to the .odb results files and hence the order of printing the values of the objective
function and constraints in text files is written directly in the .py file, not in MATLAB
like in the previous approach.
Since the target is to apply this methodology to problems with complex and very
expensive responses and MATLAB does not allow to parallelize the internal evaluations
of the gradient-based optimization methods, the algorithm that drives the DO phase
is a population based method due to the inherent parallelization capabilities that they
have. The method selected is a Genetic Algorithm (GA) included in the MATLAB
Optimization Toolbox (internal MATLAB function ga), since they have proven to
be suitable for certain types of optimization problems (i.e. when discrete or mixed
design variables are involved or computationally expensive responses are required, see
Section 3.2).
When GA are used, MATLAB needs to run and manage several jobs that are performed
simultaneously and in parallel in the HPCC. In such cases the GA gives a (Np × nd)
matrix denoted as X, where Np is the number of individuals of the population and
nd is the number of design variables of the optimization problem. Hence each row
i = 1, ..., Np of X is a vector containing the updated values of the design variables
dr+1 of an individual, namely an offspring chromosome obtained through crossover,
mutation or selection.
The main MATLAB code initiates a loop for in order to create Np folders, where the
information relative to each individual is stored. In the r-esime iteration of the GA the
main MATLAB code creates the folder “Folder i” and places inside it the .py file with
the FE model corresponding to the i-esime individual (“Job-i.py”), which contains
the values dr+1. Then it runs the FE analysis of “Job-i.py” through the MATLAB
code “Abaqus-ParAnalysis.m”. In such function the files generated to manage the
run lanzador-abaqus have a sufix with the unique ID of the job (lanzador-abaqus-jobID)
which identifies the job in the HPCC queue. The jobs are executed through the system
command qsub. The sequence of steps of the loop for going from 1 to Np are presented
below:
1. Create Folder i.
2. Print in the .py file the updated values of design variables dr+1.
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3. Rename .py file as “Job-i.py” and copy to Folder i.
4. Run “Job-i.py” through “system (qsub lanzador-abaqus-jobID)”
where i is the ith individual out of Np. During the jobs running, the MATLAB code
creates a temporary file associated to each job that is deleted automatically at the end
of the process, allowing to know the exact moment when the analysis is completed.
When all the parallel runs finish, the function “Abaqus-ParAnalysis.m” retrieves
the values of the objective function and constraints of all individuals and stores them
in the MATLAB variables f and c in order to rank the population, continue with the
optimization algorithm and generate the next population. This iterative process is
repeated until convergence of the algorithm. The steps followed by the GA, which is
guided by the internal MATLAB code ga, are displayed in Figure 3.8.
Set random variable values
x0 = µx
Set design variable
values (r = 0)
dr
Set optimization parameters
Create a folder for each in-
dividual and move .py file
Print up ated d sign
variables on .py file
Run parallel FE analyses
in Abaqus using qsub
Folder 1 → Job-1.py
Folder 2 → Job-2.py
... i
Folder Np → Job-Np.py
Create temporary files
to manage start and
end of each FE run
Retrieve outputs from
.odb results and print
in separate text files
Folder 1 → Job-1.odb
Folder 2 → Job-2.odb
... i
Folder Np → Job-Np.odb
ObjFunction.txt Constraints.txt
Evaluate Objective
Function and Constraints
Convergence?
Final design d∗, x0
r = r + 1
Optimization algorithm
dr
“Abaqus-ParAnalysis.m”
yes
no
Figure 3.8: Flowchart of the steps followed in a genetic algorithm for deterministic
optimization.
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3.5.2 Implementation of the Reliability Analysis phase
3.5.2.1 Mathematical formulation of the Polynomial Chaos Expansion
The original Hermite polynomial chaos technique was derived in the work of Wiener
[211] for the spectral representation of stochastic responses in terms of Gaussian ran-
dom variables. Later, other researchers (Askey and Wilson [13] or Xiu and Karniadakis
[215]) extended the method to other non-Gaussian random variables (uniform, beta,
exponential...) deriving the family of hypergeometrical orthogonal polynomials (Leg-
endre, Jacobi, Laguerre...) known as the Askey scheme, for which the Hermite poly-
nomials are a subset. This subsection will focus on the formulation of the Polynomial
Chaos Expansion (PCE) for Gaussian random variables. For other random distri-
butions, the Hermite polynomials should be replaced for their respective orthogonal
polynomials, presented in Table 3.1.
In the finite dimensional random space Γ, the Hermite PCE for a response R is an
infinite polynomial expansion which in practice is truncated at a finite expansion order
P as follows:
R ∼=
P∑
k=0
bk ·Ψk(u) (3.12)
where bk are unknown coefficients and Ψk are the Hermite polynomials evaluated in the
normalized random variables vector u. Usually, Ψk(u) are multivariate polynomials
that involve products of the one-dimensional polynomials ψi(uj), where i is the order
of the polynomial ψ and uj is the j component of the vector u. Hence the expansion
includes a complete basis of polynomials up to a fixed total-order specification P . The
one-dimensional Hermite polynomials ψi(u) are generally defined as:
ψi(u) = (−1)i · [φ(i)(u)/φ(u)] (3.13)
where φ(i)(u) is the ith derivative of the PDF of the Normal distribution N(0, 1),
expressed as:
φ(u) = (1/
√
2pi)exp(−u2/2) (3.14)
From Equation 3.13 the set of the ith order one-dimensional Hermite polynomials can
be easily derived as:
{ψi(u)} =
{
1, u, u2 − 1, u3 − 3u, u4 − 6u2 + 3, u5 − 10u3 + 15u, ...} (3.15)
As an example, the multidimensional basis polynomials for a second-order expansion
over two random dimensions are:
Ψ0(u) = ψ0(u1) · ψ0(u2) = 1 · 1 = 1
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Ψ1(u) = ψ1(u1) · ψ0(u2) = u1 · 1 = u1
Ψ2(u) = ψ0(u1) · ψ1(u2) = 1 · u2 = u2
Ψ3(u) = ψ2(u1) · ψ0(u2) = (u21 − 1) · 1 = u21 − 1
Ψ4(u) = ψ0(u1) · ψ2(u2) = 1 · (u22 − 1) = u22 − 1
Ψ5(u) = ψ1(u1) · ψ1(u2) = u1 · u2 = u1u2
The total number of coefficients Nc of the polynomial expansion of Equation 3.13 is
given by:
Nc =
(n+ p)!
n!p!
(3.16)
where n is the number of random variables and p is the maximum order of the one-
dimensional Hermite polynomials ψ. From this expression it can be noted that in-
creasing the number of random variables or the order of the polynomial will cause
a substantial grow in the number of terms Nc of the PCE. Hence this will imply an
appreciable increase in the sample size and consequently in the computational bur-
den associated for complex analyses. Therefore it is important to select carefully the
random variables involved in order to spend a reasonable computational time.
There are several ways to estimate the unknown coefficients bi of the PCE, for in-
stance random sampling, tensor-product quadrature, Smolyak sparse grids or regres-
sion models. The first three approaches are spectral projection methods that consist
of projecting the responses against each basis function using inner products, employ-
ing the orthogonal properties to extract the coefficients as a non-intrusive approach.
Multiplying both sides of Equation 3.12 by Ψj(u) and taking the expected values 〈·〉,
the following equation can be obtained:
〈R ·Ψj(u)〉 =
〈 ∞∑
k=0
bkΨk(u)Ψj(u)
〉
(3.17)
Due to the orthogonality properties of the PCE, the coefficients can be obtained as:
bk =
〈R ·Ψk(u)〉
〈Ψ2k(u)〉
(3.18)
From this expression, the denominator is evaluated analytically while the numerator
requires a multi-dimensional integration, which can be accomplished through random
sampling (Field [71]), Gaussian quadrature (Le Maître et al [126], Le Maître et al
[127]) or Smolyak sparse grids (Smolyak [188], Barthelmann et al [19]).
On the other hand, regression models (also known as stochastic response surfaces) may
also be chosen. The order of the p polynomial expansion presented in Equation 3.12
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can be expressed in matrix notation for Ns samples as follows:
R = Ψb + e (3.19)
where:
R =

R1
R2
...
RNs
 ,Ψ =

1 Ψ1(u1) . . . Ψp(u1)
1 Ψ1(u2) . . . Ψp(u2)
...
... . . .
...
1 Ψ1(un) . . . Ψp(uNs)
 ,b =

b1
b2
...
bNs
 , e =

e1
e2
...
eNs
 (3.20)
and being e the residuals. Usually, linear regression models use the method of least
squares to obtain the unknown coefficients:
b = (ΨTΨ)−1ΨTR (3.21)
Once the coefficients are obtained, the fitted model R̂ and the residuals can be ex-
pressed as:
R̂ = Ψb e = R− R̂ (3.22)
The set of Ns responses R required to obtain the unknown coefficients b are obtained
through a LHS that requires the same number of FE simulations. The LHS is the
sampling scheme selected since it is more efficient than the MCS method, and its
steps are exposed in Section 2.2.4. The number of input points Ns must be higher
than the number of unknown coefficients Nc, and depending on the complexitiy of
the response the advisable number of samples may fluctuate (i.e. Hosder et al [90]
recommends Ns = 2 · Nc). From this paragraph and Equation 3.16 two conclusions
can be extracted:
1. Each particular problem can be susceptible of a study aimed to determine the
number of sample points needed.
2. An increase in the number of coefficients Nc, caused either for an increment in
the number of random variables n or for raising the order of the PCE p, will
imply a significant increase in the sample size Ns.
Therefore it is important to identify carefully the random variables that most affect
the structural responses in order to spend a reasonable computational time to build
the PCE-LHS based metamodel. Once the fitted model R̂ is obtained, the first and
second order statistical moments (mean and variance) of the structural response can
be obtained as follows:
〈R〉 = µR = b0 var(R) = σ2R =
Nc−1∑
i=1
〈Ψ2i 〉b2i (3.23)
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3.5.2.2 Fitness of the Metamodel
The coefficients bk and the Hermite polynomials Ψk define a general polynomial ex-
pansion that aims to represent faithfully the structural responses R anywhere in the
domain of study, or in other words, a metamodel which must be very precise in order
to be realistic. However, the accuracy of the expansion is not automatic, either by
an insufficient number of samplings or because the order or the expansion is not the
appropiate for that particular case.
Metamodel fitness must be checked in each particular problem to ensure the accuracy
of the approximation (Corman and German [41]). For PCE-based metamodels, it
is usual that the test of significance of the regression is performed through ANOVA
(ANalysis Of VAriance, described in Draper and Smith [53], Montgomery and Peck
[148] or Choi et al [39]). The ANOVA test is usually summarized in a table similar to
Table 3.2, where SSt, SSr and SSe are given by:
SSt = RT ·R SSr = R̂
T · R̂ SSe = eT · e (3.24)
Table 3.2: ANOVA table for test of signification
Source of Sum of Degrees of Mean
variance squares freedom square F0
Total Regression SSr dfr = Nc MSr = SSr/dfr MSr/MSe
Coeff. of the Reg. SSc dfc = 1 MSc = SSc/dfc MSc/MSe
Residuals SSe dfe = Ns −Nc − 1 MSe = SSe/dfe
Total SSt dft = Ns − 1
The test statistic F0 shows if a coefficient has a significant effect on the regression
model. If the value of F0 is larger than the F statistic, F0 > Fα,1,dfe, then the coefficient
has a significant effect on the regression model. In Fα,1,dfe, α denotes the 100(1−α)th
percentile of the “F distribution” and dfe indicates the degrees of freedom of the error
in the regression. The tables of this distribution with percentiles of α 0.01 and 0.05
can be found in the Section A of this document. Usually a graphical plot of the fitted
values R̂ vs the values obtained from the FE simulations R can help to evaluate the
model accuracy. If the metamodel accuracy is not sufficient, the procedure would be
to increment the order p of the PCE, which involves to re-build the metamodel using
a higher number of sample points Ns.
In this study the metamodel accuracy is assessed through ANOVA and in addition
through two well-known statistical metrics as the R2 (coefficient of determination)
and the RMSE (root mean square error). The R2 is a statistic that applies a penalty
for the sum of squares of error in the regression in relation to the sum of squares of
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the response distribution, as exposed in Equation 3.25:
R2 = 1−
∑Ns
i=1(Ri − R̂i)2∑Ns
i=1(Ri −Ri)2
(3.25)
where Ri is the i-esime real response point obtained from the FE simulation, R̂ is the
i-esime response point obtained from the PCE-based regression and R is the mean of
all the sample response points. Therefore the range of R2 is (−∞, 1], where the value
of 1 denotes a perfect fit with no deviation between the predicted and real values of
the response. The larger the R2 estimator becomes, the better the accuracy of the
metamodel is. For complex engineering models where the behaviour of the structure
can be highly nonlinear, it can be accepted that the regression is accurate enough when
the values of R2 are over 0.9.
On the other hand, the RMSE is the standard deviation of the residual distribu-
tion providing an idea of the scale error of the distribution and is inversely correlated
with R2. Thus the minimization of the RMSE, whose formulation is shown in Equa-
tion 3.26, is related to the best-fit regression:
RMSE =
√√√√ 1
Ns
Ns∑
i=1
(
Ri − R̂i
σR
)2 (3.26)
where σR is the standard deviation of the response random distribution.
3.5.2.3 MATLAB implementation
This section describes the implementation of the PCE methodology formulated in
Section 3.5.2.1 in the MATLAB code “RelAnalysisHMV-PCE.m”. As exposed
previously, the SORA consists of solving iteratively a DO followed by a RA. The PCE
will be implemented in the RA phase, particularly before the execution of the HMV
algorithm. The idea is to build a surrogate model that approximates the limit-state
functions Gi depending on the random variable values and use it when the HMV
requires the evaluation of G(uk) and ∇uG(uk) to obtain the MPP as indicated in
Section 2.4.2.2.
When the DO phase of the SORA is finished, the LHS of the random variables is
performed through the MATLAB command lhsnorm(µ, σ,Ns), where µ and σ are the
mean and standard deviation values of the Gaussian random variables x and Ns is the
number of samples. The input points obtained from the LHS are stored in a (Ns×nr)
matrix denoted as Xsampl, where the number of rows Ns is the number of samples
and the number of columns nr the number of random variables. When the random
variables are not Gaussian, the one-dimensional polynomials selected to construct the
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PCE cannot be Hermite polynomials ψ. Instead they must be the ones presented in
Table 3.1 depending on the random distribution considered. After the sampling, the
matrix of input random variablesXsampl is transformed to the matrix of normalized and
uncorrelated variables Usampl through the general Rosenblatt tranformation u = T (x)
for two reasons:
1. The HMV algorithm requires working with standarized variables for obtaining
the limit-state function G(u).
2. It is easier to built the one-dimensional polynomials ψ(u) through Equation 3.13
if the random variabless follow a standarized probabilistic distribution.
The next step is to obtain the structural responses of all the sample points. This task
is easily parallelizable and allows to exploit the potential of the HPCC in a similar
way that was exposed in Section 3.5.1 when the algorithm that drives the DO is a
population based method. In this sense, each row of Xsampl contains the informa-
tion of a single sample, so “Abaqus-ParAnalysis.m” creates Ns folders through a
for loop and the GNU system command mkdir. Afterwards it prints each row of the
matrix in a .py file that contains the FE model and which is moved to the correspond-
ing folder, having at the end a number Ns of .py files placed each one in a different
folder. Then the FE analyses are executed simultaneously through the system com-
mand “qsub lanzador-abaqus-jobID”, where jobID denotes the unique identifier to the
file that manages the task running lanzador-abaqus. The steps followed within the for
loop going from 1 to Ns are presented below:
1. Create Folder i.
2. Print in the .py file the values of random variables stored in Xsampl.
3. Rename .py file as “Job-i.py” and copy to Folder i.
4. Run “Job-i.py” through “system (qsub lanzador-abaqus-jobID)”
The responses of each sample are retrieved to the file “Samples.txt”. They are read by
MATLAB and stored in a single-column vector Ysampl with Ns rows.
Having Xsampl, Usampl and Ysampl allows to build a PCE of the form Equation 3.12
and obtain the unknown coefficients bi. In the polynomial expansion implemented in
MATLAB, Ysampl represent the real responses R and Usampl are utilized to construct
the Hermite polynomials Ψ. All these steps are carried out through the MATLAB
code “Regress-CoeffPCE.m”, which requires as an input the order p of the PCE
and the number of samples Ns, and whose steps are detailed below.
First, a 3-D matrix of dimensions (Ns×(p+1)×nr) designated asHerm is constructed
(Figure 3.9), where Ns is the number of sample points, p is the maximum order of the
one-dimensional Hermite polynomial ψi(ui) and nr is the number of random variables.
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This means that Herm contains in each horizontal layer (plane xz) the values of the
one-dimensional polynomials ψi from order “0” to “p” (ψ0, ψ1, ..., ψp) evaluated in the
standarized random variables u (u1, u2, ..., unr), and the y dimension corresponds to
the number of samples. A representation of the 3-D matrix Herm and one of single
horizontal layers are presented in Figure 3.9.
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Figure 3.9: Representation of the 3-D matrix Herm
Afterwards, the i order one-dimensional Hermite polynomials evaluated in each random
variable ψi(uj) are combined as presented in Section 3.5.2.1 in order to build the
k multidimensional Hermite polynomials Ψk required and store them in 2-D matrix
denoted as Xmatrix. The number of Ψ is the same as unknown coefficients in the
regression Nc, which is obtained through Equation 3.16 and thereby the dimensions of
Xmatrix are (Ns × Nc). For example, in a second-order PCE (p = 2) for two random
variables (nr = 2) whose number of terms is 6, each row of the Xmatrix is created as
exposed in Figure 3.10.
For higher order PCE or more random variables, the number of terms of the PCE
increases a lot. Hence the combinations of the one-dimensional ψi(uj) in order to create
the multivariate Ψk(u) become more complex. In this cases it is necessary to apply
combinatorial operators such as combinations or permutations that are established in
MATLAB using the command nchoosek(u, k), which returns a matrix containing all
the possible combinations of the elements of vector u taken k at a time. The matrix
has k columns and nr!
(nr−k)!k! rows, being nr the length of u.
The last step is to obtain the regression coefficients bk through linear regression models.
This can be done as exposed in Equation 3.21 or using the MATLAB internal function
LinearModel.fit. The latter provides, besides the coefficients, further interesting
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Ψ0(u) Ψ1(u) Ψ2(u) Ψ3(u) Ψ4(u) Ψ5(u)
ψ0(u1)ψ0(u2) = 1
ψ1(u1)ψ0(u2) = u1
ψ0(u1)ψ1(u2) = u2
ψ2(u1)ψ0(u2) = u
2
1 − 1
ψ0(u1)ψ2(u2) = u
2
2 − 1
ψ1(u1)ψ1(u2) = u1u2
Figure 3.10: Creation of a generic row of Xmatrix.
information about the regression model, which is stored in a MATLAB structure. The
unknown coefficients are stored in a vector denoted as RCoeff. Finally, the fitted
model R̂ is computed as Equation 3.22, obtaining Yregres as:
Yregres = Xmatrix ×RCoeff (3.27)
Afterwards, the main MATLAB code assess the accuracy of Yregres against the real
responses Ysample through the ANOVA table and the statistical estimators R2 and
RMSE explained in Section 3.5.2.2. All of them have been implemented in the main
code, but can be obtained as well from LinearModel.fit. If the R2 estimator is not
accurate enough (less than 0.9) or the ANOVA table evidences that all the coefficients
of the regression are significant (F0 > Fα,1,dfe), the regression model is re-built increas-
ing the order of the PCE expansion as exposed in the flowchart of Figure 3.11. The
sequence of steps required to build the polynomial expansion is detailed below:
1. Determine the order of the PCE.
2. Select experimental designs using a LHS sheme.
3. Perform the transformation of the random variables Xsample → Usample.
4. Obtain system responses Ysample at each design point through FE simulations.
5. Build a surrogate model Yregres using the PCE.
6. Assess the accuracy of the metamodel through ANOVA, R2 and RMSE.
7. If the accuracy of the metamodel is enough, stop. Otherwise, increase the order
of the PCE and return to step 2.
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Figure 3.11: Steps required to build the metamodel.
Once the polynomial expansion is built up and the accuracy of the metamodel is
proven, the RA is carried out through the HMV algorithm, which is implemented in
the MATLAB code “HMV-PCE.m”. The steps followed by “HMV-PCE.m” are
the same than in “ReliabilityAnalysisHMV.m”. The only difference lies in the
calculation of the derivatives ∇uG(uk) in the k iteration. In this case, instead of
performing a finite difference process, they are obtained analytically by differentiating
the polynomial expansion R̂ respect to the uncorrelated random variables u (dR̂/du).
This is achieved by obtaining the set of derivatives of the ith order one-dimensional
Hermite polynomials presented in Equation 3.15.{
dψi(u)
du
}
=
{
0, 1, 2u, 3u2 − 3, 4u3 − 12u, 5u4 − 30u2 + 15, ...} (3.28)
3.5 Implementation of the SORA for RBDO problems with complex responses 87
The derivatives with respect to each ui are evaluated at each sample and combined in a
similar way than in Xmatrix, leading to a 3-D matrix denoted as XDmatrix. This matrix
has dimensions of (Ns×Nc×nr). It can be said that the frontal plane xy of the matrix
is similar to Xmatrix, but instead of having the values of the multidimensional Hermite
polynomials Ψ it has the values of the one-dimensional derivatives with respect to u1
combined. The z dimension denotes the partial derivatives with respect to the rest
of the random variables ui, from 2 to nr. Figure 3.12 presents a single row of the xy
plane of the XDmatrix that corresponds to the row presented in Figure 3.10 when is
derived with respect to u1. This procedure is analogous to the rest of the z dimension.
dΨ0(u)
du1
dΨ1(u)
du1
dΨ2(u)
du1
dΨ3(u)
du1
dΨ4(u)
du1
dΨ5(u)
du1
d(ψ0(u1)ψ0(u2))
du1
= d1
du1
= 0
d(ψ1(u1)ψ0(u2))
du1
=
du1
du1
= 1
d(ψ0(u1)ψ1(u2))
du1
=
du2
du1
= 0
d(ψ2(u1)ψ0(u2))
du1
=
d(u21−1))
du1
= 2u1
d(ψ0(u1)ψ2(u2))
du1
=
d(u22−1))
du1
= 0
d(ψ1(u1)ψ1(u2))
du1
=
d(u1u2))
du1
= u2
Figure 3.12: Creation of the row of XDmatrix corresponding to the row of Fig-
ure 3.10.
Therefore, the derivatives of the structural response with respect to the random vari-
ables dR̂/du, which are denoted as YDregres, are obtained as follows:
YDregres = XDmatrix ×RCoeff (3.29)
The gradients of the limit-state function at each iteration k of the RA loop are
∇uG(uk) =
{
dR̂/du1, dR̂/du1, ..., dR̂/dunr
}
.
Moreover, the statistical moments of the structural response R are obtained from the
coefficients of the PCE through the implementation of Equation 3.23.
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The flowchart of the whole RA process including sampling (LHS), metamodel building
through a PCE and the steps of the HMV algorithm benefiting from the PCE-LHS
based metamodel is presented in Figure 3.13.
Build metamodel
using PCE-LHS
Perform RA
through HMV
Obtain response at
each design point
Select experimental
designs using LHS
Obtain coefficients
of the regression
Construct approx-
imation surface
ABAQUS
Parallelisation
Search for
convexity of G
Calculate normalize
steepest direction
Obtain G(uk)
and ∇G(uk)
Initial MPP (k = 0)
xk=µx ; uk=0
Calculate uk+1
Convergence?
uMPP = uk+1
k = k + 1
PCE-LHS
αk = − ∇G(uk)‖∇G(uk)‖
ξ = (αk+1 −αk) · (αk −αi,k−1)
uk+1 = βT · αk
uk+1 = βT · αk+αk−1+αk−2‖αk+αk−1αk−2‖
yes
no
ξ > 0 or k ≤ 3
ξ ≤ 0 and k > 3
Figure 3.13: Flowchart of the Reliability Analysis process including metamodel
building.
To summarize, the flowchart containing all the steps followed by the methodology
using Abaqus and population based algorithms in the DO phase and the polynomial
chaos expansion in the RA phase is presented in Figure 3.14.
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Initial RBDO Design (K=0)
DV: d0
MPP: x0 = µx
Deterministic Optimization
Flowchart of Figure 3.8
d∗
Reliability Analysis HMV
Flowchart of Figure 3.13
u∗ = MPP
Convergence
in Objective
Function?
K = K + 1
Update FEM with:
DV: d0
MPP: xK+1 = µx + σx · u∗
Optimum design d∗, u∗
yes
no
Figure 3.14: Flowchart of the proposed methodology when the DO phase is per-
formed with Abaqus and GA and the RA phase with the PCE.
3.6 Conclusions
This chapter has proposed an implementation of the SORA method, which is a de-
coupled RBDO algorithm that separates the Deterministic Optimization and the Re-
liability Analysis phases, in a MATLAB computational code that allows to perform
complex and industrial-like aerospace RBDO problems. This methodology is versa-
tile since it allows to solve a broad variety of optimization problems in an efficient
way. Thanks to the decoupled nature of the SORA, the MATLAB code can be eas-
ily combined with external deterministic optimization solvers that are widely used in
aerospace companies (i.e. Altair Optistruct). In this way uncertainty can be incor-
porated to several optimization types such as size, shape and topology. Moreover,
the methodology proposed is also suitable for other optimization approaches that are
not yet fully implemented in commercial optimization softwares (discrete, multiobjec-
tive...). In such cases the DO phase is driven through optimization algorithms already
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implemented in the MATLAB Optimization Toolbox, being the objective function and
constraints obtained through FE analyses that are performed in FE commercial codes
(i.e. Abaqus). In this sense, if the optimization problem can be solved effectively
through external optimization software the methodology implemented allows to take
profit of this and otherwise the methodology benefits from optimization algorithms
included in the MATLAB Optimization Toolbox while the structural responses are
obtained from a FE software.
Furthermore, the Reliability Analysis (RA) phase is solved through the Hybrid Mean
Value (HMV) algorithm, which is appropiate for concave and convex limit-state func-
tions and is as well implemented in the MATLAB code. This algorithm is a combina-
tion of the AMV and CMV and has been selected because it is the most appropiate for
a general limit-state function, overcoming the instabilities and inefficiency of the AMV
and CMV for concave and convex functions, respectively. In the HMV, the structural
responses of the structure are necessary to build both the limit-state function and its
gradients. These responses are obtained through FE analyses that are performed in
Altair Optistruct or Abaqus, depending on the approach selected in the DO phase.
When the RA phase requires FE analyses that are computationally very expensive in
order to obtain the structural responses, the methodology benefits from metamodelling
techniques based on the Polynomial Chaos Expansion (PCE) that are implemented in
MATLAB for saving computational time.
The following chapters will focus on the application of the aforementioned methodology
to industry-like examples of aerospace structures. More concretely, Chapter 4 will
present three practical applications of aerospace topology optimization problems (a
wing, a rear fuselage and a pylon) involving a large number of design variables and
degrees of freedom, while Chapter 6 will show an application of discrete optimization in
a stiffened composite panel considering the post-buckling behaviour, aiming to obtain
the maximum load before collapse by changing the stacking sequence layup.
Chapter 4
Application of reliability-based
topology optimization to aerospace
structures
4.1 Introduction
Aerospace industry is always seeking for new and novel aircraft architectures as well as
redesigning classical components in order to address the next generation of aircrafts,
which tend to be ligther, cleaner and safer, making the application of Deterministic
Topology Optimization (DTO) techniques a useful tool for reaching these targets. This
discipline is being used since the last decade by most of the major aircraft manufactur-
ers, such as Airbus (Grihon et al [76], Krog et al [119] or Krog et al [120]), Boeing (Rao
et al [172] or Wang et al [207]), Bombardier (Buchanan [29]) or Embraer (Santos and
Rocha De [178]), as well as many researchers in the aerospace field (Maute and Allen
[142], Stanford and Ifju [194], Dunning et al [59], Stanford and Dunning [193] or James
et al [106]) due to its capability to originate unconventional and disruptive structural
configurations that are usually lighter than the classical ones and that could not be
derived from an initial engineering judgement. In this framework, Zhu et al [228] draws
a detailed survey about recent advances in topology optimization techniques applied
to the design of aircraft and aerospace structures.
Topology optimization was used in the design of Airbus A380, the largest commercial
aircraft in the world, leading to an overall weight savings of 700 kg per aircraft. This
was mainly thanks to the redesign of the inboard inner and outer fixed leading edge
ribs and the fuselage door intercostals (Grihon et al [76], Krog et al [121]). Moreover,
in Krog et al [120] new wing box rib architectures were obtained through topology op-
timization using global and local approaches combining several different formulations.
These include the classical minimum global compliance formulation and a mini-max
global compliance formulation, both with a volume fraction constraint, as well as an
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alternative minimum weight with constrained compliance formulation. More recently,
the Airbus A350 XWB benefited from topology optimization for the conceptual design
of main componentes such as the pylon (Remouchamps et al [173]). Bombardier has
also used topology optimization in the novel design of ribs within an aircraft wingbox
applying a minimum global compliance with volume fraction constraint formulation
(Buchanan [29]). Boeing also applied this discipline to the preliminary design of the
wing leading-edge structure of the 787 Dreamliner, reaching to a 25–45% lighter design
compared with the wing of the Boeing 777 (Wang et al [207]).
Furthermore, aircraft design needs to take into account several uncertain data to
address the best possible design, while accomplishing the restrictive safety targets
imposed by international regulations. Uncertain data in loads, material properties,
manufacture processes, etc. need to be included as random variables in the different
aircraft design phases, particularly during the preliminary stage where DTO is applied.
Reliability-Based Topology Optimization (RBTO) combines statistical and probabilis-
tic design methods with topology optimization, and is being used by several author
of different research fields (Kim et al [114], Kim et al [115], Kang and Luo [110] or
Dunning et al [58]). This discipline requires high computationally effort and may be
unstable in terms of convergence depending on the problem. RBTO techniques are
based on Reliability-Based Design Optimization (RBDO) methods, however they have
not yet been applied to large three-dimensional FE models and hence it has not been
proven that works properly for real like aerostructures.
In this chapter the APPROACH 1 presented in Section 3.2 has been applied to some
examples of DTO and RBTO of practical aerospace components and structures. Sec-
tion 4.2 introduces a brief explanation of the most widely used topology optimization
methods, while Section 4.3 presents two different strategies to perform RBTO de-
pending on the nature of the design region considered. Next, Section 4.4 exhibits
industry-like application examples of a wing, a rear fuselage and a pylon. To end,
Section 4.5 drawn the main conclusions arisen from the chapter.
4.2 Topology optimization methods
As stated in Section 4.1, topology optimization is used in the initial phases of structural
design since it tries to find the optimal structural scheme within a specified design
region for a set of objectives, constraints, loads and boundary conditions. This section
gives a brief survey of the most popular topology optimization methods developed in
the last decades. Deeper discussion about these topics can be found on the surveys by
Rozvany (Rozvany [176]), Sigmund and Maute (Sigmund and Maute [183]) or Deaton
(Deaton and Grandhi [46]).
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4.2.1 Solid Isotropic Material with Penalization (SIMP)
The SIMP-model was developed independently in Bendsoe [22] and Zhou and Rozvany
[226], and is an specific method for solving topology optimization problems. The SIMP
is the most studied, mathematically well-defined and implemented in commercial soft-
ware of all topology optimization methods. Indeed it is included in solvers like Abaqus
(Abaqus [1]), Altair OptiStruct (Optistruct [153]) or Genesis (Genesis [73]), allowing
all of them to optimize complex structural systems in competitive computational times.
In this method the design region is divided into a grid of N elements, and each element
e has a fractional material density ρe. The goal of SIMP is to identify whether each
element should consist on solid material or void, leading to large-scale integer (0-1)
optimization problems usually denoted as “hard-kill” methods. However, the most
common approach is to replace the integer design variables for continuous variables
(that embrace the whole range from 0 to 1, known as “soft-kill” methods) and then
introduce a penalty function that consists on raising the material density values to a
power p, steering the solution towards a discrete 0-1 solution. This is expressed as:
K̂e = ρ
p
e ·Ke (4.1)
where K̂e and Ke represent the penalized and real stiffness matrix of the element, ρe
is the material density and p is the penalization factor which is always greater than 1.
According to Zhou et al [227], p should be set in the interval (2-4).
The starting point is a structure with all the elements having a density of 1, which
iteratively evolves towards the optimal solution by changing the density distribution.
This is achieved by evaluating the sensitivities of all the elements (the impact that
changing their densities has in the objective function) and defining an element filtering
ratio. This ratio is used to filter the sensitivites by considering the weighted influence
of all elements inside its influence sphere. After applying the filtering, the remaining
sensitivities are used to update the densities in order to find a structure with a better
behaviour.
4.2.2 Evolutionary Structural Optimization (ESO) methods
ESO methods, whose first approach was presented in Xie and Steven [214], are “hard-
kill” methods that start the optimization process having the whole design space filled
and in each iteration they aim to eliminate inefficient elements. Later, AESO (Additive
Evolutionary Structural Optimization) methods were developed in the study of Querin
et al [166], where the process is reversed. They started with a structure connecting the
loads and boundary conditions with the minimum number of elements, and iteratively
adding new elements in the areas with a high sensitivity. To overcome the limitations
of ESO and AESO, both strategies were combined in Querin et al [165] and Querin
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et al [167] giving birth to BESO (Bidirectional evolutionary structural optimization),
which adds new elements in the areas required and at the same time removes inefficient
ones. BESO algorithm was enhanced in terms of mesh-dependency and convergence
rates (Huang and Xie [93]) and has demonstrated to be suitable for 3D domains and
multiple load cases (Young et al [224] or Huang and Xie [94]). In recent years, Genetic
Algorithms (GA) have been succesfully applied to ESO/BESO formulations in the
works of Wang et al [208] or Liu et al [135].
4.2.3 Level Set Method (LSM)
The Level Set Method (LSM) was originally developed in Sethian [180], which is based
on the previous study of Osher and Sethian [154]. This method has become very
popular in several disciplines, such as CFD, image processing, computer graphics or
optimization. The first application of LSM in structural design and optimization was
proposed in Sethian and Wiegmann [181]. In this method, the structural domain is
defined as an implicit function φ(x) as follows:
φ(x) > 0, if x ∈ ΩS
φ(x) = 0, if x ∈ ΓS
φ(x) < 0, if x /∈ ΩS
(4.2)
where ΩS is the design region and ΓS the boundary of the structure. The structural
domain φ(x) is discretized in several finite elements building a mesh, considering that
the element has material if φ(x) > 0 in its center of gravity. In this sense, LSM
parameterizes a continuous function φ(x) instead of an arbitrary domain, which elimi-
nates the traditional problems of topology optimization in terms of material continuity.
In the LSM the implicit function φ(x) moves according to the physical problem and
constraints of the optimization by solving the “Hamilton-Jacobi” partial differential
equation controlling the structural boundary (Deaton and Grandhi [46]). This allows
to create or eliminate the holes characteristic of a topology optimization problem,
although it has the limitation of being unable to create new holes away from free
boundaries being the solution very dependent of the initial state of the problem. Fur-
ther study and practical applications of the LSM can be found on James [105], Dunning
and Kim [57] or Dunning et al [60]. Figure 4.1 shows a conceptual illustration of this
method.
4.3 Types of RBTO approaches considered
The aim of this chapter is to prove that the framework developed in Section 3.4
(APPROACH 1: MATLAB+Altair Optistruct) is appropiate to solve prac-
tical aircraft RBTO problems, embedding the external optimization software Altair
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Figure 4.1: Illustration of the level set method.
Optistruct (Optistruct [153]) within a decoupled RBDO algorithm programmed in an
in-house MATLAB code (MATLAB [141]) in order to compute the probabilistic con-
straints when uncertainty is taken into account in the optimization process. Altair
Optistuct solves the DTO problem based on the SIMP approach.
Two different approaches were carried out in this chapter depending on the nature of
the design region:
• CASE I: The baseline FEM is a valid preliminary structural design. The topol-
ogy optimization is only performed in specific regions embedded in this baseline
structure. The objective of this approach is to optimize the layout of the selected
components within a larger aeronautical structure.
• CASE II: The baseline FEM is the full design region of the topology optimization
problem and consequently it is not a preliminary structural design. The objective
of this approach is to find novel architectures from a more general domain.
The design variables d are the relative material densities in all finite elements and
the random variables x are the load values and the Young’s modulus of the material
E. The strategy followed is to minimize the volume of the design region subject to
probabilistic constraints over compliance values. Since the compliance of the structure
is associated to a load case, in this work the number of load cases concords with the
number of limit-state functions, so there will be a MPP associated to each one.
Both formulations CASE I and CASE II get optimal-weight structural architectures
while maintaining a required level of stiffness defined for each particular problem. In
the author’s opinion these approaches fit better with practical aeronautical problems
than the classical minimum compliance with volume fraction constraint. The latter
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approach needs to impose as constraint a maximum fraction of the initial volume that is
usually chosen by the engineer based on his experience or intuition, while the formers
avoid any previous decision about the final volume of the structure. In contrast to
other approaches, both cases require to perform preliminary tasks (a FE analysis in
CASE I and a DTO in CASE II) so as to set the probabilistic constraints limits CUPi .
Below it is presented an explanation of the strategy followed for each approach.
4.3.1 CASE I
The initial design is a real structure and consequently FE analyses are carried out in
order to obtain the compliances for each load case. These compliance values are taken
as the reference values for the probabilistic constraints in the upcoming RBTO prob-
lem. The goal is to obtain a design as stiff as the preliminary one when uncertainty is
included in parameters that affect the structural responses. Therefore the formulation
of the RBTO problem can be expressed mathematically as:
min V (d) (4.3a)
subject to:
P [Ci(d,xK) > CUPi ] ≤ Pf,i (i = 1, ..., n) (4.3b)
where xK is a vector containing the MPP values of the random variables for the i
load case in the K iteration of the SORA process, V is the volume of the design
region, Ci is the i-esime compliance value obtained in the RBTO process, CUPi is
the compliance upper limit taken from the FE analysis for the i load case, P is the
probability operator that denotes the probability that has the limit-state function Gi
to be in a failure region, Pf,i is the probability of failure imposed and n is the number
of load cases and therefore the number of limit-state functions considered.
4.3.2 CASE II
The design to analyze is the full design region, hence there is not an initial baseline
structure. For this reason a previous DTO process is performed in order to find a
preliminary baseline structure. The formulation of this DTO problem consists of min-
imizing the volume subject to a set of constraints (stresses, displacements, etc.), being
expressed as:
min V (d) (4.4a)
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subject to:
gj(d,x) ≤ 0 (j = 1, ...,m) (4.4b)
where gj is the j-esime deterministic constraint. The compliance of the resulting
structural layout for the i load case CUPi is taken as the reference value for setting the
probabilistic constraints of the upcoming RBTO problem. Now the target is the same
as in CASE I, that is, to obtain a design as stiff as the preliminary structural scheme
provided by the DTO when uncertainty is taken into account. The mathematical
formulation of this RBTO problem is:
min V (d) (4.5a)
subject to:
gj(d,xK) ≤ 0 (j = 1, ...,m) (4.5b)
P [Ci(d,xK) > CUPi ] ≤ Pf,i (i = 1, ..., n) (4.5c)
4.4 Application examples
This section aims to demonstrate the effectiveness of the methodology described in
Chapter 3 for applying RBTO to the design of aerospace components such as a wing, a
rear fuselage and a plyon. The examples proposed are similar to those used in industry
and may provide useful information about applying this discipline to structures that
can be found in an industry context.
4.4.1 Aircraft wing
The three-dimensional aircraft wing model presented in Figure 4.2 is defined as an
assembly of two plates joined by three longitudinal spars and eight transversal ribs.
The wing root is built-in to the fuselage of the plane and has the following dimensions:
• 1219.20mm of root chord.
• 744.22mm of tip chord.
• 152.00mm of height.
• 2463.00mm of span.
• 4.00mm of ribs and skin thicknesses.
• 3.00mm of spar thicknesses.
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RIB 4 
Figure 4.2: Three-dimensional view of the aircraft wing structure.
The target is to find the optimal distribution of material in the inner ribs of the wing,
since they are usually lightened following different truss patterns or circular holes.
Figure 4.3 shows a clear example of two different lightening schemes.
(a) Scheme of bar pattern. (b) Scheme of circular holes.
Figure 4.3: Two examples of different lightening schemes in inner wing ribs.
The FE model is created in Altair Hypermesh (Hypermesh [97]) with shell elements de-
fined as CQUAD4, which have 4 nodes per element and 6 degrees of freedom per node.
The average element size is 10mm, leading to a 120816 element mesh. The material
considered within the ribs is aluminium with a Young’s modulus of Er = 71 000MPa,
while the material considered for the spars and skin is aluminium with a Young’s mod-
ulus of Es = 69 000MPa. Both materials have a density of ρ = 2.7× 10−6 kg/mm3.
Five different loads are applied to the wing, which are described below:
1. Self-weight of the wing (W ).
2. Fuel load (Q).
3. Pure-lift load (L1(ξ)).
4. Lift load + torsion clockwise (L2(ξ, η)).
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5. Lift load + torsion anticlockwise (L3(ξ, η)).
These loads have been considered as an envelope that summarizes and embraces the
large set of loads acting in a structure of this type, and are included in four different
load cases. The first load case is constituted by fuel and self-weight loads. Fuel loads
are applied only from the wing root to Rib 4 simulating the fuel storage, including both
the hydrostatic pressure pushing Rib 4 and a constant pressure of Q = −0.02MPa in
vertical direction applied in the bottom skin. Moreover there are three lift loads that
constitute the remaining load cases considered. The first is a pure-lift load L1(ξ) where
the pressure is applied in the bottom skin following Equation 4.6, which was obtained
from Doherty [52]:
L1(ξ) = ka ·
√
2 · S2 − ξ2 (4.6)
where ξ is the longitudinal local axis of the wing and S is the span measured in mm.
The lift profile coefficient ka is obtained through Equation 4.7, also obtained from
Doherty [52]:
Lift =
pi · S2 · ka
4
(4.7)
being Lift the total lift over the wing, which is defined through a critical load case of
the aircraft. Based on previous experience, James et al [106] used a 2 · g maneuver
flight load case which corresponds to Lift = 2 ·W , where W is the weight of the wing
and that is used in this work. The second L2(ξ, η) and third L3(ξ, η) lift-loads are
defined as a combination of the pure-lift defined in Equation 4.6 and a torsional load,
simulating that the lift is greater in the frontal part of the wing and lower in the rear
part, and vice versa. They are modelled as pressure loads which are obtained through
Equation 4.8.
L2(ξ, η) = 0.85 · η + L1(ξ) (4.8a)
L3(ξ, η) = −0.85 · η + L1(ξ) (4.8b)
where η is the transversal local axis of the wing. Figure 4.4 shows an overview of the
loads acting in the wing and Table 4.1 presents a summary of the four load cases applied
in this model. The load cases have been defined as equivalent static loads because
topology optimization is usually performed in early design stages where the target is
just finding novel structural schemes that will be later interpreted and engineered to
detailed structural components.
In this example the target is to find the best lightening scheme of a wing for a given set
of loads. The baseline FE model considered in the topology optimization is already a
detailed structural design, being the topology optimization performed only in a specific
region included inside the whole domain. The target of this approach is to optimize the
layout of a specific region included within a larger structural component or structure.
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Figure 4.4: Applied loads in the aircraft wing structure.
Table 4.1: Summary of load cases applied in the wing.
Load case Load multiplier factors
Self weight Fuel Lift 1 Lift 2 Lift 3
(W) (Q) (L1(ξ)) (L2(ξ, η)) (L3(ξ, η))
LC 1 1.0 1.0 - - -
LC 2 - - 1.0 - -
LC 3 - - - 1.0 -
LC 4 - - - - 1.0
The design region considered in this case is the seven inner ribs internal framework,
while the outer rib, the spars and the skin are not included within it since the wing
must be a closed box. Figure 4.5 remarks in blue the inner wing box ribs that compose
the design region of the topology optimization problem.
Since the initial domain is a real structure (CASE I), the reference stiffness can be
obtained through a static analysis of the baseline model which is performed in Altair
Optistruct (Optistruct [153]). This software provides the compliance of the structure,
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Figure 4.5: Structural elements that compose the design region (blue).
which is the inverse of the stiffness. The compliance values obtained from the static
analysis of the preliminary design are:
• CSTAT1 = 8.74 · 102 mm/N
• CSTAT2 = 1.76 · 103 mm/N
• CSTAT3 = 1.94 · 103 mm/N
• CSTAT4 = 1.87 · 103 mm/N
Although according to CASE I it is not necessary to perform a preliminary DTO, it
is also carried out to allow a comparison between the DTO and RBTO results. The
DTO problem is defined as minimizing the volume of the structure assuring that the
optimum design is as stiff as the baseline design, being defined mathematically as
follows:
min V (d) (4.9a)
subject to:
Ci(d) < CSTATi (i = 1, ..., 4) (4.9b)
where V is the volume of the design region, Ci is the compliance value obtained in
the i load case of the DTO process and CSTATi is the compliance upper limit for the i
load case that was obtained in the previous static analysis. The optimization settings
include a value of p = 2.0 for the penalization factor and a minimum diameter of the
members formed of 2.54mm. The objective function converged after 50 iterations,
reaching a volume of V = 7.70 · 105 mm3, which corresponds to nearly a 30% of the
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initial design volume. Moreover, the compliance constraints that are active corresponds
to the LC1, LC2 and LC4. Figure 4.6 shows the convergence of the objective function
and the values of the design constraints for each iteration.
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Figure 4.6: Evolution of the objective function and constraints in the DTO of the
aircraft wing example
Once the DTO is carried out, the RBTO problem is defined as stated in Section 4.3.1
(CASE I). The random variables taken into account are the Young’s modulus of the
material E and the set of applied loads, both following a Normal distribution whose
mean and standard deviation values are presented in Table 4.2. In the latter variables
randomness is introduced through the load multiplier factors of each load case φi .
The RBTO problem aims to obtain a structural scheme as stiff as the baseline structure
when the uncertainty in the loads and material properties is considered. The reference
stiffness CSTATi is taken from the previous static analysis. The RBTO problem is
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Table 4.2: Definition, distribution and statistical moments of the random variables.
Random Variable Type of Distribution µ σ δ
Ribs Young’s modulus Er [MPa] Normal 71000.0 3550.0 0.05
Load multiplier factor φi Normal 1.0 0.05 0.05
expressed as follows:
min V (d) (4.10a)
subject to:
P [Ci(d,xK) > CSTATi ] ≤ Pf,i (i = 1, ..., 4) (4.10b)
The limit-state functions of the problem are defined as Gi = 1− CiCSTATi , therefore when
Ci > C
STAT
i the limit-state function of the structure lays in a failure region Gi < 0.
The optimization settings defined for the RBTO problem are the same than those of
the DTO.
Three RBTO cases were performed, imposing reliability indexes of βT = 2, βT = 3
and βT = 4 in all the limit-state functions involved, which correspond to probabilities
of failure of Pf = 2.27 · 10−2, Pf = 1.35 · 10−3 and Pf = 3.17 · 10−5, respectively. The
values of the probabilities of failure imposed in all the limit-state functions Gi are the
same, although if desired they could have different values as stated in Section 5.2. The
SORA method took 3 cycles to converge for the βT = 2 and βT = 4 cases, while the
βT = 3 required 5 cycles. This information is contained in Figure 4.7. In the case of
βT = 2 the evolution of the 3 DO cycles is also plotted in order to show the sequential
process of the SORA.
Figure 4.8 shows the structural layouts derived from the DTO and the three RBTO
cases. As expected, when the desired reliability increases, the size of the structural
members grows accordingly. However other changes occur in the structural layout,
such as the existence of new bars or the orientation of existing members.
Table 4.3 presents more detailed information about the objective function and com-
pliances obtained in the DTO and RBTO designs, where it can be noticed that the
volume of the wing layout increases and the compliance values obtained lead to lower
values in order to be as far as necessary from the failure region (Ci = CSTATi ) for each
required reliability index. These are consequences of considering uncertainty within
the optimization process because the uncertainty in the values of the loads and Young’s
modulus Er makes that if they are higher (in the case of loads) or lower (in the case
of Er) the structure needs more material to accomplish the constraints. Besides, since
the constraints must be fulfilled with a target reliability the compliance values tend to
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Figure 4.7: Evolution of the SORA method for the RBDO βT = 2, βT = 3 and
βT = 4 cases in the wing example.)
move away to have some slack in case of a high variability. Table 4.4 shows the MPP
of the random variables of the RBTO cases.
As exposed in Table 4.3, in all cases the optimization activates all the constraints
except CSTAT3 which corresponds to the 3rd load case. The results show that the
volume of the wing increases in almost a 30% for βT = 2, a 52% for βT = 3 and
a 84% for βT = 4. This example has been solved in the HPCC of the Structural
Mechanics Group, which was described in Section 3.2. Table 4.5 shows a summary
with the computational effort in terms of optimization/reliability iterations and the
total computational time in minutes, knowing that the mean computational time to
run a FE analysis is about 100 seconds. It is noticeable that the RBTO βT = 3 case
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(a) DTO (b) RBTO (βT = 2)
(c) RBTO (βT = 3) (d) RBTO (βT = 4)
Figure 4.8: Ribs structural layouts of DTO and different RBTO approaches (βT =
2, βT = 3 and βT = 4)
demanded the highest computational effort since 5 cycles of the SORA method were
required, while the rest RBTO cases only needed 3 cycles of the SORA.
4.4.2 Aircraft rear fuselage
The three-dimensional FE model illustrated in Figure 4.9 aims to represent the rear
part of an aircraft fuselage similar to the presented in Figure 4.10. The aft fuse-
lage model is composed by two non-concentric truncated cones connected, with larger
radios of r1 =2100.0mm and r2 =1750.0mm and lower radios of r2 =1750.0mm and
r3 =450.0mm respectively. Both parts are merged in the junction and the whole model
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Table 4.3: Objective function and constraints of the DTO and different RBTO
cases in the aicraft wing.
Load case DTO RBTO(βT = 2) RBTO(βT = 3) RBTO(βT = 4)
Obj. Fun. [mm3] 7.69 · 105 1.00 · 106 1.17 · 106 1.42 · 106
Vol. frac. (%) 29.2 37.8 44.3 53.4
Comp.1 [mm/N] 8.77 · 102 7.30 · 102 6.67 · 102 6.37 · 102
Comp.2 [mm/N] 1.76 · 103 1.43 · 103 1.31 · 103 1.20 · 103
Comp.3 [mm/N] 1.79 · 103 1.47 · 103 1.35 · 103 1.27 · 103
Comp.4 [mm/N] 1.87 · 103 1.52 · 103 1.36 · 103 1.29 · 103
Table 4.4: MPP for the different RBTO cases in the aicraft wing.
Load case RBTO(βT = 2) RBTO(βT = 3) RBTO(βT = 4)
Value/MPP W 1.09 1.13 1.17
Value/MPP Q 1.01 1.02 1.05
Value/MPP (L1(ξ)) 1.09 1.13 1.19
Value/MPP (L2(ξ, η)) 1.09 1.14 1.18
Value/MPP (L3(ξ, η)) 1.09 1.14 1.18
Value/MPP E [MPa] 6.82 · 104 6.59 · 104 6.74 · 104
Table 4.5: Summary of the computational effort in the aicraft wing.
Loop DTO RBTO(βT = 2) RBTO(βT = 3) RBTO(βT = 4)
SORA cycles - 3 cycles 5 cycles 3 cycles
Optimization 49 iter. 143 iter. 236 iter. 150 iter.
Reliability - 168 iter. 336 iter. 168 iter.
DTO/RBTO 59 minutes 513 minutes 989 minutes 518 minutes
length is L =10 000.0mm. All degrees of freedom are constrained in the front part of
the fuselage whereas two sets of loads are applied in the rear part: those transmitted
by the vertical tail plane (VTP) and horizontal tail plane (HTP) to the fuselage and
those corresponding to the rear fuselage tail cone.
The model is discretized in 68136 solid elements (CHEXA and CPENTA) that repre-
sent the 3D design region, 7824 shell elements (CQUAD4) that simulate the external
skin of the fuselage and a set of 18 rigid (RBE2) and 12 spring elements (CELAS2)
that simulate the load transmission from the VTP, HTP and tail cone to the fuse-
lage. A three dimensional and a side view of the FE model are shown in Figure 4.9,
as well as a zoom of the rear part for a clear view of the load transmission to the
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Figure 4.9: Side and three-dimensional views of the aicraft rear fuselage
Figure 4.10: Aft fuselage structure. Image taken from TheFlyingEngineer [198]
fuselage. The material of the structural model is aluminium, with a Young’s modulus
of E =74 000MPa. The rear fuselage of an aircraft is a region exposed to a broad
set of loads since it receives all the loading from the VTP and HTP. Therefore in this
example a representative set of six load cases has been created as an envelope of all
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the loads acting in a structure of this type. The load values are similar to those used
in industry FE models provided by aerospace companies to the Structural Mechanics
Group. The six load cases are symmetric in pairs respect to the x − z plane of the
aircraft, and their values are exposed in Table 4.6.
Table 4.6: Loads applied to the aircraft rear fuselage FEM
Load Case Loads in VTP-HTP (N and N ·mm)
Fx Fy Fz Mx My Mz
LC 1 0 −1 · 105 0 2.5 · 108 0 1.5 · 108
LC 2 0 1 · 105 0 −2.5 · 108 0 −1.5 · 108
LC 3 −1 · 104 0 −1 · 105 0 4 · 108 0
LC 4 1 · 104 0 1 · 105 0 −4 · 108 0
LC 5 2 · 104 0 1 · 105 0 −5 · 108 0
LC 6 −2 · 104 0 −1 · 105 0 5 · 108 0
Load Case Loads in rear fuselage (N)
Fx Fy Fz
LC 1 0 −8 · 103 −12 · 103
LC 2 0 8 · 103 12 · 103
LC 3 0 0 −28 · 103
LC 4 0 0 28 · 103
LC 5 −8 · 103 0 8 · 103
LC 6 −8 · 103 0 −8 · 103
The baseline FE model is not a detailed structural design as in Section 4.4.1, being in
this case the complete design region. The objective of this approach is to find uncon-
ventional structural architectures from a prefixed domain. Since there is not a valid
initial structure from where to extract the stiffness constraints values, a preliminary
DTO process is required and consequently the strategy followed is the one exposed in
Section 4.3.2 (CASE II). In this particular example, the DTO problem aims to min-
imize the structural volume subject to Von Mises stress constraints, and is expressed
as Equation 4.11:
min V (d) (4.11a)
subject to:
σ(d) ≤ σmax (4.11b)
where V is the total volume of the design region, σ is the Von Mises stress at each
element and σmax is the upper stress limit, which is set to 300MPa. Altair Optistruct
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has the capability to filter out artificial stress concentrations around the loads and the
boundary conditions and is able to handle the singular topology problem that arises
when an element, and consequently the associated stress, dissapears as a consequence
of the optimization process [153]. Once the DTO is solved, the compliance of the
optimal structure is obtained for all load cases. In some fuselage topology optimization
problems found in literature it is usual to obtain the information of the weighted
compliance of the structure (Niemann et al [151]) instead of the single compliances for
each load case, because as discussed before the number of load cases may be elevated
and it may be troublesome to handle. The weighted compliance is defined as the
weighted sum of the single compliances for all load cases, and is expressed as follows:
WC =
n∑
i=1
wi · Ci (i = 1, ..., n) (4.12)
where wi is the weighting factor considered for the i-esime load case. In this particular
example all coefficients are wi = 1.0. Therefore the only limit-state function G in the
upcoming RBTO problem will be the weighted compliance of the structure, which is
expressed as:
G = 1− WC
WCDTO
= 0 (4.13)
whereWC is the weighted compliance obtained during the RBTO process andWCDTO
is the weighted compliance of the DTO design.
The optimization settings include a value of p = 2.0 for the penalization factor, a
minimum member size of 50.0mm and simmetry in the x − z plane. The objective
function converged after 81 iterations, reaching a volume of V = 3.62 ·109 mm3, which
corresponds to the 4.26% of the volume of the initial design and a weighted compliance
of WCDTO = 4.56 · 107 mm/N. Figure 4.11 shows the convergence of the objective
function.
Afterwards, the RBTO problem is defined, being the target to obtain a design as stiff as
the preliminary structural scheme provided by the DTO when uncertainty is taken into
account in the load values and in the Young’s modulus of the material. All the loads
acting in a load case are multiplied by a factor φi, which is the true random variable
for each load case. Hence the total number of random variables considered is 7 (6 for
the loads and 1 for the material properties). The Young’s modulus E follows a Log-
Normal distribution whereas the load multiplier factors φi follow a Normal distribution.
Table 4.7 presents the definition for the random variables, their distribution types and
their statistical moments (mean and standard deviation).
The mathematical formulation of the RBTO problem, where the weighted compli-
ance obtained from the DTO (WCDTO) is imposed as the probabilistic constraint, is
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Figure 4.11: Evolution of the objective function in the DTO of the rear fuselage
example
Table 4.7: Definition, distribution and statistical moments of the random variables.
Random Variable Distribution µ σ δ
Young’s modulus E [MPa] Log-Normal 74000.0 3700.0 0.05
Load multiplier factor φi (i=1,...,6) Normal 1.0 0.1 0.1
expressed as:
min V (d) (4.14a)
subject to:
σ(d) ≤ σmax (4.14b)
P [WC(d) > WCDTO] ≤ Pf (4.14c)
where σmax = 300MPa, WCDTO = 4.56 · 107 mm/N, P is the probability operator and
Pf is the probability of failure imposed. The optimization settings are the same than
in the DTO problem. A set of three RBTO cases are performed imposing probabilities
of failure of Pf = 2.27 · 10−2, Pf = 1.35 · 10−3 and Pf = 3.17 · 10−5, which corresponds
to reliability index targets of βT = 2, βT = 3 and βT = 4. The SORA method took 3
cycles to converge for βT = 2, 5 cycles for βT = 3 and 4 cycles for βT = 4. Figure 4.12
shows the evolution of all the RBDO cases, including the evolution of the 3 DO cycles
required for the βT = 2 case.
Figure 4.13 shows a three-dimensional view of the results obtained from the DTO and
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(c) Evolution of RBTO (βT = 4)
Figure 4.12: Evolution of the SORA method for the RBDO βT = 2, βT = 3 and
βT = 4 cases in the rear fuselage example.)
RBTO cases. From this figure it can be highlighted that requesting a higher reliability
leads to a substantial change in the structural layout, being a worthy remarkable aspect
that may influence the next phases of the aircraft design process and that would be
difficult to determine with only an engineering judgement.
A more detailed insight of the differences between the DTO and RBTO layouts is
presented in Figure 4.14-Figure 4.16, where the top, bottom and frontal views are
presented. The changes in the structural layout are associated to volume increases
accordingly to the safety level because as expected, imposing a higher reliability index
leads to heavier designs. Table 4.8 shows a summary of the results obtained in both
the DTO and RBTO, while Table 4.9 shows the MPP values for the set of RBTO
cases.
112 Chapter 4
(a) DTO (b) RBTO (βT = 2)
(c) RBTO (βT = 3) (d) RBTO (βT = 4)
Figure 4.13: Three-dimensional view of DTO and different RBTO (βT = 2, βT = 3
and βT = 4) layouts
Table 4.8: Summary results of the set of RBTO cases in the aircraft rear fuselage
example.
Load case DTO RBTO(βT = 2) RBTO(βT = 3) RBTO(βT = 4)
Obj. fun. [mm3] 3.62 · 109 3.94 · 109 4.33 · 109 4.90 · 109
Vol. frac. (%) 4.26 4.64 5.10 5.77
Const.WC [mm/N] 4.56 · 107 3.88 · 107 3.59 · 107 3.34 · 107
From these results it can be remarked that RBTO helps the designer to find out the
optimal distribution of material depending on the reliability required. This would
be difficult to determine without the help of this discipline since the layouts derived
from the RBTO are not intuitive to guess although the DTO results were previously
available. In this sense, the variations of the structural configurations provided by
RBTO with respect to those provided by DTO do not lie in the increase or swelling
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(a) DTO (b) RBTO (βT = 2)
(c) RBTO (βT = 3) (d) RBTO (βT = 4)
Figure 4.14: Top view of DTO and different RBTO (βT = 2, βT = 3 and βT = 4)
layouts
(a) DTO (b) RBTO (βT = 2)
(c) RBTO (βT = 3) (d) RBTO (βT = 4)
Figure 4.15: Bottom view of DTO and different RBTO (βT = 2, βT = 3 and
βT = 4) layouts
of the structural members emerged from the DTO, indeed RBTO provides different
and novel structural architectures. Furthermore the WC obtained in all the RBTO
designs are far lower than WCDTO, which means that although the load and material
properties may have variations (since they are random variables) the accomplishment
of the constraints is guaranteed. When the reliability index target βT increases, the
WC values are increasingly away from WCDTO as a result of requiring more security.
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(a) DTO (b) RBTO (βT = 2)
(c) RBTO (βT = 3) (d) RBTO (βT = 4)
Figure 4.16: Front view of DTO and different RBTO (βT = 2, βT = 3 and βT = 4)
layouts
Table 4.9: MPP values for the RBTO cases in the aircraft rear fuselage example.
Load case RBTO(βT = 2) RBTO(βT = 3) RBTO(βT = 4)
Value/MPP LC 1 1.09 1.14 1.20
Value/MPP LC 2 1.09 1.14 1.20
Value/MPP LC 3 1.07 1.10 1.12
Value/MPP LC 4 1.07 1.10 1.12
Value/MPP LC 5 1.08 1.12 1.15
Value/MPP LC 6 1.08 1.12 1.15
Value/MPP E [MPa] 7.25 · 104 7.21 · 104 7.16 · 104
The DTO and RBTO problems have been solved using the capabilities of the HPCC.
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Table 4.10 shows the computational effort required regarding the number of iteration
as well as the total computing time measured in minutes, knowing that the mean
computational time to run a FE analysis is about 120 seconds. It is noticeable that
the RBTO βT = 4 case took the highest computational time to run although it does
not requires as many iterations as the RBTO βT = 3 case. This is because Altair
Optistruct needed more computational time to run the DO phase.
Table 4.10: Summary of the computational effort in the aicraft rear fuselage.
Loop DTO RBTO(βT = 2) RBTO(βT = 3) RBTO(βT = 4)
SORA cycles - 3 cycles 5 cycles 4 cycles
Optimization 81 iter. 241 iter. 416 iter. 363 iter.
Reliability - 48 iter. 96 iter. 72 iter.
DTO/RBTO 144 minutes 1692 minutes 2532 minutes 2547 minutes
4.4.3 Aircraft pylon
Aircraft pylons are structures used to mount external equipment such as engines, fuel
tanks, weapons, etc. on an aircraft. They are usually installed under the wings or the
fuselage, being attached to specific locations designed to bear these extra loads that
are known as hardpoints. Figure 4.17 shows two exampes of pylon structures attached
to the wing and fuselage of an aircraft.
(a) Pylon attached to wing. Image taken from
Huber [95]
(b) Pylon attached to fuselage. Image taken from
NASA [149]
Figure 4.17: Example of pylon structures
The pylon FE model studied in this research is based on the geometry of the first
Airbus pylon studied in Remouchamps et al [173] and of the engine pylon patent US
20110204179 A1, also from Airbus (Skelly and Laporte [187]). Figure 4.18 presents
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images from the patent and the FE model studied, which is constructed in Altair
Hypermesh (Hypermesh [97]), being the design region composed of 580285 first order
tetrahedral elements (CTETRA) and the parts outside the design region (both front
and rear wing and engine ties) composed of 2410 elements. The general dimensions of
the pylon and material properties are obtained from Abdelkader [2].
(a) Engine pylon patent and side view of the FE
model
 
Front engine tie 
Front wing tie 
Rear wing tie 
Rear engine tie 
Engine GC 
(b) 3-D view of the pylon FE model studied
Figure 4.18: Example of pylon structures
The material is Inconel 718, which is a family of austenite nickel-chromium-based
superalloys that are suited for service in extreme environments that are subjected to
high pressure and heat, and is widely used in aerospace applications. The mechanical
properties of Inconel 718 are presented in Table 4.11, and in this example the properties
used are those at T = 20 oC.
Table 4.11: Mechanical properties of Inconel 718.
T [oC] 20 580
E [MPa] 140000 117320
ρ [t/mm3] 8.15 · 10−9 8.15 · 10−9
It is assumed that the pylon is connected to an engine corresponding to an aircraft of
the Airbus A320 family. In this case, the engine considered in the CFM56-5A3 from
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CFM International, which provides a thrust of T =118 kN and has a dry weight of
W =2.27 kN. The engine is modelled as a concentrated mass situated in the location
exposed in Figure 4.19, which is the gravity center (GC) of the engine. The loads
considered in this study are the minor crash landing loads of the Certification Spec-
ifications for Large Aeroplanes CS-25 (EASA [63]), which are specified in Table 4.12
and are applied in the concentrated mass as presented in the right side of Figure 4.19.
Each load is included in a separate load case.
 
  CONM2 (2270 kg) 
(a) Location of the engine (b) Set of loads acting in the pylon
Figure 4.19: Example of pylon structures
Table 4.12: Minor crash landing loads of CS-25 applied in the engine.
Loads Upward Downward Forward Rearward Side Left Side Right
Loadcase 1 2 3 4 5 6
Value [g] 3.0 -6.0 9.0 -1.5 3.0 -3.0
The strategy followed is the proposed in Section 4.3.2 (CASE II), which was also
applied to the previous rear fuselage example. First the DTO is carried out aiming
to minimize the volume of the structure with constraints on the displacements, in a
similar way to the exposed in Remouchamps et al [173] where the displacements in the
gravity center of the engine are restricted in two directions (x and y corresponding to
the horizontal and transversal directions). Afterwards, the compliance of each loadcase
Ci is obtained to be imposed as the probabilistic constraints in the upcoming RBTO
problem. The DTO problem is defined as:
min V (d) (4.15a)
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subject to:
UXengine(d) ≤ UXmax (4.15b)
UYengine(d) ≤ UYmax (4.15c)
where UXengine and UYengine are the displacements in x and y of the gravity center
of the engine whereas UXmax and UYmax are the maximum values allowed, which are
set to 30mm. The optimization settings include a penalization factor of p = 3.0, a
minimum member size of 40.0mm and a simmetry imposed in the x− z plane.
After 40 iterations, the objective function converged to a volume of V = 1.12 ·108 mm3
which corresponds to a volume fraction of 6.38% respect to the initial one. The dis-
placement constraints are active in the loadcases 2, 5 and 6, which corresponds to
the downward and both left and right sideward loads. The convergence of the objec-
tive function and constraints in the constraints in the active loadcases is presented in
Figure 4.20.
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Figure 4.20: Evolution of the objective function and constraints evaluation at each
iteration
The compliance values obtained for each load case are presented below:
• CDTO1 = 1.52 · 106 mm/N
• CDTO2 = 6.08 · 106 mm/N
• CDTO3 = 1.58 · 106 mm/N
• CDTO4 = 4.40 · 104 mm/N
• CDTO5 = 1.00 · 106 mm/N
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• CDTO6 = 1.00 · 106 mm/N
The RBTO problem is defined in order to obtain a design as stiff as the DTO de-
sign when uncertainty is considered within the material properties and load values.
The definition of the random variables including the random distribution, mean and
standard deviation values is shown in Table 4.13.
Table 4.13: Definition, distribution and statistical moments of the random vari-
ables.
Random Variable Distribution µ σ δ
Young’s modulus E [MPa] Log-Normal 140000.0 7000.0 0.05
Load values Pi Normal 1.0 0.1 0.1
The formulation of the RBTO problem is presented in Equation 4.16:
min V (d) (4.16a)
subject to:
UXengine(d) ≤ UXmax (4.16b)
UYengine(d) ≤ UYmax (4.16c)
P [Ci(d,xK) > CDTOi ] ≤ Pf,i (i = 1, ..., 6) (4.16d)
where Ci is the compliance value obtained in the i loadcase of the RBTO process,
CDTOi is the compliance upper limit obtained in the i load case of the DTO, P is the
probability operator and Pf,i is the probability of failure imposed in each limit-state
function. Those functions are defined as Gi = 1− CiCDTOi , which means that if Ci > C
DTO
i
then G < 0 and the structure is in a failure region. The optimization settings defined
for the RBTO problem are the same than those of the DTO.
In this section, the values of the probabilities of failure considered in all the limit-state
functions Pf,i are the same, although they could be different as it will be indicated in
Section 5.2. Here, three RBTO cases were performed setting as probabilities of failure
Pf = 2.27 · 10−2, Pf = 1.35 · 10−3 and Pf = 3.17 · 10−5, which corresponds to reliability
indexes targets of βT = 2, βT = 3 and βT = 4. The SORA method took 3 cycles to
converge for all cases, being the results obtained shown in Figure 4.21. The case of
βT = 2 includes the convergence of the 3 DO cycles required.
Figure 4.22-Figure 4.24 show the structural layouts derived from the DTO and RBTOs.
From these results it can be remarked that, as in the previous example, the best
structural scheme changes with the level of reliability required. Not only the structural
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(b) Evolution of RBTO (βT = 3)
0 1 2 3
0
2
4
6
8
10
12
14
16
Number of Iterations
O
bj
.
Fu
nc
ti
on
V
[·1
08
m
m
3
] Objective Function
(c) Evolution of RBTO (βT = 4)
Figure 4.21: Evolution of the SORA method for the RBDO βT = 2, βT = 3 and
βT = 4 cases in the aircraft pylon example.)
members that emerge from the DTO have swelled, but in the rear part of the pylons
substantial differences in the distribution of material can be appreciated.
Table 4.14 presents the numerical results obtained in both the DTO and RBTO, while
Table 4.15 shows the MPP values for the set of RBTO cases. From the former it can be
stated that considering the variability in the values of the loads and Young’s modulus
of the material leads to an increment in the volume of the structure, which is greater
when increasing the security level, but in exchange the constraints are increasingly
far away their design limits in order to guarantee their accomplishment despite the
variations of the random variables.
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(a) DTO (b) RBTO (βT = 2)
(c) RBTO (βT = 3) (d) RBTO (βT = 4)
Figure 4.22: Three-dimensional view of DTO and different RBTO (βT = 2, βT = 3
and βT = 4) layouts for the aircraft pylon.
(a) DTO (b) RBTO (βT = 2)
(c) RBTO (βT = 3) (d) RBTO (βT = 4)
Figure 4.23: Top view of DTO and different RBTO (βT = 2, βT = 3 and βT = 4)
layouts for the aircraft pylon.
The pylon example has been solved in the HPCC, taking a single FE analysis an average
computational time of 180 seconds to run. The number of iterations required in the
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(a) DTO (b) RBTO (βT = 2)
(c) RBTO (βT = 3) (d) RBTO (βT = 4)
Figure 4.24: Side view of DTO and different RBTO (βT = 2, βT = 3 and βT = 4)
layouts for the aircraft pylon.
Table 4.14: Objective function and constraints of the DTO and different RBTO
cases in the aicraft pylon.
Load case DTO RBTO(βT = 2) RBTO(βT = 3) RBTO(βT = 4)
Obj. Fun. [mm3] 1.12 · 108 1.53 · 108 1.68 · 108 1.88 · 108
Vol. frac. (%) 6.38 8.90 9.83 11.08
Comp.1 [mm/N] 1.52 · 106 1.04 · 106 0.86 · 106 0.72 · 106
Comp.2 [mm/N] 6.07 · 106 4.14 · 106 3.45 · 106 2.89 · 106
Comp.3 [mm/N] 1.58 · 106 1.08 · 106 0.90 · 106 0.76 · 106
Comp.4 [mm/N] 4.40 · 104 2.99 · 104 2.49 · 104 2.13 · 104
Comp.5 [mm/N] 1.00 · 106 0.68 · 106 0.58 · 106 0.49 · 106
Comp.6 [mm/N] 1.00 · 106 0.68 · 106 0.58 · 106 0.49 · 106
Table 4.15: MPP values for the RBTO cases in the aircraft plyon example.
Load case RBTO(βT = 2) RBTO(βT = 3) RBTO(βT = 4)
Value/MPP LC 1 1.19 1.29 1.36
Value/MPP LC 2 1.19 1.29 1.39
Value/MPP LC 3 1.19 1.29 1.36
Value/MPP LC 4 1.19 1.28 1.36
Value/MPP LC 5 1.19 1.28 1.36
Value/MPP LC 6 1.19 1.28 1.36
Value/MPP E [MPa] 1.35 · 105 1.32 · 105 1.28 · 105
DTO and RA loops and total computing time measured in minutes are presented in
Table 4.16. All the RBTO cases required approximately the same computational effort
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since the number of SORA cycles and iterations in the optimization and reliability
phases is the same.
Table 4.16: Summary of the computational effort in the aicraft plyon example.
Loop DTO RBTO (βT = 2) RBTO (βT = 3) RBTO (βT = 4)
SORA cycles - 3 cycles 3 cycles 3 cycles
Optimization 40 iter. 97 iter. 97 iter. 97 iter.
Reliability - 108 iter. 108 iter. 108 iter.
DTO/RBTO 73 minutes 608 minutes 586 minutes 599 minutes
4.5 Conclusions
This chapter has tested the methodology exposed in Chapter 3 and evidences that
it can perform large topology optimization problems while taking into account the
uncertainty presented in both loads and material properties. This methodology has
proven to be robust and efficient as it worked for different 3D structural models and
the computational effort spent was acceptable regarding the time that commercial
software needs to perform the classical DTO. Furthermore, the Sequential Optimiza-
tion and Reliability Assessment (SORA) has proven to be successfully implementable
with commercial optimization software thanks to its uncoupled formulation and the
auspicious results obtained. To summarize, this research demonstrates that RBTO
can be successfully applied to industry-like aircraft structural models as a further step
to classical topology optimization.
In the first example it can be seen that the differences between different safety targets
are mainly focused in the appearance of new members when establishing a higher level
of uncertainty, as well as the fattening of the members obtained in the DTO. This
concludes that, as expected, requiring a higher safety factor in the RBTO gives an
increase in the amount of material needed to accomplish the constraints. Furthermore,
it is noticeable that in the second and third examples, both belonging to CASE II
approach, the final structural schemes obtained from the DTO and RBTO are different
depending on the level of uncertainty considered. This gives an idea of how important
is to include uncertain data and define the safety targets in the preliminary stages
of aircraft design in order to continue with the design process from the best initial
architecture.

Chapter 5
The relevance of reliability-based
topology optimization in preliminary
phases of aerospace structural design
5.1 Introduction
Structural design is a multi-step and multidisciplinary process where several data and
requirements are put in common to look for the best technical and economic solution.
This process has associated uncertainties which are usually included as partial safety
factors in some phases of the process. In this framework, it is important to know if it
would be advantageous to include real uncertain data considering their probabilistic
distributions in an initial stage of aerospace structural design, such as topology opti-
mization. As exposed in Chapter 4, this discipline has become a highly valuable tool
for the major aerospace manufacturers in pursuit of their goal to reduce the weight of
aircraft components and structures (Grihon et al [76], Krog et al [121] or Wang et al
[207]).
The topology of preliminary baseline models is critical for the following design stages.
As stated in Chapter 4, depending on the reliability target required by the engineers,
the RBTO may provide different structural layouts that would condition the next
phases of the aircraft design process. Besides, RBTO based designs might lead to
lighter structures than those provided by the DTO as consequence of considering real
uncertain data instead of partial safety factors throughout the design process, which
ensures consistent reliability levels for specific design constraints. In this chapter the
examples performed in Section 4.4 are compared fairly by setting the same probability
of failure for both the DTO and RBTO in order to determine which is the most
efficient in terms of weight savings and establishing a coherent comparison of results
in Section 5.2. The main contents of this section have been published as a research
paper in López et al [137].
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Moreover, the novel architectures arisen from topology optimization cannot be extrap-
olated directly to subsequent phases of the design process, instead they need to be
interpreted and turned into real structures through a conceptual design definition task
(Harzheim and Graf [80]) and then re-tuned by applying size and shape optimization
techniques. The traditional way of designing a structure through topology optimiza-
tion consists of performing a DTO and extract from the topology results a structural
layout that is later interpreted, defined geometrically and submitted to a size opti-
mization process ([120] or Buchanan [29]). However, these studies do not mention
the consideration of uncertainties throughout the design process. In practice, they
are usually included in the latter phase (size optimization), either through the impo-
sition of partial safety factors or more recently through RBDO. Nevertheless, other
valid approach would be to consider such uncertainties from the preliminary design
stages through RBTO. RBTO approaches should be interesting since the structural
configurations derived from them may condition the next phases of the aircraft design
process.
As exposed in Chapter 4 the results obtained from the DTO and the RBTO may lead
to different structural layouts, which makes difficult to decide which configuration will
adapt better to the design conditions of the subsequent design phase. In this research
the structures emerged from the DTO and RBTO undergo a reliability-based size
optimization phase establishing the same reliability requirements than in the RBTO in
order to consider uncertainties in the upcoming design phase. Comparing the results
of both approaches may help to determine if it is worth to take into account such
uncertainties in early design stages (topology optimization) or by contrast if it is better
to include them only in the sizing phase. In Section 5.3 this strategy is detailed and
applied to two application examples. The first one is a two-dimensional rectangular
domain that aims to explain clearly the goal of the strategy, while the second is the
rear fuselage example presented in Section 4.4.2, which represents a more industry-
oriented case. In each example, two different structures were defined from the DTO
and RBTO results through a conceptual design definition process similar to the carried
out in Buchanan [29], which consists of transforming the topology layouts in real bar
structures. Finally, the conclusions of the chapter are summarized in Section 5.4.
5.2 A method for coherent comparison between de-
terministic and reliability-based topology opti-
mization
5.2.1 Introduction and description of the method
In the engineering community it is accepted that probabilistic approaches are more
realistic than the deterministic ones because the former add the fact that some prop-
erties of the design process have not fixed values, so they should be dealt with as
5.2 A method for coherent comparison between DTO and RBTO 127
random variables. In that regard probabilistic approaches are a better representation
of reality.
Comparison between deterministic and probabilistic optima is an important issue that
deserves to be studied. In every optimization problem if, after a deterministic optimum
is obtained, a RBDO is carried out considering the set of loads and material properties
as random variables having as mean values the ones used as fixed parameters in the
deterministic approach, the volume of the material obtained in the RBDO will be
greater than the obtained in the deterministic. But this comparison is not fair. To
check if the RBDO produces heavier or lighter structures an appropiate comparison
must be made, which is carried out in this section.
It is well known that in real problems engineers use in the design the nominal load
and material properties values amplified or reduced through partial safety coefficients.
These coefficients, which are obtained through experience or semi-probabilistic tech-
niques, are a way to consider uncertainties in the expected values of the variables and
apply a conservative approach when analyzing the structure. That means that the de-
terministic design is not fully safe, there is a probability of failure but the designer does
not know it. Finding this probability of failure is a way to create a coherent comparison
between DTO and RBTO. The approach taken in this section is the following:
1. Assume that any load Pi and the Young’s module E of the structure are random
variables defined by their mean and standard deviation values µ and σ.
2. Carry out a DTO problem with partial safety coefficients (αi) using as input
values of Pi and E the following expressions:
Pi = µP,i + σP,i · αP,i E = µE + σE · αE (5.1)
where αP,i > 0 and αE < 0. These expressions, which are general for any value of
α, allow to somehow contemplate uncertainties since they calculate the structural
responses with a certain margin of safety. The output of this step will be the
volume of the deterministic optimum layout V DTO.
3. Perform a Reliability Analysis (RA) against a limit-state of the structure. This
aims to obtain the probability of failure of the design obtained in step 2 tak-
ing into account uncertainty in the values of Pi and E. The reliability analysis
is performed through the First Order Reliability Method (FORM) described in
Section 2.2.2 and whose flowchart is presented in Figure 2.4. When any of the
random variables is not normally distributed, the “equivalent normal distribu-
tion” must be carried out at each iteration of the reliability analysis loop in
order to obtain the equivalent statistical moments µx′ and σx′ . As a result, a
PDTOf,i will be obtained for the i constraint.
4. Perform a RBTO considering P and E as random variables with their random
distributions and imposing the probability of failure PDTOf,i derived in step 3. The
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output of this set will provide the volume of the reliability-based optimum layout
V RBTO.
This procedure assures that both designs (V DTO and V RBTO) have the same proba-
bility of failure PDTOf,i . Consequently they can be compared fairly in order to deter-
mine which design provides better results. In this sense, a parameter sr coined as
volume saving ratio can be defined as:
sr =
V DTO
V RBTO
(5.2)
If sr < 1 it means that the RBTO is more efficient than the DTO since it requires
less volume of material to accomplish the same probability of failure for a determined
limit-state. Besides, RBTO has the advantage that the probability of failure can be
controlled by the engineers, which gives an idea of the real reliability level that the
structure will have, something that DTO lacks. This methodology has been applied
to the examples of Section 4.4.1 and Section 4.4.2.
5.2.2 Aircraft wing
In the wing example of Section 4.4.1 the DTO is carried out applying in the loads Pi
and the Young’s modulus E a factor of αPi = 1.5 and αE = −1.5, giving values of load
multipliers of Pi = 1.15 instead of Pi = 1.0 and values of the Young’s modulus of E =
65 675MPa instead of E = 71 000MPa. The DTO problem is defined as:
min V (5.3a)
subject to:
C1 < 8.74 · 102 mm/N (5.3b)
C2 < 1.76 · 103 mm/N (5.3c)
C3 < 1.94 · 103 mm/N (5.3d)
C4 < 1.87 · 103 mm/N (5.3e)
where the compliance upper bounds of the constraints are those obtained from the
previous static analysis. The DTO problem with partial safety coefficients converged
after 42 iterations, reaching to a volume of V = 1.297 · 106 mm3 (see Figure 5.1).
Afterwards the RA using the FORM is performed against the limit-state functions Gi,
which are related to the compliance of the i load case through the formula:
Gi = 1− Ci
CSTATi
(i = 1, ..., 4) (5.4)
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Figure 5.1: Evolution of the objective function in the DTO with partial safety
factors.)
This procedure allows to obtain a reliability index βi for each limit-state function Gi.
The convergence of the FORM for each Gi is shown in Figure 5.2, leading to 5 iterations
for all the limit-state functions in the calculation of βi, obtaining the following values:
• β1 = 3.60 (Pf,1 = 1.59 · 10−4)
• β2 = 3.39 (Pf,2 = 3.49 · 10−4)
• β3 = 4.01 (Pf,3 = 3.03 · 10−5)
• β4 = 3.47 (Pf,4 = 2.60 · 10−4)
Then the RBTO problem is formulated imposing a determined Pf,i for each limit-state
function, as expressed in Equation 5.5. RBTO will provide a structural design that
meets the same Pf against the limit-state functions defined in the problem than the
design obtained from the DTO considering the nominal values of the loads and material
properties applying the partial coefficient factors.
min V (5.5a)
subject to:
P [C1 > 8.74 · 102 mm/N] ≤ 1.59 · 10−4 (5.5b)
P [C2 > 1.76 · 103 mm/N] ≤ 3.49 · 10−4 (5.5c)
P [C3 > 1.94 · 103 mm/N] ≤ 3.03 · 10−5 (5.5d)
P [C4 > 1.87 · 103 mm/N] ≤ 2.60 · 10−4 (5.5e)
This RBTO problem converged after 11 cycles of the SORA method, reaching to a
volume of V = 1.258 · 106 mm3 as exposed in Figure 5.3.
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Figure 5.2: Evolution of the FORM for obtaining the reliability index βi in the
aircraft wing example.)
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Figure 5.3: Evolution of the RBTO for the reliability indexes βi obtained in the
FORM.)
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Figure 5.4 shows the layouts derived from the DTO with partial safety coefficients and
RBTO while Table 5.1 shows a clear numerical comparison between both approaches,
obtaining a saving ratio of sr = 0.97 as the RBTO draws a 3% lower volume than
the DTO for the same probability of failure. Moreover the DTO approach has the
drawback that does not provide the probability of failure of the structure, which needs
to be obtained through a posterior RA phase.
(a) DTO (b) RBTO (βT = βi, i = 1, ..., 4)
Figure 5.4: Comparison between the DTO with partial safety factors and the
RBTO (βT = βi, i = 1, ..., 4) structural schemes for the aircraft wing example.
Table 5.1: Summary results of the coherent comparison between DTO with partial
safety coefficients and RBTO in the aircraft wing.
Load case DTO with αi RBTO (βT = βi, i = 1, ..., 4) sr
Obj. fun. [mm3] 1.297 · 106 1.258 · 106 0.97
Vol. frac. (%) 48.9 47.6
Value/MPP self weight 1.15 1.16
Value/MPP fuel loads 1.15 1.02
Value/MPP Lift 1 1.15 1.15
Value/MPP Lift 2 1.15 1.18
Value/MPP Lift 3 1.15 1.16
Value/MPP E [MPa] 6.57 · 104 6.71 · 104
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5.2.3 Aircraft rear fuselage
In the rear fuselage example of Section 4.4.2 uncertainty was considered within the
multiplier factors of each load case LC1-LC6 (denoted as φi) and the Young’s modulus
of the material E, following a Normal distribution for the loads and a Log-Normal
distribution for the Young’s modulus. Now the design values of the random parameters
φi and E involved in the DTO are the values obtained from Equation 5.1 considering
factors of αφ = 1.5 and αE = −1.5, although as stated in Section 5.2.1 the procedure is
general for any value of α. Before using Equation 5.1, the random distribution of E has
to be converted from a Log-Normal to an equivalent Normal following Equation 2.14-
Equation 2.15.
The DTO problem solved is the same of Equation 4.11. Figure 5.5 shows the conver-
gence of the DTO problem with partial safety coefficients, which required 60 iterations
leading to a volume of V = 4.925 · 109 mm3, which corresponds to the 5.81% of the
volume of the design region.
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Figure 5.5: Evolution of the objective function in the DTO with partial safety
factors.)
Once the DTO with partial safety coefficients is completed, the limit-state function G
is defined as:
G = 1− WC
WCDTO
(5.6)
where WCDTO is the weighted compliance of the preliminary DTO design carried out
in Section 4.4.2, which is WCDTO = 4.56 · 107 mm/N. This limit-state function allows
to find out the probability of failure of the DTO design with partial safety coefficients
agaist the stiffness of the preliminary DTO design carried out considering the mean
values of φi and E as design values. In this sense the RA using the FORM is performed
against the limit-state function G providing after 13 iterations a reliability index of
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β = 3.83, which corresponds to a probability of failure of Pf = 6.41·10−5. Consequently
the RBTO problem imposing this probability of failure is defined as follows:
min V (5.7a)
subject to:
σ ≤ 300 MPa (5.7b)
P [WC > WCDTO] ≤ 6.41 · 10−5 (5.7c)
The RBTO problem converged in 4 cycles of the SORA method, reaching to a volume
of V = 4.81 · 109 mm3, which is the the 5.67% of the volume of the design region
and consequently lighter that the design obtained from the DTO with partial safety
coefficients. The convergence of the FORM method and the results of the RBTO
βT = 3.83 are presented in Figure 5.6.
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Figure 5.6: Evolution of the FORM for obtaining the reliability index βT and
convergence of the RBTO for βT = 3.83.)
The layouts obtained from the DTO with partial safety coefficients and RBTO βT =
3.83 are shown in Figure 5.7. The saving ratio obtained was of sr = 0.97, which demon-
strates a better performance of the RBTO against the DTO for the same probability
of failure. Additionally RBTO can monitor the probability of failure of the structure
throughout the process, something that is not possible in the DTO. Further details
about the objective function and MPP values are presented in Table 5.2.
5.2.4 Aircraft pylon
The methodology exposed in Section 5.2.1 is applied to the pylon example presented in
Section 4.4.3. Uncertainty was considered in the loads and material properties, which
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(b) DTO
(d) RBTO (βT = 3.83)
Figure 5.7: Comparison between the DTO with partial safety factors and the
RBTO βT = 3.83 layouts for the aircraft rear fuselage example.
were dealt as random variables following Normal (loads) and Log-Normal (Young’s
module) distributions. Here, the design values of Pi and E involved in the DTO are
the nominal values obtained from Equation 5.1 considering αφ = 2.5 and αE = −2.5.
The DTO problem solved is the same of Equation 4.15, leading to a volume of V =
1.716 ·108 mm3 (a 10% of the volume of the design region) after 30 iterations, as shown
in Figure 5.8.
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Table 5.2: Summary results of the coherent comparison between DTO with partial
safety coefficients and RBTO in the aircraft rear fuselage.
Load case DTO RBTO (βT = 3.83) sr
Obj. fun. [mm3] 4.93 · 109 4.81 · 109 0.97
Vol. frac. (%) 5.81 5.67
Value/MPP Load Case 1 1.15 1.19
Value/MPP Load Case 2 1.15 1.19
Value/MPP Load Case 3 1.15 1.12
Value/MPP Load Case 4 1.15 1.12
Value/MPP Load Case 5 1.15 1.15
Value/MPP Load Case 6 1.15 1.15
Value/MPP E [MPa] 6.83 · 104 7.15 · 104
0 5 10 15 20 25 30
0
2
4
6
8
10
12
14
16
Number of Iterations
O
bj
.
Fu
nc
ti
on
V
[·1
08
m
m
3
] Objective Function
(a) Evolution of the obj. fun.
25 26 27 28 29 30
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
Number of Iterations
O
bj
.
Fu
nc
ti
on
V
[·1
08
m
m
3
] Objective Function
(b) Evolution of the obj. fun. (detail)
Figure 5.8: Evolution of the objective function in the DTO with partial safety
factors.)
Then the RA is conducted through the FORM, considering as limit-state functions Gi
the expressions exposed below, which links the compliance of the structure Ci with the
compliance of the DTO design CDTOi in each of the six load cases involved:
Gi = 1− Ci
CDTOi
(i = 1, ..., 6) (5.8)
The convergence of the FORM for each Gi is shown in Figure 5.9, taking 5 iterations
for the limit-state functions G1-G4 and 4 iterations for the limit-state functions G5
and G6.
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Figure 5.9: Evolution of the FORM for obtaining the reliability index βi in the
aircraft pylon example.)
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As a result, a reliability index β is obtained for each limit-state function:
• β1 = 3.24 (Pf,1 = 5.976 · 10−4)
• β2 = 3.21 (Pf,2 = 6.636 · 10−4)
• β3 = 3.22 (Pf,3 = 6.409 · 10−4)
• β4 = 3.21 (Pf,4 = 6.636 · 10−4)
• β5 = 3.17 (Pf,3 = 7.621 · 10−4)
• β6 = 3.17 (Pf,4 = 7.621 · 10−4)
Obtaining the reliability indexes βi through the FORM allows to formulate a RBTO
problem with the same probability of failure than the DTO design considering the
nominal values of the loads and material properties (Equation 5.1):
min V (5.9a)
subject to:
UXengine ≤ UXmax (5.9b)
UYengine ≤ UYmax (5.9c)
P [C1 > 1.52 · 106 mm/N] ≤ 5.976 · 10−4 (5.9d)
P [C2 > 6.08 · 106 mm/N] ≤ 6.636 · 10−4 (5.9e)
P [C3 > 1.58 · 106 mm/N] ≤ 6.409 · 10−4 (5.9f)
P [C4 > 4.40 · 104 mm/N] ≤ 6.636 · 10−4 (5.9g)
P [C5 > 1.00 · 106 mm/N] ≤ 7.621 · 10−4 (5.9h)
P [C6 > 1.00 · 106 mm/N] ≤ 7.621 · 10−4 (5.9i)
This RBTO problem converged after 3 cycles of the SORA method, as exposed in
Figure 5.10.
The comparison between the structural schemes emerged from the DTO with partial
safety coefficients and the RBTO is shown in Figure 5.11. Table 5.3 shows the objec-
tive function and MPPs obtained from both procedures, leading to a 1% lower volume
in the RBTO than in the DTO for the same probability of failure, or what is the same,
a saving ratio of sr = 0.99. Although the savings obtained are not very pronounced,
they might be important in large-scale structures such as those presented in this work.
Besides the material savings, RBTO has the extra advantage that controls the prob-
ability of failure required by the designer, whereas DTO needs a posterior RA phase
to obtain it. This may lead to several DTO simulations with different partial safety
factors in order to get exactly the reliability wanted.
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Figure 5.10: Evolution of the RBTO for the reliability indexes βi obtained in the
FORM.)
(a) DTO
(b) RBTO (βT = βi, i = 1, ..., 6)
Figure 5.11: Comparison between the DTO with partial safety factors and the
RBTO layouts for the aircraft pylon (βT = βi, i = 1, ..., 6)
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Table 5.3: Summary results of the coherent comparison between DTO with partial
safety coefficients and RBTO in the aircraft pylon.
Load case DTO RBTO (βT = βi, i = 1, ..., 6) sr
Obj. fun. [mm3] 1.716 · 108 1.710 · 108 0.99
Vol. frac. (%) 10.05 10.01
Value/MPP Load Case 1 1.25 1.30
Value/MPP Load Case 2 1.25 1.30
Value/MPP Load Case 3 1.25 1.29
Value/MPP Load Case 4 1.25 1.30
Value/MPP Load Case 5 1.25 1.29
Value/MPP Load Case 6 1.25 1.29
Value/MPP Young’s 1.216 · 105 1.311 · 105
Module [MPa]
5.3 Comparison of DTO and RBTO based designs in
upcoming stages of aircraft design
5.3.1 Description of the strategy
Section 5.2 presents a study considering directly the topology results obtained and
consequently no real or manufacturable structures have been compared. The relative
reduced material savings (not higher than 3%, although this could be significant in
such large-scale structures) raises the question of whether such material savings could
be higher in the upcoming sizing design phases.
The target of this section is to assess a comparison of real structural systems arisen
from previous DTO and RBTO analyses. In the scientific community it is assumed
that the best structure for a given set of loads and boundary conditions comes from a
DTO approach. However, DTO does not take into account innacuracies in the design
parameters, which will necessarily have to be considered in subsequent design phases.
Therefore it is appropiate to question if taking into account those uncertainties in the
preliminary topology optimization phase might have benefitial effects on the cost of
the structure.
The strategy followed in this section is explained below. The preliminary stage consists
of performing DTO and RBTO over a specified design region and then interpret and
define two structures on the basis of the DTO and RBTO results, providing structural
elements with real dimensions. Afterwards the performance of both structures will
be compared in a following size RBDO stage. The DTO is performed as exposed in
Section 4.3 depending on the case of study (CASE I or CASE II). This preliminary
phase does not include uncertain data, which will definitely be considered in the next
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size optimization phase. On the other hand, the RBTO problem is defined accordingly
setting the random variables and the probabilistic constraints and is solved through
the approach (APPROACH 1: MATLAB+Altair Optistruct) exposed in Chap-
ter 3. In this case, the uncertain data is included both in the preliminary design stage
(topology optimization) as well as in the next design stage (size optimization).
In this sense, the layouts of the DTO and RBTO go through a filtering process carried
out in the Hypermesh module “OSSmooth” (Hypermesh [97]) that allows to display
only the elements with a density ρ above a specified value. From these results Hyper-
mesh can generate a set of surfaces than help to create lines and splines according to
the structural members emerged. These lines are later meshed in order to create valid
bar structural models that will undergo a reliability-based size optimization process.
This engineering interpretation and definition of the structure is denoted as conceptual
design definition.
As exposed in Section 4.5 the DTO and RBTO results may lead to different structural
configurations, so two different structural schemes emerge. Afterwards two truss struc-
tural designs are created through a conceptual design definition process performed in
both configurations (DES-1 from the DTO and DES-2 from the RBTO), and their
performance is compared in a subsequent reliability-based size optimization design
phase imposing the same reliability target than in the RBTO. In this sense, both truss
structures (DES-1 and DES-2) are optimized considering uncertainty in the loads and
material properties and then they are compared in terms of weight. Figure 5.12 shows
a flowchart of the process described above.
Initial design
Uncertain
data
Uncertain
data
DTO results
Configuration 1
DTO based
structure DES-1
Optimum design
DES-1∗
Initial design
RBTO βT results
Configuration-2
RBTO based
structure DES-2
Optimum design
DES-2∗
DES-1∗ vs. DES-2∗
DTO
Interpretation
RBDO size βT
RBTO βT
Interpretation
RBDO size βT
Figure 5.12: Flowchart of the strategy proposed for the conceptual design definition.
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5.3.2 Two-dimensional rectangular domain
This subsection presents a two-dimensional rectangular domain of 10m length and 3m
height that is shown in Figure 5.13. The external loads are applied at a distance of
7.5m from the left top node (point A in Figure 5.13) and are defined as a vertical load
of P =1000 kN and an horizontal load of Q =100 kN. The boundary conditions are
placed in the left bottom node (point B in Figure 5.13) which is fixed, and in the right
bottom node (point C in Figure 5.13) which is constrained so that it can only move
horizontally.
10 m
3 m
2.5 m
P = 1000 kN
Q = 100 kN
E = 210000 MPa
G = 81000 MPa
A
B C
Figure 5.13: Rectangular domain.
The 2D domain is discretized by 3000 shell elements defined as CQUAD4 with an
element size of 0.1m. The material is steel with a Young’s module of E = 210 000MPa
while three load cases are considered, being defined as follows:
1. A vertical load P .
2. An horizontal load Q.
3. The sum of P and Q.
First the Deterministic Topology Optimization (DTO) is performed using Altair Op-
tiStruct. The DTO problem consists of minimizing the total volume of the structure
subject to Von Mises stress constraints, as exposed in Equation 5.10:
142 Chapter 5
min V (5.10a)
subject to:
σ ≤ σmax (5.10b)
Figure 5.14 shows the results of the DTO layout for a maximum Von Mises stress of
σmax = 355MPa, filtering the element densities to ρ ≥ 0.3. The volume obtained is
V DTO = 7.37·107 mm3 which is a 16% of the initial volume global, while the compliance
of the structural layout is WCDTO = 1.93 · 107 mm/N, which will be required for the
upcoming RBDO formulation.
Figure 5.14: Structural scheme obtained from the DTO problem.
Then the RBTO problem is defined considering uncertainties in the loads and mate-
rial properties, treating them as random variables whose distribution type, mean and
standard deviation values are presented in Table 5.4.
Table 5.4: Statistical moments of the random variables.
Random Variable Distribution µ σ δ
Vertical Load [N] Normal 1.00 · 106 1.00 · 105 0.1
Horizontal Load [N] Normal 1.00 · 105 1.00 · 104 0.1
Young’s module [MPa] Normal 2.07 · 105 1.035 · 104 0.05
The RBTO problem aims to obtain a structural scheme as stiff as the DTO layout when
uncertainties are taken into account. Hence the probabilistic constraint is imposed on
the weighted compliance of the structure. The RBTO problem is performed using the
strategy exposed in Section 5.3, and is formulated as follows:
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min V (5.11a)
subject to:
σ ≤ σmax (5.11b)
P [WC > WCDTO] ≤ Pf (5.11c)
where WC is the weighted compliance obtained during the RBTO process, WCDTO
is the weigthed compliance upper bound obtained from the previous DTO, P [·] is the
probability operator and Pf is the imposed probability of failure. In this case, the
probability of failure is set to Pf = 2.86 · 10−7, which corresponds to a reliability index
target βT = 5 applying the relation Pf = Φ(−β). After three iterations of the SORA
method, the volume obtained is V RBTO = 1.53 · 108 mm3 which is a 34% of the initial
volume global. Figure 5.15 shows the results of the RBTO layout filtering the element
densities to ρ ≥ 0.3.
Figure 5.15: Structural scheme obtained from the RBTO problem.
Afterwards, both structural layouts go through the conceptual design definition task
explained in Section 5.3 in order to create appropiate truss structures that will un-
dergo a subsequent size RBDO process aimed to provide the best structural design.
Figure 5.16 shows the results of the DTO and RBTO for βT = 5 overlapped with the
conceptual designs interpreted from both layouts. For the DTO the engineered de-
sign is defined as a statically determined and symmetric 7-bar truss-structure (DES-1)
whereas for the RBTO it is a statically determined 13-bar truss-structure (DES-2).
As expected, when uncertainty is considered within the optimization process, new
members emerge from the topology solution and thus it can be concluded that the
RBTO results may lead to different structural schemes than DTO results. After both
topology solutions undergo the concept design definition process, a comparison between
both designs is carried out in a subsequent sizing optimization phase that considers
uncertainty in the loads and material properties (RBDO). Figure 5.17 presents the
7-bar truss and 13-bar truss structures obtained from the DTO and RBTO cases. The
coordinates of the nodes that define this 13-bar truss are shown in Table 5.5.
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(a) DTO results and 7-bar conceptual design
(b) RBTO βT = 5 results and 13-bar conceptual design
Figure 5.16: Topologies and conceptual designs based on the DTO and RBTO
results for βT = 5.
Table 5.5: Node coordinates of the 13-bar structure.
NODES 1 2 3 4 5 6 7 8
Horizontal coordinate x [m] 0 10 2.5 7.5 5 2.5 1.05 3.3
Vertical coordinate y [m] 0 0 3 3 0 0 1.7 1.9
In order to assess the comparison between both designs, the same RBDO problem
is defined for both structures as exposed in Equation 5.12. In this case the design
variables are the transversal area of the bar elements and the random variables are the
loads and Young’s module of the bars Eb. The target is to minimize the structural
weight W by modifying the transversal areas of the bar trusses, accomplishing the
stress constraints and assuring that the final structure is as stiff as the topology layout
obtained from the DTO imposing a target reliability index of βT = 5. This is expressed
mathematically as follows:
min W (5.12a)
subject to:
|σ| ≤ 355 MPa (5.12b)
P [WC > 1.93 · 107 mm/N] ≤ Pf (5.12c)
where the probability of failure is set to Pf = 2.86 · 10−7 (βT = 5). Figure 5.18 shows
the evolution of the objective function for both designs. The small graphics show the
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(b) 13-bar (DES-2) obtained from RBTO βT=5
Figure 5.17: 7-bar and 13-bar designs for size optimization. Obtained by inter-
preting the solution of DTO and RBTO βT=5.
evolution of the DO cycles of the SORA and a zoom of the objective function values
in the last iteration of the RBDO algorithm. Table 5.6 presents the numerical results
of the objective function and the MPP for the optimum 7-bar (DES-1) and 13-bar
(DES-2) truss structures, showing that the latter provides a better design leading to
weight savings of a 2%.
Table 5.6: Summary results of size optimization.
RBDO 7-bar βT = 5 RBDO 13-bar βT = 5
Objective Function [kN] 9.28 9.10
MPP Vertical Load [N] 1.464 · 106 1.465 · 106
MPP Horizontal Load [N] 1.461 · 105 1.467 · 105
MPP Combination [N] 1.463 · 106 1.464 · 106
MPP Eb [MPa] 1.878 · 105 1.880 · 105
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Figure 5.18: Evolution of the objective function in 7-bar and 13-bar truss struc-
tures.
Table 5.7 shows the optimum values of the design variables for both structures being
their initial values xi = 1.0 · 102 mm2 and their upper and lower bound ub = 1.0 ·
105 mm2 and lb = 1.0 · 10−2 mm2, respectively.
Table 5.7: Values of the design variables in 7-bar and 13-bar structure.
Design RBDO 7-bar RBDO 13-bar Design RBDO 7-bar RBDO 13-bar
Variables βT = 5 βT = 5 Variables βT = 5 βT = 5
x1 [mm2] 1763.97 1291.14 x8 [mm2] - 2533.11
x2 [mm2] 5296.79 1965.25 x9 [mm2] - 801.17
x3 [mm2] 2753.29 5108.32 x10 [mm2] - 649.258
x4 [mm2] 3529.25 2874.18 x11 [mm2] - 2457.84
x5 [mm2] 8260.91 8345.91 x12 [mm2] - 2340.43
x6 [mm2] 2753.29 2456.44 x13 [mm2] - 729.87
x7 [mm2] 2753.29 1930.78
In this case including the real uncertain information in the preliminary design stage
(performing a RBTO instead of a DTO) has led to a different structural configuration.
The comparison between both designs in a later sizing RBDO stage demonstrated
that the optimum RBTO based design (13-bar truss, DES-2) is a 2% lighter than the
optimum DTO based design (7-bar truss, DES-1) obtained if uncertainty is included
only in the sizing stage of the design process. Thus it has been proven that RBTO is an
interesting tool for preliminary design phases since it provides novel designs that may
perform better under probabilistic constraints than DTO based designs. Although the
weight savings are not very high, it seems that the designs based on RBTO improve
the ones based on the traditional DTO approach. Figure 5.19 shows a clear scheme
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explaining the comparison carried out between DTO and RBTO based designs, where
it has been proven that the final volume of approach 2 (W ∗2 ) is lower than the one
provided by approach 1 (W ∗1 ).
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Figure 5.19: Conceptual scheme of the comparison between DTO and RBDO based
designs.
5.3.3 Aircraft rear fuselage
This structural model was previously studied in López et al [137] and in Section 4.4.2 of
this document. It shows a three-dimensional aft fuselage composed by a connection of
two non-concentric truncated cones, being loaded in the rear part with a combination
of six load cases. Some views of the aft fuselage FE model are presented in Figure 5.20.
Figure 5.20: Aft fuselage.
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As well as in the previous example, the strategy exposed in Section 5.3 is used in order
to compare the DTO and RBTO based designs of an industrial aerospace application.
Consequently the results of the DTO problem defined in Equation 4.11 and the RBTO
problem defined in Equation 4.14 with a target reliability index of βT = 3 have been
selected. The random variables considered within the RBTO problem are the loads
and the Young’s module of the material, whose properties are presented in Table 4.7.
Figure 5.21 shows a 3D view of the results obtained from the DTO and RBTO βT = 3
(also presented in the Figure 4.13 of Section 4.4.2), where it can be noticed that
the structural schemes are different. Based on the topology layouts, two conceptual
designs were created by defining a set of bars over the structural schemes, as presented
in Figure 5.21. The topology results are displayed filteing the element densities to ρ ≥
0.3. Afterwards the conceptual design definition task is carried out aiming to create
two different bar structural models. As exposed in Section 5.3, Altair Hypermesh
allows to generate a set of surfaces from the topology results allowing to create lines
and splines following the curvature of the skin according to the structural members
emerged. The results of this engineering interpretation process drive to two different
structures of rigid nodes denoted as DES-1 (DTO layout) and DES-2 (RBTO layout).
The process followed to perform the engineering interpretation consists of meshing the
previously defined lines with beam elements, which are situated following the curvature
of the skin and inside it establishing the offset required to position correctly the section
of the beams. The definition of the beams (1D entities) corresponding to the lines
drawn in Hypermesh is carried out thanks to the “Engineering Solutions - Aerospace”
profile of Altair Hypermesh 14.0 release (Hypermesh [98]), which enables to generate
beam elements and give them the proper orientation starting from the lines that are
contained in the skin surface. These lines split the skin surface in a set of smaller
surfaces (2D entities) that are meshed separately with shell elements according to the
number of beam elements desired. Afterwards both the beam and shell elements are
merged in order to connect the displacements and rotations of both entities.
The FE models built for the next size optimization stage include the 1D beams emerged
from the conceptual design as well as the 2D shell elements corresponding to the
fuselage skin. The average element size is 100mm, leading to 1255 beam elements
defined as CBEAM and 22100 shell elements defined as CTRIA3 due to the irregular
shape of the smaller surfaces emerged after the splitting of the skin surface. The cross-
section selected for all the beams is settled as a T-profile, which is assigned to each 1D
element assuring that the web is always perpendicular to the skin. Figure 5.22 shows
some detailed view of the T-profile beams merged to the fuselage skin.
The thickness of the aluminium skin is of 2.0mm, while the initial dimensions of the
beam profiles are detailed in Figure 5.23. The web and flange length is set to 80.0mm,
while their thicknesses are set to 3.0mm.
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(a) DTO layout and conceptual design
(b) RBTO (βT = 3) layout and conceptual design
Figure 5.21: Topologies and conceptual design results of the aft fuselage in the
DTO and the RBTO βT = 3.
The beams of the internal skeleton are organized in six types of beams (top, upper-
side, side, lower-side, bottom and rear). Figure 5.24 shows side views of both structures
(DES-1 and DES-2) where it can be noticed the type of beam that belongs to each
structural member, whereas Figure 5.25 presents the internal skeleton of both DES-1
and DES-2. Table 5.8 recaps the relation between each type of beam with the scheme
of Figure 5.24.
The design variables of the size optimization problem are the four general dimensions
of the T-profiles (DIM1 - DIM4) for each of the six types of beams defined above
(Beam1 - Beam6) in order to simplify the problem, leading to 24 design variables.
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Figure 5.22: Detailed views of the T-profile beams joined to the fuselage skin.
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Figure 5.23: Transversal dimensions of the T-profile beams.
The numeration of the design variables is xij, where i denotes the DIMi of the T-
profile (see Figure 5.23) and j denotes the Beamj (see Table 5.8). For example, the
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Figure 5.24: Side views and distribution of beams in DES-1 and DES-2 configura-
tions.
Table 5.8: Organization of the types of beams within the tail-fuselage designs
DES-1 and DES-2.
Number Type of Beam Color (see Figure 5.24)
Beam1 Top beams Green
Beam2 Rear beams Pink
Beam3 Upper-side beams Blue
Beam4 Side beams Black
Beam5 Bottom beams Yellow
Beam6 Lower-side beams Red
design variable x31 corresponds to the flange thickness DIM3 of the top beams (Beam1),
while the design variable x15 corresponds to the web lenght DIM1 of the bottom beams
(Beam5). On the other hand, seven random variables were defined, being six of them
the load multiplier factors of the load cases and the other one the Young’s modulus of
the aluminium beams (Table 4.7).
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(a) DES-1 internal T-profile skeleton
(b) DES-2 internal T-profile skeleton
Figure 5.25: Internal skeleton of DES-1 and DES-2 configurations.
Both designs DES-1 and DES-2 undergo the same reliability-based size optimization
problem, which is similar to the one exposed in Equation 5.12. The RBDO prob-
lem aims to minimize the weight W of the structure accomplishing the stress and
compliance constraints. The maximum allowable Von Mises stress is set to σMises =
300.0MPa like in the topology optimization approaches. Additional stress constraints
have been set in the bars and in the skin in order to provide more realistic dimen-
sioning. The normal stress of the bars is set to σmaxT,b = 300.0MPa in tension and
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σmaxC,b = -200.0MPa in compression, while the principal stresses of the skin in tension
and compression are σmaxT,sk = 300.0MPa and σmaxC,sk = -200.0MPa respectively.
The lower values of the compressive stresses are a way to prevent the buckling of the
structural members since the bars arisen from the topology results can be too slender
due to topology optimization does not allow to include buckling constraints within the
problem. Moreover, the designs obtained from the sizing RBDO phase must be as stiff
as the topology layouts obtained from the DTO and RBTO with a target reliability
index of βT = 3, which is achieved by setting the upper bound of the probabilistic
constraint to WCDTO = 4.56 · 107 mm/N. Consequently the size RBDO problem is
formulated mathematically as:
min W (5.13a)
subject to:
σMises ≤ 300 MPa (5.13b)
−200 MPa ≤ σsk ≤ 300 MPa (5.13c)
−200 MPa ≤ σb ≤ 300 MPa (5.13d)
P [WC > 4.56 · 107 mm/N] ≤ Pf (5.13e)
where the probability of failure is set to Pf = 1.35 ·10−4 (βT = 3). Figure 5.26 presents
the evolution of the objective function in both DES-1 and DES-2, being noteworthy
that the RBTO based design DES-2 gives a lower weight after the RBDO process. The
small graphics show the evolution of the DO cycles of the SORA. Table 5.9 presents
the numerical results of the RBDO problem for DES-1 and DES-2 designs as well as
their respectives MPPs.
Table 5.9: Summary results of reliability-based size optimization.
RBDO DES-1 βT = 3 RBDO DES-2 βT = 3
Objective Function [kN] 11.33 10.09
MPP LC 1-2 [N] 1.06 1.10
MPP LC 3-4 [N] 1.17 1.12
MPP LC 5-6 [N] 1.10 1.14
MPP Eb [MPa] 7.261 · 104 7.194 · 104
The configuration of DES-1 achieved an optimum weight of W ∗1 = 11.33 kN, whereas
DES-2 reached to W ∗2 = 10.09 kN, leading to a 11% lighter structure than DES-1.
Figure 5.27 shows a scheme similar to the one of Figure 5.19 where the comparison
between DTO and RBTO based designs (DES-1 and DES-2) for the rear fuselage is
explained.
The results obtained confirm the benefits of performing RBTO in early design stages.
When DTO and RBTO based designs are compared in subsequent design stages such
154 Chapter 5
0 1 2 3
7
7.5
8
8.5
9
9.5
10
10.5
11
11.5
12
12.5
13
Number of Iterations
O
bj
.
Fu
nc
ti
on
W
[k
N
]
Obj. Function DES-1
Obj. Function DES-2
0 1 2 3 4 5 6 7 8 9 10 11 12 13
7
8
9
10
11
12
13
14
15
Obj. Function DES-1
Obj. Function DES-2
0 2 4 6 8 10 12 14 16 18 20
7
8
9
10
11
12
13
14
15
16
17
18
19
Obj. Function DES-1
Obj. Function DES-2
0 1 2 3 4 5 6 7 8 9 10
7
8
9
10
11
12
13
14
15
Obj. Function DES-1
Obj. Function DES-2
Figure 5.26: Evolution of the objective function in DES-1 and DES-2
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Figure 5.27: Conceptual scheme of the comparison between DTO and RBTO based
designs in the rear fuselage.
as a size RBDO process setting as probability of failure Pf the same that in the RBTO
problem, the structure defined from the RBTO layout (DES-2) is ligther than the one
defined from the DTO layout (DES-1). Table 5.10 shows the optimum values of the
design variables for both designs after the sizing RBDO stage. For the flange and
web length (DIM1 - DIM2) the initial values are 80.0mm, while the lower and upper
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bound are 20.0mm and 300.0mm respectively. For the flange and web thickness (DIM3
- DIM4) the initial values are 3.0mm, being the lower bound of 1.0mm and the upper
bound of 8.0mm.
Table 5.10: Values of the design variables in the tail-fuselage structures for RBDO
βT = 3.
Design RBDO DES-1 RBDO DES-2 Design RBDO DES-1 RBDO DES-2
Var. βT = 3 βT = 3 Var. βT = 3 βT = 3
x11 [mm] 58.16 20.00 x14 [mm] 52.14 149.00
x21 [mm] 59.04 53.95 x24 [mm] 286.90 294.91
x31 [mm] 2.03 1.00 x34 [mm] 1.48 1.00
x41 [mm] 2.11 1.00 x44 [mm] 2.18 2.72
x12 [mm] 299.99 299.71 x15 [mm] 49.05 55.53
x22 [mm] 300.00 300.00 x25 [mm] 147.40 299.6
x32 [mm] 6.19 6.61 x35 [mm] 1.94 1.79
x42 [mm] 7.31 5.97 x45 [mm] 3.91 3.80
x13 [mm] 67.40 24.70 x16 [mm] 300.00 20.0
x23 [mm] 300.00 45.76 x26 [mm] 300.00 37.76
x33 [mm] 2.22 1.00 x36 [mm] 5.32 1.00
x43 [mm] 4.14 1.00 x46 [mm] 7.09 1.00
The constraints that are active in both RBDO problems are the stresses of the rear
(Beam2), side (Beam4) and lower-side (Beam6) beams. The results of Table 5.10
show that the main differences between the optimum T-profiles of DES-1 and DES-2
arise specially in the upper-side beams (Beam3) and in the lower-side beams (Beam6),
being bigger those of DES-1. The rest of the beams have similar dimensions, being
noteworthy that in both DES-1 and DES-2 the dimensions of the rear beams (Beam2)
almost reach the upper bounds. Figure 5.28-Figure 5.33 shows a comparison between
the initial and optimum design of each of the six types of beams of DES-1 and DES-2,
aiming to provide a better understanding of the results obtained from the optimization
process. In each figure, the upper half shows the results for the configuration DES-1
while the lower half shows the results of DES-2. In each configuration, the left side
shows the initial design and the right side shows the optimum design, while in the
central part displays a comparison of both.
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(a) Initial (left) vs. optimum (right) design of top beams (Beam1) in DES-1
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(b) Initial (left) vs. optimum (right) design of top beams (Beam1) in DES-2
Figure 5.28: Initial and optimum designs of the top beams (Beam1) T-profiles of
DES-1 and DES-2.
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(a) Initial (left) vs. optimum (right) of rear beams (Beam2) in DES-1
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(b) Initial (left) vs. optimum (right) of rear beams (Beam2) in DES-2
Figure 5.29: Initial and optimum designs of the the rear beams (Beam2) T-profiles
of DES-1 and DES-2.
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(a) Initial (left) vs. optimum (right) design of upper-side beams (Beam3) in DES-1
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(b) Initial (left) vs. optimum (right) design of upper-side beams (Beam3) in DES-2
Figure 5.30: Initial and optimum designs of the upper-side beams (Beam3) T-
profiles of DES-1 and DES-2.
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(a) Initial (left) vs. optimum (right) design of side beams (Beam4) in DES-1
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Figure 5.31: Initial and optimum designs of the side beams (Beam4) T-profiles of
DES-1 and DES-2.
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5.4 Conclusions
This chapter illustrates how Reliability-Based Topology Optimization (RBTO) may
be useful in the design process of aircraft structures and components. In Section 5.2
a proper comparison between two approaches that compare designs with the same
probability of failure against determined limit-state functions has been carried out in
order to determine which one provides better results.
The first approach is the conventional one, which consists of imposing partial safety co-
efficients within the values of loads or material properties in the Deterministic Topology
Optimization (DTO) problem in order to consider the innacuracy in those parameters.
The second one benefits from RBTO considering the real uncertain parameters of the
problem as random variables following statistical distributions. Both approaches have
been fairly compared following the methodology exposed in Section 5.2.1, concluding
that the second approach based on the RBTO yields better designs. Therefore it can
be endorsed that RBTO is a more efficient tool than DTO to implement in preliminary
design phases as it leads to lighter structural architectures accepting the same prob-
ability of failure. Regarding this, RBTO may achieve structures with a higher safety
level if the volume is set to be the same than the one obtained in the DTO approach.
Moreover, RBTO allows the engineers to fix a priori and control the reliability of the
structure and consequently its probability of failure against a limit-state.
On the other hand, it has been proven that introducing real uncertain data in the
preliminary stage of RBTO leads to different structural schemes than those provided
by the DTO. The target was to determine if the structural architectures arisen from
the RBTO have advantages regarding those arisen from the DTO in a later stage of
the design process. In Section 5.3 of this chapter the layouts of both approaches were
interpreted and defined as real bar structures through a conceptual design definition
process, and the resulting structures were dimensioned in a subsequent sizing phase
formulating the same RBDO problem. Two different examples have been proposed:
a two-dimensional rectangular domain and a more complex three-dimensional aircraft
rear fuselage.
In the first example the structural layout obtained from the DTO led to a 7-bar
truss structure through the concept design definition process, while the RBTO for
a reliability target of βT = 5 led to a 13-bar truss structure. Afterwards the same
size RBDO problem is formulated for both structures, introducing the same uncertain
information and reliability target than the ones considered in the preliminary RBTO
phase. The results showed that the 13-bar structure (RBTO based, DES-2) provides
a lighter design than the 7-bar (DTO based, DES-1). In the engineering comunity
it is accepted that the best structural design comes from a DTO layout, but this
example shows that if the structure is going to be optimized later for a fixed reliability
threshold, the best structure will be the one obtained from the RBTO process with
that particular reliability level. Altough this fact might seem somehow intuitive, it
actually boosts the relevance of RBTO throughout the structural design process. This
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idea is enforced with the second example, where the layouts of the DTO and RBTO
for a safety target of βT = 3 led to completely different structural schemes. After going
through the concept design definition, both structures went through a reliability-based
size optimization process with a reliability target of βT = 3, showing again that the
best design was the one interpreted from the RBTO layout (DES-2) facing the design
DES-1 from the DTO layout.
Therefore this study remarks the importance of RBTO in preliminary design phases of
aircraft structures, because if the structures interpreted from the topology optimization
will later undergo a size RBDO process for a certain safety target βT, the most efficient
design will come from the RBTO for that particular βT instead from the traditional
DTO. In fact, it highlights how important is to know the behavior of the component
that is being designed, regarding to determine a priori the design conditions, which are
the limit-states that the structure must accomplish as well as the probabilities of failure
for these limit-states. If any of these parameters is altered, the optimal structural
layouts from the DTO/RBTO and consequently the optimal structures arisen may
change.
Chapter 6
Reliability-based design optimization
of a composite stiffened panel in
post-buckling applying the polynomial
chaos expansion
6.1 Introduction
Stiffened panels are one of the most widely used components in aerospace industry.
They usually take part of large aircraft structures like the fuselage, the wings or the
vertical and horizontal tail plane (VTP-HTP), and their extensive usage is mainly
motivated by their high efficiency in terms of stiffness/weight and strength/weight
ratios. These panels have been studied exhaustively and its design is constantly taken
to the limit since industry demands increasingly lighter and strengthen designs.
In this sense, it is usual that aerospace companies try to produce derivatives from
previous aircraft models, trying to increase their efficiency by evaluating how their
structure can endure higher values of loads. Most times stiffened panels are designed
for maximum stiffness, stregth or buckling load. Some examples of stiffened panels
that are designed for maximum buckling load are lower fuselage and upper wing skin
panels. However, it is well-known that the buckling load does not represent the max-
imum load that these structures can bear, indeed they may hold several times the
first buckling load withouth any damage (Stevens et al [195], Zimmermann and Rolfes
[229], Degenhardt et al [50]). Consequently some panels, especially in the fuselage, are
designed to work in the post-buckling regime due to their high slenderness and because
the post-buckling extra strength has potential to achieve more economic derivatives.
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On the other hand, composite materials provide extra weight reduction (typically 20%
lighter than aluminium), strength and lifespan of an aircraft thanks to a superior dura-
bility and reduce maintenance costs since they require a lower number of inspections
during service. Aerospace companies are at the spearhead of innovation in composites,
not in vain the Boeing 787 Dreamliner has a 50% of its structure built of compos-
ite materials (Hawk [84]) and the new Airbus A350 XWB reaches the 52% (Marsh
[139]), percentages that are expected to grow in the future. By constrast, composites
lack the well-established industrial manufacture processes of the traditional metals
and alloys, which involve a higher uncertainty when dealing with their mechanical
properties in structural tests or analyses. Hence it is fair to say that uncertainties
exist in the mechanical properties of composite materials, and engineers must consider
them throughout the design process, which usually involves design optimization. Once
again, RA and RBDO should be present within these calculations.
Performing optimization in the design of stiffened composite panels may be trouble-
some given that several variables of different natures may be involved, such as geom-
etry dimensions or stacking sequences of the composite layups. The full complexities
of detailed modeling and comprehensive FE simulations for the study of post-buckling
regime may also compromise the efficiency of the process. Moreover, considering un-
certainties within the optimization in order to perform a RBDO problem merely com-
plicates the process. Until now, in this research the approach followed to carry out
RBDO was the so-called APPROACH 1, which was well suited for topology optimiza-
tion problems since it exploits the capabilities of commercial software in structural
optimization with non-complex responses involved. However in this chapter, where
more detailed structures are analyzed at component level requiring complex and costly
FE simulations, APPROACH 2 seems to fit better. The DO phase is carried out using
GA because, as exposed in Section 2.3.4, they can handle discrete, continuous and
mixed design variables and have inherent parallelization capabilities that are useful
when the FE simulations are computationally expensive, while the RA phase benefits
from a PCE surrogate model since the evaluation of the MPP will be computationally
unaffordable if it had to be obtained through sequential FE analyses instead of relying
on a response surface.
GA require a large number of evaluations of the objective function and constraints
before reaching the DO design, hence the solution of the optimization problem involves
a high computational effort that may become prohibitive for industrial applications
since the computing cost of each FE simulation is very high, which advocates to use
parallel computing. Besides dealing with several discrete design variables increases the
number of possible configurations, making the whole design space almost boundless.
For example, Faggiani and Falzon [69] minimized the damage between the skin and
stiffeners of a composite panel in post-buckling, which required 18 generations of 40
individuals (720 FE analyses). Badalló et al [15] made a comparative study of three
different GAs in a multiobjective optimization problem that required 25 generations
of 16 individuals (400 FE analyses) for each case.
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Otherwise, there is some research on RA applied to stiffened panels. Akula [6] performs
a multiscale reliability analysis of a composite stiffened panels considering microscale
and macroscale design parameters. The probability of failure is predicted using the
Monte Carlo method in combination with approximation models. Rognin et al [174] de-
velopes a simulation approach to enhance the reliability of complex damaged composite
structures. Chen and Soares [33] presents a method that couples FE analyses with an
enhanced first-order reliability algorithm for reliability estimation of the post-buckling
compressive strength of panels under compression loads. Talking about RBDO applied
to aerospace stiffened panels, Hernandez et al [87] draws a comparison of three RBDO
methods in a metallic panel under buckling constraints, Qu and Haftka [164] performs
RBDO using Monte Carlo Simulations (MCS) and a Design Response Surface (DRS)
in order to compute the reliability constraints while Díaz et al [62] compares stochastic
expansions with moment-based methods in the RA and genetic with gradient-based
algorithms in the DO phase.
This chapter aims to perform the DO and RBDO of a composite stiffened panel fo-
cusing on maximizing its bearing capacity for a prefixed geometry and setting the
shortening of the panel at the collapse load in the DO design as the probabilistic con-
straint of the RBDO. The design variables are the orientation of the plies while the
random variables are the elastic properties of the composite. In order to predict the
collapse load properly, post-buckling and progressive damage analyses are considered
as an intrinsic part of the problem. Section 6.2 describes the stiffened panel and the
physics of the problem and defines the DO and RBDO problem. Section 6.3 explains
briefly the strategy and the metamodel building, while Section 6.4 discuss the results
obtained and finally Section 6.5 draws some conclusions. The main contents of this
chapter have been published as a research paper in López et al [136].
6.2 Definition of the problem
6.2.1 Description of the stiffened panel and physics of the prob-
lem
This section studies the stiffened composite panel presented in Bacarreza et al [14].
These kind of panels are part of more complex aircraft structures such as the wings
or the fuselage. The design is defined by a flat skin with three stringers, as shown
in Figure 6.1. The panel is fixed at one of the transversal edges and loaded under
compression in the opposite edge by an imposed uniform increasing displacement. The
longitudinal edges are constrained in all degrees of freedom except the direction of the
load. The overall dimensions of the panel are L =1196.0mm length andW =618.4mm
width, while the geometric dimensions of the stringers are given in Figure 6.2 and
Table 6.1.
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(b) Scheme of the numerical experiment
Figure 6.1: Overall dimensions of the stiffened panel and scheme of the numerical
experiment.
SL1 SL2 SL3
S
H
Figure 6.2: Geometric dimensions of the stringers.
Table 6.1: Geometric dimensions of the stringers.
Dimension Description Value
SH [mm] Stringer Height 37.46
SL1 [mm] Stringer Length 1 19.57
SL2 [mm] Stringer Length 2 22.77
SL3 [mm] Stringer Length 3 26.33
The skin and stringers of the panel are built as separate composite pieces and a cohesive
material is modelled as the interface between them. The mechanical properties of
both materials are obtained from literature (Bacarreza et al [14]) and are presented
in Table 6.2. The densities of the composite and cohesive materials are of 1550 kg/m3
and 1600 kg/m3, respectively.
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The skin of the panel is an 8-ply symmetric and balanced laminate with stacking
sequence [45, -45, 0, 90]s, whereas the stringers are constituted by a 10-ply symmetric
and balanced laminate [45, 0, -45, 0, 90]s. The thickness of a single layer of the skin is
Tsk =0.276mm, while in the stringers it is Tst =0.186mm. This means that the total
thicknesses of the skin and the stringers are 2.208mm and 1.86mm, respectively.
As exposed in Section 6.1, the post-buckling extra strength has potential in order to
achieve safer and more economic designs. Nowadays the tendency in industry is to
perform virtual testings (Ostergaard et al [155]) of FE models and then calibrate them
with a low number of experimental tests instead of carrying out a high number of
experiments in order to save costs and resources. Virtual testing allows to predict the
behaviour of the panel in service and extreme conditions with the idea of gradually
starting to certify certain structural components based on the FE model behavior
without the need of carrying out a large number of tests. For this reason, detailed
FE models need to be created and increasingly advanced FE analyses are required.
In this research nonlinear explicit dynamic FE analyses are used for modelling the
post-buckling behaviour and the progressive failure of the composite stiffened panel.
During post-buckling, the shapes of the buckling waves do not remain constant when
increasing the compressive load. Indeed abrupt changes may occur at certain load
levels, which are known as mode-switchs. These phenomena are dynamic instabili-
ties that cause numerical difficulties when using quasi-static analyses. For a better
performance, explicit FE analyses can be used (Bisagni [24]). Predicting the collapse
load of the design is difficult because of the sensitivity of composites to the effect of
interlaminar stresses and the variety of damage mechanisms that can arise in several
locations of the panel and which could lead to collapse.
The contact between the skin and stringers is modelled through cohesive elements and
the intralaminar failure is analysed under continuum damage mechanics theory, taking
into account the main possible failure modes including tension or compression failure
of the fibers, and cracking, crushing or shear failure of the matrix. The definition
of the damage initiation criteria is based on the Hashin criteria (Hashin and Rotem
[82] and Hashin [81]), while the damage propagation laws are driven by the amount
of energy dissipated during the damage process (Lapczyk and Hurtado [125]). The
Hashin initiation criteria are expressed as:
Fiber tension (σˆ11 ≥ 0) : F tf = (
σˆ11
XT
)2 + α(
τˆ12
SL
)2 (6.1a)
Fiber compression (σˆ11 < 0) : F
c
f = (
σˆ11
XC
)2 (6.1b)
Matrix tension (σˆ22 ≥ 0) : F tm = (
σˆ22
Y T
)2 + (
τˆ12
SL
)2 (6.1c)
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Mat. comp. (σˆ22 < 0) : F
c
m = (
σˆ22
2ST
)2 +
[
(
Y C
2ST
)2 − 1
]
σˆ22
Y C
+ (
τˆ12
SL
)2 (6.1d)
where XT and XC are the longitudinal tensile and compressive strengths, Y T and Y C
are the transverse tensile and compressive strengths, SL and ST the longitudinal and
transverse shear strength, α is a coefficient associated to the contribution of the shear
stress to the fiber tensile initiation criteria and σˆ11, σˆ22 and τˆ12 are the components
of the effective stress tensor σˆ, which is used to evaluate the initiation criteria and is
expressed as:
σˆ = Mσ (6.2)
where σ is the true stress and M is the damage operator:
M =
 11−df 0 00 1
1−dm 0
0 0 1
1−ds
 (6.3)
where df , dm and ds are the internal damage variables that characterize fiber, matrix
and shear damage. When the damage has happened, the behaviour of the damaged
material includes stiffness degradation and is computed as:
σ = Cdε (6.4)
being ε the strain and Cd the damaged elasticity matrix, which is expressed as follows:
Cd =
1
D
 (1− df)E1 (1− df)(1− dm)ν12E1 0(1− df)(1− dm)ν12E1 (1− dm)E2 0
0 0 (1− ds)GD
 (6.5)
where D = 1−(1−df) ·(1−dm) ·ν12 ·ν21. Prior to any damage initiation and evolution,
the damage operator M is equal to the identity matrix, so σˆ = σ.
In this study the FE model considering post-buckling analysis, progressive damage and
failure is built and calculated using Abaqus Explicit 6.14.2 (Abaqus [1]). The Hashin
damage initiation criteria and damage evolution laws are already implemented in the
software. When any of the expressions of Equation 6.1 is accomplished in a certain
finite element, the internal damage variables df , dm and ds are activated leading to
the damage initiation stage. These parameters change the damage operator M of
Equation 6.3, which becomes different than the identity matrix, and the damaged
elasticity matrix Cd in order to simulate the response of the damaged material. The
damage evolution process is determined by the energy dissipated in the failure event
(fracture energy) since the initiation of damage has occurred.
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In this software, if α = 0 and ST = YC/2 the initiation criteria is the one proposed
in Hashin and Rotem [82], while if α = 1 it is the one presented in Hashin [81]. As
exposed in Abaqus [1] once the damage initiation and evolution has occurred for at
least one mode, the damage operator becomes significant in the criteria for damage
initiation of other modes. Figure 6.3 shows the deformed shape of the panel during
the post-buckling regime and after collapse.
(a) Post-buckling (b) After collapse
Figure 6.3: Deformed shape of the panel in post-buckling regime (a) and after
collapse (b). Deformation scale factor of 2.0
Setting an optimization strategy for complex structures such as stiffened panels is a
ticklish task, as there are several design variables of different nature involved (num-
ber of plies, number of stiffeners, thickness, dimensions of the panel and stiffeners,
stacking orientations...) and several structural properties prone to be set as objective
function and design constraints (mass, reaction force, buckling factor, shortening of
collapse, Tsai-Wu index...). Some strategies tend to split the optimization process in
several phases because including all that information in a single optimization problem
may make it ungovernable. For instance, the optimization strategy proposed in Bacar-
reza et al [14] divides the optimization process in two stages: a preliminary design
optimization and a detailed design optimization.
The preliminary design optimization consists of performing an optimization where the
mass and Tsai-Wu index try to be minimized and the reaction force maximized. In
this phase the design variables considered are the number of plies, number of stiffeners
and in general all the dimensions of the panel, being the material considered as linear
elastic in order to shorten the FE simulation time.
Otherwise, the detailed design optimization takes the panel obtained in the previ-
ous phase and tries to maximize the bearing capacity considering as design variables
the stacking orientations of the composite material, keeping the geometry and conse-
quently the mass of the panel unaltered. In this stage, the post-buckling behaviour
and progressive damage of the composite materials are considered in order to predict
adequately the collapse load of the panel. These phenomena are influenced, among oth-
ers, by the elastic properties of the materials. Since such properties are more prone to
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variations in composites than in other materiales, in this research they are considered
as uncertain parameters.
It is important to highlight that the reference panel used comes from the preliminary
design optimization performed in Bacarreza et al [14]. Therefore the number of plies,
thicknesses, number of stiffeners and geometry dimensions of the panel are optimum
values taken from a previous optimization process aimed to minimize the mass of the
structure. The motivation of this research is to carry out a RBDO of the detailed
design optimization phase, assuming as design variables the stacking orientations of
the plies, as random variables the elastic properties of the composites and considering
the shortening of failure of the panel as the probabilistic constraint. In other words,
the target is to maximize the reaction force that the panel can support before collapse
and at the same time assure with a target reliability that the collapse will happen
beyond a certain value of shortening, which is obtained from a preliminary DO phase.
6.2.2 Formulation of the DO problem
In the DO problem proposed, the geometry of the skin and stringers of the panel are
fixed to the nominal configurations reported in Figure 6.1, Figure 6.2 and Table 6.1.
The design variables of the problem are the stacking orientations of the layers that
build the skin and stringers of the panel. Since both layups are symmetric the number
of design variables considered is 9 (4 in the skin and 5 in the stringers), where each
can take the orientation values of −45◦, 0◦, 45◦ or 90◦ with respect to the longitunal
axis of the panel, meaning that the design space is formed by 49 = 262144 different
designs. These orientation values are the guidelines used in aerospace industry.
The fact that all the design variables are discrete and the FE model takes a long
time to run a single analysis (parallelization is highly recommended) advocates the
use of GA to solve the optimization problem. GA excel in these two issues (dealing
with integer or mixed design variables and parallelisation), although they are more
design improvers rather than proper optimizers as they do not assure that the design
obtained is an optimum. Besides, the convergence and performance of GA may depend
on the parameters (number of individuals, number of generations) and operators of the
algorithm.
In Bacarreza et al [14] the problem was initially defined as a multi-objective optimiza-
tion aimed to maximize both the reaction force Rf and the internal energy En, subject
to the fulfillment of a certain value of the reaction force Rf ≥655.0 kN. The optimiza-
tion was carried out through the NGSA-II algorithm (Deb et al [48]) and showed that
the constraint was inactive and that the two objective functions followed a quasi linear
relation. Thus in this research the DO problem was modified turning it into uncon-
strained and single-objective with the aim of just maximizing Rf . Therefore the target
is to find a design that maximizes the reaction force of the panel in the post-bucking
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regime, being the mathematical formulation of the problem presented below:
max Rf (6.6)
As exposed in Section 6.2.1, Rf is obtained through nonlinear explicit FE simulations
based on Equation 6.1-Equation 6.4. Once the DO is completed the values of the
reaction force Rf , the internal energy En and the stacking sequence of the optimum
panel are obtained.
Furthermore, since the panel is pushed until its collapse the shortening when the panel
fails Shf,0 can be obtained as well. It is important to obtain from the FE analyses
shortening values coherent with those of the experimental tests in order to validate the
FE model for virtual testing. Moreover, the Shf,0 value is critical because it marks
the hard barrier that the design can reach, making interesting to consider it as a
probabilistic constraint in order to accomplish that the probability of collapsing below
Shf,0 is very low.
6.2.3 Formulation of the RBDO problem
In the RBDO problem proposed, the potential of the PCE exposed in Section 3.3 has
been exploited to carry out the RA phase of the SORA method. The main difference
with the traditional approach is that the RA is performed relying in a global approxi-
mation model instead of running sequentially the FE simulations required. The aim is
to obtain the maximum reaction force of a composite stiffened panel while being sure
that the failure will happen at a shortening beyond a specified value when considering
the uncertainty associated to the elastic properties of the composite material.
Considering this, the RBDO problem can be defined as exposed in Equation 6.7:
max Rf (6.7a)
subject to:
P [G ≤ 0] ≤ Pf (6.7b)
The limit-state function is defined as G = 1− Shf,0
Shf
, where Shf is the shortening when
the panel fails in the RBDO design and Shf,0 is the shortening of collapse of the DO
design. By convention, if G > 0 the design is safe and if G < 0 it fails, hence the
design is safe when Shf > Shf,0.
The design variables are the orientation of the layers that build the skin and stringers
as in the DO problem, while the random variables are all the elastic properties of the
bulk composite (E11, E22, E33, G12, G13 and G23). They follow a truncated Normal
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distribution in order to avoid the negative values of the distribution, and their sta-
tistical moments are defined in Table 6.3. The assumption of considering the elastic
material properties as normally distributed with a 5% coefficient of variation is based
on the literature (Yang et al [218] or Akula [6]).
Table 6.3: Statistical moments of the random variables.
Random Variable Distribution µ σ
E11 [MPa] Normal 159000.0 7950.0
E22 = E33 [MPa] Normal 10000.0 500.0
G12 = G13 [MPa] Normal 3000.0 150.0
G12 [MPa] Normal 5000.0 250.0
From the RBDO problem we obtain a design which maximizes the Rf that the panel
holds in post-buckling and at the same time guarantees that it will withstand a short-
ening beyond Shf,0 with a established reliability (1− Pf ) when uncertainty is consid-
ered in the elastic properties of the composite material. Indeed the probability that
the panel collapses at a lower shortening that Shf,0 is the probability of failure Pf
imposed by the engineer.
6.3 Strategy and metamodel building
The solution of the RBDO problem exposed in Equation 6.7 requires a high compu-
tational effort for the RBDO process since the values of the objective function and
constrains (both deterministic and probabilistic) are obtained through nonlinear ex-
plicit dynamic FE analyses which are performed in Abaqus Explicit 6.14.2. As stated
in Section 6.2.1, these FE analyses include post-buckling regime and consider the main
failure modes of the fibers and the matrix of the composite.
The RBDO problem is solved through a decoupled algorithm which is composed of two
separate steps that are performed sequentially until convergence through the strategy
presented in Section 3.5 (APPROACH 2: MATLAB+Abaqus), as shown in Fig-
ure 6.4.
The convergence criterion is defined as the relative difference in the reaction force of
the panel Rf within two consecutive iterations, as expressed in Equation 6.8.
RfK+1 −RfK
RfK
≤ ε (6.8)
where K and K + 1 are two consecutive iterations of the RBDO algorithm and ε is
the maximum convergence criterion value, which is set to ε = 1 · 10−2. The phases
required to perform the decoupled RBDO method are discussed below:
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Figure 6.4: Flowchart of the decoupled algorithm used in the RBDO.
1. Deterministic optimization, which is performed through a GA. The values of the
random variables in the first optimization cycle are the means of their probability
distributions. In the subsequent optimization cycles, the values of the random
variables are the Most Probable failure Points (MPP) obtained in the previous
RA step.
2. Reliability analysis (RA) performed using the Hybrid Mean Value (HMV), which
is an inverse MPP search algorithm that benefits from a Polynomial Chaos Ex-
pansion with Latin Hypercube Sampling (PCE-LHS) based metamodel (Choi
et al [38]) when the structural responses are required.
PHASE 1: Deterministic optimization through GA
The DO problem is solved in MATLAB (MATLAB [141]) using the Integer ga Algo-
rimthm, which is included in the Global Optimization Toolbox and is based on the
algorithms presented in Deb [47] and Deep et al [49]. This GA attempts to minimize
a penalty function instead of the fitness function and employs a binary tournament
selection to select individuals for upcoming generations. When all the individuals of
the population are feasible the penalty function of a member is the fitness function
but otherwise the penalty function is the maximum fitness function among the feasible
members of the population plus a term that includes a sum of the constraint violations
of the infeasible member evaluated (MATLAB [141]). The flowchart of a general GA
is presented in Figure 6.5.
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Figure 6.5: Flowchart of the Genetic Algorithm (GA) used in the PHASE 1: De-
terministic Optimization.
The MATLAB code generates a random initial population and makes external calls to
Abaqus 6.14.2 to perform the FE analyses of the panel, which is a parallelizable task.
Then the objective function and constraints obtained from those FE simulations are
retrieved by MATLAB to execute the GA operators and obtain the individuals of the
upcoming generation. In the GA three configurations with different number fo genera-
tions and individuals have been tested, performing a minimum of 300 and a maximum
of 400 runs of the FE model, all of them considering explicit nonlinear FE analyses.
The DO phase could also had been performed using surrogate models, however the
author considered that since the Rf response is highly nonlinear within the design
variables’ space (a change in the ply orientation of a single layer can influence a lot
the collapse of the panel) the number of FE simulations required to build an accurate
approximation could be much higher than the 340 runs required with this direct ap-
proach. Moreover it would not be possible to perform all the samples simultaneously
given the limited parallelization capabilities of the HPCC of the Structural Mechanics
Group (768 cores, see Section 3.2, whereas each simulation requires several cores).
PHASE 2: Reliability analysis through PCE-LHS
In this case the RA problem is also solved through the Hybrid Mean Value (HMV)
algorithm (Youn et al [221]). This algorithm, which is detailed in Section 2.4.2, aims
to obtain the state in which the structure is more likely to fail, namely the MPP that
will take part in the next deterministic optimization cycle. In this case, since the
FE simulations are very expensive, the structural responses required during the se-
quential steps of the HMV algorithm cannot be performed in a reasonable computing
time. Therefore, the structural responses are obtained inmediately from a surrogate
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model instead of performing sequentially expensive FE simulations. In return, a proper
approximation needs to be constructed, which must represent faithfully the real struc-
tural behaviour in the whole design domain. The surrogate model is built based on a
Polynomial Chaos Expansion with Latin Hypercube Sampling (PCE-LHS) methodol-
ogy following the steps exposed in detail in Section 3.5.2.3, while its accuracy is proven
through the ANOVA table (Table 3.2) and the statistical estimators R2 and RMSE,
all discussed in Section 3.5.2.2.
Since the 4 random variables involved (as E22 = E33 and G12 = G13, see Table 6.3)
follow a Normal distribution, Hermite polynomials (Table 3.1) are used to built the
PCE, choosing a 3rd order expansion. Recovering Equation 3.16, the total number of
coefficients Nc is given by:
Nc =
(n+ p)!
n!p!
=
(4 + 3)!
4!3!
= 35 (6.9)
where n = 4 is the number of random variables and p = 3 is the order of the polynomial
expansion.
The set of Ns responses R required to obtain the unknown coefficients b are obtained
through FE simulations performed in Abaqus that follow a LHS sample scheme since it
is far more efficient than the MCS (see Section 2.2.4). According to Choi et al [38], the
construction of a PCE-LHS metamodel involves a reasonably low number of sample
points Ns. However, Ns must be at least double than Nc, so in this research we set the
number of samplings to Ns = 100. The LHS method ensures a regular distribution of
the samples making that all portions of the random variables’ ranges are represented.
The responses of the samples are obtained through nonlinear FE simulations that are
performed in parallel running Abaqus 6.14.2 in a HPC environment. Afterwards the
surrogate model is built using the PCE approximation, where the Hermite polynomials
and the regression coefficients are generated and obtained in the MATLAB subroutine
“Regress-CoeffPCE.m” using the method of least squares (Equation 3.21).
Based on the ANOVA analysis performed, a 3rd order PCE is enough to predict the
structural response properly since only 7 terms out of 35 are significant for a confidence
level of α = 0.05, being unnecessary to raise the order of the expansion (Choi et al
[38]). Moreover, including higher order polynomials may lead to infeasible solutions or
an excessive increase in the number of samples points without gaining accuracy. The
statistical estimators obtained for the PCE-LHS based metamodel are R2 = 0.9452
and RMSE = 0.041, hence it can be concluded that the polynomial approximation is
accurate enough. Figure 6.6 presents a plot of the real and PCE estimated limit-state
function G in order to prove that the correlation between both responses is good.
The flowchart of the whole RA phase, including the sampling, metamodel building and
the HMV algorithm benefiting from the PCE-LHS based metamodel is presented in
Figure 6.7.
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Figure 6.7: Flowchart of the steps for the PHASE 2: Reliability Analysis.
6.4 DO and RBDO results and discussion
The DO problem defined in Equation 6.6 was carried out using the same GA with a
different number of generations (gen.) and individuals in the population (ind.), leading
to three different configurations (10gen./30ind., 20gen./20ind. and 16gen./20ind.) and
obtaining two different designs for maximizing the panel’s reaction force Rf (Figure 6.8
and Table 6.4). The DO case selected to compare with the upcoming RBDO results
is the 16gen./20ind., which lead to improvements in the objective function of a 31.4%
compared to the initial design.
As can be seen, it was proved that reducing the individuals of a population in this
particular problem does not worsen the results whereas increasing the number of gen-
erations helps the convergence to a better optimum and consequently leads to improve-
ments in the fitness function. This gives an idea of the characteristics of the problem,
which by nature has several local minima and causes that the GA can converge to
different optimal designs depending on the settings and the algorithm used.
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Figure 6.8: Evolution of the Reaction Force (objective function) in the DO.
In both 20gen./20ind. and 16gen./20ind. the GA converges from generation 10 (see
Figure 6.8). The 16gen./20ind. case was run in order to check that the results are
the same than in the 20gen./20ind. case, justifying the number of gen./ind. used
and consequently reducing the computational effort in the upcoming RBDO problem,
which is very time consuming because it requires to perform several DO phases.
The three DO cases were performed in the HPCC using 100 cores out of 768. Each
FE analysis was performed using 4 cores with a global of 16 GB of memory. The
computational effort required for solving the DO problem was 168 h. thanks to parallel
computing since a single FE analysis took an average time of 8 h. to run. If the problem
was performed sequentially in a PC, the estimated computational effort would be of
16gen × 20ind × 8 h.= 2560 h. It should be noticeable that not all the analyses collapse
at the same shortening so the computational effort varies from one to another.
Table 6.4 shows the values of the reaction force (objective function), shortening of
failure, internal energy and stacking sequences of the skin and stringers before and
after the deterministic optimization (DO) processes for all the cases performed. These
results highlight that the optimal layup of the panel has a high number of layers ori-
ented with 0◦ especially on the core of the laminates, what is expected as a consequence
of being loaded in the longitudinal direction and targeting to maximize the bearing
capacity of the panel. In this sense, it is logical that the fibers tend to follow the
direction of the load. Moreover, this effect is more evident in the stringers since they
absorb more load than the skin, as seen in Figure 6.9.
From the DO design the shortening when the panel collapses, which is Shf,0 = 6.32mm,
is obtained. This value is imposed as the probability constraint in the RBDO prob-
lem defined in Equation 6.7, whose target is to maximize the reaction force Rf that
the panel can withstand assuring that if the elastic properties of the composite are
uncertain its collapse Shf will happen beyond 6.32mm with a established reliability
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Table 6.4: DO results for a different number of generations and individuals of the
same GA.
Description Initial design Optimum design Optimum design
10gen./30ind. 20gen./20ind.
16gen./20ind.
Rf [kN] 734.95 903.47 965.95
Shf,0 [mm] 6.60 6.04 6.32
En [J] 2602.35 3081.40 3402.21
Sk. layup [45, -45, 0, 90]s [90, 0, 0, 0]s [0, 0, 90, 0]s
Str. layup [45, 0, -45, 0, 90]s [90, -45, 0, 90, 0]s [90, 0, -45, 0, 0]s
Figure 6.9: Stress distribution in the stiffened panel.
(1− Pf ). In this sense, the RBDO problem of Equation 6.7 is written as:
max Rf (6.10a)
subject to:
P [Shf < 6.32mm] < Pf (6.10b)
In this section two different RBDO cases were performed for reliability indexes targets
of βT = 3 and βT = 5, which corresponds to probabilities of failure of Pf = 1.35 · 10−3
and Pf = 2.86 · 10−7 respectively. Figure 6.10 shows the convergence of the whole
RBDO process, while Figure 6.11 presents the convergence of the second and third
DO cycles of the SORA method.
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Figure 6.10: Evolution of the Reaction Force (objective function) in the RBDO
cases βT=3 (left) and βT=5 (right).
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(a) RBDO βT=3
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(b) RBDO βT=5
Figure 6.11: Evolution of the Reaction Force (objective function) in the second
and third DO cycle of the RBDO cases.
From these figures it can be observed that the the RA conducted between the second
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and third DO cycles converges to a similar MPP than the RA between the first and
second DO cycles and thus the third cycle starts from a design very close to the
final optimum. The RBDO cases were performed in the same HPCC with the same
requirements for each FE analyses. Additionally, two samplings of 100 design points
each were needed to perform the two RA required in the RBDO. These samplings
are run in parallel, but since the number of cores used is 100 and each FE simulation
requires 4 cores, only 25 samples are allowed to run simultaneously in the HPCC and
consequently 4 cycles of 25 samples each are required. Each cycle takes an average
computational time of 8 hours (the same that a single FE simulation), so the estimated
time for one RA loop is about 4 × 8 = 32 hours. If the responses of the HMV
were obtained sequentially, the computational effort of the RA would be much higher.
With these settings, the RBDO cases required 514 hours for βT = 3 and 432 hours
for βT = 5. Table 6.5 shows the values of the reaction force (objective function),
shortening of failure (probabilistic constraint), internal energy and stacking sequences
of both RBDO designs compared with those of the DO design.
Table 6.5: Optimization results RBDO designs vs. DO design.
Description DO design RBDO βT = 3 design RBDO βT = 5 design
Rf [kN] 965.95 936.01 859.24
Shf [mm] 6.32 6.41 6.67
En [J] 3402.21 3226.50 3050.20
Skin layup [0, 0, 90, 0]s [0, 0, 90, 45]s [90, 0, 45, 90]s
Stringers layup [90, 0, -45, 0, 0]s [90, -45, 45, 0, 0]s [90, -45, 45, 0, 0]s
Figure 6.12 shows a plot of the stacking sequence in all panels (Initial, DO and both
RBDOs), where it can be remarked that as expected the 0◦ oriented layers are on the
inside of the stringer laminates while the 45◦ and −45◦ are on the outside.
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Figure 6.12: Orientation of the layers in the Initial, DO and RBDO designs.
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The results obtained from the RBDO cases show lower values of Rf than the ones ob-
tained from the DO as a consequence of including uncertainty within the optimization
process, but in exchange both RBDO designs fail beyond Shf,0. Since the collapse
condition Shf > 6.32mm needs to be accomplished in both RBDO problems with a
target reliability, the RBDOs lead to more flexible designs that surpass this value of
shortening in order to take into account uncertainty in the material properties. In
return, this causes that the Rfs obtained from the RBDO problems are lower that the
obtained from the DO problem, which is logical. The worse values in the objective
function are usual in RBDO problems since they consider uncertainty in some param-
eters or variables, forcing the design to meet the constraints taking into account such
uncertainties in the evaluation of the limit state function. By contrast, DO does not
consider uncertainties and consequently a small perturbation of any parameter can
lead to infeasible designs that do not accomplish the constraints.
Furthermore it is noticeable that even though the load does not change, a significant
difference in the orientation of the layers was achieved. Contrary to the DO design, the
RBDO layups are more balanced as there are not too many 0◦ oriented layers. There-
fore it can be concluded that the presence of uncertainty in the material properties
and the need to add flexibility in order to delay the collapse alters the best stacking
sequence in order to accomplish the shortening limit state.
Table 6.6 shows the MPPs obtained from the RBDO cases. The compressive effect
of the load evidences that the longitudinal modulus of elasticity E11 is the random
variable by far more away from its mean value becoming the dominant of the problem.
Table 6.6: Value of the MPP of the random variables for the RBDO designs.
Random Variable DO design RBDO βT = 3 design RBDO βT = 5 design
E11 [MPa] 159000.0 182710.0 198690.0
E22 = E33 [MPa] 10000.0 10061.0 9929.4
G23 [MPa] 5000.0 5064.8 5037.3
G12 = G13 [MPa] 3000.0 3022.8 2974.2
The left side of Figure 6.13 shows a comparison of the Rf responses in the initial
design, the DO design and both RBDO designs for reliability indexes of βT = 3
and βT = 5 when the MPP of the random variables is considered. From this figure
it can be extracted that the probabilistic constraint is somehow active in all cases,
since the collapse of the optimal designs occurs near the value imposed as barrier,
Shf,0 = 6.32mm. However a more appropiate comparison between the DO and RBDO
designs is carried out in the right side of Figure 6.13. In this graph the material
properties of all the designs are set to the mean values of the random variables. The
values of the reaction force, shortening of failure and internal energy of the DO design
compared with those of the RBDO designs considering the mean values of the random
variables are shown in Table 6.7.
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Figure 6.13: Response of the initial, DO, RBDO βT = 3 and RBDO βT = 5
designs considering the MPP (left) and mean values of the random variables (right).
Table 6.7: Responses of DO design vs. RBDO designs when considering the mean
values of the random variables.
Description DO design RBDO βT = 3 design RBDO βT = 5 design
Rf [kN] 965.95 883.35 801.72
Shf [mm] 6.32 7.05 7.95
En [J] 3402.21 3394.40 3443.99
From Figure 6.13 and Table 6.7 it can be observed that if the material properties
are set to the mean values, the Shf of the RBDO designs reach approximately 7mm
(βT = 3) and 8mm (βT = 5), respectively. These values are much higher than Shf,0 =
6.32mm as a consequence of the low value of the Pf imposed in the RBDO problem.
Indeed from the RBDO results we can state (with a reliability of 99.875% for βT = 3
and 99.9999714% for βT = 5) that the panel will collapse beyond 6.32mm when
considering uncertainty in the elastic properties of the composite. In other words, the
Rf values obtained from the RBDO cases are the maximum that can be achieved if
the uncertainty of the system is taken into account.
6.5 Conclusions
In this chapter RBDO has been applied to problems with discrete design variables and
complex FE simulations that required a high computational effort. In this sense, a
methodology based on the second approach exposed in Chapter 3 (APPROACH 2:
MATLAB+Abaqus) has been applied to an industrial aerospace application such
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as a composite stiffened panel. Since the RA algorithm used in this research (HMV)
requires sequential evaluations of the limit-state function in its pursuit to obtain the
MPP of the structure and these evaluations are carried out through computation-
ally expensive FE simulations, a Polynomial Chaos Expansion with Latin Hypercube
Sampling (PCE-LHS) based metamodel has been built in order to shorten the com-
putational effort of this phase. The PCE is suitable since it requires a relatively low
number of samples to construct an accurate metamodel and provides useful statistical
information about the response, such as the statistical moments (Section 2.2.4). In
this case, each RA required 100 samples to build the metamodel.
Stiffened panels are one of the most widely used components in aerospace industry,
and their design is constantly taken to the limit as a consequence of a depth study of
their behavior. For this reason, this research focuses on the post-buckling behaviour
and aims to study the progressive collapse by obtaining the shortening of failure. On
the other hand, composite materials lack the well-established industrial manufacture
processes of the metallics involving higher uncertainty when dealing with their mechan-
ical properties. Hence this chapter proposes two phases: first, a DO was performed
with the target of maximizing the bearing capacity of the panel and obtaining the
shortening when it collapses. Then a RBDO was carried out aiming to maximize the
bearing capacity imposing that the collapse must happen beyond the shortening of the
DO design while taking into account the uncertainty of the elastic properties of the
composite. Two RBDO cases with reliability indexes βT = 3 and βT = 5 have been
performed.
The DO required 340 nonlinear explicit FE analyses so as to consider the postbuckling
behavior and collapse of the panel. On the other hand, both RBDOs needed to perform
three DOs to converge, plus two RA for each RBDO case to obtain the corresponding
MPP. Each RA required 100 samples to construct the PCE-LHS based metamodel. In
total, 1220 FE analyses were necessary to perform both RBDO problems, which gives
an idea of the high computational effort required. The DO phase could also have been
performed relying on global approximation techniques, but the complex behaviour of
the structural responses in the design variable’s space may lead to samplings with
much more than 340 sample points.
The results obtained from the RBDO show lower values of the objective function than
those obtained from the DO. This is what is expected from this kind of problems
since RBDO takes into account the uncertainty of some parameters that influence the
structural responses like material properties or loads, something that the DO lacks.
However, the RBDO designs are more flexible since they allow a larger shortening
before collapse than the DO design in order to meet the probabilistic constraints and
thus it can be said that the RBDO design will enhance the requirements imposed by
the engineers with the target reliability defined in the RBDO problem.
The DO led to a final layup where the fibers were mostly oriented to 0◦ especially
on the inside of the laminate, which is logical and expected since the load follows the
same direction and the objective of the problem is to maximize the loading capacity.
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This fact becomes far more evident in the stringers since they absorb a larger rate of
load compared to the skin. Otherwise the RBDO designs have a low number of 0◦
oriented layers leading to a more balanced layup although the load does not change.
This is due to the presence of uncertainty in the material properties of the panel and
the need to add flexibility to delay the collapse of the panel.
In this sense it can be said the designs obtained from the RBDO are less strength
than those from the DO, but they assure that the collapse will occur beyond the
imposed limit thanks to their higher flexibility as a consequence of a more balanced
fiber orientation.
Chapter 7
Conclusions and future work
7.1 Conclusions
This section brings together the main conclusions arisen from this research and links
them with the objectives stated in Section 1.2. The conclusions are divided in four
blocks depending on the subject in which they are extracted.
7.1.1 Conclusions related to the objectives of the research
The conclusions related to the objectives of the research are:
• Reliability-Based Design Optimization (RBDO) techniques are suitable to im-
prove aerospace structures since aircraft design requires to manage a high amount
of uncertain data in order to address more economic and safer designs.
• The only way to obtain the probability of failure of a deterministic optimum
design is to perform a Reliability Analysis (RA) after solving the optimization
problem.
• Contrary to Deterministic Topology Optimization (DTO) methods the Reliability-
Based Topology Optimization (RBTO) allows to fix a priori the probability of
failure of the structure with respect to a limit-state.
• RBTO shows advantages when compared to DTO in the conceptual design of
structures.
• Among the RBDO algorithms investigated, decoupled methods have demon-
strated to be the best suited for complex engineering cases since they separate
the Deterministic Optimization (DO) and RA phases.
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• When the FE simulations required in the RBDO are computationally expensive,
it is advisable to benefit from parallel computing in both the DO and RA phases.
In addition it has been proven that the RA phase can be accelerated using
metamodel techniques based on the Polynomial Chaos Expansion with Latin
Hypercube Sampling (PCE-LHS).
7.1.2 Conclusions related to the numerical tools and techniques
used
The methodology developed and the computational techniques and tools used for its
implementation reveal that:
• The Sequential Optimization and Reliability Assessment (SORA) method has
proven to be succesfully implementable with commercial software that performs
deterministic optimization due to its uncoupled formulation and the auspicious
results obtained.
• The Hybrid Mean Value (HMV) algorithm implemented in the RA phase shows a
good convergence of the reliability index target βT, which evidences its theoretical
properties of stability and robustness.
• The First Order Reliability Method (FORM) is suitable to obtain the probability
of failure of complex structural systems.
• It is efficient to solve the DTO problems using the commercial software Altair
Optistruct in order to take advantage of its capabilities, that include competitive
computing times and accurate results.
• Parallel computing is necessary in RBDO problems where complex structural
responses are required, such as post-buckling and progressive failure analysis.
• When the FE simulations are computationally expensive it is inefficient to use
the HMV in its original form. In such cases it is advisable to use metamodels,
which in this research are built programming the PCE-LHS method.
• There is a need for integration and combination of the aforementioned software
(MATLAB, Altair Optistruct and Abaqus) to carry out complex RBDO and
RBTO problems.
• The methodology proposed has demonstrated to work properly in High Perfor-
mance Computing (HPC) environments using parallel computing.
7.1.3 Conclusions related to the application examples devel-
oped
From the FE models built for the application examples it can be said that:
7.1 Conclusions 187
• The aircraft wing model is defined as an assembly of two plates joined by three
longitudinal spars and eight transversal ribs, and was created using a 120816
shell elements mesh. The target is to carry out a two-dimensional topology
optimization considering uncertainty in the loads and material properties.
• The rear aircraft fuselage model is defined as a connection of two non-concentric
truncated cones loaded in the interaction with the HTP-VTP and with the tail
cone. The mesh is created with 68136 solid elements for performing a three-
dimensional topology optimization taking into account uncertainty in loads and
material properties.
• The pylon model is defined as a three-dimensional structure that is connected
to the engine and wing of an aircraft. The mesh contains 580285 solid elements.
The topology optimization problem formulated has the same characteristics than
in the rear fuselage case.
• The stiffened composite panel is formed by an 8-ply skin and three 10-ply stringers.
The model includes the definition of damage initiation and propagation criteria
in order to simulate properly the post-buckling behaviour and progressive failure
of the structure. The target is to maximize the bearing capacity of the structure
obtainining the optimal orientation of the plies and including uncertainty in the
material properties.
7.1.4 Conclusions related to the results obtained in this re-
search
The application of the RBTO approach to practical aerospace structures shows that:
• The methodology developed is suitable for performing large-scale RBTO prob-
lems given its efficiency and robustness. Within this framework, two different
plans have been defined depending on the nature of the design region.
• The reliability level required in the RBTO may influence the structural schemes
arisen from the topology results.
• In the wing example the main differences regarding the reliability level imposed
are focused on the increase in the section of the existing members and in the
appearance of some new ones.
• In the rear fuselage example modifying the reliability level leads to substantial
changes in the structural layout, providing different structural configurations
that would be difficult to draw with only engineering judgement.
• In the pylon example the reliability levels set influence the structural layouts in
a similar way than in the fuselage example.
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The study about the relevance of RBTO in early stages of structural design manifests
that:
• RBTO provides lighter designs than the DTO when both approaches are com-
pared coherently setting the same probability of failure. The weight savings
using this strategy reach the 3%, which can be significant in structures of such
relevance.
• The inclusion of uncertainty in topology optimization affects the upcoming size
optimization stage, leading to lighter structures than those based on a determin-
istic topology optimization.
• The DTO and RBTO layouts have gone through a conceptual design definition
task that consists of an engineering interpretation of the results and later defi-
nition of a valid structure. The real structures emerged from the RBTO achieve
weight savings when compared to those emerged from the DTO.
• In the rear fuselage example, the aforementioned weight savings reach a 11%.
Finally, from the investigation about RBDO in composite stiffened panels in post-
buckling using GA and the PCE, it was concluded that:
• The methodology developed relying on the SORA is suitable for RBDO problems
that involve complex and costly FE simulations. However, if the PCE-LHS based
metamodel was not applied in the RA phase the computational effort required
would be much higher.
• Different configurations of the same Genetic Algorithm (GA) has been tested,
leading to different designs. In this particular problem increasing the number of
generations helps to converge to a better optimum, while reducing the number
of individuals in a population does not worsen the results.
• The PCE-LHS based metamodel is able to predict accurately the shortening of
the panel at the collapse when there is uncertainty in the material properties.
• RBDO cases were performed with reliability targets of βT = 3 and βT = 5. Both
cases provide designs as stiff as needed to assure that the collapse will happen
with the Pf specified and with a shortening beyond the imposed limit.
• The DO problem led to a layup where most of the fibers are oriented in the
direction of the load, especially in the stringers since they absorb a larger ratio of
load. However the RBDO designs show more balanced layups as a consequence
of dealing with uncertainties in the material properties and the need to gain
flexibility to postpone the collapse.
The main contributions can be summarized saying that an efficient methodology to
perform RBDO problems on practical aerospace structures has been developed and
tested in a High Performance Computing (HPC) environment.
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7.3 Future work
In this research two main sources of uncertainty have been considered in the RBDO and
RBTO problems: loads and material properties. However, there are other sources of
random uncertainty such as geometry imperfections in fabrication processes that could
be considered but have not been included in this research. It would also be interesting
to include somehow epistemic uncertainty within the proposed methodology.
One of the main sources of uncertainty in aerospace structures lies in the interaction
between two fuselage sections. These components are usually connected at a small
number of joints that have a complex nonlinear behaviour, and are usually represented
in FE models as lumped springs with local values of stiffness and damping. In this
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sense, it would be interesting to consider two fuselage sections as topology design
regions and see the different topologies that emerge when there is uncertainty in the
local stiffness and damping or when the location of the joints is uncertain.
In this work the RBTO problems are performed assuming static loading and linear
behaviour in the materials and geometry. The methodology could be improved includ-
ing dynamic loads and both material and geometric nonlinearities within the topology
optimization problem.
Moreover, the definition of the RBDO problem could gain complexity by including as
objective or constraints some responses coming from different disciplines than struc-
tural analysis, such as Computer Fluid Dynamics (CFD), acoustics or aeroelasticity,
leading to a Multidisciplinary Reliability-Based Desing Optimization (MRBDO) prob-
lem. This enhancements could also be combined with multiobjective optimization,
which requires specific optimization algorithms that have not been treated in this
study.
Talking about stiffened composite panels, an interesting future study would be to
consider more complex geometries with different stringer and frame configurations,
subjected to several different loads (axial, shear, pressure, impact) with the target
of obtaining its maximum bearing capacity before collapse in a similar way that was
made in this work.
A line of research that deserves futher study is to include RBTO within the fail-safe
design philosophy, which is one of the main reasons why flying an airplane is so safe
nowadays. Aircraft design must follow this design philosophy according to the Federal
Aviation Administration (FAA) Regulations.
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F Distribution Table
The “F distribution” is a continuous probability distribution that is used as the null
distribution of a test statistic “F test”. The null distribution is the probability distri-
bution that fulfills that there is no relationship between two measured phenomena in a
statistical hypothesis testing. The “F test” compares statistical models that have been
fitted to a sample data, and aims to determine which model fits better to the data
set. The Probability Density Function (PDF) of the “F distribution” for the random
variable x with degrees of freedom v1 and v2 is:
f(x; v1, v2) =
√
(v1·x)v1 ·vv22
(v1·x+v2)v1+v2
x · β(v1
2
, v2
2
)
(A.1)
where β is the beta function. The Cumulative Distribution Function (CDF) is defined
as:
F (x; v1, v2) = I v1·x
v1·x+v2
(
v1
2
,
v2
2
) (A.2)
where I is the regularized incomplete beta function (Boyadzhiev et al [27]).
Some examples of the PDF of the “F distribution” for different degrees of freedom v1
and v2 are presented below:
The “F distribution” tables for confidence levels of α = 0.01 and α = 0.05 are:
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Appendix B
Extended summary in Spanish
According to the regulations of Universidade da Coruña, adopted on July 17, 2012, an
extended summary of the thesis in Spanish is included.
B.1 Introducción y objetivos
El diseño de estructuras aeronáuticas es un proceso que siempre ha estado a la van-
guardia del conocimiento, ya que estas estructuras han de cumplir unos requisitos
tanto de mínimo peso como de máxima seguridad que siempre han sido un reto tec-
nológico. El diseño óptimo de estructuras es una disciplina que en parte nace para
cubrir las necesidades de esta industria para diseñar estructuras de mínimo coste de
una manera racional y analítica dejando a un lado el carácter subjetivo propio del dis-
eño. Sin embargo, el diseño de aeronaves conlleva manejar una gran cantidad de datos
provenientes de diferentes disciplinas, cuyos valores pueden presentar variaciones o no
conocerse con exactitud. Esto hace necesario que las estructuras resultantes tengan
que tener en cuenta estas información incierta, lo que tradicionalmente se hace im-
poniendo coeficientes parciales de seguridad que dan la tranquilidad de que el diseño
tiene cierto margen antes de incumplir las condiciones para las que ha sido diseñada
cuando se producen dichas variaciones. Sin embargo, la gran competitividad y los
retos cada vez más complejos hacen que sea necesario encontrar una manera más ade-
cuada de considerar esta incertidumbre a lo largo del proceso de diseño. Para ello, en
las últimas décadas se han desarrollado formulaciones probabilistas del problema de
optimización estructural, que tratan los parámetros inciertos o propensos a variaciones
como variables aleatorias siguiendo una determinada función de distribución de prob-
abilidad (PDF), lo que hace posible realizar un análisis de fiabilidad de la estructura
calculando la probabilidad de fallo de la misma ante un determinado estado límite.
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El objetivo de esta investigación es desarrollar una metodología eficiente para aplicar
optimización al diseño de estructuras y componentes aeronáuticos en entornos de in-
certidumbre, lo que se conoce en el mundo científico como Reliability-Based Design
Optimization (RBDO). Esta metodología combina la implementación de algoritmos
específicos de RBDO en lenguaje MATLAB con códigos comerciales de análisis estruc-
tural mediante el método de elementos finitos, tales como Altair Optistruct o Abaqus.
B.2 Metodología
La optimización de estructuras generalmente trata de obtener diseños dónde una o
varias propiedades estructurales se maximizan o minimizan. Sin embargo, existen
varias maneras de llegar a este objetivo. El tipo de optimización más generalizado es
el de tamaño, que trata de obtener las dimensiones óptimas en una estructura pre-
fijada. Por otra parte, la optimización de forma trata de optimizar la geometría y
el contorno de la estructura y la optimización topológica trata de obtener la mejor
configuración estrutural modificando no sólo el contorno si no también el número de
cavidades en la región de diseño. Esta última ha tenido un gran auge en los últimos
años gracias a su potencial para obtener esquemas estructurales no convencionales y
novedosos que pueden dar lugar a diseños más ligeros. Estas tres clases de optimización
estructural están actualmente implementadas en códigos comerciales como Altair Op-
tistruct. Sin embargo, existen otros tipos de optimización que por su complejidad
aún no han sido implementados en códigos comerciales y requiren la combinación de
algoritmos de optimización con análisis estructural mediante elementos finitos (FE).
Algunos ejemplos son problemas en los que intervienen variables de diseño discretas
(como la optimización de la secuencia de apilado de una lámina o la existencia/no ex-
istencia de un determinado cable en un puente atirantado) o problemas que requieren
análisis muy detallados y complejos para predecir el comportamiento estructural (tales
como impactos, fallo progresivo del material, dinámica de fluídos computacional, etc.),
lo que lleva asociado un alto coste computacional.
Por otra parte, los métodos de análisis de fiabilidad tienen como principal objetivo
obtener el estado de la estructura en el que es más probable que falle o colapse, es
decir, predecir la probabilidad de fallo de la estructura determinando la probabilidad
de que un determinado estado límite de la misma se sobrepase o no. Los métodos
que se discuten en esta tesis se encuadran en los “métodos basados en los momen-
tos” (moment-based methods) y en “métodos de expansiones estocásticas” (stochastic
expansion methods). Entre los primeros se encuentran el FOSM (First-Order Second-
moment Method) y el FORM (First Order Reliability Method). El FOSM obtiene los
momentos estadísticos de la función de estado límite G basándose en la aproximiación
polinómica de la misma mediante el teorema de Taylor. Este método tiene el principal
problema de que proporciona resultados diferentes para formulaciones equivalentes de
la misma función de estado límite. El FORM elimina este inconveniente definiendo
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el índice de fiabilidad β. Este método obtiene iterativamente β mediante un prob-
lema de optimización en el que las variables de diseño son las coordenadas del punto
máximo probable de fallo (MPP) de la estructura, que se encuentra sobre la superficie
de fallo G = 0. Por otra parte, los métodos de expansiones estocásticas representan
la incertidumbre del sistema estructural mediante un conjunto de polinomios. Para
determinar los coeficientes de los mismos se evaluan las respuestas estructurales en
un conjunto de puntos, para lo cual es necesario realizar un muestreo. Entre estos
métodos se encuentra el PCE (Polynomial Chaos Expansion), que utiliza polinomios
ortogonales hipergeométricos que tienen como funciones de peso las PDF de algunas
distribuciones aleatorias y el SC (Stochastic Collocation), que utiliza polinomios de
Lagrange y se beneficia de sus propiedades.
Los métodos de RBDO se suelen dividir en tres tipos: de dos niveles, de un sólo nivel y
desacoplados. Los dos primeros incluyen el análisis de fiabilidad de la estructura den-
tro de cada iteración del problema de optimización, mientras que el tercero desacopla
ambos problemas, resolviéndolos secuencialmente. En el caso de los métodos de dos
niveles, este análisis de fiabilidad implica resolver un problema de optimización, lo cual
conduce a bucles anidados. Los métodos de dos niveles más conocidos son el Reliability
Index Approach (RIA) y el Performance Measure Approach (PMA), siendo la diferen-
cia fundamental entre ambos la formulación del problema de optimización del análisis
de fiabilidad. Mientras que el RIA obtiene directamente β apoyándose en el FORM, el
PMA replantea el problema de optimización imponiendo β como condición y desarrol-
lando algoritmos específicos para resolverlo, como el Hybrid Mean Value (HMV). De
esta manera, se consigue que el PMA sea más robusto que el RIA, manteniedo el buen
comportamiento en convergencia y precisión. En el caso de los métodos de un nivel,
el análisis de fiabilidad se realiza sustituyendo las condiciones probabilistas por las
condiciones de Karush-Khun-Tucker (KKT), que son las que determinan que el punto
de solución de ese problema es óptimo. Los métodos de un nivel más importantes son
el RBDO based on KKT optimality conditions y el Single Loop Approach (SLA). Una
vez más, la diferencia fundamental entre ambos radica en la formulación del análisis de
fiabilidad. Por último, los métodos desacoplados transforman el problema de RBDO en
una secuencia de optimizaciones deterministas seguidas de su correspondiente análisis
de fiabilidad. Esto hace que se eviten bucles anidados y que el coste computacional sea
mucho menor. Dentro de estos métodos, los más conocidos son el Sequential Optimiza-
tion and Reliability Assessment (SORA) y el Sequential Approximate Programming
(SAP). En el primero se establecen condiciones deterministas equivalentes a las prob-
abilistas en cada ciclo de optimización, mientas que el análisis de fiabilidad asociado
proporciona un MPP que será utilizado en el siguiente ciclo de optimización. El MPP
se obtiene mediante el HMV, lo que hace que el método sea muy robusto. En el SAP
el problema de RBDO se descompone en una serie de sub-problemas que aproximan
tanto la función objetivo como las condiciones de diseño. Del mismo modo, el índice
de fiabilidad β se obtiene como una expansión polinómica de Taylor.
Esta investigación desarrolla una metodología para resolver problemas de RBDO basada
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en el SORA y que se centra fundamentalmente en dos tipos de optimización estruc-
tural: por un lado la optimización topológica aplicada a unidades estructurales com-
pletas de una aeronave (ala, parte trasera de un fuselaje o pilono) y por otra parte
la optimización de la secuencia de apilado de componentes estructurales más detal-
lados (paneles rigidizados de material compuesto) que son parte fundamental para la
construcción de las unidades estructurales anteriores y que requieren estudios muy
minuciosos acerca de su comportamiento frente a daños y antes de que se produzca
el colapso de la estructura, lo que conlleva un coste computacional muy elevado. La
optimización topológica considerando incertidumbre (RBTO) es una línea de investi-
gación muy prolífica en la actualidad, sin embargo se encuentran muy pocos estudios
en los que se aplique a estructuras de cierta envergadura que se pudieran encontrar
en contextos industriales. En el segundo caso, se puede encontrar una gran variedad
de trabajos científicos dónde se optimizan paneles rigidizados de material compuesto,
incluso considerando su comportamiento ante daños y colapso, pero apenas existen
trabajos en los que se haga RBDO teniendo en cuenta este tipo de comportamiento.
La metodología desarrollada se plantea para su uso en entornos de computación de alto
rendimiento (HPC), concretamente en el cluster de computación de alto rendimiento
(HPCC) perteneciente al Grupo de Mecánica de Estructuras de la Universidade da
Coruña, que tiene 768 núcleos, una memoria física de 1.8 TB y un pico teórico de
rendimiento de 5.1 TFLOP’s.
En el caso de optimización topológica (denominado APPROACH 1), la metodología
desarrollada combina códigos propios programados en MATLAB con el software com-
ercial Altair Optistruct, que permite realizar la optimización topológica determinista
de modelos complejos y de gran envergadura en tiempos de computación muy com-
petitivos, y que es ampliamente utilizado en la industria aeroespacial. En este caso se
programa el método SORA en MATLAB. La primera fase del método (optimización
determinista) se realiza definiendo el problema de optimización en Altair Optistruct,
mientras que la segunda fase (análisis de fiabilidad) se realiza programando en MAT-
LAB el método HMV. Cuando el HMV requiere las respuestas estructurales para la
obtención de la función de estado límite G y sus gradientes ∇G, éstas son propor-
cionadas por análisis de FE realizados en Altair Optistruct.
En el caso de optmización con variables de diseño discretas y teniendo en cuenta sim-
ulaciones muy detalladas (denominado APPROACH 2), la metodología desarrollada
combina códigos propios programados en MATLAB con análisis de FE complejos y
computacionalmente muy costosos realizados en Abaqus. La optimización determin-
ista se lleva a cabo mediante algoritmos genéticos (GA) incluídos en la Optimization
Toolbox de MATLAB, puesto que son los más adecuados para este tipo de variables
de diseño. Los GA necesitan en cada generación una población de individuos para los
que hay que calcular la función objetivo, que se obtiene ejecutando varios trabajos de
Abaqus en paralelo en el HPCC, uno para cada individuo. El análisis de fiabilidad se
realiza programando en MATLAB el método HMV al igual que en el caso anterior. Sin
embargo, debido al alto coste computacional que necesita cada análisis de FE, el HMV
tal y como se concibe originalmente es ineficiente. Por ello, en este caso se construye
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previamente un modelo subrogado que representa eficientemente la respuesta estruc-
tural mediante aproximaciones polinómicas. En este caso se ha seleccionado un modelo
basado en el PCE debido a que requiere un número relativamente pequeño de muestras
en comparación con otros métodos y a que tiene la capacidad de cuantificar a partir
de sus coeficientes la incertidumbre de la respuesta estructural. Tanto el muestreo,
realizado con el eficiente método del muestreo de hipercubos latinos (LHS), como la
generación de los polinomios, el cálculo de coeficientes y la construcción y validación
del modelo subrogado se realiza mediante códigos programados en MATLAB. Las re-
spuestas estructurales requeridas para el muestreo se obtienen ejecutando Abaqus en
paralelo en el HPCC.
B.3 Resultados
Los resultados de esta investigación se dividen en tres capítulos. En el capítulo 4 se
aplica la metodología desarrollada para el APPROACH 1 a tres estructuras aeronáu-
ticas (un ala, la parte trasera de un fuselaje y un pilono) similares a las que se podrían
encontrar en un contexto industrial. El capítulo 5 discute la relevancia del RBTO en
fases preliminares del diseño de estructuras aeronáuticas basándose en ejemplos del
apartado anterior, mientras que en el capítulo 6 se aplica la metodología desarrollada
para el APPROACH 2 a un panel rigidizado de material compuesto en el que se tiene
en cuenta su comportamiento ante daños.
El capítulo 4 propone dos tipos de problemas de RBTO: uno en el que el diseño
inicial es una estructura real y se pretende optimizar sólo una región específica de
la misma (CASE I) y en los que el diseño inicial coincide con la región de diseño
y por lo tanto no es un diseño estructural válido (CASE II). En ambos casos las
variables aleatorias son las cargas actuantes y el módulo de Young del material. En este
capítulo se propone una formulación basada en minimizar el volumen de la estructura
imponiendo condiciones probabilistas sobre la rigidez de la misma. Esta formulación
es diferente de la clásica de optimización topológica en la que se trata de maximizar
la rigidez de la estructura para una cierta fracción de volumen que el ingeniero ha
de escoger basándose en su experiencia o intuición. Por el contrario, la formulación
propuesta evita cualquier tipo de decisión por parte del proyectista, pero a cambio
requiere realizar tareas preliminares para obtener la rigidez que se impondrá como
límite inferior. En el CASE I se necesita un análisis de FE, mientras que en el CASE II
se necesita una optimización topológica determinista (DTO). Los resultados obtenidos
para los tres ejemplos propuestos, que se han resuelto para el DTO y RBTO con índices
de fiabilidad βT = 2, βT = 3 y βT = 4 muestran que cuanto mayor sea β mayor será el
volumen de la estructura, así como la rigidez de la misma para asegurar el cumplimiento
de las condiciones a pesar de la variabilidad existente en las cargas y las propiedades
mecánicas del material. Además, en los ejemplos del CASE II se puede apreciar que el
imponer diferentes niveles de seguridad proporciona esquemas estructurales diferentes,
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lo que da una idea de la importancia de considerar incertidumbre y definir los objetivos
de fiabilidad en la fase preliminar de optimización topológica.
En el capítulo 5 se plantean dos filosofías para demostrar la relevancia de RBTO
en fases iniciales del diseño de estructuras aeronáuticas. La primera consiste en re-
alizar una comparación en términos de peso de los resultados obtenidos siguiendo dos
planteamientos diferentes, en los que ambos proporcionan esquemas estructurales que
tienen la misma probabilidad de fallo frente a un estado límite. El primer planteamiento
consiste en realizar una optimización topológica determinista en la que las cargas y
propiedades mecánicas de los materiales se mayoran aplicando coeficientes de seguridad
parciales, para a posteriori calcular su índice de fiabilidad β frente a un determinado
estado límite mediante el FORM. El segundo planteamiento consiste en realizar un
RBTO imponiendo el índice de fiabilidad β obtenido anteriormente, y considerando
los parámetros mayorados como variables aleatorias tomando como media los valores
de los mismos sin mayorar. Esta comparación se ha realizado para los tres ejemplos
resueltos en el capítulo 4, proporcionando para los ejemplos del ala y el fuselaje un
ahorro de material del 3%, mientras que en el pilono este ahorro disminuye hasta el
1%.
La segunda filosofía consiste en averiguar si considerar RBTO en lugar de DTO en las
fases iniciales de diseño puede llevar a ahorros de material en las siguientes fases del
mismo. En otras palabras, se trata de investigar si considerar incertidumbre en las
fases preliminares de diseño puede tener efectos beneficiosos. Para ello se realizan un
DTO sin coeficientes de seguridad parciales y un RBTO imponiendo un determinado
β, de los que emergen dos esquemas estructurales diferentes, uno basado en el DTO y
otro basado en el RBTO (como se concluye a la vista de los resultados obtenidos en
el capítulo 4). A continuación, los esquemas estructurales se ingenierizan y se generan
dos estructuras reales de barras rígidas, en las que se definen sus dimensiones, área
transveral y tipo de perfil. Por último, se lleva a cabo una optimización de tamaño
probabilista (RBDO) de ambas estructuras considerando como variables de diseño
el área transversal de las barras e imponiendo el mismo β que en el RBTO, y se
comparan los resultados obtenidos en términos de peso. En los dos casos realizados,
las estructuras basadas en el RBTO proporcionan mejores resultados, destacando el
ejemplo del fuselaje en el que el peso es un 9% menor que el obtenido en la estructura
basada en el DTO.
En el capítulo 6 se realiza la optimización de la orientación de las fibras en cada una
de las capas que definen un apilado de material compuesto, con el objetivo de maxi-
mizar la capacidad portante de un panel rigidizado. Estas orientaciones sólo pueden
tener los valores de −45◦, 0◦, 45◦ o 90◦ con respecto al borde longitudinal del mismo.
Además, el panel se estudia considerando el régimen de post-pandeo ya que la capaci-
dad portante extra que se alcanza en este estado tiene potencial para obtener diseños
más seguros y económicos. Para modelar el comportamiento en post-pandeo así como
el fallo progresivo del material hasta llegar a la carga de colapso del panel en esta
investigación se utilizan análisis de FE de dinámica explícita no lineal, que son com-
plejos y costosos computacionalmente. El criterio de iniciación de fallo del material
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compuesto está basado en los modelos de Hashin y las leyes de propagación de daños
están basadas en la energía disipada durante el proceso de daño, estando ambos méto-
dos ya implementados en Abaqus. En este capítulo el panel se carga a compresión
con un desplazamiento controlado uniforme y creciente. El problema de RBDO tiene
como objetivo maximizar la capacidad portante del panel imponiendo que el colapso
del mismo se producirá más allá de un determinado valor de acortamiento con una
determinada fiabilidad, considerando como variables de diseño la orientación de las
fibras y como variables aleatorias las propiedades mecánicas del material compuesto.
Este valor de acortamiento se obtiene de una optimización determinista (DO) incondi-
cionada previa cuyo objetivo es maximizar la carga de colapso del panel. Para ello,
como se ha explicado en la sección Section B.2, se utilizan algoritmos genéticos en la
fase de optimización y el método HMV combinado con un modelo subrogado basado
en el PCE para la fase de análisis de fiabilidad, debido al alto coste computacional
de las simulaciones. Los resultados obtenidos demuestan que al aumentar el índice
de fiabilidad impuesto, la capacidad portante del panel disminuye como consecuencia
de incluír incertidumbre en el problema. Sin embargo, a medida que se impone más
fiabilidad en el problema de RBDO, el colapso de los diseños de obtenidos se produce
a acortamientos cada vez mayores y más alejados del acortamiento impuesto como
límite inferior. Además, en el diseño obtenido en la DO la mayoría de las fibras están
orientadas a 0◦, mientas que el RBDO proporciona apilados más balanceados con un
menor número de fibras orientadas a 0◦.
B.4 Conclusiones y líneas futuras de investigación
La principal contribución de este trabajo es el desarrollo de metodologías eficientes de
RBDO para problemas complejos de estructuras aeronáuticas similares a las que se
podrían encontrar en un contexto industrial.
Del capítulo 4 se puede extraer que la metodología desarrollada es eficiente para re-
solver problemas de RBTO. Los resultados muestran, como era de esperar, un aumento
en el volumen de la estructura y en su rigidez a medida que aumenta el nivel de se-
guridad impuesto en el problema. Además, es importante remarcar que el nivel de
fiabilidad impuesto en el problema tiene un efecto importante en los resultados, dando
lugar a diferentes esquemas estructurales, lo que hace cuestionarse si los diseños basa-
dos en DTO son los más adecuados para utilizarse en las siguientes fases de diseño o si
por el contrario merece la pena el esfuerzo de realizar un RBTO y continuar el proceso
de diseño basándose en sus resultados.
En cuanto al capítulo 5, se concluye que el RBTO proporciona diseños más ligeros
que el DTO imponiendo coeficientes de seguridad parciales cuando ambos enfoques
se comparan ante la misma probabilidad de fallo. Además, otra ventaja del RBTO
es que se puede controlar a priori la fiabilidad que tendrá la estructura, algo de lo
que carece el DTO. Por otra parte, en la segunda parte del capítulo se comparan
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diseños conceptuales basados en DTO y RBTO. Las estructuras reales que se plantean
a partir de estos diseños conceptuales se comparan después de someterse a un proceso
de optimización de tamaño incluyendo incertidumbre. Se evidencia que los diseños
basados en RBTO proporcionan estructuras más ligeras que los diseños basados en
DTO, lo que pone de manifiesto la importancia de incluír incertidumbre en las fases
preliminares de diseño en estructuras aeronáuticas.
Del capítulo 6 se puede concluír que los diseños obtenidos en el RBDO, aunque menos
resistentes, son más flexibles que los del DO. Los diseños de DO orientan las fibras
en la dirección de la carga ya que el objetivo del problema es simplemente maximizar
la capacidad portante del panel, consiguiendo diseños muy resistentes pero frágiles.
Sin embargo, los diseños de RBDO tienen un apilado más balanceado debido a la
presencia de incertidumbre en las propiedades del material y a la necesidad de añadir
flexibilidad en la estructura para retrasar el colapso de la misma. De este modo, los
diseños obtenidos por el RBDO son menos resistentes pero aseguran el que su colapso se
producirá más allá del límite establecido gracias a su mayor flexibilidad, consecuencia
de una orientación de fibras más variada.
Para terminar, se proponen algunas líneas futuras de investigación que pueden surgir
como continuación de este trabajo. Para comenzar, en esta investigación se han con-
siderado mayoritariamente dos fuentes de incertidumbre: en el valor de las cargas y
en las propiedades de los materiales. Sin embargo, se podrían considerar otras fuentes
de incertidumbre como los procesos de fabricación o las imprecisiones geométricas, así
como incertidumbre en el modelado de FE. Esta sería la línea de continuación más ev-
idente. Además, una línea de investigación interesante sería incluír RBDO y RBTO en
la filosofía de diseño “fail-safe”, que es de gran importancia en la industria aeronáutica
y una de las principales razones por las que volar en un avión comercial es extremada-
mente seguro a día de hoy. Esta filosofía consiste en que la estructura de la aeronave
debe estar diseñada para soportar las cargas de diseño aún cuando sufre daños severos
tales como impactos en el fuselaje o pérdida de un motor. En este contexto existen al-
gunos estudios muy recientes que comienzan a incluír incertidumbre y optimización en
esta filosofía de diseño. Otra línea de investigación que se propone es añadir progresiva-
mente complejidad al problema de RBDO, incluyendo además de análisis estructurales
complejos otro tipo de respuestas provenientes de diferentes disciplinas como tests ex-
perimentales o dinámica de fluídos computacional (CFD). Esto llevaría a problemas
de optimización multidisciplinar con análisis de fiabilidad (MRBDO).
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Extended summary in Galician
According to the regulations of Universidade da Coruña, adopted on July 17, 2012, an
extended summary of the thesis in Galician is included.
C.1 Introdución e obxectivos
O deseño de estruturas aeronáuticas é un proceso que sempre estivo á vangarda do
coñecemento, xa que estas estruturas han de cumprir uns requisitos tanto de mínimo
peso como de máxima seguridade que sempre foron un reto tecnolóxico. O deseño óp-
timo de estruturas é unha disciplina que en parte nace para cubrir as necesidades desta
industria para deseñar estruturas de mínimo custo dunha maneira racional e analítica
deixando ao carón o carácter subxectivo propio do deseño. Con todo, o deseño de
aeronaves leva manexar unha gran cantidade de datos provenientes de diferentes dis-
ciplinas, cuxos valores poden presentar variacións ou non coñecerse con exactitude.
Isto fai necesario que as estruturas resultantes teñan que ter en conta esta información
incerta, o que tradicionalmente se fai impoñendo coeficientes parciais de seguridade
que dan a tranquilidade de que o deseño ten certa marxe antes de incumprir as condi-
cións para as que foi deseñada cando se producen ditas variacións. Sen embargo, a
gran competitividade e os retos cada vez máis complexos fan que sexa necesario atopar
unha maneira máis adecuada de considerar esta incerteza ao longo do proceso de de-
seño. Para iso, nas últimas décadas desenvolvéronse formulacións probabilistas do
problema de optimización estrutural, que tratan os parámetros incertos ou propensos
a variacións como variables aleatorias seguindo unha determinada función de distribu-
ción de probabilidade (PDF), o que fai posible realizar unha análise de fiabilidade da
estrutura calculando a probabilidade de fallo da mesma ante un determinado estado
límite.
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O obxectivo desta investigación é desenvolver unha metodoloxía eficiente para aplicar
optimización ao deseño de estruturas e compoñentes aeronáuticos en contornas de in-
certeza, o que se coñece no mundo científico como Reliability-Based Design Optimiza-
tion (RBDO). Esta metodoloxía combina a implementación de algoritmos específicos
de RBDO en linguaxe MATLAB con códigos comerciais de análise estrutural mediante
o método de elementos finitos, tales como Altair Optistruct ou Abaqus.
C.2 Metodoloxía
A optimización de estruturas xeralmente trata de obter deseños onde unha ou varias
propiedades estruturais maximízanse ou minimizan. Con todo, existen varias maneiras
de chegar a este obxectivo. O tipo de optimización máis xeneralizado é o de tamaño,
que trata de obter as dimensións óptimas nunha estrutura prefijada. Por outra banda,
a optimización de forma trata de optimizar a xeometría e o contorno da estrutura e a
optimización topolóxica trata de obter a mellor configuración estrutural modificando
non só o contorno se non tamén o número de cavidades na rexión de deseño. Esta úl-
tima tivo un gran auxe nos últimos anos grazas ao seu potencial para obter esquemas
estruturais non convencionais e novos que poden dar lugar a deseños máis lixeiros. Es-
tas tres clases de optimización estrutural están actualmente implementadas en códigos
comerciais como Altair Optistruct. Con todo, existen outros tipos de optimización
que pola súa complexidade aínda non foron implementados en códigos comerciais e
requiren a combinación de algoritmos de optimización con análise estrutural mediante
elementos finitos (FE). Algúns exemplos son problemas nos que interveñen variables
de deseño discretas (como a optimización da secuencia de apilado dunha lámina ou a
existencia/non existencia dun determinado cable nunha ponte atirantado) ou proble-
mas que requiren análises moi detalladas e complexos para predicir o comportamento
estrutural (tales como impactos, fallo progresivo do material, dinámica de fluídos com-
putacional, etc.), o que leva asociado un alto custo computacional.
Por outra banda, os métodos de análises de fiabilidade teñen como principal obxec-
tivo obter o estado da estrutura no que é máis probable que falle ou colapse, é dicir,
predicir a probabilidade de fallo da estrutura determinando a probabilidade de que
un determinado estado límite da mesma exceder ou non. Os métodos que se discuten
nesta tese encádranse nos “métodos baseados nos momentos” (moment-based methods)
e en “métodos de expansións estocásticas” (stochastic expansion methods). Entre os
primeiros atópanse o FOSM (First-Order Second-moment Method) e o FORM (First
Order Reliability Method). O FOSM obtén os momentos estatísticos da función de es-
tado límite G baseándose na aproximiación polinómica da mesma mediante o teorema
de Taylor. Este método ten o principal problema de que proporciona resultados difer-
entes para formulacións equivalentes da mesma función de estado límite. O FORM
elimina este inconveniente definindo o índice de fiabilidade β. Este método obtén it-
erativamente β mediante un problema de optimización no que as variables de deseño
son as coordenadas do punto máximo probable de fallo (MPP) da estrutura, que se
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atopa sobre a superficie de fallo G = 0. Por outra banda, os métodos de expansións
estocásticas representan a incerteza do sistema estrutural mediante un conxunto de
polinomios. Para determinar os coeficientes dos mesmos se evaluan as respostas estru-
turais nun conxunto de puntos, para o que é necesario realizar unha mostraxe. Entre
estes métodos atópase o PCE (Polynomial Chaos Expansion), que utiliza polinomios
ortogonales hipergeométricos que teñen como funcións de peso as PDF de algunhas
distribucións aleatorias e o SC (Stochastic Collocation), que utiliza polinomios de La-
grange e benefíciase das súas propiedades.
Os métodos de RBDO adóitanse dividir en tres tipos: de dous niveis, dun só nivel e
desacoplados. Os dous primeiros inclúen a análise de fiabilidade da estrutura dentro
de cada iteración do problema de optimización, mentres que o terceiro desacopla am-
bos os problemas, resolvéndoos secuencialmente. No caso dos métodos de dous niveis,
esta análise de fiabilidade implica resolver un problema de optimización, o cal con-
duce a bucles aniñados. Os métodos de dous niveis máis coñecidos son o Reliability
Index Approach (RIA) e o Performance Measure Approach (PMA), sendo a diferenza
fundamental entre ambos a formulación do problema de optimización da análise de
fiabilidade. Mentres que o RIA obtén directamente β apoiándose no FORM, o PMA
reformula o problema de optimización impoñendo β como condición e desenvolvendo al-
goritmos específicos para resolvelo, como o Hybrid Mean Value (HMV). Desta maneira,
conséguese que o PMA sexa máis robusto que o RIA, manteniedo o bo comportamento
en converxencia e precisión. No caso dos métodos dun nivel, a análise de fiabilidade
realízase substituíndo as condicións probabilistas polas condicións de Karush-Khun-
Tucker (KKT), que son as que determinan que o punto de solución dese problema é óp-
timo. Os métodos dun nivel máis importantes son o RBDO based on KKT optimality
conditions e o Single Loop Approach (SLA). Unha vez máis, a diferenza fundamental
entre ambos radica na formulación da análise de fiabilidade. Por último, os métodos
desacoplados transforman o problema de RBDO nunha secuencia de optimizacións
deterministas seguidas da súa correspondente análise de fiabilidade. Isto fai que se
eviten bucles aniñados e que o custo computacional sexa moito menor. Dentro destes
métodos, os máis coñecidos son o Sequential Optimization and Reliability Assessment
(SORA) e o Sequential Approximate Programming (SAP). No primeiro establécense
condicións deterministas equivalentes ás probabilistas en cada ciclo de optimización,
mintas que a análise de fiabilidade asociado proporciona un MPP que será utilizado
no seguinte ciclo de optimización. O MPP obtense mediante o HMV, o que fai que o
método sexa moi robusto. No SAP o problema de RBDO descomponse nunha serie de
sub-problemas que aproximan tanto a función obxectivo como as condicións de deseño.
Do mesmo xeito, o índice de fiabilidade β obtense como unha expansión polinómica
de Taylor.
Esta investigación desenvolve unha metodoloxía para resolver problemas de RBDO
baseada no SORA e que se centra fundamentalmente en dous tipos de optimización
estrutural: por unha banda a optimización topolóxica aplicada a unidades estruturais
completas dunha aeronave (á, parte traseira dunha fuselaxe ou pilono) e por outra
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banda a optimización da secuencia de apilado de compoñentes estruturais máis de-
tallados (paneis rigidizados de material composto) que son parte fundamental para a
construción das unidades estruturais anteriores e que requiren estudos moi minuciosos
acerca do seu comportamento fronte a danos e antes de que se produza o colapso da
estrutura, o que leva un custo computacional moi elevado. A optimización topolóxica
considerando incerteza (RBTO) é unha liña de investigación moi prolífica na actuali-
dade, con todo atópanse moi poucos estudos nos que se aplique a estruturas de certa
envergadura que se puidesen atopar en contextos industriais. No segundo caso, pódese
atopar unha gran variedade de traballos científicos onde se optimizan paneis rigidiza-
dos de material composto, incluso considerando o seu comportamento ante danos e
colapso, pero apenas existen traballos nos que se faga RBDO tendo en conta este
tipo de comportamento. A metodoloxía desenvolvida plantéxase para o seu uso en
contornas de computación de alto rendemento (HPC), concretamente no cluster de
computación de alto rendemento (HPCC) pertencente ao Grupo de Mecánica de Es-
truturas da Universidade dá Coruña, que ten 768 núcleos, unha memoria física de 1.8
TB e un pico teórico de rendemento de 5.1 TFLOP’s.
No caso de optimización topolóxica (denominado APPROACH 1), a metodoloxía de-
senvolvida combina códigos propios programados en MATLAB co software comercial
Altair Optistruct, que permite realizar a optimización topolóxica determinista de mod-
elos complexos e de gran envergadura en tempos de computación moi competitivos, e
que é amplamente utilizado na industria aeroespacial. Neste caso prográmase o método
SORA en MATLAB. A primeira fase do método (optimización determinista) realízase
definindo o problema de optimización en Altair Optistruct, mentres que a segunda fase
(análise de fiabilidade) realízase programando en MATLAB o método HMV. Cando o
HMV require as respostas estruturais para a obtención da función de estado límite G
e os seus gradientes ∇G, estas son proporcionadas por análises de FE realizados en
Altair Optistruct.
No caso de optmización con variables de deseño discretas e tendo en conta simulacións
moi detalladas (denominado APPROACH 2), a metodoloxía desenvolvida combina
códigos propios programados en MATLAB con análises de FE complexos e computa-
cionalmente moi custosos realizados en Abaqus. A optimización determinista leva a
cabo mediante algoritmos xenéticos (GA) incluídos na Optimization Toolbox de MAT-
LAB, posto que son os máis adecuados para este tipo de variables de deseño. Os GA
necesitan en cada xeración unha poboación de individuos para os que hai que calcular
a función obxectivo, que se obtén executando varios traballos de Abaqus en paralelo
no HPCC, un para cada individuo. A análise de fiabilidade realízase programando en
MATLAB o método HMV do mesmo xeito que no caso anterior. Con todo, debido ao
alto custo computacional que necesita cada análise de FE, o HMV tal e como se con-
cibe orixinalmente é ineficiente. Por iso, neste caso constrúese previamente un modelo
subrogado que representa eficientemente a resposta estrutural mediante aproximacións
polinómicas. Neste caso seleccionouse un modelo baseado no PCE debido a que require
un número relativamente pequeno de mostras en comparación con outros métodos e
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a que ten a capacidade de cuantificar a partir dos seus coeficientes a incerteza da re-
sposta estrutural. Tanto a mostraxe, realizado co eficiente método da mostraxe de
hipercubos latinos (LHS), como a xeración dos polinomios, o cálculo de coeficientes
e a construción e validación do modelo subrogado realízase mediante códigos progra-
mados en MATLAB. As respostas estruturais requiridas para a mostraxe obtéñense
executando Abaqus en paralelo no HPCC.
C.3 Resultados
Os resultados desta investigación divídense en tres capítulos. No capítulo 4 aplícase a
metodoloxía desenvolvida para o APPROACH 1 a tres estruturas aeronáuticas (un á,
a parte traseira dunha fuselaxe e un pilono) similares ás que se poderían atopar nun
contexto industrial. O capítulo 5 discute a relevancia do RBTO en fases preliminares
do deseño de estruturas aeronáuticas baseándose en exemplos do apartado anterior,
mentres que no capítulo 6 aplícase a metodoloxía desenvolvida para o APPROACH 2 a
un panel rigidizado de material composto no que se ten en conta o seu comportamento
ante danos.
O capítulo 4 propón dous tipos de problemas de RBTO: un no que o deseño inicial é
unha estrutura real e preténdese optimizar só unha rexión específica da mesma (CASE
I) e nos que o deseño inicial coincide coa rexión de deseño e por tanto non é un deseño
estrutural válido (CASE II). En ambos os casos as variables aleatorias son as cargas
actuantes e o módulo de Young do material. Neste capítulo proponse unha formulación
baseada en minimizar o volume da estrutura impoñendo condicións probabilistas sobre
a rixidez da mesma. Esta formulación é diferente da clásica de optimización topolóxica
na que se trata de maximizar a rixidez da estrutura para unha certa fracción de volume
que o enxeñeiro ha de escoller baseándose na súa experiencia ou intuición. Pola contra,
a formulación proposta evita calquera tipo de decisión por parte do proyectista, pero a
cambio require realizar tarefas preliminares para obter a rixidez que se impoñerá como
límite inferior. No CASE I necesítase unha análise de FE, mentres que no CASE II
necesítase unha optimización topolóxica determinista (DTO). Os resultados obtidos
para os tres exemplos propostos, que se resolveron para o DTO e RBTO con índices
de fiabilidade βT = 2, βT = 3 e βT = 4 mostran que canto maior sexa β maior será o
volume da estrutura, así como a rixidez da mesma para asegurar o cumprimento das
condicións a pesar da variabilidade existente nas cargas e as propiedades mecánicas do
material. Ademais, nos exemplos do CASE II pódese apreciar que o impoñer diferentes
niveis de seguridade proporciona esquemas estruturais diferentes, o que dá unha idea
da importancia de considerar incerteza e definir os obxectivos de fiabilidade na fase
preliminar de optimización topolóxica.
No capítulo 5 exponse dúas filosofías para demostrar a relevancia de RBTO en fases
iniciais do deseño de estruturas aeronáuticas. A primeira consiste en realizar unha
comparación en termos de peso dos resultados obtidos seguindo dúas formulacións
210 Appendix C
diferentes, nos que ambos proporcionan esquemas estruturais que teñen a mesma prob-
abilidade de fallo fronte a un estado límite. A primeira formulación consiste en realizar
unha optimización topolóxica determinista na que as cargas e propiedades mecánicas
dos materiais se mayoran aplicando coeficientes de seguridade parciais, para a posteri-
ori calcular o seu índice de fiabilidade β fronte a un determinado estado límite mediante
o FORM. A segunda formulación consiste en realizar un RBTO impoñendo o índice
de fiabilidade β obtido anteriormente, e considerando os parámetros mayorados como
variables aleatorias tomando como media os valores dos mesmos sen mayorar. Esta
comparación realizouse para os tres exemplos resoltos no capítulo 4, proporcionando
para os exemplos do á e a fuselaxe un aforro de material do 3%, mentres que no pilono
este aforro diminúe ata o 1%.
A segunda filosofía consiste en pescudar se considerar RBTO en lugar de DTO nas
fases iniciais de deseño pode levar a aforros de material nas seguintes fases do mesmo.
Noutras palabras, trátase de investigar se considerar incerteza nas fases preliminares
de deseño pode ter efectos beneficiosos. Para iso realízanse un DTO sen coeficientes
de seguridade parciais e un RBTO impoñendo un determinado β, dos que emerxen
dous esquemas estruturais diferentes, un baseado no DTO e outro baseado no RBTO
(como se conclúe á vista dos resultados obtidos no capítulo 4). A continuación, os
esquemas estruturais se ingenierizan e xéranse dúas estruturas reais de barras ríxidas,
nas que se definen as súas dimensións, área transveral e tipo de perfil. Por último, leva
a cabo unha optimización de tamaño probabilista (RBDO) de ambas as estruturas
considerando como variables de deseño a área transversal das barras e impoñendo
o mesmo β que no RBTO, e compáranse os resultados obtidos en termos de peso.
Nos dous casos realizados, as estruturas baseadas no RBTO proporcionan mellores
resultados, destacando o exemplo da fuselaxe no que o peso é un 9% menor que o
obtido na estrutura baseada no DTO.
No capítulo 6 realízase a optimización da orientación das fibras en cada unha das capas
que definen un apilado de material composto, co obxectivo de maximizar a capacidade
portante dun panel rixidizado. Estas orientacións só poden ter os valores de −45◦, 0◦,
45◦ ou 90◦ con respecto ao bordo lonxitudinal do mesmo. Ademais, o panel estúdase
considerando o réxime de post-pandeo xa que a capacidade portante extra que se
alcanza neste estado ten potencial para obter deseños máis seguros e económicos. Para
modelar o comportamento en post-pandeo así como o fallo progresivo do material ata
chegar á carga de colapso do panel nesta investigación utilízanse análises de FE de
dinámica explícita non lineal, que son complexos e custosos computacionalmente. O
criterio de iniciación de fallo do material composto está baseado nos modelos de Hashin
e as leis de propagación de danos están baseadas na enerxía disipada durante o proceso
de dano, estando ambos os métodos xa implementados en Abaqus. Neste capítulo o
panel cárgase a compresión cun desprazamento controlado uniforme e crecente. O
problema de RBDO ten como obxectivo maximizar a capacidade portante do panel
impoñendo que o colapso do mesmo producirase máis aló dun determinado valor de
acortamiento cunha determinada fiabilidade, considerando como variables de deseño a
orientación das fibras e como variables aleatorias as propiedades mecánicas do material
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composto. Este valor de acortamiento obtense dunha optimización determinista (DO)
incondicionada previa cuxo obxectivo é maximizar a carga de colapso do panel. Para
iso, como se explicou na sección Section B.2, utilízanse algoritmos xenéticos na fase de
optimización e o método HMV combinado cun modelo subrogado baseado no PCE para
a fase de análise de fiabilidade, debido ao alto custo computacional das simulacións.
Os resultados obtidos demuestan que ao aumentar o índice de fiabilidade imposto,
a capacidade portante do panel diminúe como consecuencia de incluír incerteza no
problema. Con todo, a medida que se impón máis fiabilidade no problema de RBDO,
o colapso dos deseños de obtidos prodúcese a acortamientos cada vez maiores e máis
afastados do acortamiento imposto como límite inferior. Ademais, no deseño obtido
na DO a maioría das fibras están orientadas a 0◦, mintas que o RBDO proporciona
apilados máis balanceados cun menor número de fibras orientadas a 0◦.
C.4 Conclusións e liñas futuras de investigación
A principal contribución deste traballo é o desenvolvemento de metodoloxías eficientes
de RBDO para problemas complexos de estruturas aeronáuticas similares ás que se
poderían atopar nun contexto industrial.
Do capítulo 4 pódese extraer que a metodoloxía desenvolvida é eficiente para resolver
problemas de RBTO. Os resultados mostran, como era de esperar, un aumento no
volume da estrutura e na súa rixidez a medida que aumenta o nivel de seguridade
imposto no problema. Ademais, é importante remarcar que o nivel de fiabilidade
imposto no problema ten un efecto importante nos resultados, dando lugar a diferentes
esquemas estruturais, o que fai cuestionarse se os deseños baseados en DTO son os máis
adecuados para utilizarse nas seguintes fases de deseño ou se pola contra merece a pena
o esforzo de realizar un RBTO e continuar o proceso de deseño baseándose nos seus
resultados.
En canto ao capítulo 5, conclúese que o RBTO proporciona deseños máis lixeiros que
o DTO impoñendo coeficientes de seguridade parciais cando ambos os enfoques com-
páranse ante a mesma probabilidade de fallo. Ademais, outra vantaxe do RBTO é
que se pode controlar a priori a fiabilidade que terá a estrutura, algo do que carece
o DTO. Por outra banda, na segunda parte do capítulo compáranse deseños concep-
tuais baseados en DTO e RBTO. As estruturas reais que se expoñen a partir destes
deseños conceptuais compáranse despois de someterse a un proceso de optimización
de tamaño incluíndo incerteza. Evidénciase que os deseños baseados en RBTO pro-
porcionan estruturas máis lixeiras que os deseños baseados en DTO, o que pon de
manifesto a importancia de incluír incerteza nas fases preliminares de deseño en estru-
turas aeronáuticas.
Do capítulo 6 pódese concluír que os deseños obtidos no RBDO, aínda que menos
resistentes, son máis flexibles que os do DO. Os deseños de DO orientan as fibras na
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dirección da carga xa que o obxectivo do problema é simplemente maximizar a capaci-
dade portante do panel, conseguindo deseños moi resistentes pero fráxiles. Con todo,
os deseños de RBDO teñen un apilado máis balanceado debido á presenza de incerteza
nas propiedades do material e á necesidade de engadir flexibilidade na estrutura para
atrasar o colapso da mesma. Deste xeito, os deseños obtidos polo RBDO son menos
resistentes pero aseguran o que o seu colapso producirase máis aló do límite estable-
cido grazas á súa maior flexibilidade, consecuencia dunha orientación de fibras máis
variada.
Para terminar, propóñense algunhas liñas futuras de investigación que poden xurdir
como continuación deste traballo. Para comezar, nesta investigación consideráronse
maioritariamente dúas fontes de incerteza: no valor das cargas e nas propiedades dos
materiais. Con todo, poderíanse considerar outras fontes de incerteza como os procesos
de fabricación ou as imprecisións xeométricas, así como incerteza no modelado de FE.
Esta sería a liña de continuación máis evidente. Ademais, unha liña de investigación
interesante sería incluír RBDO e RBTO na filosofía de deseño “fail-safe”, que é de gran
importancia na industria aeronáutica e unha das principais razóns polas que voar nun
avión comercial é extremadamente seguro a día de hoxe. Esta filosofía consiste en
que a estrutura da aeronave debe estar deseñada para soportar as cargas de deseño
aínda cando sofre danos severos tales como impactos na fuselaxe ou perda dun motor.
Neste contexto existen algúns estudos moi recentes que comezan a incluír incerteza
e optimización nesta filosofía de deseño. Outra liña de investigación que se propón
é engadir progresivamente complexidade ao problema de RBDO, incluíndo ademais
de análises estruturais complexos outro tipo de respostas provenientes de diferentes
disciplinas como tests experimentais ou dinámica de fluídos computacional (CFD).
Isto levaría a problemas de optimización multidisciplinar con análise de fiabilidade
(MRBDO).
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