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A method for obtaining the existence of eigenvalues of an ordinary differential 
equation with separated boundary conditions is introduced. The method is 
based on counting the number of interior zeros of a one-parameter family of 
solutions which satisfy the boundary conditions at one of the end points. The 
coefficients of the differential equation depend continuously on the parameter 
but are not necessarily linear in the parameter. 
I. INTRODUCTION 
The impetus behind my discussion began when I attempted to work out, 
for the benefit of my class, the following problem from the book of Coddington 
and Levinson [3, p. 2201. 
Consider 
(px’)’ + (hr - q)x = 0, U-1) 
where h is a real parameter and p’, r, and q are real and continuous (or 
piecewise continuous) over [a, b] and p > 0 over [a, b]. Given real (Y and /3, 
the values of A for which (1.1) has a solution not identically zero satisfying 
x(u) cos 01 - p(u) x’(u) sin oi = 0 (1.2) 
x(b) cos f!? - p(b) x’(b) sin /3 = 0 (1.3) 
are called eigenvalues. Let q < 0 on (a, b) and suppose Y changes sign 
on (a, b). Show that the eigenvalues have X = + co and X = - 00 as cluster 
points. 
The aforementioned authors had intended for p > 0; for then one divides 
by /\ and applies a modification of Sturm’s comparison theorem. A good 
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account of this technique is found in Ince’s book [2, p. 2351. However, 
it should not matter what sign 4 has. In fact, one could allow both 4 and r 
to change sign and the conclusion would still hold. The fact that this is 
true is somewhat surprising in the light of the modern approach to eigenvalue 
problems. For if either Y has one sign or Q > 0, the problem has the form 
Ax = mx, (1.4) 
where both the operators A and B are self-adjoint and at least one of them 
is definite. But if both 4 and Y change sign, neither operator, in general, 
is definite. 
If one looks to the vast literature on such eigenvalue problems (a sampling 
of references may be found in [3]) which came into bloom after the discovery 
by Sturm [l], one finds that the authors consider the more general problem 
(P(4 44’ + g(4 4x = 0, (1.5) 
where the coefficients are not necessarily continuous on A. However, they 
generally assume that the coefficients enjoy monotonicity conditions with 
respect to h which are uniform in t over the entire interval [a, 61. Yet, if 
both p and 4 change sign in (1.1) one has such a monotonic condition only 
in a subinterval. 
In the ensuing discussion we have a one-parameter family of nontrivial 
solutions $(t, A) of (1.5) which along with the derivative $‘(t, A) are con- 
tinuous on an open h-interval A (which may be finite or infinite) and which 
satisfy the boundary condition 
x(u) cos a - p(u, A) x’(u) sin 01 = 0. (1.6) 
In order to be certain of the existence of such a one-parameter family I 
assume that p > 0, p’, and g are real piecewise continuous in t over [a, b] 
and continuous in X over A. I concentrate on the integer valued function 
nz(h) = the number of zeros of $(t, A) in (a, b). (1.7) 
Section II is devoted to properties of W(A) which are developed without 
regard to any monotonic property of the coefficients. In Section III I apply 
these results to obtain the following: 
THEOREM. Consider the eigenvulue problem defined by (1.5), (1.6), and 
x(b) cos /3 - p(b, A) x’(b) sin /3, W 
where 01 and /3 are real numbers. Let II be u closed subintervual in (a, b) with 
the property that if 
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then, with y the right end-point of A OY +a, 
limGo=+co 
+v P(A) . (1.10) 
Also let m = minnEn nz(/\). Then there is an increasing sequence of eigenvalues 
Ltl > L+2 ,...f tending to y such that the corresponding eigenfunction $(t, )Lk) 
has precisely k zeros in (a, b), k = m + 1, m + 2 ,... . A!foreover, if /3 = 0 
(mod n) then there is an increasing sequence of eigenvalues h, , h,,, , . . . tending 
to y such that d(t, hk) has precisely k zeros in (a, b), k = m, m + I,... . 
One can improve the effectiveness of the theorem by interchanging the 
roles of a and b or by substituting -A for A. In particular, the fact that 
(1. I)-( 1.3) has h = + co and h = -cc as cluster points even when both 
Y and q change sign is a direct consequence of the Theorem. 
II. PROPERTIES OF THE nz(X)-FUNCTION 
LEMMA 1. The function nz(;\) is lower semicontinuous, (I.s.c.), i.e., nz(h) 3 
n+) for h near p. 
Proof. Let nz(h) = k > 0. Let t, , t, ,..., t, be the successive interior 
zeros of f$(t, p). Let $ , f1 ,..., & be points in [a, b] such that $ < t, < 
ii < t, < & < ... < t, < 2,< . Then +(ti , CL) has alternating sign as i runs 
from 0 to k. Since the #(& , A) are continuous in h there is a A-neighborhood 
of p on which j #(&, A) - +(&, p)I < & I$(&, p)I, i = 0, l,..., k and hence 
+(& , A) alternates in sign as i runs from 0 to k for each h in this h-neighborhood 
which implies that 4(t, A) has at least k interior zeros in this h-neighborhood. 
LEMMA 2. If p is a point of discontinuity of nz(h), then 4(b, p) = 0 and 
the jumps nx(h) IF0 are either zero OY one. 
Proof. Let nx(p) = k and suppose hi + p as i --f cc and nz(h,) > s > k, 
i = 1, 2,... . Let tj, < tj, < ..’ < tj, be s interior zeros of +(t, AJ, i = 1, 2 ,... . 
Since the infinite sequences (tij}~?“=l are contained in the closed interval 
[a, b] we may assume, without loss, that they are convergent sequences, 
i.e., tjj + & as i + CO. By the continuity of $ in both variables, the sequence 
.8r < fa < f8 are zeros of +(t, p). Suppose & = Z,+i for some j, 1 < j < s - 1. 
By the mean value theorem there exist & , tjj < & < tijtl , such that 
+‘(t^< , Ai) = 0. By the continuity of ~+4’, (& , p) = c$(& , CL) = 0 thus con- 
tradicting the nontriviality of $. Th us the & are distinct. If (Y # 0 (mod r), 
then +(a, p) # 0 and hence 2r > a. If 01 = 0 (mod rr), then $(a, hi) = 0. 
We again employ the mean value theorem to obtain a sequence {ti*}~cl 
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u < ti* < ti, such that d’(&*, Ai) = 0 to show that & > a. Hence +(t, CL) 
has at least s - 1 interior zeros which means that k < s < k + 1. Since 
s and k are integers, s = k + 1 and i,$ = b, i.e., 4(b, p) = 0. 
LEMMA 3. Let p < v with nz(p) = s, nz(v) = t, s < t. Then there is an 
increasing sequence p < A, < XS+l < ... < A,-, < v such that nz(Aj) = j and 
$b(b, Aj) = 0, j = s, s + I)...) t - I. Moreover, at each of these points nz(h) 
is continuous from the left and has a jump discontinuity of one from the right. 
If t - s > 2, then for each real number /3 # 0 (mod ‘rr), there is an increasing 
.sequence is+, , xS+2 ,..., A,-, , such that A, < x,,, < h,+l < ... < A,-, < 
.A t--l < V, n.z(xj) = j and+(t, &) satisfies the boundary condition (l.S)j = s + 1, 
s + 2,..., t. 
Proof. Let Aj = sup{h 1 X < V, n(h) < j}, j = s, s + l,..., t - 1. Since 
nz(A) is I.s.c., nz(&) < j and hence hj < V. Since to the right of hj nz(X) > j + 1 
and since a jump at a point of discontinuity is at most one, the jump 
m(h) ,:,+O = 1. Since to the left of hj , there are values of h arbitrarily close 
to hj for which nz(A) < j and since nz(h) is 1s.~. with nz(X,) = j, m(X) ]i:-” = 0. 
By the way the hj are defined Xj+r > hj 3 p and since nz(h,,,) > nn(&), 
4% > hj . Finally, hj is a point of discontinuity and so 4(b, A,) = 0. 
If +(t, A) and p(t, A) 4’(t, A) are given the polar representation d(t, A) = 
r(t, A) sin w(t, A), p(t, A) +‘(t, A) = r(t, A) cos w(t, A), then w(t, A) satisfies the 
differential equation 0’ = (l/p) co9 0 + g sin2 0 on [a, b] and the initial 
condition 0(a, A) = (Y, so that w(t, A) is continuous over [a, b] x A. Let 
/3 # 0 (mod rr). Now w(Aj) = 0 (mod r). Since +(t, h,+r) has one more 
interior zero than +(t, Ai), +‘(b, Ai) It a ernates in sign. Hence w(&+,) f w(&). 
This means that / w(&+r) - w(&)/ >, v and by the continuity of w(h) there 
is at least one value of X between hi and A,+r at which w(A) = /3 (mod x). 
Let X,,r = inf{X 1, hj < h < Xj+r , w(X) = /I (mod n). By the continuity of 
w(A), w(xj) == /il (mod n). Supp ose nz(Xj+J 3 j + 2, then by what is already 
proved with A, in place of p and x,+r in place of P there is at least one value 
of h strictly between hj and x,,, at which w(A) = /3, thereby contradicting 
the definition of x,,i . Hence, nz(Xj+l) = j + 1. 
III. PROOF OF THE THEOREM 
Compare Eq. (1.6) with the equation (P(A)x’)’ + G(X)x 1 0 over the 
subinterval I, . By using the standard technique of applying the “Modified 
Sturm Comparison Theorem Due to Picone” (cf. [2, p. 227]), one sees 
that there is a sequence of values pcLI tending to y such that $(t, pi) has at 
least i zeros in Ii. Hence, lim,,, nz(A) = +cc. There remains only to 
apply Lemma 3 for the conclusion of the proof. 
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IV. DISCUSSION 
In general, when the Sturm comparison theorems are used to show the 
existence of eigenvectors with specified oscillations, one requires certain 
monotonic conditions on the coefficients w.r.t. the parameter which are 
uniform w.r.t. the independent variable over the entire interval of definition. 
For example, Birkhoff [4] considered the second-order differential equation 
d2p/dx2 + Q(X, A) p = 0 subject to self-adjoint boundary conditions of the 
form sip’(a) + /3&u) = yip’(b) + &p(b), i = 0, 1, where he required the 
monotonic conditions: lim,,-, 4(x, A) = -00, limA3+a 4(x, A) = +co, uni- 
formly in the interval [a, b]. Later, H. J. Ettlinger [5] extended Birchoff’s 
result to problems of the form djdx [K(x, A) dp/dx] - G(x, A)p = 0 with 
parameter-dependent boundary conditions. Here again it is assumed that 
both K and G decrease (or do not increase) as X increases for all values of x. 
The discussion in Sections II-III shows, that for the purpose of showing 
the existence of eigenvalues, one needs the monotonic conditions only on a 
subinterval. This observation has application to stability theory [6]. 
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