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Abstract
Self-adaptive behavior is a feature which architects needs to include in their systems in order to improve its
reliability. However, despite several ways to get it, it is still hard to implement a self-adaptive system focused
on non-functional properties. Diﬃculties to express quality attributes in the system without combining
business logic with the self-adaptation logic and to include new services on runtime are some of them. In
this paper we propose a model-driven analysis approach to oﬀer a mechanism which allow the desired quality
requirements to be expressed in a simple and non-intrusive manner, to ﬁnd the best services available in a
system and, to oﬀer a code generation mechanism which takes the models created under the ﬁrst objective
and generates the necessary code for autonomously monitoring and adapting a SOA system.
Keywords: MDA, Self-Adaptation, Software Quality, Service Selection
1 Introduction
The Service-Oriented Architecture (SOA) architectural style is one of the most used
in the development of distributed applications [22]. Due to this, everyday we have
more and more available web services oﬀering the same or similar functionality. It
becomes a necessity to consider not only functionality but also the quality (non
functional properties [7]) as an important factor for selecting the best service [11].
Bass [1] proposes the use of quality scenarios to precisely deﬁne the application
quality attributes.
The quality of the service oﬀered by web services is becoming a high priority for
their suppliers and/or providers. To achieve this, there are some questions that must
be answered such as what to measure, how to do so, who should do it and where it
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should be done [7]. To this, we must sum up the optimization strategy deﬁnition
to ﬁnd the best service from a set of quality combinations given by a client [21].
These combinations are expressed during the design stage through quality scenarios
[9]. However, during runtime, it is not always possible to guarantee the compliance
of these quality scenarios, due to the fact there are still externals factors such as
failures in services oﬀered by 3rd parties, or defects in legacy applications that
implement the supplied services.
One way of reacting to these incompliances or failures is to stop the system
to make the necessary repairs. However, this operation is not always possible, or
desired, because there are some critical business processes that cannot be stopped
[12]. When this happens, what we would like is that the system be capable of
detecting these faults and ﬁx them itself, i.e. replacing the problematic service
with another that complies with both functional, and quality requirements, without
human intervention. In other words being self-adaptable. In accordance with [5],
“a self-adaptive system evaluates its own behaviour and changes behaviour when
the evaluation indicates that it is not accomplishing what the software is intended
to do, or when better functionality or performance is possible”.
1.1 Problem
There are diﬀerent alternatives oﬀering solutions to this need. One being through
the use of a Middleware with reﬂective capacity. According to [23], while this solu-
tion provides fundamental mechanisms successfully implementing highly adaptable
systems, it is still an expensive and diﬃcult means of making adaptation changes
while the system is running, due to them not being able to respond to the “Why,
When and What to do” in an adaptation. Another alternative is through the ECA
(Event-Condition-Action) rules [15], although the problem with this is that said
rules are general, and unqualiﬁed to take quality attributes into account. In addi-
tion to this, they’re embedded in the application code and run in a speciﬁc order.
A third alternative consists of the use of exceptions. According to [9], while
their use is extended, there is the problem of being highly integrated or embedded
into the application at the code level. Exceptions are good for catching an error as
it is detected, but are nonetheless weak when it comes to detecting subtle system
anomalies, i.e. gradual performance degradation. Finally, as a fourth alternative
we have UDDI (Universal Description, Discovery and Integration) [8]. A UDDI
registry is a web service dealing with suppliers, implementations and metadata
information about the services it hosts. This alternative, according to [16] presents
two problems: 1) Unusable links and, 2) Discovery of services applicable only to
the functional requirements, that said, it doesn’t consider the quality attributes.
All these alternatives have one thing in common, the problem that exists when it
comes to performing a discovery process with respect to new services on runtime.
The available alternatives are generally deﬁned in the code.
From these limitations, we can identify the following problems: 1. Establish-
ment of what system component info should be recollected and analysed, with the
end of putting the adaptation into place. 2. Situation deﬁnitions needing comply
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with quality requirements. 3. System maintainability due to the mix of both self-
adaptability and business logic. 4. Finding services that comply with established
functional and quality requirements. 5. Service quality information updates, and
6. the inclusion of new services oﬀering a determined functionality.
1.2 Proposal
With the end result of oﬀering a proposal to help resolve the previously mentioned
problems, we present our proposal, a model driven approach to the analysis of qual-
ity scenarios within self-adaptable SOA systems. This proposal is a method allowing
the software architect, through the use of model driven strategies, to analyse and
express quality needs within a SOA system, with the purpose of ﬁnding the best
service for said needs. The latter is achieved by means of a device that monitors
and controls participating services with the SOA solution. Our proposal starts from
the architecture model and ends with the code generation needed to run.
Our proposal is responsible for: 1) Finding the best service among a set of
alternative services, those that meet our quality needs. 2) Calculating the quality
information of the alternative services, and 3) allowing the inclusion of new services
that provide the required functionality.
1.3 Paper Structure
This paper is organized as follows. Section 2 deals with the self-adaptability concept.
Section 3 gives an introduction to the case study used to validate the given proposal.
Section 4 gives our proposal, explaining the characteristics and functionality, from
development to execution. Section 5 shows our experiment to sustain the proposal
and its results. Section 6 presents various other proposals for the same thing based
on quality attributes and their respected authors, and ﬁnally Section 7 concludes
with our results and termination of our proposal.
2 Self-Adaptability
Self-adaptive systems, according to [19], [14] and [6], adapt themselves to changes
in running conditions with a minimum, or no human intervention, with the means
of providing reliability, robustness and availability. The running conditions refer to
all elements observable by the system, such as user-inputted information, external
hardware elements or program rules. The key action to this kind of systems is the
fact the life cycle should not be stopped after deployment. Its life cycle should con-
tinue and be capable of constantly evaluating and responding to changes presented
[18].
Keeping these systems working for a long time requires collecting information
reﬂecting current system state, analysing said information in order to diagnose the
problems or detect faults, followed by ﬁnding a resolution and then acting on it
to mitigate the problem. This current system state knowledge comes thanks to
feedback loop cycles [2], also known as, closed loop, which allows feedback about
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the current happenings of the application, and its running environment [18].
2.1 Decision-Making Process in Self-Adaptive Software
According to the deﬁnition given by Salehie [17], the decision-making process for se-
lecting an adaptation strategy in a self-adaptive system based on quality attributes
can be deﬁned as a set <R, G, D, U >, where Request (R) is the reason for the
change being demanded (violation of a quality attribute). Goal Repository (G)
corresponds to a deposit in the system containing the required quality properties
(quality scenarios). Domain (D) corresponds to a deposit with structural informa-
tion and information about the behaviour of the software that is to be adapted.
Finally, Utility (U) is a repository with information about stakeholders’ preferences
for carrying out an adaptation, i.e. before two equally valid validation options,
of which should one should prevail the other. This way, such as is proposed in
[17], given the entries <R, G, D, U >, the problem makes a decision satisfying the
objectives deﬁned by the Goal Repository (G).
3 Case Study
In this section we will present the case study used to validate the proposal and
furthermore, will be employed throughout the paper. It’s based on a study made
by InAlpes (Inmobiliaria Alpes), a real estate agency, who would like to implement
a SOA based system. Due to the company’s business objectives, an automation
process strategy has been raised to be used intensively, as what they require high
availability. This system is expected to be used on a large scale, and it is therefore
not viable to make adaptations to the system on-line. In other words, the system
should adapt itself if faults are detected, or problems arise with services.
This case study focuses on the Property Registry business process, which consists
of the publication of properties that may be leased by a client. Although, we are
paying speciﬁc attention to the Landlord Risk Scoring activity. The objective of this
activity is to verify there are no legal impediments in order to accept someone as a
provider. This activity is critical, and if faults occur, the system should adapt itself
in order to ﬁnd an alternative service, with a view of guaranteeing the uninterrupted
operation of the system.
In Figure 1, you can see the RiskScoringService A, which is responsible for verify-
ing client related legal aspects. For this ﬁgure, RiskScoringService B and RiskScor-
ingService C both oﬀer the required functions though with diﬀerent quality char-
acteristics, derived from this are diﬀerent technologies, implementation algorithms
and deployment platforms.
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Fig. 1. Landlord Risk Scoring activity with several alternative services
4 Solution Strategy
4.1 General Overview
The aim of this proposal is so that when a service fault happens, starting from a
range of services that oﬀer the same functionality, a replacement can be found, one
that not only complies with the quality scenarios but also has the best quality of
service from this set of services. In general terms, this process is composed of four
steps, as presented in Figure 2. In the ﬁrst step the architect should model the
system architecture of which wants to include self-adaptive behaviour. The second
consists in deﬁning the adaptation rules to be validated during execution. Step
three consists of generating a model to relate the system to be adapted with the
aforementioned rules, and ﬁnally, step four, generates the self-adaptive code.
Fig. 2. Solution Strategy
4.2 First step: Architectural and Behavioural Modelling
4.2.1 Architectural Modelling–Domain Repository (D)
The Domain Repository contains information of the system structure to be adapted.
In our case, this repository contains models representing the service architecture of
the Property Registry business process. The service architecture representation is
based on Archivol [3], a metamodel used for deﬁning components involved in a sys-
tem, the mechanisms they interact with and the architectural style speciﬁcation (e.g
SOA). The main metamodel package used in our proposal was candidate architec-
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ture. This involves concepts such as candidate architecture view, model, architec-
tural element, component, interface, capability, connector among many others.
In Section 3 we mentioned this paper focuses on the Landlord Risk Scoring
activity within the Property Registry business process for the purpose of limiting its
application and veriﬁcation and get a better understanding of our proposal. With
this in mind, Figure 3 shows an architecture model conforming to the Archivol
metamodel, it also corresponds to the architecture presented in Figure 1 (Section
3), which shows a service consumer (Landlord Risk Scoring activity) and a service
provider (RiskScoringService A) with its corresponding quality attributes.
Fig. 3. Architectural Model Conforms to Archivol
4.2.2 Behavioural Modelling–Goal Repository (G)
The Goal Repository (G) contains the quality property information (Quality Sce-
narios) required in the system. These quality scenarios are a speciﬁc requirement
for a quality attribute, and its deﬁnition is not tied to an architecture element. Its
validation on any architecture element will be deﬁned in the Restrictions Deﬁnition
(Subsection 4.3), and carried out on runtime. The quality scenarios could also be
described using Archivol. In this case, it makes use of the architecture and qual-
ity packages, of which include quality requirement, metric, interaction and quality
attribute concepts.
4.3 Second Step: Restrictions Deﬁnition
The objective of this second step is to deﬁne the self-adaptation rules governing the
behaviour of the new system. The architect should think about the quality scenarios
required to control every consumer-provider relationship, that is to say, determined
architecture elements. The implicit action with a rule violation consists of ﬁnding a
new service oﬀering the same functionality and furthermore, one that accomplishes
the same modelled quality scenarios. In the context of the model deﬁned by [17]
(see Subsection 2.1), the adaptation rules use the information contained in the Goal
Repository (G).
To facilitate the self-adaptation rules description, a speciﬁc domain language
was deﬁned known as Self-Adaptability Deﬁnition Language (SADL). SADL has 3
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main objectives: 1) Deﬁning operation variables of the self-adaptive system, 2) asso-
ciating quality scenarios to the relation between consumer and provider and ﬁnally,
3) to facilitate the rule description for a self-adaptable system. The inspiration for
the DSL design was based on the ECA (Event-Condition-Action) rules, specialised
to consider the quality scenarios during the conditions evaluation. Figure 4 shows
a DSL example based on the case study presented in Section 3. In this fragment of
the language, we only considered one rule. This model conforms to a metamodel
known as Self-Adaptability Deﬁnition Language Metamodel, which stores informa-
tion corresponding to the association between adaptation rules, quality scenarios
and previously deﬁned architecture services.
Fig. 4. Self-Adaptability Deﬁnition Language Example
Line 1 speciﬁes the time, in milliseconds, that the system employs to recalculate
the reliability of the service in use. Line 2 deﬁnes the time needed to ﬁnd and
assign the best service. Lines 4 to 6 allow us to include the deﬁned quality scenarios
within the DSL during the Behavioural Modelling (Goal Repository). Lines 8 to
11 deﬁne a rule. Line 8 creates and assigns a name, whereas Line 9 speciﬁes the
service consumer. Line 10 associates the interface to be employed in order to identify
the relationship between service consumer and the best behaving service. Line 11
speciﬁes the quality scenarios requiring validation for all alternative services oﬀering
the interface shown on Line 10. In this case, the services are required to comply with
the Performance and Availability Scenarios. The idea behind including the quality
scenarios on lines 4 to 6 is to oﬀer a auto-completion characteristic when specifying
said scenarios within the rule, this way the architect has no need to continuously
input the same thing, rather just select it.
4.3.1 Modelling the Utility (U) Repository
The Utility Repository (U) contains information relating to adaptation-objective
preferences. According to the DSL, when a failure on the quality attribute scenarios
is detected, Alternative Services are evaluated in order to replace the service where
the fault has occurred. This selection is made with a set of services implementing the
same functional contract of the original service. Our approach gives priority, when
an alternative service is being selected, to the greatest number of quality scenarios
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that the particular alternative service complies with. If faced with two alternative
services that comply with the same number of quality scenarios, selection will be
based on the order in which the service was deﬁned, prioritizing the older ones.
The failure to accomplish the quality scenarios of a service is calculated by
comparing the quality service metrics against deﬁned quality constraints on quality
scenarios. For example, when the value of the response time for an operation is
greater than deﬁned in the quality scenario. Using the fragment of Figure 4, if
two services both fulﬁll the Performance and Availability scenarios, the service best
complying to the PerformanceScenario, as this is the deﬁned ﬁrst by the rule.
4.4 Third Step: Self-Adaptive System Model Generation
In this third step we proceed to generate a model containing the components needed
for the generation of a self-adaptable system. This is an automatic activity, and
henceforth doesn’t require any kind of human intervention. This model is conforms
to a metamodel known as Menta Self-Adaptation Metamodel and can be seen in
Figure 5. The reason for developing this middle model between the needs of the ar-
chitecture deﬁnition and the code generation is to take advantage of the independent
concept of the technological-platform oﬀering by a model based development.
Fig. 5. Menta Self-Adaptation Metamodel
The Self-Adaptive system model performed a join process between both Domain
Repository and Goal Repository components. This model introduces one element
that is fundamental to facilitating system self-adaptation, namely Virtual Service
(VS). A VS can look like a membrane to cover services used to deﬁne an adaptation
rule. The VS seeks to free the consumer from a speciﬁc service. Additionally, the
VS handles the search for better services during execution and constantly monitors
the compliance of the quality scenarios of said service. If there is a violation, the
VS validates the adaptation rules and replaces the violating service with a viable
alternative.
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4.5 Fourth Step: Adaptive System Code Generation
Our fourth and ﬁnal step consists of taking the model generated in step three and
generating the application source code to a particular platform, in our case Java.
The model’s most important component the code generation process is the Vir-
tual Service. Each VS element is implemented in the form of dual components,
called Membrane and Validator. The Membrane is generated as a web service that
has two objectives. The ﬁrst is to deal with service user requests, while the second is
to ask the Validator component for the reference of a speciﬁc service to use in order
to answer to a request. When the Validator component returns the service reference,
the Membrane is responsible for routing the request to this service through HTTP.
Thus, becoming transparent to the consumer on the service he is using. The Val-
idator component is responsible for selecting the service which best adheres to the
quality scenarios at a given moment and besides, it best meets those requirements
from the set of alternative services. To execute the service selection, the Validator
saves information about the status of each available service that implements a par-
ticular business interface. The Validator performs a periodic scan of each service
in order to determine their respective statuses - for example, if the service is alive
and responds within the time limits established. The periodical scan done by this
component is shown in Figure 4 Line 2 (BestServiceSleepTime : 200 ). The Valida-
tor allows the inclusion of a new service that implements a business interface. This
business interface will deﬁne the operations required to support a feature. Thus,
all alternative services must oﬀer at least the operations described in the interface.
This veriﬁcation is done through signing the methods. During execution, it may add
new services on condition that they provide at least the operations in the interface.
In Figure 6 we can see the functionality of our proposal whilst running.
The VS is deployed as a web service and acts as a service directory although
decentralized, since it already creates one per interface required and deﬁned by the
system architecture. The VS encapsulates all the necessary logic in order to deliver
an answer within the required quality conditions to the client, it also comprises
of the operations they need. These same operations should be included in the
alternative services required to implement the same VS interface.
Fig. 6. Menta Operation
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4.5.1 Quality Attributes
The process of ensuring a service fulﬁls the quality scenarios consists of the result-
ing value calculate from its quality attributes. This proposal concentrates on the
uncertain quality attributes, those that are constantly changing. These uncertain
attributes are Response time, Availability and Reliability.
The Response time (Qrt) measures the time (in milliseconds) from the moment
a VS receives a request up to when the result is sent to the client. The Availability
(Qav) measures the probability of the service being accessed within the given time
period. Finally, the Reliability (Qre) measures the probability of the requests being
answered within the given time period. These values are calculated and updated
per service. This way, the Validator component revises n services using <ServiceId,
Qrt, Qav, Qre > in order to determine the service is complying with the quality
scenarios described in the rules, and furthermore, it is the best possible alternative.
4.5.2 Internal State Monitoring
Our proposal includes a monitoring element designed to inform us of the quality
characteristics of alternative services. This allows the user to know what they are
connecting to, what quality attribute values it has and what services are available
for use and also allowing them to activate and deactivate the Validator and ﬁnally
add or remove new or undesired services.
This user interface allows us to: 1) View the list of rules deﬁned by the VS, 2)
view the list of scenarios associated with each rule, 3) view the encapsulated services
list along with their respected quality attributes, 4) add or Remove Services and 5)
allow the activation/deactivation of the Validator component.
5 Experimentation
For our experiment we used the case study presented in Section 3. The ﬁrst step
consists of modelling the business process using Archivol, together with the speciﬁ-
cation of the two quality scenarios. These are represented in Figure 7.
For our validation, we only identiﬁed the Landlord Risk Scoring activity as
self-adaptable. The second step, restrictions deﬁnition, was developed using the
DSL described in Subsection 4.3 and can be seen in Figure 8. These scenarios will
aﬀect all alternative services to be evaluated. Once the ﬁrst two steps have been
achieved, we can then proceed to generate the self-adaptive system model and its
later transformation to code.
This experiment was done in order to demonstrate the fact the VS is capable of
handling the system reliability required to involve more than one quality scenario
in order to choose the best service. The experiment speciﬁcally implies that for t
time, services RiskScoringService A, RiskScoringService B and RiskScoringService
C fulﬁl just as much functionality as the quality scenarios AvailabilityScenario and
PerformanceScenario. RiskScoringServices A is in charge of resolving requests. In
time t + 1, all the services equally fulﬁl the AvailabilityScenario requirements, and
should hence employ the second quality scenario, PerformanceScenario, in order to
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Fig. 7. Quality Scenarios
Fig. 8. Self-Adaptability Deﬁnition Language Fragment
determine which service best fulﬁls the needs.
The evaluation consists of a process running in the Bonita BPM process en-
gine. For this process we created two instances, of which each instance launched 55
requests. Those 55 requests correspond to 55 process executions, translating into
110 summonses to the VS in charge of administrating the Landlord Risk Scoring
activity’s alternative services.
Fig. 9. Changes in Quality Attributes
For the execution of our case case we adjusted the quality attribute values for
B. Perez, D. Correal / Electronic Notes in Theoretical Computer Science 281 (2011) 113–126 123
services according to Figure 9 (Situation A). The ﬁrst column (Service) corresponds
to the service name; the second (TR) represents the calculated Response Time value;
the third (D) saves the calculated value for Availability; the fourth and ﬁnal column
(C) saves the value calculated for the Reliability attribute.
In this situation, our proposal found the three services all fulﬁl both quality
scenarios, and consider them the priority as well as putting the RiskScoringService
B in charge of dealing with requests, due to it having the best Availability value.
We then simulated the Service B down in order to alter the Availability calculation,
and after various scans by the Validator, the values became as seen in Figure 9
(Situation B).
Given this situation, we tested the RiskScoringService B, which initially fulﬁlled
the quality scenario, and now does not. We now have found that RiskScoringService
A has become the best, fulﬁlling the quality scenario priority.
Finally, several runs were made by Validator component to ensure that Avail-
ability values for all services was the same, i.e. 100%, just as shown in Figure 9
(Situation C). Given this situation, the VS considers all services as good services
for highest priority quality scenario (AvailabilityScenario) and makes the decision
conforming to the priorities, that is to say, analysing the Response Time attributes
in order to ﬁnd the best; in this case, RiskScoringService C.
This experiment has achieved the validation of the behaviour against various
quality scenarios and changing factors within the quality characteristics of the in-
volved services. The ﬁnal objective is to give a client the response in the best quality
conditions possible.
6 Related Work
This section explores distinct papers, similar to our own.
The work carried out in [13] and [20] uses the ECA style rules [4] to facilitate
the implementation of context sensitive applications. These works are focussed on
the distribution of responsibilities between context sensitive service platforms, such
as broadband or number of clients connected. Put another way, they don’t take the
quality attributes into account.
The ACRM (Architectural Runtime Conﬁguration Management) approach [10]
creates a model capturing the adaptable system conﬁgurations and corresponding
behaviour, and organises them into a historical graph of conﬁgurations. To com-
plement this model along with the adaptable processes metadata, ARCM creates a
historic perspective of process adaptations. ARCM also provides active controls to
undo an operation or activate a saved conﬁguration. This work is focussed on the
administration and visualization of said running adaptations.
In [23] a method based on quality attribute scenarios to ﬁnd and analyse po-
tential points of self-adaptation in software architecture during the design stage is
proposed. Extend an ADL called ABC / ADL, to store the architecture informa-
tion. Information is used directly by a reﬂective-based middleware architecture,
called PKUAS, for making self-adjustments in implementation. Some limitations in
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this proposal are using EJB components. While the use of these components is not
really a limitation at the functionality level, it certainly is at a interoperability and
scalability one. In a word, this proposal is tied to implementation of technology.
This proposal is not clear about the possibilities of including new components. The
system design is separate from the implementation, so the implementation may be
diﬀerent from the solutions proposed in the architecture. In practice this should
not happen, but it is a risk taken to manage this separation.
7 Conclusions
Here, we have introduced a way of modelling a self-adaptable system inside a service-
based architecture. The contribution of our approach is working with models, al-
lowing platform independence; also that of taking quality attributes into account
in order to accomplish dynamic adaptations and source code generation. This in
other words translates to a shorter response time in order to be implemented.
To achieve this, the architect must model the current architecture, describing the
self-adaptation rules that govern the new system relying in the quality scenarios.
For this the architect needs to use a DSL equipped for this proposal, to be able
to express the quality conditions required during execution. This proposal takes
the information provided by the architect and proceeds to generate new system
architecture with self-adaptable characteristics, which will then transform for code
to generate a ready to use application.
This work is only the ﬁrst step in achieving self-adaptable systems that take
quality attributes into account, without worrying about a pre-existent, and working,
system. This is a proposal orientated to SOA systems within an organization, of
which the context characteristics, such as bandwidth, channel usage; connection
kind and CPU use are irrelevant.
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