A coordinate-wise modification of the grid method for separation of mixtures is proposed in the problem of the dynamical monitoring of the stochastic structure of information flows.
INTRODUCTION
Statistical analysis of the traffic in information flows in modern computational and telecommunication systems reveals their noticeable nonstationarity. Within the approach based of representation of the traffic as a stochastic process is very convenient to model this non-stationarity by representing the flow intensity as a nonstationary random process with mixed gamma onedimensional distributions. As this is so, the evolution of the parameters of these mixtures in time reflects the non-stationarity of the original process and can be used as the estimate of the stochastic structure of the information flow.
GRID METHODS FOR SEPARATION OF MIXTURES OF PROBABILITY DISTRI-BUTIONS
EM-type algorithms are traditionally used for the numerical solution of the problem of separation of mixtures of probability distributions when the number of components is comparatively large (Korolev, 2011) . If the likelihood function is regular, then these method yields most likely estimates of the parameters of components and weights. But if the likelihood function is irregular and has many local extremes (possibly, infinite), then the EMalgorithm becomes extremely unstable and slow which is absolutely inadmissible for the on-line monitoring of the stochastic structure of information flows, see, e. g., (Korolev, 2011) .
To overcome this drawback, recently in the papers (Korolev et al., 2008) , (Korolev et al., 2010) the so-called grid algorithms were proposed for the separation of mixtures of probability distributions. The main idea that grid methods rely on is very close to the idea of harmonic analysis.
Consider an identifiable mixture of distribution functions of the form
where k ≥ 1 is an integer. In the classical problem of separation of mixtures, the parameters to be estimated are the triples
Assume that the numbers a, a, σ and σ are given so that a ≤ a i ≤ a and σ ≤ σ i ≤ σ for all i = 1, . . . , k. in other words, the finite ranges of the parameters a i and σ i are known.
The main idea of the grid methods is in the replacement of the intervals [a, a] and [σ, σ] of possible values of the parameters of the components of mixture (1) by discrete sets of known points. These points may be defined in the following way.
Let ε a and ε σ be positive numbers determining the prior requirements to the accuracy of the estimation of the parameters a i and σ i : where a i and σ i are the desired estimates of the parameters. The numbers ε a and ε σ also can be interpreted as the thresholds of distinguishability of possible values of the parameters: the values a , a and σ , σ are, respectively, regarded as undistinguishable, if
Let
, where the symbol [z] denotes the integer part of a number z. For r = 1, 2, . . . , k a + 1 set a r = a + (r − 1)ε a . Similarly, for l = 1, 2, . . . , k σ let σ l = σ+(l−1)ε σ . Then the points with coordinates ( a r , σ l ) form the nodes of a finite grid covering the rectangle {(a, σ) : a ≤ a ≤ a, σ ≤ σ ≤ σ} representing the set of possible values of the parameters of components of mixture (1). The number of nodes of the grid is equal to K = (k a + 1)(k σ + 1). For convenience, renumber somehow the nodes introducing a single index i for the coordinates ( a i , σ i ) of the node with the number i after renumbering, i = 1, . . . , K.
The basis of the proposed approach is the approximation of mixture (1) by a mixture with a deliberately larger number of known components:
Such an approximation is practically admissible since, by virtue of (2) and (3), for any pair (a r , σ r ) of the parameters of a component of mixture (1) there surely exists a pair ( a i , σ i ) of the parameters of a component of mixture F (x) which is practically undistinguishable of the original pair. The weights of the rest components of the mixture F (x), for the parameters of which there is no "close" pair (a r , σ r ) of the parameters of a component of mixture (1), can be regarded as zero. Indeed, if in relation (4) instead of the approximate equality there were the exact equality, then due to the identifiability of mixture (1), by the definition of identifiability, the equalities
would hold up to re-indexation. Note that in the mixture F (x) only the weights p 1 , . . . , p K are unknown parameters. Let x = (x 1 , . . . , x n ) be an independent sample of observations each of which is a realization of a random variable with distribution function F (x) defined by (1).
To find the estimates of the weightsp i , i = 1, . . . , K, in the mixtureF (x) (see (4)) we will use the maximum likelihood method.
Let (ã i ,σ i ) be the nodes of the grid covering the set of the values of the parameters of components, i = 1, . . . , K. For convenience by g(x; a, σ) denote the density corresponding to the distribution function G(x; a, σ),
To understand whether any numerical algorithm oriented at the maximization of the grid likelihood function will converge or not, we should answer the question whether the grid likelihood function
is convex or concave. The answer to this question is given by the following theorem (Korolev et al., 2010) (also see (Korolev, 2011) ).
Theorem 1. Any grid likelihood function is concave as a function of the weights.
In (Korolev et al., 2010) it was demonstrated that the grid maximum likelihood method realized by the algorithm of conditional gradient appeared to be a very efficient tool for the approximate separation of mixtures of one-parameter distributions. However, the efficiency of a grid method strongly depends on the dimensionality of the set of parameters and those grid methods which work very rapidly and efficiently for one-parameter mixtures, become considerably slower when they are applied to multi-parameter mixtures since the volume of computations grows exponentially as the dimensionality of parameter increases. To somehow overcome this drawback (or moderate its effect), in the present communication we propose a modification of the grid method, namely, the coordinatewise versions of the grid method for separation of mixtures of two-parameter distributions.
COORDINATE-WISE GRID METHOD FOR SEPARATION OF MIXTURES OF GAMMA-DISTRIBUTIONS. THE ALGO-RITHM
The first step of the algorithm consists in the application of the modified grid algorithm over the whole two-dimensional net. The modifications aim at the noise reduction and rejection of insignificant components with small weights.
By virtue of the inaccuracy of the representation of zero in a computer, it is reasonable to regard a component as insignificant not if p i = 0, but if p i < , where > 0 is a small number. Since the components with zero weights cannot gain a positive probability as the grid algorithm proceeds, the increase of noticeably speeds up the algorithm. Moreover, the increase of makes it possible to reject those components whose weights go to zero as the algorithm proceeds. As a result of empirical experiments it was decided to take = 1 8(K+1) 2 . The second modification consists in rejection of the insignificant components, if the total number of existing components exceeds some preassigned critical number Q (in practice we used Q = 10). After every S steps the component with the minimum weight is sifted out if its current weight is less than at the previous steps. After this the weights of the remaining components are normalized.
As a stopping rule we considered the condition
where p m i is the weight of the ith component (the weight of the ith node of the grid) on the mth step of the algorithm, δ > 0 is the pre-assigned accuracy. In practice we took δ ≤ 10 −6 . The second step of the algorithm is determined as follows. After the first step is accomplished, we obtain the set of components with non-zero weights
Choose all the corresponding different estimates r 1 , . . . , r k r 1 of the parameter r (clearly, k r 1 ≤ k r 1 ). Construct a new grid based on these fixed values of the parameter r, spreading the grid over the possible values of θ in the way it was done on the first step. So, the obtained grid will have k
2 nodes. Again start the grid iterative algorithm on this reduced grid.
As the result, we obtain the set of components with non-zero weights (p 1 , r 1 , s 1 
) with some k Construct a new grid based on these fixed values of the parameter θ, spreading the grid over the possible values of r in the way it was done on the first step. So, the obtained grid will have k
2 nodes. And so on. Each next step consists of two applications of the usual grid method on the adaptively reduced grids: on the first step we obtain new estimates for the parameter θ with the fixed values of r obtained on the preceding stage and on the second step we obtain new estimates for the parameter r with the fixed values of θ obtained on the preceding stage.
DISCUSSION
The modified coordinate-wise grid method possesses some advantages as compared to the "classical" grid method.
First, at each mth step the coordinate-wise method works with approximately ( k has noticeably less computational complexity and, hence, is more rapid and more efficient.
Second, since the grid is re-adjusted at each step, the modified algorithm is more sensitive. This circumstance is especially important for processing data obtained from non-stationary processes. For example, the modified grid method processes quite reliably those windows which appear to be problematic for the classical grid algorithm. Unlike the standard grid algorithm with the uniform grid, the modified algorithm shows all the peculiarities of mixtures of gamma-distributions with noticeably stratified (or clustered) values of the parameters of components.
Finally, the use of filters which reject insignificant components makes it possible to obtain more illustrative and sharp pictures of the evolution of the parameters of the mixture in the moving mode.
