We are presenting improvements for the Human Evolutionary Model (HEM), this is a novelty intelligent evolutionary optimization method that should learn from experts using consensus knowledge with the aim of inferring the most suitable parameters to achieve the evolution. Since, human experts are part of the system, and it is very common that they disagree in a major or minor part of the knowledge, usually the 
Introduction
A fundamental aspect in any search problem is the solution concept, because it is indispensable to indicate where the solutions are located. This is an intrinsic concept in any search problem, and basically it divides the search space in two classes, solutions and no solutions. From a big diversity of searching methods we have to select and implement algorithms that provide us with valid solutions in the search space for an specific problem. For being consistent, different algorithms applied to the same search space should find the same solutions. Although, from practice we know that some algorithms are more or less efficient [4] .
Search problems can be classify in single objective (SO) and multiple objective (MO) optimization problems commonly refereed as SOOP and MOOP, respectively. Basically, this classification is based in the number of objective functions that should be minimized or maximized. In a broad sense an optimization problem can be stated as follows, Minimize/Maximize f m (X) m = 1, 2, 3, . . . , M ; subject to g j (X) ≥ 0 j = 1, 2, . . . , J; h k (X) = 0 k = 1, 2, . . . , K; x L i ≤ x i ≤ x U i i = 1, 2, ..., n.;
where X is a vector of n decision variables given by X = (x 1 , x 2 , . . . , x n )
T , g j and h k are the constrained functions,they have associated J inequality constrains, and K equality constraints. The last set of constraints are called variable bounds that restrict each decision variable x i to take a value within a lower x L i and upper x U u bound respectively. These bounds constitute a decision variable space D, or simply the decision space. Here, we have M objective functions f (X)=(f 1 (X),f 2 (X),. . . ,f M (X)) [6] .
Methods for solving SOOP and MOOP are substantially different because besides the number of objectives that each approach needs to handle, there are a number of substantial differences between them. In a SOOP we have the only goal of searching an optimal solution, although the search space can have several local optimal solutions, and the goal is always to find the global optimum. In contrast, in MOOP there are two goals, one is to advance toward the Pareto optimal front, the other goal is to maintain a diverse set of solutions in the non-dominated front. Another difference is that in SOOP there exists only one search space -the decision variable space-, but in MOOP we have in addition the objective space that is formed by the objective functions.
Nowadays, there are several well known optimization methods that are widely addressed in literature [5, 2, 15, 6] . The Human Evolutionary Model is a non-linear global optimization method for SOOP and MOOP. Originally, this work was presented in [8] , two preliminary short versions of this work were published in [9, 10] . The idea of HEM is to provide an intelligent optimization method for SOOP and MOOP. HEM has two different intelligent methods: one is for solving SOOP, and finding the ideal, utopian and nadir objective vectors that are used in MOOP, the second method is to find the Pareto set for MOOP.
In this work, we are presenting functional improvements over the original versions. We are focussing in explaining the method for solving SOOP problems. We are presenting comparative results that outperforms significatively the Genetic Algorithm of the Matlab's Toolbox. This paper is organized as follows: In Section 1 we are giving a general overview of this work. Section 2 is devoted to explain Mediative Fuzzy Logic (MFL). In section 3 we are giving a detailed explanation of HEM. Section 4 is devoted to explain the experiments that we performed for testing HEM. Finally, in section 5 we have the conclusions.
Mediative Fuzzy Logic
Mediative Fuzzy Logic (MFL) is based in traditional fuzzy logic with the ability of handling contradictory and doubtful information, so we can say that also it is an intuitionistic and paraconsitent fuzzy method. A traditional fuzzy set in X [22, 23] is given by equation (2) , where µ A : X → [0, 1] is the membership function of the fuzzy set A
an intuitionistic fuzzy set B in the sense of Atanassov [1, 20, 17] , is given by
where µ B : X → [0, 1] and ν B : X → [0, 1] denote a degree of membership and a degree of non-membership of x ∈ A, respectively. They must fulfill the requirement expressed in (4),
For each intuitionistic fuzzy set in X we have a "hesitation margin" π B (x) that expresses a hesitation degree of wether x belongs to A or not. It is obvious that 0 ≤ π B (x) ≤ 1 for each x ∈ X [16] .
In similar way, a contradiction fuzzy set C in X is given by equation (7)
where µ C represents the agreement membership function, and ν C is the non-agreement membership function [9, 11] . We are using the agreement and non-agreement instead membership and non-membership, because we think that these names are more adequate when we have contradiction fuzzy sets. For each contradiction fuzzy set in X, we have a "contradiction index" ζ given by equation (7)
In Mediative Fuzzy Logic (MFL), for calculating the mediated fuzzy output of the system, we have
where F S µ is the traditional output of a fuzzy system using the agreement membership function µ, and F S ν is the output of a fuzzy system using the non-agreement membership function ν.
Note, that using MFL we can have auto-reducible systems, this is depending on the values of the contradiction index ζ and the hesitation margin π, the system's output can behaves as a traditional fuzzy system (ζ = 0 and π = 0), as an intuitionistic system (ζ = 0, and π = 0), and as a Mediative fuzzy system (ζ = 0).
The Human Evolutionary Model
In Figure 1 , we are showing a general description of HEM for solving SOOP, here we can see that the human or group of humans are part of the system. HEM is an intelligent evolutionary algorithm that is learning from the experts their rational and intuitive procedures that they use to solve optimization problems. Originally HEM was defined by eight terms [8] , since we omitted the human to be part of the definition although the concept still being the same. Hence, the updated definition is given by expression (9)
where, In this model we have two kinds of humans, one class is form by human beings, and the other class is the artificial human that is located in AIIS. Humans are part of the system, they are in charge of teaching the artificial human (AIIS) all the knowledge needed for realizing the searching task. The AIIS should learn the rational and intuitive knowledge from the experts, the final purpose is that the artificial human eventually can substitute the human beings in most of the times.
Emotions are an essential part of human perception, and they are very closed related with the success or failure of achieving certain goal. As we mention, there are several well known optimization methods, some of them are of deterministic or stochastic nature, and they are guided by objective function to fulfill their task. However, for all the existing methods the human intervention is indispensable at several stages, for example in selecting the most suitable method and initial parameter, etc. Moreover, if the selected method does not satisfies the optimization task, the human will need to select a different method.
Hence, it is desirable to have an optimization method with certain human abilities for automatizing the optimization process. HEM as any model is a human conceptualization that can be disjointed from reality, but the model is trying to emulate the process that human experts use to solve optimization problems.
Detailed description of HEM for SOOP
In Figure 2 we are showing a representation of HEM's population, here P represents a population of N individuals, the size N can vary through generations. A particular characteristic of individuals in HEM is that we are not including only the decision variables, also each individual has associated other variables that we called genetic effects that will influence the searching process. An individual in HEM is compose of three parts, 1. A genetic representation gr, which can be codified using binary or floatingpoint representation. Here the decision variables are coded.
2. A set of genetic effects ge, that are attributes of each individual such as "physical structure", "gender", "actual age", "maximum age allowed", "pheromone level", etc. For example, the genetic attribute gender of individual n at generation x is defined as ge (3) n,x = ge(gender) n,x , and the actual age as ge (4) n,x , etc. In general, we have the definition given by expression (10) ge n = (ge(minStr) n , ge(maxStr) n , ge(gender) n , ge(actAge) n , (10) ge(maxAge) n , ge(phLevel) n , . . . , ge(m) n )
3. The third part in the individual representation is devoted to the individual's objective values. Objective values are coded in vectorial form, the size of the vector is determined by the number of objective that the problem requires. For single objective (SO) problems, we will use only one value ov. For multiple objective (MO) problems, we will use ov (1), . . . , ov(s) Figure 3 shows an individual p n = (gr n , ge n , ov n ) where gr n = (gr n (1), . . . , gr n (2)) is a vector (a row) in the GR M ×Q matrix. The genetic effects (ge n ) are rows in the matrix GE M ×R . Because HEM allows to optimize SO and MO problems, we can have one or several objective values that are coded as vectors ov n in the matrix OV M ×S .
In this context a population P at generation x is defined as P x = (GRx + GEx + OV x).
Using the attributes ge(minStr) y ge(maxStr) is possible to control the population size of ge in problems where we have to optimize the physical structure in addition of the objective values, i.e. we can optimize the amount of required decision variables. For the attribute ge(gender) we have the valid set of values M, F, 0 for males, females and not used, respectively. We can set the maximum life expectance using the attribute ge(maxAge). We use the attribute ge(phLevel) for keeping track of individuals that produce good successors.
The HEM's process for solving SOOP can be divided in two parts, the first one correspond to the initialization and setting up the optimization problem, and the second one corresponds to the evolutionary process.
For the first part we have,
1. The human/humans will establish the knowledge base of AIIS. At any time the human can interact with the evolutionary process for teaching, helping the evolution, and/or taking decisions. The main idea is that the human can be able to teach his mental process to AIIS. The purpose is that eventually AIIS can substitute the human.
2. Setting up the initial parameters (default parameters), for example, initial population size, upper and lower limit for population size, parameters for the recombination and mutation operators, etc.
3. Setting up the optimization problem, here we will establish the range for the decision variables, the amount of objective values, the optimization criteria, and the cost functions.
For the second part we have,
1.
Create an initial population P 0 of size N . Here, we will create GR 0 of population P 0 . In this part the genetic attributes GE 0 will be defined. Make GR x = GR 0 and GE x = GE 0 .
2. Evaluate GR x . At this stage, the corresponding objective value will be assigned to each individual.
3. Calculate the fitness value f v of each individual in P x and sort the whole population in ascending order. In this step, we will obtain the fitness vector F V x .
4. At each generation, the best individual p Best is saved in a Tabu List (TL). In this list we can find all the solutions previously founded.
5. Apply to the whole population P x the genetic operator #1 (GO#1). All the genetic operators work over the genetic effects (GE x ) of HEM. In this case GO#1 will add "1" to the genetic effect "age" of each individual of the whole population.
6. Apply predation operator #1 (P red#1) to the population P x . This operator verifies the actual age of each individual in P x , it will eliminate all the individuals that are over this age. Moreover, this operator will eliminate the amount of individuals suggested by AIIS via the variables "Create" and "Delete". To perform this elimination, the less fittest individuals in the actual population will be selected.
7. The task of the genetic operator #2 (GE#2) is to mutate some of the genetic effects of the individuals. Functionally, and the most evident is to mutate the genetic effect "gender".
8. Predator #2 (P red#2) will analyze the actual population to verify the gender balance; it is desirable to know if there is a numeric balance or a valid proportion of male and female individuals. If the population is balanced the algorithm will not perform any predation. if the population is unbalance the operator will proceed to balance it. For achieving the balance, the algorithm will select randomly as many individuals as were necessary of the biggest population and it will change their gender. We preferred to make this change instead of really eliminate the individuals because we could eliminate very fit individuals slowing the evolution down.
9. Select individuals according to a specific rule. We are using the pyramidal selection rule (see Figure 4) . This rule will tell us that the new population S at generation g+1 should be formed using a combination of individuals from several sources. Also, the pyramidal form is related with the amount of individuals to be selected; for example, the base is the biggest part of the pyramid and it is representing the biggest amount of determined class of individuals to be selected, in this case a percentage of the best individuals of the actual population s 1 (g). After, we have at the middle a percentage of individuals with high pheromone level s 2 (g). At the top, we have individuals selected from other optimization methods s 3 (g).
In this way, we are allowing a natural hybrid functionality with other optimization methods.
10. Utilize the genetic operator #3 (GO#3) to increase the pheromone level of the best individuals (base of pyramid) that were selected in step 9.
11. Create a new population of size N M AX using the subpopulation formed by the selected individuals at step 9.
a. Parent selection is made according to what we programmed in the genetic effect "gender". If we selected to use a population of male and female individuals, then we have to select randomly one individual of each classification to perform the recombination. At the other hand if we are not considering the gender, then we have to select two individuals from the same population. We used the Extended intermediate recombination operator [12, 13] given in equation 11.
Randomly create and assign the genetic effects to the new individual.
b. Apply the mutation operator to the new individual (only to gr). We are using the mutation operator defined in 12.
c. Apply predator #3 (P red#3) to the recently created individual. This is an operator dedicated to eliminate all the individuals that are out of the valid searching space. We can program this operator in two ways: One is to eliminate the individuals which parametric values gr came down out the searching space, this is a drastic solution because we can eliminate individuals that are very close to the optimum. A better solution is to adjust (correct) the decision variables that are out of range in such a way that the corresponding values fall in the nearest frontier. 12. Considering the best individual of the last generations (we use the last 10 generations), calculate the variance value of these individuals using their fitness value. We use the variable "Variance" to store this value.
13. We are using the variable "Cycling" to indicate the number of generations that the evolution has not have significative change. We are measuring this change using the variable "Variance", if we did not have a significative change ("Variance < 0.05") in the variance value in the last generations (10 generations) then increase the value of the variable "Cycling", otherwise reset its value.
14. Using AIIS calculate the amount of individuals that we have to eliminate, as well as the amount of individuals that we have to create.
If AIIS determined that it is necessary to create new individuals, then
we have two ways to create them. AIIS will determine the best option.
a. Create randomly the amount of new individuals indicated by AIIS. This option is very fast and the best option at the first stages because in average, it is very likely that the new individuals that are being using this option do not repeat the same searching subspace, i.e. they do not fall in a previously visited point.
b. Use a Tabu List (TL) to create an individual out of the tabu regions. Also, use a Visited Region List (VRL) to avoid the selection of individuals that previously were created and selected. Note that we are using TL and VRL as tabu lists. The difference between them is that in the first one, we are saving only the best individual of each generation, while the purpose of VRL is to keep track of the already visited regions. An important thing in this part is to define the most adequate size of the regions.
16. Repeat steps 3 to 16, until we fulfill the termination criterion.
End.
Note, that in this model we are using a different concept about predators [18] . We are not using the same definition given by the mathematician Vito Volterra [21] and Alfred H. Lotka [7] in 1920.
Recombination operator
We are using the Extended Intermediate Recombination (EIR) operator [14] . To use this operator, we are considering that we selected two parents X = (x 1 , . . . , x n ) and Y = (y 1 , . . . , y n ) to obtain the successor Z = (z 1 , . . . , z n ). For this operator classically the parents are selected such that X = Y . Because, the process of testing this last condition takes time, we obtained an 80% of individuals using the original approach, we separated the individuals in two classes, male and females, and we selected one individual of each class to achieve the recombination. For the remaining 20%, we allowed to mate individuals of the same class. The EIR operator is given by equation (11) .
where
is chosen with uniform probability for each i, and d ≥ 0, a good choice is d = 0.25, which is the one that we used.
Mutation operator
The goal of the mutation operator is to modify one or more parameters of z i , the modified objects (i.e., the offsprings) appear in the landscape within a certain distance of the unmodified objects (i.e. the parents). In this way, a coefficient z of the offspring Z, is given by:
where range i defines the mutation range, and it is calculated as
In the Discrete Mutation operator (DM), λ is normally set to 0.1 or 0.2 and is very efficient in some functions, but also we can set it to 1. This is the case of the Broad Mutation Operator (BM) proposed in [19] to solve problems where the distance between the optimums and the actual position is larger than the DM operator could reach. We will have in one step, that the mutation operator can reach points from z i only within the distance given by ±range i · δ. The sign + or -is chosen with probability of 0.5. The variable δ is computed by
Before mutation we set each ϕ i equals to 0, then each ϕ i is mutated to 1 with probability p δ = 1 K , and only ϕ i = 1 contributes to the sum. On the average there will be just one ϕ i with value 1, say ϕ j ; this is for each coefficient, in this way several coefficients of the same vector might be mutated. Then δ is given by [14, 3] 
In formula (14) , K is a parameter originally related to the machine precision, i.e. the number of bits used to represent a real variable in the machine we are working with, traditionally K uses values of 8 and 16. In practice, however, the value of K is related to the expected value of mutation steps, in other words, the higher K is, the more fine-grained is the resultant mutation operator.
Setting up the intelligent system
The method for controlling the population size is part of the AIIS in HEM. This method uses MFL in the inference system, we preferred to use this method because it can handle the knowledge in a more robust way, because this method can infer taking into account doubtful and contradictory knowledge. Moreover, if there is no contradiction or doubtful, the method auto-reduce itself to behave as a traditional or intuitionistic fuzzy logic system. Basically, the method uses two variables. The variable "Variance" to control the variance value, and the variable "Cycling" to control the number of generations that the population stays in the same landscape region and/or without any significative change in the variance measurement. For the first one, we have to use the fitness value of the best individual of previous generations (we used 10 generations), to calculate their variance. For measuring the degree of cycling, at each generation we calculate the variable "Variance" and we make an increment in the variable "Cycling" each time the variable "Variance" is under a predetermined threshold value, we fixed this value to 0.05; otherwise reset the variable "Cycling", i.e. "Cycling=0". The threshold value was obtained experimentally, testing several test functions; specifically, we use the De Jong's test function set.
The intelligent system will calculate the amount of individuals that should be eliminated from the actual population, as well as the individuals that should be created in the actual population. We have two choices for creating individuals, the first one is to create individuals randomly, the second way is to use a Tabu search method for avoiding the tabu regions and create the new individual out these regions.
We used two inference system Sugeno type 0, one for the agreement side, and the other one for the non-agreement side. In Table 1 we are summarizing the linguistic variables that we used in them. Each inference system has two output variables named "Delete" and "Create". The values of these two variables are related to the amount of individuals that should be eliminated or created. Each output variable has three constant terms, they are: "little", "regular", and "many". We assigned the values of "0", "0.5", and "1", respectively. We used the same name and values at the output of each inference system (agreement and non-agreement).
At Table 2 we are showing the options that we use with this commercial package. Experiment 1. Optimizing the Sphere function. The sphere function is given by equation 16,
where N is the number of dimensions. This function is quadratic, continuous, convex, unimodal, with a minimum of zero at the origin. Provides an easily analyzable first test. In Figure 5 we are showing this function for two variables, in Figure 6 we have the fitness behavior when we optimized this function for 64 decision variables, and in Figure 7 we are showing how AIIS is adjusting the population size. We restricted the search space to the range [−10, 10] for each decision variable. We optimized this function for 2, 4, 8, 16, 32 and 64 variables. In Table 3 are the results that we obtained using the Genetic Algorithm Toolbox of Matlab. In Table 4 are the results obtained using HEM, and in Table 5 we are showing a comparison between both methods, i.e. Ga Toolbox of Matlab vs. HEM. Experiment 2. Optimizing the Foxholes function. The Foxholes function is given by equation
it is a continuous, non-convex, non-cuadratic, two-dimentional function with 25 local minima approximately at the points {(a 1j , a 2j )} 25 j=1 . The minimum of this function is MIN(F5) ∼ = 1. In Figure 8 we can see the surface of this function, in Figure 9 , and in Figure 10 we are showing the dynamics of the population size. We tested this function for two decision variables, In Table 6 are the results that we obtained using the Genetic Algorithm Toolbox of Matlab. In Table 7 are the results obtained using HEM, and in Table 8 a comparison between both methods is shown.
Conclusion
HEM for solving SOOP uses a strategy explore, exploit, ... ,exploit, explore, with this we want to say that HEM always searches for a promissory region for being exploited, generally in this part AIIS will maintain or increase the population size; once a convenient region is found, generally HEM reduces its population size with the purpose of speeding up the algorithm, this is done taking care of no diminish the performance of the evolution; and when AIIS determines that this regions has been exploited enough, then AIIS decides to increase the population size for being more explorative. In general, HEM have several mechanisms that work synergetically for performing in an intelligent sense. Hence, HEM is an intelligent evolutionary algorithm that uses knowledge from expert, and it is able to handling doubtful and contradiction among human experts. An interesting thing that we observed is that almost always the dynamics of the population size for the same problem is very similar.
In the experiments that we performed, HEM works better than the GA Toolbox of Matlab always, since the best times and precision localizing the minimizer were obtained using HEM. For all the test we ran the algorithm 100 times. In the sphere function (F1) with 64 variables, we can see that HEM was 0.5 seconds faster and in average always the results obtained with HEM were better. The Foxholes function (F5) is a difficult function that tests the explorative capacity of evolutionary algorithms, also in this test HEM works better, we observed that in this case HEM always needed a mutation step size of 0.5 instead of 0.1 like in the other cases.
There are many thinks to say, and many future work to do, but we want to finalize saying that although HEM still under development, HEM has demonstrated that having an intelligent evolutionary algorithm with the ability of learning from group of experts is an interesting and promissory idea.
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