For the past decade, the need of multimedia mining has increased tremendously, especially in image data due to inexpensive digital technologies and fast mounting of image data. In this paper, we, first, show an algorithm, SpIBag (Spatial Item Bag Mining), which discovers frequent spatial patterns in images. Due to the properties of image data, SpIBag considers a bag of items together with a spatial information as a pattern which persists over geometrical transformations, such as scaling, translation, and rotation. Then, based on SpIBag, we propose SpaRClus (Spatial Relationship Pattern-Based Hierarchical Clustering) to cluster image data. Our performance study shows that the method is effective and efficient.
Introduction
For the past decade, there has been a big boom in using multimedia data due to cheap prices of digital equipments and storages, fast network environments, and exciting web applications like Facebook and YouTube. Moreover, the scientific usage of multimedia data has been demanding various powerful data mining tools to analyze and retrieve useful information from a tremendous amount of data which is itself in a big size. For example, pictures taken from thousands of satellites and abruptly increasing number of bio image data are now far above the capacity of labeling or creating meta-data manually by human being itself.
In this paper, we focus on clustering image data which is one of the fundamental step of image data mining. Traditionally, most clustering approaches adopted a framework on a pairwise similarity measure between two images. For this kind of frameworks, meaningful feature extraction was the most important part of the research. But most images contain small amount of sev- * Supported in part by U.S. Office of Naval Research, U.S. National Science Foundation NSF N00014-06-1-1108 and NSF IIS-0513678. Any opinions, findings, and conclusions or recommendations expressed here are those of the authors and do not necessarily reflect the views of the funding agencies. eral key parts and a big portion of background. We want to group images which share lots of important common key parts as a cluster, without assuming those features being near each other.
For that reason, we developed an algorithm, SpIBag (Spatial Item Bag Mining), which discovers frequent spatial item bags in images. SpIBag is able to mine scale-, translation-, and rotation-invariant frequent substructures. We say that SpIBag is invariant on semiaffine transformations. For example, suppose a photographer takes several pictures of a room in a row. They need not be identical, but at least they preserve similar shape among items. Semi-affine transformation is a way to express or detect shape preserving images. By use of SpIBag, we propose a meaningful clustering algorithm which considers semi-affine transformations.
Definition 1.1. We define an affine transformation to be a composition of one or several linear transformations (rotation, scaling or shear) and translation (shift).
We define semi-affine transformation to be a composition of one or several scaling, translation, or rotation transformations. We say two patterns are similar if a pattern is semi-affine transformable from the other pattern.
Example 1. Look at Fig.1. (a) is the original pattern with a star, a triangle, and a circle. (b) is an image containing a pattern in (a) which is rotated, (c) is an image containing a pattern in (a) which is scaled, and (d) is an image containing a pattern in (a) which is translated. We consider patterns of a star, a triangle, and a circle in images (a) ∼ (d) to be all similar.
There have been quite a few document clustering algorithms based on frequent item sets [6] , or closed frequent item sets [19] , but there are two big differences between document clustering and image clustering. First, documents only consider item sets while images consider item bags. For example, using a term wheel one time or two times in a document doesn't make a big difference. It merely affects a scoring function which uses TF-IDF formula. In image domain, it is different. There is a big difference between a bike using one wheel and a bike using two wheels. Second, documents do not consider locations of terms which are very important in image data. In a document, there is no difference in the order of using two terms mouth and nose, but, in an image, relative/absolute locations of a mouth and a nose are significantly important. Therefore, we developed an image clustering algorithm based on the frequent substructures discovered by SpIBag. We use location information to detect similar bags of items. Definition 1.2. We define a bag to be a collection of items which allows replicates. A set is a collection of items which are all unique. For example, I = {a, a, a, b, c} is a bag not a set since there are three as.
Based on frequent spatial patterns found from SpIBag, we are able to group images into several clusters. As in document clustering, each frequent spatial pattern becomes a representative of a cluster. Since frequent spatial patterns form a hierarchical graph, we can construct a similar graph of clusters based on the support image sets of frequent spatial patterns. Using Apriori property, we construct it from top to bottom manner, which becomes a divisive hierarchical clustering algorithm. To decide whether to divide current cluster, we use an entropy based score function to measure its cohesiveness. Once the graph is completed, we find similar clusters among its leaves and merge them. If a user wants clusters to be disjoint, we will use another score function for each common image to decide where it belongs to. Score functions defined in this paper are all based on spatial information, which are also different from traditional document clustering algorithms.
In this paper, we assume all objects are already identified. Our property that SpIBag is invariant on scaling, translation, and rotation assumes that the inputs are already identified on scaling, translation and rotation configurations. Image object identification is a branch of image processing field which have been producing lots of works [3, 27, 30] . But, in fact, our framework allows not only identified objects but also features like GIST [22] or SIFT [17] as inputs. We can quantize feature vectors and use them as our input data. From now on, we will use the term item that can be interpreted either as a real identified image object or a quantized feature vector. Finding a better algorithm of object identification or feature selection is beyond the scope of this paper.
In summary, the contributions of this paper are as follows:
• We propose a framework of image clustering that utilizes bags of features paradigm together with the spatial information.
• We define a spatial pattern in image data.
• We present SpIBag, a frequent spatial item bag mining algorithm, which persists over scaling, translation, and rotation.
• We present SpaRClus which is a divisive hierarchical clustering algorithm for image data. Using an entropy concept on a well-defined scoring function, we can decide whether to divide current cluster further, which enables SpaRClus to be efficient.
• By use of various data configuration, we demonstrate that SpaRClus is effective and efficient.
The rest of the paper is organized as follows: Section 2 presents a brief overview of related works. In Section 3, various notations and definitions together with a basic approach on this problem are introduced. Section 4.1 proposes SpIBag, a frequent spatial pattern mining algorithm that is invariant on scaling, translation, and rotation. Section 5.1 proposes SpaRClus, an image clustering algorithm, which is divisive hierarchical considering spatial information. In Section 6, we report our experimental results which show the effectiveness and efficiency of our framework. We discuss several issues of SpaRClus in Section 7. Finally, we conclude the paper in Section 8.
Related Works
In this section, we briefly introduce previous works in computer vision and data mining fields.
Image Retrieval and Computer Vision
Image retrieval has been received a lot of attention from research community for the past decades. Efficient browsing, searching, and retrieval were main research issues to store and access the image data effectively. Starting from late 1970s, text-based image retrieval [4, 18, 29] after annotating every image with text was used. However, with huge increase of the number of images, annotating all image data has become very difficult. Furthermore, the quality of image retrieval depended heavily on the annotated text. To overcome this deficiency, quite a few content-based image retrieval systems such as QBIC [18] , Virage [11] and RetrievalWare [5] were proposed. These systems first extract features such as color, shape and texture histograms from images and use them to retrieve similar images. Separate distance functions of color, shape, and texture are defined and subsequently combined to derive the overall result. The quality of image retrieval depends on the characteristics of features [2] and thus researchers have investigated to develop effective features. Color histograms are one of the most popular features that has been used to measure the similarity between images [25] . Color histograms might be effective for image retrieval when the uniqueness in the color pattern held against the pattern in the rest of the entire data set is assured. However, when large sized images are at stake, the performance suffers because color histogram comparison saturates the discrimination [24] . Wavelet has been studied as an alternate feature. In [12, 28] , the dominant wavelet coefficients of an image are used as its signature -since wavelets capture shape, texture and location information in a single unified framework, their use ameliorates some of the problems with earlier algorithms.
Recently, a new paradigm appeared in computer vision field, to use dictionary of visual words with the bag-of-words methodology, which was adapted by computer vision applications [14, 16] . Basically, they all share the following steps: First, detect regions or points of interests, and then compute quantized feature vectors over them to form a visual vocabulary. After that, they find the occurrences in the image of each word of the vocabulary to build the bag of words. Similar to document clustering frameworks, they do not consider spatial information which might lead to a large number of false positives. For example, they consider an image with a mouth beside a nose and another image with a mouth below a nose to be the same. Only in [14] , they apply a well-known pyramid matching scheme [7] to use a spatial information indirectly. They repeatedly subdivide the image and compute histograms of local features at increasingly fine resolutions. This scheme is not durable on scaling, translation, and rotation.
Our framework can use the same input as bag-ofwords methodology, and it persists over semi-affine transformations.
Data Mining
Traditionally, spatial data mining played an important role in GIS field. They mainly focused on finding relationships between objects in spatial database by use of spatial association rule mining [13, 31] . These works need predefined predicates of relationships between objects such as overlap and next-to which are in elementary topological forms that define relationships between two objects. There have been other approaches in spatial data mining area like mining spatial collocations [10, 32] . They tried to find co-existing patterns of non-spatial features in a spatial neighborhood, but they did not consider spatial patterns from separate neighborhoods.
On the other part of data mining field, image data mining appeared due to the abrupt increase of image data. Works in this field usually assumed that image data can be preprocessed using the existing image processing techniques. [20] proposed association rule mining algorithms which revealed patterns of objects, but they did not consider spatial information. In a similar direction, a viewpoint pattern mining in image database was proposed in [8] which used spatial information using a relative distance idea which also found patterns invariant in translation and partially in rotation with predefined fixed angles. Afterwards, there have been image data mining works that use a grid based approach to explicitly code the location of objects in each image [9, 15] . They could generate spatial association rules based on the grid information, but they were not able to consider shape preserving properties.
Preliminary
In this section, we define several terminologies that would be used for the rest of the paper and define our problem setting by use of those terminologies. Also, we briefly introduce traditional method that has been used to mine frequent item set, that will give a background knowledge for SpIBag algorithm.
Problem Statement
In [31] , an image I was defined as a bag of items:
where replicated items are allowed in I as mentioned in Def 1.2. But in the real life, we also have to consider spatial information of items in image data, since shapes which several items in an image form together are also important to define an image. Even the items are the same, they might form different shapes which leads to a totally different image.
Definition 3.1. We say an item a to be an identified object or a quantized feature vector of the image data. We define an image I to be a bag of items together with spatial information.
To get the exact image, we need location information like 2-dimensional coordinates which would be useful for pairwise matching between images. In our case, since we are interested in more realistic situations, we want to consider semi-affine transformation invariant spatial information which preserves shapes among items. For this reason, we consider relative location between items instead of absolute location of each item. We define a spatial pattern in an image which contains the required spatial information, and then consider an image as a bag of patterns.
We say p is a spatial pattern, or in short a pattern, of an image I when p contains a bag of items, B ∈ I, with spatial information. To define spatial information, it first occurs in mind to use distances of all pairs of items in B. In that case, we need O(n 2 ) distances to express spatial information of a pattern p.
Definition 3.2. We define p to be a pattern in an image I, as p = (B, S)
where p contains a bag of items B = a 1 , a 2 , ..., a n with We say p is an n-pattern.
In principle, to check whether two n-patterns p 1 and p 2 are similar, we have to check if their corresponding distances are in the same rate, since we have to consider the scaled pattern also. Sometimes we need to check all possibilities of correspondences between same items, since we allow duplicate items in B p . So, following the definition directly, we need O(n 2 ) computations to check if two n-patterns p 1 and p 2 are similar.
We get an idea for an efficient computation from the following propositions. Definition 3.3. We define q to be a subpattern of p if q is a pattern and satisfies both B q ⊂ B p and S q ⊂ S q conditions. We say q is an m-subpattern of p if q is a subpattern of p and |q| = m. Based on Prop 3.1, we can express a pattern with a group of 3-subpatterns. A 3-pattern is the basic unit of an image pattern that preserves shape information. For later use, based on properties of triangle similarity, we first redefine these basic patterns, and express a general n-pattern as a union of basic patterns. 1 , a 2 , ..., a n , S), with a predefined order among items, for n ≥ 4. Then, we can express p as a set of (n − 2) 3-patterns using the expression in Prop 3.4 with the first two elements being a 1 and a 2 : a 2 , a 3 , θ 1 , r 1 ) , ..., ( a 1 , a 2 , a n , θ n−2 , r n−2 )} Based on Prop 3.3, since a line a 1 a 2 is fixed for 3-patterns, we need O(n) 3-patterns to express an npattern p. This means that we only need O(n) computation to decide whether two n-patterns are similar or not. Compared to O(n 2 ) computation which is required when we follow the formula in Def 3.2 directly, this new expression allows a faster computation, and thus, will be used for the rest of the paper.
So far, we defined a pattern in an image. Now, we redefine an image using this new definition of patterns. 
We define the support of a pattern p using the number of images that contain p. Now let's define our problem in this paper.
Problem Definition Given a set of preprocessed images I = {I 1 , I 2 , ..., I l } and a minimum support threshold δ f , 1. how to mine frequent patterns of I.
2. how to use mined patterns to find clusters of images.
Frequent Item Set Mining
In this subsection, we briefly introduce a data mining algorithm that finds frequent item sets, called Apriori algorithm [1] . The main idea is based on the following property:
Apriori property: All nonempty subsets of a frequent itemset must also be frequent.
In other words, if an itemset is not frequent, then its superset can not be frequent. This property is useful when it is used as a strategy for pruning. Apriori method increases the size of candidate frequent itemsets by one for each iteration, and if a candidate itemset turns out not to be frequent then its supersets need not be generated since they can not be frequent because of the Apriori property. The basic procedure of Apriori algorithm is based on the following two steps, joining and pruning:
1. Join step: To find a candidate frequent (n + 1)-itemset, we join two frequent n-itemsets. We can join two n-frequent itemsets if their first n − 1 items are the same and the last items are different. Note that, in Apriori, an order among items is assumed. For example, suppose f 1 = {a 1 , a 2 , ..., a n } and f 2 = {a 1 , a 2 , ..., a n−1 , a n+1 } are frequent n-itemsets. Since the first n − 1 items, a 1 , a 2 , ..., a n−1 , are common and the last items, a n of f 1 and a n+1 of f 2 , are different, we can join itemsets f 1 and f 2 and get a candidate (n + 1)-itemset {a 1 , a 2 , ..., a n , a n+1 }. There are lots of variations of Apriori algorithm to improve its computation efficiency, such as using hash-based technique [21] , transaction reduction [1, 21] , partitioning [23] , sampling [26] , and so on, but we do not discuss them in detail since they are not our focus in this paper.
Spatial Relationship Pattern Mining
In this section, we explain SpIBag (Spatial Item Bag Mining) in detail. Here, we use a pattern formula based on Prop 3.3, not from the Def 3.2 directly. There are two important features in SpIBag.
• SpIBag adapts Apriori property together with a pruning strategy based on the spatial information.
• Considering the real situations, we define approximately similar patterns, and allow those patterns to be in the same pattern group.
In Sec 4.1, we explain of main procedures in SpIBag. In Sec 4.2, we show in detail how to do grouping among frequent 3-patterns. F 3 = find frequent 3-pattern groups of I 2.
for(k = 4;
if p ∈ I then 7.
p.count++ 8.
The SpIBag Algorithm The whole procedure of SpIBag seems quite similar to the Apriori algorithm explained in Sec 3.2. But, looking into details, we see several big differences.
At line 1 in Algorithm 4.1, we start from finding frequent 3-patterns which are the smallest meaningful units for semi-affine transformations. As for 1-patterns and 2-patterns, we simply say two patterns are similar if they contain the same items. In those cases, not considering spatial information means we consider semiaffine transformations since all images with the same items are all similar under semi-affine transformation. For these reasons, we only consider the case where each image has at least three frequent patterns for the rest of the paper.
Again at line 1 in Algorithm 4.1, we use a term group. Since we consider approximately similar patterns, we do the grouping among frequent 3-patterns to consider patterns in each group to be all similar. Based on those similar groups, we proceed SpIBag algorithm. We explain how to perform the grouping on 3-patterns in Sec 4.2.
Using frequent 3-patterns F 3 found at line 1, we start joining and pruning process which is quite similar with what is explained in Sec 3.2, except that SpIBag considers spatial information which enables a further pruning at joining step.
At line 3 in Algorithm 4.1, to find a candidate frequent (n + 1)-pattern, we join two frequent n-patterns. We can join two n-frequent patterns if
• in case n = 3, their first two items are the same and the last items are different.
• in case n ≥ 4, their first (n − 3) 3-subpatterns are the same and the last subpatterns are different.
Note that, similar to Apriori algorithm, an order among items is assumed in SpIBag.
Example 2. Suppose there are two frequent n-patterns: a 2 , a 3 , θ 1 , r 1 ) , ...,
Since the first (n − 3) 3-subpatterns, ( a 1 ,a 2 ,a 3 ,θ 1 ,r 1 ) , ...,( a 1 ,a 2 ,a n−1 ,θ n−3 ,r n−3 ), are common and the last items, ( a 1 ,a 2 ,a n ,θ n−2 ,r n−2 ) of p 1 and ( a 1 ,a 2 ,a n+1 ,θ n−1 ,r 1 ,a 2 ,a 3 ,θ 1 ,r 1 ),...,( a 1 ,a 2 ,a n+1 ,θ n−1 ,r n−1 )}. But, there is one more thing to consider, the location of patterns. There might be several duplicated patterns in the same image since image data allows replicated items. To join two frequent n-patterns p 1 and p 2 correctly and produce a candidate (n+1)-pattern, we have to make it sure that the first (n − 3) 3-subpatterns of p 1 and p 2 are the same even in their locations. We can assure it when we check the identity or location of the first two items of p 1 and p 2 . For this reason, we allocate each item of every image an identification number (ID) and use that attribute to check whether we can join the patterns or not in the given image. If the first two items of p 1 and p 2 have the same IDs correspondingly and satisfies the join condition mentioned above, then we are able to join p 1 and p 2 . In Fig.3 , we show two patterns that are joinable and non-joinable. In Fig.3(b) , even if two 3-patterns have items a 1 and a 2 in common, they cannot be joined since the a 1 and a 2 of the left pattern have different IDs from the right ones. At lines 4 ∼ 10 in Algorithm 4.1, we count the support of each candidate pattern and prune the ones whose support are below minimum threshold δ f . This pruning part is similar with the one described in Sec 3.2, so we skip the details in this section. Of course, for a meaningful threshold, the following inequality must be hold: 
Grouping frequent 3-patterns
M inP ats ≥ δ f
Then, it is NP-complete to find the minimum number of core points in C whose neighborhoods cover I.
We can reduce from maximum covering problem to show that Prop 4.2 is an NP-hard problem. For the efficiency reason, we propose a greedy algorithm in Algorithm 4.2 to find a subset of C to cover I. At line 6 in Algorithm 4.2, we greedily choose the point whose neighborhood has the maximum size. We update the remaining patterns and their neighborhoods based on the remaining images at lines 9 ∼ 11.
Algorithm 4.2. Grouping Frequent 3-Patterns
Procedure Grouping Frequent 3-Patterns begin 1. F = find frequent 3-patterns 2. C = find core patterns in F 3.
Choose a pattern p ∈ C whose |N (p)| is maximum 7.
Update neighborhoods of the core patterns in C 12. } 13. return C and N end Using Algorithm 4.2, we can do the grouping of frequent 3-patterns, and express each frequent 3-pattern p by a pattern q in C which is the representative pattern of the neighborhood of p. Based on them we do the joining and pruning to find all frequent patterns in I.
Spatial Pattern-Based Clustering
In this section, we propose a clustering algorithm SpaRClus (Spatial Relationship Pattern-Based Hierarchical Clustering) based on a spatial pattern mining algorithm SpIBag. In Sec 5.1, we explain the main procedures of SpaRClus. In Sec 5.2, we show in detail how to perform postprocessing to the acquired clusters.
The SpaRClus Algorithm
The main idea of SpaRClus is that the support subset of each pattern forms a cover of the whole image set I. Since frequent patterns play an important role to characterize each image, we only use the support of frequent patterns. SpaRClus uses internally SpIBag algorithm to mine frequent patterns, and generates a hierarchical structure of image clusters based on their representative frequent patterns. When SpIBag algorithm generates a frequent n-pattern p, SpaRClus computes a scoring function of its support image set I p and decides if p will be used or not to join with other n-patterns, which enables more pruning power than using SpIBag alone.
We first define several notations and a score function for further discussions.
Definition 5.1. We denote n(p, C) to be the size of the support image set of a pattern p in a cluster C. We denote |C| to be the number of images in a cluster C.
We denote |I| to be the number of frequent 3-patterns in an image I. We define a score, or a probability, of an image I being in a cluster C by 
|C| × |I| .
Note that the Score function ranges between 0 and 1. If no pattern in I appears in a cluster C, then the Score becomes 0. If all frequent 3-patterns in I appears in C, then the Score becomes 1. That is, an image gets a high score if most of its patterns are common through the images of C. We use this Score function to allocate an image I to the cluster with a highest score if I happens to be in several clusters. Also, we use this function later in Sec 5.2 to make clusters disjoint for the postprocessing part of SpaRClus framework. , I) ).
We say a cluster C is tight if E(C) ≤ δ e for a given threshold δ e .
The entropy function E(C) becomes 0 when all Score functions are 1, in other words when all images in a cluster C contains only common frequent patterns. It increases monotonically when Score(C, I) values decrease. In general, an entropy function tends to be low if a cluster C is tight. Based on this property, we use the entropy function E to see whether the current cluster, a support image set I p of a pattern p, needs to be divided or not. This is a powerful tool to prevent us from generating explosive number of patterns. It enables us to reduce the number of patterns that will be required to make clusters of the image set I.
F3 = find frequent 3-pattern groups of I 3.
At lines 2 ∼ 4 in Algorithm 5.1, we adapt SpIBag to generate (n + 1) frequent patterns. At lines 5 ∼ 9, we perform another pruning step based on the entropy function E defined in Equation 5.2. If an entropy of a cluster C is below a given threshold δ e , then we stop dividing C and prevent it from joining with other frequent patterns.
Once we finish the adapted joining and pruning steps, we do the postprocessing of the resulted clusters. We first perform merging similar clusters, and then make them disjoint. This process will be explained in the following subsection.
Postprocessing Clusters
The clusters we get when the joining and pruning of SpaRClus is finished form leaves of a hierarchical graph structure. We call them leaves of clusters. Among these leaves, there might be similar clusters or even the same ones, since we did not force the intermediate clusters to be disjoint to keep their characteristics consistent. Now, since we arrived at the last step, we do the postprocessing to find and merge similar clusters and make them disjoint.
Merging Similar Clusters From the leaves of clusters, all pairs of them are measured to see their similarity. The pair of clusters which are the most similar will be merged. When merging two clusters, we also union their representative patterns. This merging process looks like an agglomerative hierarchical clustering algorithm. To compute the similarity score between clusters, we define a formula based on an entropy function previously defined in Equation 5.2. Definition 5.3. We define a similarity measure between two clusters C and C by
We merge two clusters C and C when Sim(C, C ) ≤ δ s for a given threshold δ s .
The similarity function Sim in Equation 5.3 measures how tight it would be if two clusters are merged, recalling the fact that entropy function E in Equation 5.2 measured how tight a cluster is. It is quite natural to use the threshold δ s to be the same with entropy threshold δ e defined in Def 5.2. Once a cluster C is divided into two smaller clusters C 1 and C 2 by a threshold δ e , they can not be merged to C again if we apply those thresholds to be the same (δ s = δ e ), since
Note that the two input clusters of Sim measure are already tight.
Making Clusters Disjoint In this step, we assume all clusters are from leaves and finished merging process. Thus, we can make clusters disjoint, since we do not need each cluster's preserved characteristics any more. For an image in several clusters, we compute its score of being in each cluster by the formula defined in Equation 5.1 and allocate it to the highest scored cluster. Once this process is done, we get rid of the clusters whose supports become lower than the minimum support δ f .
Experiment
This section describes our experiments to show that SpaRClus is effective and efficient. We performed experiments on a various configuration of synthetic dataset to measure the efficiency, and generated 30 images with 5 clusters to measure the effectiveness of our algorithm. Experiments were conducted on a PC with a single 3.4GHz Pentium D CPU and 1GB RAM. 
Experiments on Synthetic Data
In this subsection, we explain several experiments to see the efficiency of the algorithm. Since the main computation of SpaRClus occurs in SpIBag procedure, we measured its running time in the following several experiments. We used thresholds δ θ = 50 and δ r = 1 for experiments described in this subsection. We used degree unit instead of radian unit to measure angles. In Fig.4(a) , we measured the running time of SpIBag with respect to the number of images. To generate different number of images, we fixed the number of items for each image to be 5, the average number of images for each cluster to be 10. To change the total number of images, we fixed the average number of images per cluster and only changed the number of clusters. In this experiment, we set the minimum support to be 20, that is each cluster contains at least 20 images. It is 0.2 ∼ 2% of the total generated images which is a reasonable number to find meaningful clusters. We see in Fig.4(a) that the running time is less than 2 minutes for 10K images.
In Fig.4(b) , we performed a similar experiment with Fig.4(a) . We only changed the minimum number of supports to be 2 instead of 20 that required huge computational power and space to compute and store all possible frequent patterns. The line is showing an exponential growth of running time, as expected. This explosiveness happens to all frequent item set mining algorithms. We can delay the point of explosion by using entropy function of SpaRClus to prune generating clusters in the subgraph. Fig.4(c) shows the running time of SpIBag with respect to the minimum supports. We generated 1,000 images with 100 clusters. Each cluster contained 10 images in average, and each image contained 5 items. In Fig.4(d) , we performed an experiment to measure the running time of SpIBag with respect to the number of items per image. We used 100 images with 10 clusters. Each cluster had 10 images in average. Even with this small number of images, it started requiring explosive computational power and space, when there were 9 items in each image. The reason of this explosion is because we need to get all 3-patterns for each image. If there are n items in an image, it has to calculate O(n 3 ) number of patterns. With the help of pruning power using an entropy function E defined in Equation 5.2, we can do the clustering more efficiently.
Algorithm SpIBag performed reasonably well enough to be applied to our clustering algorithm SpaRClus. We show the effectiveness of SpaRClus in Sec 6.2.
Experiments on Kitchen Plan Images
In this subsection, we explain an experiment to see the effectiveness of SpaRClus. We generated 30 images with 5 clusters based on kitchen plan images which were originally proposed in [8] . We defined 8 items including a cooktop (C), a sink(S), a refrigerator(R), a microwave(M), a dishwasher(DW), a table(T), a washer(W), and a dryer(D). Using this items, we designed 5 seed patterns, and created 6 images for each pattern. We allowed replicates of an item, and generated a semi-affine transformed patterns to see whether SpaRClus can correctly cluster images based on their spatial information. We used thresholds δ θ = 20, δ r = 1, δ e = 1.5 and minimum support to be 6.
In Fig.5(a) , we show kitchen plan images used for the experiment. They are quite simple images, but it is really hard to cluster them manually. Even worse, since we are considering semi-affine transformations, it becomes almost impossible to cluster images by hands.
We applied SpIBag on kitchen plan images not using entropy pruning to compare it with SpaRClus. SpIBag generated 26 3-patterns, 13 4-patterns, and 5 5-patterns, which was total 44 different patterns. Then, we ran SpaRClus to get the clusters in Fig.5(b) and it generated 10 different patterns before the postprocessing step. We could prune generating lots of patterns by use of entropy function, but still generated more than 5 clusters, which is a good reason to do the postprocessing step. Since we did not make intermediate clusters be disjoint to fully utilize the characteristic of each cluster, SpaRClus might produce similar or even the same clusters for a different patterns. For this reason, even though we do not produce a larger pattern once we get a tight cluster, the leaves of the cluster graph might contain similar clusters.
Note that the first two clusters in Fig.5(b) had the same item bag of pattern but different spatial information, which was successfully detected by SpaRClus unlike previous approaches.
In this experiment, SpaRClus found all correct clusters, by which we can claim that SpaRClus really does the clustering on images which preserve the shapes under semi-affine transformations.
Discussion
In this paper, we assumed that images are already preprocessed and tranformed into a well-defined input data of our SpaRClus framework. In fact, this preprocessing part is itself a hot research topic, and it would be another good project to apply SpaRClus to real image dataset.
As for the implementation part, we used Apriori algorithm which makes it easy to understand such a rather complicated concept of pattern mining in image data. But in the performance viewpoint to deal with massive image data, we need to develop a realistic and more efficient algorithm than merely using Apriori property. For example, to enable a new version of powerful image search engine, we need to have a realtime application.
The efficiency can be improved if we only consider neighborhoods of items, or k-nearest neighborhoods of items, to detect spatial patterns. But since we wanted to find similar spatial patterns under the scaling transformation also, we discarded the neighborhood idea. Sometimes when an image is zoomed in, new items might be detected between original items, which might lead to miss important patterns when we only consider neighborhoods of items. Moreover, we wanted to consider patterns across neighborhoods which might have important meanings to represent clusters. But still, there are rooms to adapt neighborhood idea which might be applied to some other areas including object identification.
There are still lots of works to do. We leave further use of SpIBag for indexing, searching and classifying image data for future works.
Conclusion
In this paper, we propose two algorithms SpIBag (Spatial Item Bag Mining) and SpaRClus (Spatial Relationship Pattern-Based Hierarchical Clustering). SpIBag discovers frequent spatial patterns invariant of semi-affine transformations. It utilizes two basic properties in image data: allowance of replicates of items in an image, and spatial information of a pattern. Based on this frequent pattern mining approach, we develop an image clustering algorithm SpaRClus. SpaRClus is a divisive hierarchical algorithm that performs clustering by dividing a large cluster to smaller ones. We contrive an entropy function that measures the tightness of a cluster. By use of this function, SpaRClus can decide where to stop dividing which enabled to prune further joining processes which makes the algorithm efficient. An extension version of this entropy function is also used for the postprocessing part, to measure the similarity of two clusters. We used various parameter settings of synthetic data to show the efficiency of the algorithm, and proved the effectiveness by use of kitchen plan images.
