Abstract. We investigate the role of the secant or quasi-Newton condition in the sparse Broyden or Schubert update method for solving systems of nonlinear equations whose Jacobians are either sparse, or can be approximated acceptably by conveniently sparse matrices. We develop a theory on perturbations to the secant equation that will still allow a proof of local q-linear convergence. To illustrate the theory, we show how to generalize the standard secant condition to the case when the function difference is contaminated by noise.
1. Introduction. In earlier work (Dennis and Walker (1983) ), we addressed the effects of inaccuracy on the performance of quasi-Newton methods for solving nonlinear algebraic equations. There, the emphasis was on generality" The methods considered were general bounded-deterioration quasi-Newton methods, and we took into account inaccuracy from all sources, including not only finite-precision computer arithmetic but also the differences between an ideal problem, its mathematical model, and the computer implementation of the model. The objective was to determine ratea of improvement and limiting accuracies that can be obtained near solutions in the presence of such general inaccuracy.
Here, our interest is again in inaccuracy in quasi-Newton methods; however, the focus is more specific than before. The methods considered are least-change secant update methods (see Dennis and Schnabel (1979) ), in particular, methods employing the sparse secant updates of Broyden (1971) and Schubert (1970) , which include of course the usual Broyden (1965) update.. The inaccuracy with which we are concerned is that which residues in the secant conditions by which updates are determined, and we explicitly exclude inaccuracy arising from other sources from consideration here.
Our objective is a local convergence analysis which extends that of Dennis and Walker (1981) in the sparse secant update case by relaxing the requirements on secant conditions in the theorems of that paper. The extension we obtain gives an interesting "box" of secant conditions that all lead to locally q-linearly convergent methods. Our analysis cannot distinguish any difference between the radii of local convergence of these methods. However, it does indicate differences in convergence speed, and we will argue for a generalization of the usual secant condition on that basis.
The problem we study is the following: 
in which C(Xk) is a "computed part" of F'(Xk) determined by a function C:_ R"" and Ak is an "approximated part" of F'(Xk) maintained by updating.
Since the methods with which we are concerned here are modeled after Newton's method, we assume the following throughout the sequel:
The standard hypothesis on F and C. Let where I" denotes a norm on R" and its subordinate operator norm on R
The part of this standard hypothesis which applies to F is sufficient to insure that sequences of iterates produced by Newton's method converge locally to x., with q-order + p). See, for example, Dennis and Schnabel (1983) or Ortega and Rheinboldt (1970) .
A very successful way of maintaining the A's in (1.3) is through least-change secant updates (see Dennis and Schnabel (1979) and Dennis and Walker (1981) ). An extensive review of these updates is not in order here; but let us recall that if one is given an inner-product norm I1" on R and an affine subspace A_ R"" which reflects the structure of [F'(x) in this report, our concern is with secant conditions which are inaccurate in the sense that they cannot be associated with a choice rule that satisfies the requirements of Dennis and Walker (1981) . In the following, we offer an extended local convergence analysis by relaxing the requirements that secant conditions must satisfy in order to lead to least-change secant update methods which have desirable local convergence properties. Our analysis is restricted to the case in which the updates are sparse secant updates; the investigation of other cases if left to future work. We are motivated by the fact that in spite of the generality of the published requirements, there are circumstances in which secant conditions satisfying them must be regarded as unobservable in practice. We cite two such circumstances below which we feel are particularly important.
The first circumstance is that in which the computed values of F or C contain inaccuracy. In this case, any choice of Yk which is determined by computed function values will also exhibit inaccuracy, and so it seems essentially certain that any practical implementation of a choice rule which specifies Yk in this way will fail to satisfy the conditions of Dennis and Walker (1981) , even though the "ideal" choice rule which uses accurate function values may be completely satisfactory. This case is important in practice; see Barrera and Dennis (1979) and Mor6, Garbow and Hillstrom (1980) . The analysis given here provides reassurance that in most classical applications, the traditional secant conditions should usually be usable in practice, even though they are determined by inaccurate computed function values. This reassurance is in the form of a simple generalization Yk of the traditional secant condition Yk.
The second circumstance which we cite is that in which it might be advantageous to impose some sort of special structure on each Ak, even though this structure is not fully reflected in F' and C. This is to say that it might be desirable to require that each A k lie in some A, despite the fact that [F'(x)-C(x)] fails to belong to A for some x .F or example, A might be a subspace of R nx" consisting of matrices having a particularly appealing pattern of sparsity, and it might happen that for each x , the part of [F'(x) (1981) is given, and it is first shown that one can make certain generous enlargements of sets of secant conditions specified by this choice rule and still retain bounded deterioration and the associated local q-linear convergence. Then this initial result is used to obtain a corollary in a form more useful in the applications toward which this work is directed. The second stage is developed in 3, in which it is shown that q-linearly convergent iteration sequences exhibit asymptotic speeds of convergence which can be regarded as optimal when one considers the inaccuracy in secant conditions used to determine updates. Indeed, the results of 3 make visible the extent to which inaccuracy in secant conditions degrades the asymptotic speed of convergence of an iteration sequence and show that this asymptotic speed can be made arbitrarily close to (or even equal to) that of the ideal stationary iteration provided it is feasible to exercise sufficient control over inaccuracy in secant conditions. In 4, we conclude with an illustration of how one might make use of the results of 2 and 3.
2. Secant conditions and local linear convergence. For the remainder of this report, we consider methods of the form (1.2) for solving (1.1) in which the Ak's in (1.3) are maintained through secant updates into a sparse matrix subspace Z_ R"". In this section, our interest is in secant conditions which determine these updates and in the q-linear convergence properties of the methods which result.
We begin by establishing some notation and reviewing the basic properties of the sparse second update. Reid (1973) , Marwil (1979) , and Dennis and Schnabel (1979) where Q(y, s)-{M R nn" Ms-y) is the affine subspace of generalized quotients of y and s and M(Z, Q(y, s)) is the affine subspace of elements of Z for which the distance to Q(y, s) in the norm I1" is minimal. Note that one has A/-PMA, where M-
R is a choice rule for determining secant conditions. DEFINITION 2.1. The choice rule X and the secant conditions determined by it are accurate if X has the property with Z that there exists an a >-0 such that for any x, x/ f and any y X(x, x/), one has
, where s x+ x, o-(x, x+) max {Ix x,I, Ix+ x,I}, and
Dennis and Walker 198 l, Thm. 3. l) show that the sparse secant updates associated with an accurate choice rule exhibit bounded deterioration and therefore yield methods with desirable local q-linear convergence properties. We want to extend that theorem in the sparse secant update case by enlarging the sets of secant conditions given by an accurate X without losing bounded deterioration of the updates determined by them. Toward this end, let us define for v, w R (2.4) B(v,w)={Tv+(I-T)w'T=diag(t,...,t,),t,[-1,1],i=l,...,n}.
One sees that B(v, w) is just a "box" centered at w which has v as a vertex and sides parallel to the coordinate axes. For a set S _ R , we also define (2.5) (v, s) t_J (v, w U(x, B) {A+ + C(x+), A+ + C(x)" y B(As, X(X, x+))}, where A+ is the sparse secant update of A with respect to s and y given by (2.1). Any y B(As, X(x, x+)) will be called admissible (with respect to X, Z, and I1" II). (2.2) and is a constant, e.g. n, for which It" t" I.
Proo We only prove that (2.8) holds for B+ A+ + C(x+), since the proof in the other case is slightly simpler. For convenience, set C(x)= C, C(x+)= C+, C(x.)= C., and Q(0, s) N.
The choice of y eBu(As, X(x, x+)) which determines B+ can be written as y= TAs+(I-T)y x for yX X(x, x+) and T= diag (t,. ., t,) with [t,[ for i= 1,. ., n.
Let GXM(Z,Q(yX, s)) and set G=TA+(I-T)Gx. We first need to show that G M(Z, Q(y, s)). Our device for doing this is to show that G+ G, where G+ PG is the sparse secant update of G into M= M(Z, Q(y, s)). Since We work from the premise that often when accurate secant conditions cannot actually be observed, one can at least determine sets which contain them. Indeed, one might often be able to observe inaccurate secant conditions together with bounds on the inaccuracy in them and through these bounds determine sets in which accurate secant conditions lie. As an illustration, consider the classical case with C(x)=0 in which y F(Xk/l)--F(Xk) is an accurate secant condition for each k, and suppose that these accurate secant conditions y are not observable in practice because of inaccuracy in the computed values of F. If one can bound the inaccuracy in computed F-values in some way, then one should be able to specify sets about the inaccurate observed y-values which contain the true y-values. To be more specific, let F(x)= F(x)+ N(x) be the computed value of F(x) for each x f. Then for each k, the observed value of y is .k Y + N(Xk+l)-N(Xk).
If one assumes, as in Barrera and Dennis (1979) Thus, updates determined by these vectors seem very likely to exhibit bounded deterioration in practice, at least until some stopping criterion is met, and thus to lead to methods with satisfactory local q-linear convergence properties. Similarly, the analysis here strongly suggests that in most traditional applications, the usual secant conditions determined through the use of inaccurate computed function values should be completely adequate.
3. Speed of convergence. In the preceding section, it was shown that under the hypotheses of Theorem 2.2 sequences of iterates produced by iteration (2.6) exhibit local q-linear convergence. In this section, we analyze the behavior of these iteration sequences in greater depth. Specifically, we consider q-linearly convergent sequences produced by (2.6) with the objective of estimating their asymptotic speeds of convergence.
When accurate secant conditions are used in all iterations of (2.6), the resulting asymptotic speed of convergence has been determined by Dennis and Walker (1981) . To recall those results, suppose that the hypotheses of Theorem 2.2 hold and that {xk} is an iteration sequence produced by (2.6) which converges q-linearly to x,. One can easily modify Theorem 3.3 of Dennis and Walker (1981) to include the case Bk+ (Ak)+ + C(xk). From this modification, one sees that if the secant condition is determined by y X(x, x+l) at each iteration of (2.6), then ,x,,-x,,
x,I This is to say that if an accurate secant condition is used at each iteration, then the asymptotic q-linear convergence rate constant is the same as that of the ideal stationary iteration of the form (1.2) which takes each Bk as close as possible to F'(x.).
We offer two results below concerning the extent to which inaccuracy in secant conditions affects asymptotic speeds of convergence. These results are given as Corollaries 3.2 and 3.3 of Theorem 3.1, which can be regarded as the central technical result of this section. One can certainly obtain other asymptotic convergence results as corollaries of Theorem 3.1, but we feel that the two given here are particularly appealing and useful. Corollary 3.2 can be interpreted as saying that if at least some minimal positive proportion of accurate secant information is imposed on the update at each iteration, then the optimal asymptotic speed of convergence given by (3.1) and (3.2) will result. Corollary 3.3 shows precisely how much given amounts of inaccuracy in secant conditions can cause the asymptotic speed of convergence to deteriorate from this optimal asymptotic speed. It is in the tradition of previous results in Dennis and Mor6 (1974) and Dennis and Walker (1981) in that it relates the asymptotic speed of convergence to the extent to which the successive Bk'S approximate the action of B, in the directions of the sk's. From it, one sees that the asymptotic speed of convergence can still be regarded as optimal, given the inaccuracy in the secant conditions used to update the B's.
Throughout this section, we assume that X" Rn Rn" 2a" is a choice rule which is accurate in the sense of Definition 2.1. The statements and proofs of our results rely heavily on the characteristic property of each Yk B(AkSk, )((Xk, Xk+l)) in (2.6) that it can be written as We use (3.3) and (3.4) freely below with minimal explanation. THEOREM 3.1. Let the hypotheses of Theorem 2.1 hold and assume that for some Xo R and Ao Z, {Xk} is a sequence defined by (2.6) which converges q-linearly to x, with x k X, for all k. Assume further that {ll B II} is uniformly bounded. For each T k in (3.3) and (3.4), set ik tilPisl IP, sl (see, e.g., Dennis and Walker (1981, p. 966)), this implies that k qik < C and hence, 0= limk_ qk, which is (3.5). To get (3.6), we note that Finally, we prove (3.8) from (3.6), since (3.7) follows in just the same way from (3.5).
For any <= <= n, (3.9) implies T(I--#k)EkSk (1-1FkI)e [PzEkSk+ P(Ck-C,) (1 + x/-n) of the asymptotic speed of convergence. Although (4.3) provides a satisfactory guarantee that adequately fast asymptotic convergence will result whenever limk_,oo (eF)k is sufficiently small, there remains the question of how one should choose (eF)k which is suggested by Corollary 3.2. Suppose that an initial (er)o>0 and suitable values ze(0, l) and (eF)min0 are given at the outset.If one has arrived at the kth iteration for some k> 0, then take (eF)k--(eF)k-l as a trial value and set k "-(e){IF(x+)l+lF(x)l,}. Even though the matrix T k diag (ttk," , tnk) of (3.3) and (3.4) appropriate for Yk Pk cannot be observed, if (4.4) le.T, BkSk--eTkl(l+)rlk, 1= 1,"" ", n, then one necessarily has 0= < ]k] -< z for i= 1,.-., n, where k is as in Theorem 3.1 and Corollary 3.2; furthermore, 37k 37k in this case. If (4.4) holds, then accept (eF)k and 97k =)Tk and proceed. Otherwise, reduce (e)k and redefine r/k until either (4.4) holds or (e)k=(eF)min. Note that without the restriction (eF)k>=(er)mi,, (4.4) will holds for sufficiently small (eF)k > 0 except in the unlikely event that BkSk y. The restriction (e)k (e)mi, guards against this event and also prevents requiring excessive accuracy in function evaluations. 
