Abstract-A new optimized method (WPSO) based on improving the inertia weight of the traditional PSO has been proposed to optimize the WSN routing protocol for the disadvantages of the using of the LEACH and its improved protocols in the clustering of the wireless sensor networks. The factors of the structural characteristics of the whole network and the residual energy of the node have been considered. The strategy of clustering has been optimized to balance the energy consumption of the whole network. The simulation and comparative analysis shows that the proposed method has many advantages in the process of the clustering. Its computing speed is fast. It makes the nodes of the network have a strong viability and can control the energy consumption of the network effectively. The death rate of the node has been reduced thus the survival cycle of the network is extended.
solution of optimization problem is a bird called "particle" in the searching space. Every particle is seen as one individual with no quality and no volume in searching space, and they all have a position and a speed deciding the direction and distance they will fly forward. Algorithm adjusts parameters dynamically according to the flight experience itself and its company to get the optimal solution through the iterative [7] . In each iteration, the particles update their position and speed through two extreme values. One extreme value is the best optimal solution of the particle itself (i.e., the particle's current position pbest) which is called the particle's own flying experience as well as the individual extreme value. Another is the best optimal solution searched by the whole populations(i.e., the optimum position gbest found by now) which is called the flight experience of the whole particle swarm as well as the global extreme value. So each particle movement speed is influenced by historical movement status information of them and groups, and the historical optimal location of their own and groups can influence its current movement direction and speed, well coordinate the relationship between the particles' movement and the group movement [8] .
Presuming the position and velocity of the i particle in dimension D search space is 1 2 3 ( , , , , ) and   1  2  3 ( , , , , )
, the best position (having the best fitness) its has experienced is marked vector 1 2 3 ( , , , , )
, the best position that all particles of the group have experienced is vector 1 2 3 ( , , , , )
, each generation particles update their speed and position [9] according to the following formula :
Among them, w is inertial weight which is used for controlling the degree of current value that is influenced by historical value of the particles, 1 c and 2 c are learning factors used for controlling the movement speed of the particle; 1 r and 2 r is the random number in [0, 1] .
B. WPSO Proposed Algorithm Based On Inertial Weight
Particle swarm algorithm depends on parameters greatly, such as inertial weight of the algorithm, learning factor, the number of particles and so on. PSO algorithm is very easy to get into local optimal and appear the premature convergence phenomenon especially when optimizes complex functions [10] . And the inertial weight influence of w is the most outstanding among these parameters, and it will affect the balance between the local search ability of algorithm and of the global search ability directly if it is chose inappropriately, which even affects the performance of the algorithm. The group should search imperceptibility in the area When the objective function values is closer to the optimum value, the lesser value should be taken corresponding to this moment and look for local optimum. On the contrary, the group gets the optimal solution more probability searching to new areas when the objective function value deviates from the optimal value gravely. So we should take larger value at this moment and it is helpful to jump out of the local optimum value and look for global optimization, but it can not be too big, or it is easy to deviate from the optimal value and make the particle update invalid.
So we use the method of adaptive weight to balance the global and speed of convergence.
1) when a f f £ , the fitness of this part of the particles is close quite to the optimal value, so the inertia weight should be taken a low value to speed up convergence of local network:
2) when a f f > , the fitness of this part of the particle is bad, so the corresponding inertia weight should be taken larger value in order to make particle jump out of searching the local optimal value and search optimal value in the global scope to change with linear way: 
C. Typical Function of WPSO Algorithm
To test the improved PSO algorithm WPSO is effective in this paper, it can be applied to the example of using typical functions Schaffer to solve the optimal solution, and compare with conventional PSO algorithm.
Schaffer function is:
Here, The simulation results is shown in Fig.1 , the various parameters of the algorithm is settled as follows: The number of initialized particle swarm group is 40, study factors is settled as 1.4962, the maximum and minimum weight coefficient are 0.9 and 0.4, the maximum iterating times is 200; Among them, w is settled as 0.7298 based on experience in the conventional PSO algorithm.
It can be seen from the graph the most optimal value is found in the 20 generations of WPSO algorithm, and this greatly reduces the iteration times to find the optimal solution and saves the time of looking for optimal value compared with the conventional PSO algorithm.
Because the minimum value is 0 in the place of 1 2 , ) (0,0) x x = （ in the function, in the processing of simulation we can find that, the error rate of conventional PSO algorithm is higher and is not easy to find the optimal solution, and WPSO algorithm can find the optimal solution of the equation accurately. This validates the effectiveness and the accuracy of the algorithm. 
III. WPSO PROTOCOL ARCHITECTURE

A. Clustering Network Model
The network distributes in a cube area and is composed of N sensor nodes distributed randomly, whose using scenario is periodic data collection. The i node is expressed as i n , the nodal joints are expressed as { } This paper adopts the same energy consumption model as literature [12] . As shown in Fig.2 , in this model, we can minimize the needed energy to the destination node through controlling the power. Sending energy consumption is comprised of the circuit energy consumption and the power amplifier energy consumption, and the main accepting energy consumption is circuit energy consumption. Among them, the sending and receiving circuit energy consumption is
The required energy for sending k bit data to the distance of d is:
,
d is decided by the network model ,this paper uses a predefined threshold, power amplifier loss uses free space model when data transmission distance is less than the threshold and uses the multipart attenuation model when data transmission distance is more than or equal to the threshold. .And suppose that the data collected by nearby nodes has high redundancy, cluster head fuses other members' data into a fixed length of the packet and send it to the base station. 
B. Fitness Function
The node with a higher surplus energy is elected to be candidate cluster head in order to guarantee of the rationality of the chosen cluster head in the algorithm. The base station calculates nodal average energy based on the energy information of all the nodes, and the node whose energy is equal to or greater than the average energy is the candidate cluster head node, this can balance the expenditure of energy of the whole network effectively and introduce the method of estimate the surplus energy, thus avoid transferring surplus energy to base station information and save energy consumption.
Assuming network contains N nodes which is divided into K clusters, the number of candidate cluster head nodes is set as M (generally M K >> ), there may be K M C ways of clumping. Fitness function is defined as:
Here,
In the function, 1 f the reciprocal of the sum of total energy of the current round candidate cluster head and the initial sum of total energy of all network nodes; 2 f is the maximum of the average Euclidean distance what is the distance from each cluster nodes to this cluster head; 3 f is the ratio of the average Euclidean distance from the base station to each cluster head and the Euclidean distance from base station to the center of the network.
Here, 1 f can make the cluster head have enough energy to accomplish the task of this cluster; 3 f is the Euclidean distance from the base station to each cluster head and ( , ) d BS NC is the Euclidean distance from the base station to the center of the network region, 3 f can make whole network is divided into cluster with size onuniform and make the clusters near the base station smaller.
C. Optimization Method Of Clustering
Based on the geometric distance of each node: the energy consumption of information transmission relates to the transmission distance, which make the average geometry distance from points to its corresponding cluster head and the average distance from cluster head to the base station smaller, and reduce energy consumption in the process of information transmission.
The energy information based on all the nodes: when nodes have been deployed, its position does no longer change and all of them have the GPS function. It sends the energy information to the base station and the base station preserves it after receiving information. Because the initial energy of nodes have been known by base station, we can estimate node energy consumption based on clustering information of each round and get energy information of nodes, then calculate the average energy consumption of nodes and mark the nodes whose energy is more than the average energy to be the candidate cluster head. This can narrow the range of collecting cluster head greatly and balance the energy consumption of the whole network so as to prolong the life of nodes. 
IV. PERFORMANCE EVALUATION
The actual performance of the WPSO algorithm is tested through the MATLAB simulation and compared with the classical wireless sensor networks clustering protocol namely LEACH protocol in this section. In large networks, or when the base station is farther, the advantages of WPSO algorithm are more obvious.
In this experiment ,100 sensor nodes with positioning function are threw randomly in the monitoring area of (0m, 0m) to (100m, 100m),which shown in figure 3 . Sink node is located in the original point of the area and has no energy restrictions. The energy of all the initial nodes is 0.5 J, their data flow velocity is 10KB/s, and the number of cluster heads is settled as 5% of the total nodes. We use MATLAB to make simulation for the wireless sensor network and the dominant frequency of the simulation computer is 2.5 GHz dual-core. We compare the WPSO cluster optimized algorithm with the meaningful LEACH algorithm and the conventional PSO clustering algorithm. The comparison of the three Clustering Protocol in the way of death rate of nodes and survival time of network is shown in Fig.4 . LEACH agreement is at turn 810, the conventional PSO agreement is at turn 1000, and WPSO agreement is at turn 1110 when the first node died. Because the initial of energy each node is same, the dead node appears earlier shows that the distribution of energy consumption of the entire network is not uniform and it is easy to produce the energy empty problems, but the problem can be improved through cluster optimized. We can see from figure 4 that the slope of curve of WPSO agreement turn smaller significantly compared with conventional PSO, and the death rate of the node slows down and life cycle of the network is extended. In the process of optimizing clumps, blindness exists in conventional PSO algorithm in the process of searching for the optimization solution, and it need more iterative times to find the optimal solution. This make it not easy to find the optimal solution in the regulated iteration times and can just find the relatively optimal solution. We can see from the figure 5 that WPSO algorithm reduce more energy consumption of network than conventional PSO.
V. PERFORMANCE EVALUATIONCONCLUSION
According to the routing characteristics of wireless sensor network, We put forward the WPSO optimized clumping routing algorithms considering the structure characteristics of the network including each node's geometric distance of the clumping network, the energy consumption of cluster head and the distance from the cluster head to the base station. The particle's motion parameters are adjusted adaptive, the network model is optimized, the energy consumption is reduced, and the survival ability of the network nodes is improved through adjusting particles' inertia weight dynamic. Simulation results show that WPSO clumping agreement can balance the network's energy effectively, reduce the node's death rate and prolong the network's survival cycle compared to the LEACH and conventional PSO optimized clumps the agreement. We can receive satisfied effect in controlling the energy consumption of WSN and realize the optimization of wireless sensor network's clustering routing.
