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THE BRST COHOMOLOGY AND A GENERALIZED LIE
ALGEBRA COHOMOLOGY: ANALYSIS OF A MATRIX MODEL
ROBERTA A. ISEPPI
Abstract. This article is devoted to the analysis of the gauge-fixed BRST
cohomology complex for a matrix model endowed with a U(2)-gauge symme-
try. After a brief introduction on the BV construction and the gauge-fixing
procedure in the setting of finite-dimensional gauge theories, we apply these
constructions to the model, with the purpose of explicitly determining and
computing the corresponding gauge-fixed BRST cohomology groups. In the
second part of this article, we introduce a notion of generalized Lie algebra
cohomology, which allows the gauge-fixed BRST cohomology complex for a
new description, able to detect a double complex structure.
1. The BV construction and the gauge-fixing procedure: motivations
The Batalin-Vilkovisky (BV) formalism (cf. [5], [6], [7]) can be viewed as the end
point of a long path, which had its motivation in the problem of quantizing gauge
theories via the path integral approach (cf.[17]) and its origin in the introduction
of the concept of ghost field by Faddeev and Popov in 1967 (cf. [15]). The ghost
fields are extra non-physical fields that are used to enlarge a gauge theory, with the
aim of overcoming the issues created by the presence of local symmetries. Given
a gauge theory (X0, S0) for X0 an initial configuration space and S0 : X0 → R an
action functional on X0 that is invariant under the action of a gauge group G, the
BV construction can be seen as a method to determine a new extended pair (X˜, S˜)
(X0, S0) −−−− −−− → (X˜, S˜)
initial gauge theory BV construction extended theory
where the extended configuration space X˜ is obtained as extension of the initial
configuration space X0 with ghost/anti-ghost fields:
X˜ = X0 ∪ {ghost/anti-ghost fields},
and the extended action S˜ is defined by adding extra terms depending on the
ghost/anti-ghost fields to the initial action S0:
S˜ = S0 + terms depending on ghost/anti-ghost fields.
Further conditions have to be imposed on the pair (X˜, S˜) to be a proper extension of
the initial gauge theory (X0, S0). As a consequence, every properly-extended theory
(X˜, S˜) naturally induces a so-called BRST cohomology complex, first discovered by
Becchi, Rouet, Stora [8], [10] and, independently, by Tyutin [27]. However, after
having performed this BV construction, the action S˜ still turns out to be written
in a form that is not appropriate for an analysis of the theory through methods
coming from perturbation theory. Indeed, the action S˜ contains anti-fields/anti-
ghost fields, which need to be eliminated before computing amplitudes and S-
matrix elements. Hence, a gauge-fixing procedure has to be performed to remove
the anti-fields/anti-ghost fields both from X˜ and S˜. As recalled in Section 2, despite
of a gauge-fixing procedure being based on the choice of a suitable gauge-fixing
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fermion Ψ, the construction is implemented in such a way that all the physically-
relevant quantities are independent of the choice of Ψ. However, after a gauge-fixing
procedure is applied, a natural question arises: does the gauge-fixed theory (X˜, S˜)|Ψ
still induce a cohomology complex? The response is that not only there exists a
gauge-fixed version of the BRST cohomology complex (at least on-shell), but also
its cohomology groups allow to recover interesting information on the initial gauge
theory (X0, S0). For example, the degree-0 gauge-fixed BRST cohomology group
H0(X˜|Ψ, dS˜ |Ψ) describes the space of classical observables of (X0, S0), that is, the
space of regular functions on X0 which are invariant under the action of the gauge
group G:
H0(X˜ |Ψ, dS˜ |Ψ) = { Classical observables of the initial gauge theory (X0, S0) }.
In the light of the very interesting role played by the gauge-fixed BRST cohomology
complex, we devote this article to a complete analysis of this cohomology complex
for a finite-dimensional gauge theory (X0, S0) endowed with a U(2)-gauge symmetry.
Indeed, even though neither the BV construction nor the gauge-fixing procedure are
strictly required in the finite-dimensional setting, it turns out to be a surprisingly
rich context for rigorously analyzing both these constructions.
More in detail, Section 2 is devoted to a brief description of the gauge-fixing proce-
dure in the finite-dimensional setting and to the statement of the notion of gauge-
fixed BRST cohomology complex. In Section 3 we apply the aforementioned con-
struction to a matrix model (X0, S0) endowed with a U(2)-gauge symmetry, arriving
to determine and compute its gauge-fixed BRST cohomology groups. Finally, the
notion of generalized Lie algebra cohomology complex is introduced in Section 4
while our main result is presented in Section 5, where the gauge-fixed BRST co-
homology complex of our model is reformulated in terms of this new cohomology
complex. This approach to the analysis of the gauge-fixed BRST complex allows
a clearer understanding of its intrinsic structure by detecting a double complex
structure, not visible at the level of the BRST complex. This article ends with Sec-
tion 6, where we insert this original construction in a larger perspective, providing
outlooks for its application to other models, that is, for finite dimensional gauge
theories with a larger gauge symmetry group.
Acknowledgments: the research presented in this article originates from some pre-
liminary results obtained by the author when supported by Netherlands Organi-
zation for Scientific Research (NWO), through Vrije Competitie (project number
613.000.910). The final stages of writing this article and the main results incorpo-
rated in it have received funding from the European Union Horizon 2020 Research
and Innovation Program, under the Marie Sklodowska-Curie grant agreement No
753962. The author also would like to thank Walter D. van Suijlekom for interesting
remarks and inspiring conversations.
2. The gauge fixing procedure and the BRST cohomology complex
This section is devoted to a brief presentation of the gauge-fixing procedure in
the context of finite-dimensional gauge theories (cf. [18], [25]). For completeness,
we mention that this procedure has been developed also in the context of infinite-
dimensional gauge theories and that different methods and approaches have been
formalized to perform it. In what follows, we present the fields/anti-fields approach,
referring to [1], [19], [20] for a more exhaustive presentation of the subject in the
infinite-dimensional framework.
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We start by recalling the notion of (finite-dimensional) gauge theory, which will
be used through out the whole article.
Definition 2.1. Let X0 be a vector space over R, S0 be a functional on X0, S0 :
X0 → R, and G be a group acting on X0 through an action F : G ×X0 → X0. Then
the pair (X0, S0) is a gauge theory with gauge group G if it holds that
S0(F (g, ϕ)) = S0(ϕ), ∀ϕ ∈ X0, ∀g ∈ G.
Given a gauge theory (X0, S0), we will refer to X0 as the configuration space, an
element ϕ in X0 will be called a gauge field, the functional S0 is known as the action
functional and for the group G we will use the terminology gauge group.
As already mentioned in Section 1, given an initial gauge theory (X0, S0), the BV
construction is used to determine an extended theory (X˜, S˜) via the introduction
of extra non-physical fields, called ghost fields (cf. [15]).
Definition 2.2. A field/ghost field ϕ is a graded variable characterized by two
integers:
deg(ϕ) ∈ Z and ǫ(ϕ) ∈ {0, 1}, with deg(ϕ) = ǫ(ϕ) (mod Z/2).
deg(ϕ) is the ghost degree, while ǫ(ϕ) is the parity, which distinguishes between the
bosonic case, where ǫ(ϕ) = 0 and ϕ behaves as a real variable, and the fermionic
case, where ǫ(ϕ) = 1 and ϕ behaves as a Grassmannian variable:
ϕψ = −ψϕ, and ϕ2 = 0, if ǫ(ϕ) = ǫ(ψ) = 1.
The anti-field/anti-ghost field ϕ∗ corresponding to a field/ghost field ϕ satisfies
deg(ϕ∗) = − deg(ϕ) − 1, and ǫ(ϕ∗) = ǫ(ϕ) + 1, (mod Z/2).
In what follows, the term fields is reserved to the initial fields in X0 while ghost
fields is used to identify the extra fields introduced by the BV construction. Anal-
ogously, anti-fields is specifically used for the anti-particles corresponding to the
initial fields while the anti-ghost fields are the ones corresponding to the ghost
fields.
Definition 2.3. Let the pair (X0, S0) be a gauge theory. An extended theory associ-
ated to (X0, S0) is a pair (X˜, S˜) where the extended configuration space X˜ = ⊕i∈Z[X˜ ]i
is a Z-graded super-vector space suitable to be decomposed as
(2.1) X˜ ∼= F ⊕ F∗[1], with [X˜]0 = X0
for F = ⊕i>0F i a graded locally free OX0 -module with homogeneous components of
finite rank and OX0 the algebra of regular functions on X0. Moreover, concerning
the extended action S˜ ∈ [O
X˜
]0, it is a real-valued regular function on X˜, with
S˜|X0 = S0, S˜ 6= S0 and such that it solves the classical master equation, i.e.,
{S˜, S˜} = 0,
where {−,−} denotes the graded Poisson structure on the algebra O
X˜
.
Remark 2.4. The condition imposed in Definition 2.3 of X˜ being a Z-graded super-
vector space simply encodes the fact that ghost/anti-ghost fields of even degree
have to be treated as real variables while they are Grassmannian variables if they
have odd ghost degree. Moreover, for what concerns the decomposition condition
required in (2.1), it enforces the prescription of the BV formalism of introducing all
anti-fields/anti-ghost fields corresponding to the fields/ghost fields in the extended
configuration space. Indeed, while F describes the fields/ghost-fields content of X˜,
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F∗[1] determines the anti-fields/anti-ghost fields part, with F∗[1] that denotes the
shifted dual module of F :
F∗[1] = ⊕i∈Z
[
F∗[1]
]i
with
[
F∗[1]
]i
=
[
F∗
]i+1
.
Finally, as a consequence of X˜ being a Z-graded super-vector space, the algebra O
X˜
of real-valued regular functions defined on X˜ naturally inherits a Z-graded algebra
structure. In addition, O
X˜
can also be endowed with a graded Poisson structure
induced by bracket
{−,−} : [O
X˜
]• → [O
X˜
]•+1
of degree 1. This structure is completely determined by requiring that, on the
generators of X˜, it satisfies the following conditions{
βi, βj
}
= 0,
{
β∗i , βj
}
= δij and
{
β∗i , β
∗
j
}
= 0
for βi ∈ Fp and β∗i ∈
[
F∗[1]
]−p−1
, p ∈ Z>0, while its value on any other possible
combination of fields/ghost fields/anti-fields and anti-ghost fields is equal to zero.
Then, the definition of the bracket structure on the whole algebra O
X˜
is obtained
by enforcing the bracket being linear and graded Poisson.
Even though it is not explicitly required in the notion, in what follows we will
consider extended theories (X˜, S˜) with finite level of reducibility. More explicitly, we
assume that only a finite number of homogeneous components [X˜ ]i in the extended
configuration space X˜ are non-trivial. Then, given an extended configuration space
X˜ ∼= F ⊕ F∗[1], for F = ⊕mi=0[F ]
i, we will refer to this theory as a theory with level
of reducibility L for L := m− 1, L ∈ Z>0.
2.1. The gauge-fixing procedure. The first step that has to be taken to perform
a gauge fixing procedure is the choice of a gauge-fixing fermion, whose definition
we recall for completeness.
Definition 2.5. Given an extended configuration space X˜, a gauge-fixing fermion
Ψ is a regular function Ψ ∈ [OF ]−1, that is, a regular function in fields/ghost fields
of degree −1 and odd parity.
Given an extended theory (X˜, S˜) and a gauge-fixing fermion Ψ, a gauge-fixing
procedure is performed to obtain a new pair (X˜, S˜)|Ψ where neither the gauge-fixed
configuration space X˜|Ψ nor the gauge-fixed action S˜|Ψ depend on anti-fields/anti-
ghost fields. At the level of the configuration space, this goal is reached by defining
the gauge-fixed configuration space X˜|Ψ to be
X˜|Ψ :=
[
F ⊕ F∗[1]
]
|ϕ∗i= ∂Ψ∂ϕi
,
namely, the Lagrangian submanifold determined by imposing the collection of so-
called gauge-fixing conditions ϕ∗i = ∂Ψ/∂ϕi, where every anti-field/anti-ghost field
ϕ∗i in F
∗[1] is replaced with the partial derivative of Ψ with respect to the corre-
sponding field/ghost field ϕ. Similarly, also the gauge-fixed action S˜|Ψ is obtained
by imposing the gauge-fixing condition:
S˜(ϕi, ϕ
∗
i )|Ψ := S˜
(
ϕi, ϕ
∗
i =
∂Ψ
∂ϕi
)
.
We will refer to the pair (X˜|Ψ, S˜|Ψ) as the gauge-fixed theory.
In order to ensure that the gauge-fixing procedure is well defined from a physi-
cal point of view, we need to verify that the physically relevant quantities do not
depend on the choice of gauge-fixing fermion Ψ. This condition can be restated
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by requiring that, given a regular function g on X˜|Ψ, the quantity computed by
integrals of the following type ∫
X˜|ψ
g d(V ol
X˜|Ψ
),
for V ol
X˜|Ψ
a volume form on X˜|ψ, is invariant with respect to the explicit form of Ψ.
The fulfilling of this requirement is a consequence of Schwarz’s Theorem (cf. [25],
[18]), where it is proved that this class of integrals only depend on the homotopy
class of the gauge-fixing fermion and not on its explicit form.
2.2. The gauge-fixed BRST cohomology. After having briefly reviewed the
gauge-fixing procedure, a natural question arises concerning the effect of this con-
struction at the level of the BRST cohomology. Indeed, as mentioned in the intro-
duction, given an extended theory (X˜, S˜), it naturally induces a so-called classical
BRST cohomology complex, where the coboundary condition for the coboundary op-
erator d
S˜
holds due to the extended action S˜ solving the classical master equation.
However, what is the effect at the level of the corresponding BRST cohomology
complex of having performed the gauge-fixing procedure on the pair (X˜, S˜)? Is
there a residual BRST-symmetry on (X˜, S˜)|Ψ that induces a gauge-fixed BRST co-
homology complex? This section is devoted to recall the answer to this question
(cf. [1]) as well as the notions of these two cohomology complexes we are interested
in: the classical BRST complex and the gauge-fixed BRST complex.
Definition 2.6. Given an extended theory (X˜, S˜), the induced classical BRST
cohomology complex is a cohomology complex whose cochain spaces Ci(X˜, d
S˜
) and
coboundary operator d
S˜
are defined as follows, respectively:
Ci(X˜, d
S˜
) := [SymOX0 (X˜)]
i,
for i ∈ Z, with SymOX0 (X˜) the Z-graded symmetric algebra generated by X˜ on the
ring OX0 , and
d
S˜
: C•(X˜, d
S˜
)→ C•+1(X˜, d
S˜
), with d
S˜
:= {S˜,−}
for {−,−} denoting the Poisson bracket structure on O
X˜
.
The gauge-fixing procedure effects the classical BRST cohomology complex by
restricting both the cochain spaces Ci(X˜, d
S˜
) and the coboundary operator d
S˜
to the
Lagrangian submanifold X˜|Ψ determined by the gauge-fixing conditions, as precisely
stated in the following definition.
Definition 2.7. Given an extended theory (X˜, S˜), with X˜ = F ⊕ F∗[1] and S˜ ∈
[O
X˜
]0, together with a gauge-fixing fermion Ψ ∈ [OF ]−1, the induced gauge-fixed
BRST complex (Cj(X˜|Ψ, dS˜ |Ψ), dS˜|Ψ) is a cohomology complex with
Cj(X˜ |Ψ, dS˜ |Ψ) :=
[
SymOX0 (X˜|Ψ)
]j
, and d
S˜
|Ψ :=
{
S˜,−
}∣∣∣
X˜|Ψ
where j ∈ Z and X˜|Ψ ⊂ X˜ is the Lagrangian submanifold defined by the gauge-fixing
conditions {ϕ∗i = ∂Ψ/∂ϕi}.
Although the definition of the gauge-fixed BRST complex is simply the restric-
tion of the one of classical BRST complex to the gauge-fixed configuration space
X˜|Ψ and hence to the corresponding algebra OX˜|Ψ of regular functions on X˜ |Ψ, it is
not straightforward that the residual BRST complex, after gauge fixing, still defines
a cohomology complex. In particular, being restricted to O
X˜|Ψ
, the operator d
S˜
|Ψ
might fail to satisfy the coboundary condition d2
S˜
|Ψ(ϕ) = 0, for all ϕ ∈ X˜|Ψ. Never-
theless, a direct computation allows us to determine if d
S˜
|Ψ defines a coboundary
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operator just knowing the extended action S˜. Explicitly, given a generic field/ghost
field ϕi ∈ X˜|Ψ, it holds the following equality:
d2
S˜
|Ψ(ϕi) =
[∑
k
(−1)ǫ(ϕi)(1+ǫ(ϕk))
∂S˜|Ψ
∂ϕk
∂2S˜
∂ϕ∗k∂ϕ
∗
i
]∣∣∣∣∣
X˜|Ψ
,
where ǫ(ϕi) denotes the parity (real or Grassmannian) of ϕi. Hence, while the con-
dition of the theory being on-shell, i.e., of the equations of motion ∂S˜|Ψ/∂ϕi = 0
been satisfied for all ϕi ∈ F , automatically ensures that dS˜|Ψ defines a cobound-
ary operator, the coboundary condition d2
S˜
|Ψ = 0 might be satisfied also off-shell,
depending on the explicit form of the action S˜.
2.3. Gauge-fixing auxiliary fields. Before going to the analysis of the gauge-
fixed BRST cohomology for a U(2)-model, there is still a technical aspect that has
to be discussed. Indeed, in order to perform a gauge-fixing procedure on a pair
(X˜, S˜), it is necessary to fix a gauge-fixing fermion Ψ ∈ [OF ]−1 for X˜ = F ⊕ F∗[1].
However, there are cases when it is impossible to define a suitable Ψ as, for example,
when the graded OX0-module F , which describes the fields/ghost fields content of
X˜, is only Z>0-graded. It was to overcome this issue that Batalin and Vilkovisky
introduced the notion of auxiliary fields (cf. [5], [6]).
Definition 2.8. An auxiliary pair is a pair of fields (B, h) such that their ghost
degrees and parities satisfy the following relations:
deg(h) = deg(B) + 1; ǫ(h) = ǫ(B) + 1 (mod 2) .
The auxiliary fields are used to face the problem of not having negatively-graded
ghost fields in X˜. Indeed, given an extended theory (X˜, S˜), it can be further ex-
tended via the introduction of an auxiliary pair (B, h), where the free parameter
deg(B) can be fixed to be in Z<0.
Definition 2.9. Given an extended theory (X˜, S˜) and an auxiliary pair (B, h), the
corresponding total theory (Xtot, Stot) has a total configuration space Xtot defined
as the Z-graded super-vector space generated by X˜, (B,h) and their corresponding
antifields (B∗, h∗)
Xtot := 〈X˜, B, h,B
∗, h∗〉,
and a total action Stot given by the following sum:
Stot := S˜ + Saux, where Saux := hB
∗.
Remark 2.10. We notice that, by construction, also Xtot presents the symmetry
between fields/ghost fields and anti-fields/anti-ghost fields content, being suitable
for the following decomposition:
Xtot = Ftot ⊕F
∗
tot[1],
where Ftot is a Z-graded finitely-generated OX0-module, which describes the fields/
ghost fields content ofXtot whilst its shifted dual F∗tot[1] describes the anti-fields/anti-
ghost fields content. Moreover, Xtot can be equipped with a graded Poisson struc-
ture by extending the one already defined on X˜ imposing the following conditions:
{B∗, B} = {h∗, h} = 1 and {ϕ, ξ} = 0,
for ϕ any generator in X˜ and ξ any auxiliary fields among B, h or their corre-
sponding anti-fields B∗ and h∗, while the value of the bracket on any other possible
combination of auxiliary fields and corresponding auxiliary antifields is declared
to be zero. A straight consequence of this way of equipping Xtot with a Poisson
structure is that the total action Stot solves the classical master equation on OXtot :
{Stot, Stot} = 0.
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Therefore, the theories (X˜, S˜) and (Xtot, Stot) satisfy similar properties, the only
difference lying in the fact that Xtot may also contain negatively graded fields.
Thus it appears that our goal has been achieved: by enlarging our extended
theory with the introduction of an auxiliary pair (B, h) such that deg(B) = −1, any
Ψ = fB, with f in OX0 defines a gauge-fixing fermion, since Ψ ∈ [OFtot ]
−1. However,
in addition to the conditions already imposed by its definition, to describe a well-
defined physical theory a gauge-fixing fermion should determine a gauge-fixed action
Stot|Ψ which is a proper solution of the classical master equation (cf. [19]). This is
the reason why, depending on the gauge theory considered, it might be necessary
to introduce more than one auxiliary pair. More precisely, as inductively proved
by Batalin and Vilkovisky (cf. Theorem 2.12, [5], [6]), the minimal number of
auxiliary pairs that have to be added depends on the level of reducibility of the
extended theory (X˜, S˜) considered.
Definition 2.11. An extended theory (X˜, S˜), with X˜ = F ⊕ F∗[1] for F a Z>0-
graded and finitely-generated OX0 -module, is reducible with level of reducibility
L := m− 1 > 1 if F =
⊕m
i=0 Fi. Otherwise, if L = 0, the theory is called irreducible.
Theorem 2.12. Given an extended theory (X˜, S˜) with level of reducibility L, in or-
der to determine a total theory (Xtot, Stot) whose gauge-fixed action Stot|Ψ is a proper
solution of the classical master equation, a collection of auxiliary pairs {(Bji , h
j
i )},
with i = 0, . . . , L, j = 1, . . . , i+1, has to be introduced, which is completely determined
by imposing that
deg(Bji ) = j − i− 2 if j is odd, deg(B
j
i ) = i− j + 1 if j is even.
To conclude, we remark that the reason for introducing the auxiliary fields in
pairs satisfying the properties listed in Definition 2.8 is to not modify the classical
BRST cohomology complex defined by the extended theory (X˜, S˜). Indeed, the aux-
iliary pairs are irrelevant from a cohomological point of view since they determine
contractible pairs.
Definition 2.13. Let V be a Z-graded space of generators for a cohomology com-
plex (C•(V, d), d) with
C•(V, d) = Sym•R(V ) and d : C
•(V, d)→ C•+1(V, d),
where R is a ring and d is a 1-degree R-linear coboundary operator. If there exist
a pair of generators B, h ∈ V such that
d(B) = h, d(h) = 0 and d(x) = d|V \{B,h}(x)
for any generator x ∈ V \ {B, h}, then (B,h) defines a contractible pair for the
cohomology complex (C•(V, d), d).
Remark 2.14. The fact that auxiliary pairs determine contractible pairs for the clas-
sical BRST cohomology complex is an immediate consequence of how the cobound-
ary operator dStot is defined for the BRST cohomology complex induced by the total
theory (Xtot, Stot). Indeed, the operator dStot := {Stot, } depends on the generators
in X˜ only through the extended action S˜ so dStot = dS˜ on OX˜ while the action of
dStot on the auxiliary fields is
dStot(B) = {Saux, B} = h, and dStot(h) = 0,
as required in the notion of contractible pair.
To conclude, each auxiliary pair (Bij , h
i
j) introduced to properly implement the
gauge-fixing procedure determines a contractible pair for the classical BRST coho-
mology complex. The result on the cohomological triviality of contractible pairs is
recalled in the following theorem. For ideas on the proof a possible reference is [2].
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Theorem 2.15. Given V a Z-graded space of generators for a cohomology complex
(C•(V, d), d) and (B, h) a contractible pair for this complex, the cohomology complexes
C•(V, d) and C•(V \ {B, h}, d|V \{B,h}) are quasi-isomorphic, that is, the following
isomorphism holds
Hk(V, d) ≃ Hk(V \ {B, h}, d|V \{B,h}),
for k ∈ Z.
3. Application to a U(2)-matrix model
The gauge-fixing procedure previously described is now applied on an example,
in order to explicitly analyzed the induced gauge-fixed BRST cohomology complex.
The gauge theory (X0, S0) we focus on is a matrix model endowed with a U(2)-gauge
symmetry, where the initial configuration space X0 is defined to be
X0 = {M ∈M2(C) :M
∗ =M}
and the initial action functional S0 : X0 → R is supposed to be invariant under the
adjoint action of the unitary group U(2), i.e., it satisfies the following equality
S0[M ] = S0[UMU
∗]
for all M ∈ M2(C), U ∈ U(2). A more explicit representation of this model can be
provided by fixing as basis of X0 the one given by the Pauli’s matrices σ1, σ2, σ3,
together with the identity matrix σ4 = Id:
(3.2) σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, σ4 =
(
1 0
0 1
)
.
Hence, our model of interest can be described as follows:
(3.3) X0 ∼= 〈M1, . . . ,M4〉, and S0 =
r∑
k=0
(M21 +M
2
2 +M
2
3 )
k gk(M4),
where Ma, a = 1, . . . , 4, are independent real fields which generate X0 as vector
space and gk(M4) are polynomials in PolR(M4). Because we have already investi-
gated how to construct an extended theory (X˜, S˜) for this gauge theory (X0, S0) (cf.
Theorems 4.2, 4.3 in [23]), after briefly recalling the main result in Theorem 3.1,
we conclude the construction by first further enlarging the extended configuration
space X˜ via the introduction of the necessary auxiliary pairs, then performing the
gauge-fixing procedure and, finally, exhaustively analyzing the induced gauge-fixed
BRST cohomology complex.
Theorem 3.1. Given a gauge theory (X0, S0), with X0 ∼= A4R and S0 ∈ OX0 of
the form (3.3), if GCD(∂aS0) = 1, for a = 1, . . . , 4, then the minimally-extended
configuration space X˜ is the following Z-graded super-vector space
(3.4) X˜ = 〈E∗〉−3⊕〈C
∗
1 , · · · , C
∗
3 〉−2⊕〈M
∗
1 , . . . ,M
∗
4 〉−1⊕X0⊕〈C1, · · · , C3〉1⊕〈E〉2.
Moreover, the most general solution of the classical master equation on X˜ that is
linear in the anti-fields, of at most degree 2 in the ghost fields and with coefficients
in OX0 is the following one:
(3.5) S˜ = S0 +
∑
i,j,k
ǫijkαkM
∗
i MjCk +
∑
i,j,k
C∗i
[αjαk
2αi
(βαiMiE + ǫijkCjCk)
+MiT
(∑
a,b,c
ǫabc
αbαc
2αi
MaCbCc
)]
where αi, β ∈ R\ {0}, T ∈ OX0 , and ǫijk (ǫabc) is the totally anti-symmetric tensor
in three indices i, j, k ∈ {1, 2, 3} (a, b, c ∈ {1, 2, 3}) with ǫ123 = 1.
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To simplify the upcoming computation, we consider as extended action S˜ the
one obtained by choosing αi = β = 1 and T = 0 in (3.5). Hence, we are going to
apply the gauge-fixing procedure to an extended theory (X˜, S˜) where X˜ = F⊕F∗[1]
is of the form describe in (3.4) and S˜ takes the following explicit form:
(3.6) S˜ = S0 +
∑
i,j,k
ǫijkM
∗
i MjCk +
∑
i,j,k
C∗i (MiE + ǫijkCjCk).
Once the extended theory (X˜, S˜) has been determined, the first step that has to
the taken in order to implement a gauge-fixing procedure is the introduction of the
auxiliary pairs. Indeed, as it can be immediately deduced by the description of
X˜ in (3.4), at this point it is impossible to define a suitable gauge-fixing fermion
Ψ ∈ [OF ]
−1due to the absence of negatively-graded fields/ghost fields.
To determine type and number of the required auxiliary pairs we first of all notice
that, accordingly to Definition 2.11, the extended theory (X˜, S˜) for our model has
level of reducibility L = 1. Therefore, by applying Theorem 2.12, we conclude that
the extended configuration space X˜ has to be further enlarged by the introduction
of five auxiliary pairs, three of which correspond to the ghost fields Ci of degree 1
and hence are defined as follows:
(Bi, hi)i=1,2,3 with deg(Bi) = 1
while the remaining two auxiliary pairs correspond to the ghost field E of degree 2
and hence are defined to be
(Am, km)m=1,2 with deg(A1) = −2 and deg(A2) = 0.
Thus the total theory (Xtot, Stot) obtained by enlarging the extended theory (X˜, S˜)
via the introduction of the aforementioned auxiliary pairs has a total configuration
space suitable to be decomposed as the following direct sum Xtot = Ftot ⊕ F∗tot[1]
with
(3.7) Ftot = 〈A1〉−2 ⊕ 〈Bi, k1〉−1 ⊕ 〈Ma, hi, A2〉0 ⊕ 〈Ci, k2〉1 ⊕ 〈E〉2,
for a = 1, . . . , 4, i = 1, 2, 3. Concerning the total action Stot, it is obtained by adding
to the extended action S˜ the following auxiliary summand:
(3.8) Saux =
3∑
i=1
B∗i hi +
∑
m=1,2
A∗mkm.
Once the total theory (Xtot, Stot) has been constructed, a gauge-fixing fermion Ψ ∈
[OFtot ]
−1 has to be chosen. However, as explained in more details in the upcoming
section, due to the properties of our model of interest, the explicit form of the
gauge-fixing fermion will not play a role in the definition of the gauge-fixed BRST
complex. Hence, we do not go into details in analyzing the best possible choice for
the gauge-fixing fermion Ψ but we directly focus on the description of the gauge-
fixed BRST complex, to which the next section is devoted.
3.1. The gauge-fixed BRST cohomology of a U(2)-model. Let (Xtot, Stot) be
the total theory described in the previous section and corresponding to our U(2)-
model of interest, with Xtot = Ftot ⊕ F∗tot[1]. Moreover, let us fix a gauge-fixing
fermion Ψ ∈ [OFtot ]
−1 homotopically equivalent to the zero function. While the
explicit form of Ψ in terms of the fields/ghost fields in Ftot will not play any role,
the condition of being homotopically equivalent to the zero function is sufficient to
ensures that the gauge-fixed configuration space Xtot|Ψ coincides with Ftot, namely
the subspace of Xtot generated by fields/ghost fields. The consequence of this choice
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is a simplification of the structure of the gauge-fixed BRST complex, which will re-
sult quasi-isomorphic to a one-sided cohomology complex.
Given the total theory (Xtot, Stot), whose total configuration space Xtot has been
described in (3.7) and whose total action Stot = S˜ + Saux was explicitly written in
(3.6) and (3.8), let Ψ ∈ [OFtot ]
−1 be a gauge-fixing fermion satisfying the condi-
tion that Ψ ≡ 0. Then, according to Definition 2.7, the induced gauge-fixed BRST
cohomology complex (C•(Xtot|Ψ, dStot |Ψ), dStot |Ψ)), has
Ci(Xtot|Ψ, dStot |Ψ) = [SymOX0 (Ftot)]
i
with i ∈ Z, as space of cochains and, as coboundary operator
dStot |Ψ : C
i(Xtot|Ψ, dStot |Ψ)→ C
i+1(Xtot|Ψ, dStot |Ψ)
the operator uniquely determined by imposing it describes a 1-degree linear and
graded derivation that acts as follows on the generators of the cohomology complex:
(3.9)

dStot |Ψ(Ml) = −
∑
j,k ǫljkMjCk
dStot |Ψ(Cl) =
∑
j,k(MlE + ǫljkCjCk)
dStot |Ψ(E) = 0.

dStot |Ψ(Bi) = hi
dStot |Ψ(hi) = 0
dStot |Ψ(Am) = km
dStot |Ψ(km) = 0.
Remark 3.2. As already observed, assuming that the gauge-fixing fermion satisfies
the condition of being homotopically equivalent to the zero function, i.e. Ψ ≡ 0,
implies that
Xtot|Ψ := Xtot|ϕ∗i= ∂Ψ∂ϕi
= Ftot,
for Ftot the space of fields/ghost fields in Xtot. Moreover, because the total action
Stot is linear in the anti-fields/anti-ghost fields, already before the gauge-fixing
procedure has been implemented, anti-fields/anti-ghost fields do not appear in the
description of the action of the BRST coboundary operator dStot on the fields/ghost
fields. Hence, the imposition of the gauge-fixing condition does not have any effect
at the level of the action of dStot on all cochains defined on Xtot|Ψ. Therefore, the
particular gauge-fixing fermion Ψ chosen does not play an active role for this model.
Finally, from (3.9), it straightforwardly follows that the auxiliary pairs (Bi, hi),
for i = 1, 2, 3, and (Am, km), for m = 1, 2, are all contractible pairs for the cohomology
complex (C•(Xtot|Ψ, dStot |Ψ), dStot |Ψ). Hence, as immediate consequence of Theorem
2.15 we can infer the following statement.
Proposition 3.3. Let (X˜, S˜) and (Xtot, Stot) be respectively the extended and the
total theory associated to a U(2)-matrix model and explicitly described in (3.4),
(3.7), (3.6) and (3.8), with Xtot = Ftot ⊕ F∗tot[1] and Stot = S˜ + Saux. Then,
given a gauge-fixing fermion Ψ ∈ [O−1Ftot ] such that Ψ ≡ 0, the induced gauge-
fixed BRST complex (C•(Xtot|Ψ, dStot |Ψ), dStot |Ψ)) is quasi-isomorphic to the complex
(C•(X˜ |Ψ, dS˜|Ψ), dS˜|Ψ), with cochain spaces
Ci(X˜ |Ψ, dS˜ |Ψ) := [SymOX0 (F)]
i,
for i ∈ Z>0 and F the Z-graded OX0-module such that X˜ = F⊕F
∗[1], and coboundary
operator d
S˜
|Ψ the 1-degree operator defined to be the following restriction
d
S˜
|Ψ : C
i(X˜ |Ψ, dS˜)→ C
i+1(X˜ |Ψ, dS˜), with dS˜ := (dStot |Ψ)|OF .
In other words, the following isomorphism holds for every i ∈ Z>0:
Hi(Xtot|Ψ, dStot |Ψ) ≃ H
i(X˜ |Ψ, dS˜ |Ψ).
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As final remark we notice that the above proposition and the fact that the
OX0-module F is Z>0-graded implies that the gauge-fixed BRST complex is quasi-
isomorphic to a one-sided complex: this fact will simplify the explicit computation
of those cohomology groups, to which the following section is devoted.
3.2. The gauge-fixed BRST groups: an explicit computation. Before facing
the problem of explicitly computing the cohomology groups determined by the
cohomology complex (C•(X˜|Ψ, dS˜|Ψ), dS˜ |Ψ) constructed in the above section, we recall
that X˜|Ψ = F is defined to be the following OX0 -module
F = 〈M1, . . . ,M4〉0 ⊕ 〈C1, C2, C3〉1 ⊕ 〈E〉2,
where the generators Ci have to be treated as Grassmannian variables while E as
well as the generators Ma are real variables. As immediate consequence of the
parity assigned to the generators of F , we deduce the following proposition.
Proposition 3.4. The cohomology groups determined by the cohomology complex
(C•(X˜ |Ψ, dS˜|Ψ), dS˜|Ψ) are 2-periodic, that is, the following isomorphisms are satisfied
H2i+1(X˜|Ψ, dS˜ |Ψ) ≃ H
3(X˜ |Ψ, dS˜ |Ψ) and H
2i+2(X˜|Ψ, dS˜ |Ψ) ≃ H
4(X˜|Ψ, dS˜ |Ψ),
for all i > 1.
Proof. The statement follows straightforwardly by noticing that already at the level
of cocycles it holds that
Ker(d2i+2
S˜
|Ψ) ∼= Ker(d
2
S˜
|Ψ) ·E
i and Ker(d2i+3
S˜
|Ψ) ∼= Ker(d
3
S˜
|Ψ) ·E
i
and similarly for the coboundary elements:
Im(d2i+4
S˜
|Ψ) ∼= Im(d
4
S˜
|Ψ) · E
i and Im(d2i+3
S˜
|Ψ) ∼= Im(d
3
S˜
|Ψ) ·E
i,
for i > 0. 
Hence, in order to completely determine the cohomology groups defined by the
above complex it is enough to only consider and compute them up to degree 4. Our
goal is accomplished in the following theorem, the only exception being the degree
1 cohomology group. The complexity of its explicit computation will be overcome
in Section 5.1, where the reformulation of the gauge-fixed BRST complex in terms
of a generalized Lie algebra complex will allow to complete the description of these
groups.
Theorem 3.5. The gauge-fixed BRST cohomology complex (C•(X˜|Ψ, dS˜|Ψ), dS˜|Ψ)
associated to a U(2)-matrix model determines the following cohomology groups:
◮ H0(X˜|Ψ, dS˜ |Ψ) = {
∑r
k=0 gk(M4)(M
2
1 +M
2
2 +M
2
3 )
k : gk ∈ PolR(M4), r ∈ N};
◮ H2(X˜|Ψ, dS˜ |Ψ) = {Q
∑
i;j<k ǫijkMiCjCk : Q ∈ OX0} ⊕ PolR(M4)E;
◮ in any odd degree 2q + 1, with q > 1, H2q+1(X˜|Ψ, dS˜|Ψ) = 0;
◮ in any even degree 2q, with q > 2,
H2q(X˜ |Ψ, dS˜ |Ψ) = PolR(M4)E
q.
Proof. The claim for case of degree 0 follows from the gauge-fixed BRST complex
defining a one-sided cohomology, the independence of the variables Ci and the fact
that, to be a 0-degree cocycle, a polynomial f ∈ OX0 has to satisfy the conditions:
∂if =Mig,
for i = 1, 2, 3 and g ∈ OX0 .
To prove the part of the statement concerning the cohomology group of degree 2,
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we start by considering a generic cochain ϕ in C2(X˜|Ψ, dS˜|Ψ),
ϕ =
∑
j<k
gjkCjCk + hE,
with gjk, h ∈ OX0 and j, k = 1, 2, 3. By imposing the cocycle condition on ϕ we
obtain the following result:
Ker(d2
S˜
|Ψ) ≃
{
ϕ =
∑
j<k
ǫijk(MiP − ∂ih)CjCk + hE, with P, h ∈ OX0
}
.
However, since any element ϕ ∈ Ker(d2
S˜
|Ψ) can be uniquely written as
ϕ = Q
∑
j<k
ǫijkMiCjCk + dS˜ |Ψ(β) + h0E
for h =
3∑
i=1
MiAi + h0, β =
3∑
i=1
AiCi, Q = −P +
3∑
i=1
∂iAi.
with Ai elements in OX0 and h0 ∈ PolR(M4), we deduce that the space of cocycles
of degree 2 can be decomposed in the following direct sum:
(3.10) Ker(d2
S˜
|Ψ) =
{
Q
∑
j<k
ǫijkMiCjCk : Q ∈ OX0
}
⊕ Im(d1
S˜
|Ψ)⊕ PolR(M4)E.
from which the claimed description of H2(X˜|Ψ, dS˜|Ψ) follows immediately.
Because of Proposition 3.4, to demonstrate the claim in any odd degree 2q + 1 it is
enough to compute H3(X˜|Ψ, dS˜ |Ψ). Given a generic cochain ϕ in C
3(X˜|Ψ, dS˜|Ψ),
ϕ = fC1C2C3 +
3∑
i=1
giCiE
for f , gi ∈ OX0 , the enforcement of the cocycle condition implies that the polyno-
mials f and gi have to satisfy the following equalities:
3∑
i=1
Migi = 0 and f =
3∑
i=1
∂igi.
As a consequence, gi =
∑
j,k
ǫijkMjPk, for some Pk ∈ OX0 , from which we deduce
that
Ker(d3
S˜
|Ψ) =
{(∑
i,j,k
ǫijkMi∂jPk
)
C1C2C3 +
(∑
i,j,k
ǫijkMiPjCk
)
E
}
.
However, since any cocycle ϕ in Ker(d3
S˜
|Ψ) can be viewed as a coboundary element
ϕ = d
S˜
|Ψ(β) for β ∈ C2(X˜|Ψ, dS˜|Ψ) defined to be
β = −
∑
j<k
ǫijkPiCjCk,
the claimed triviality of the cohomology group of degree 3 follows straightforwardly.
To conclude the proof of the theorem, we still have to consider the cohomology
groups of even degree 2q, for q > 1. In view of Proposition 3.4, we deduce that the
space of cocycles of degree 2q satisfies the following isomorphism:
Ker(d2q
S˜
|Ψ) ≃
[{
Q
∑
j<k
ǫijkMiCjCk : Q ∈ OX0
}
⊕ Im(d1
S˜
|Ψ)⊕ PolR(M4)E
]
Eq−1,
where we also use what established in (3.10). On the other hand, explicit compu-
tations show that
Im(d2q−1
S˜
|Ψ) ≃
[{
Q
∑
j<k
ǫijkMiCjCk : Q ∈ OX0
}
⊕ Im(d1
S˜
|Ψ)
]
· Eq−1.
THE BRST COHOMOLOGY COMPLEX OF A MATRIX MODEL 13
From this, we immediately deduce the claimed isomorphism for the cohomology
groups in degree 2q. 
Remark 3.6. As expected, the BRST cohomology group of degree 0 coincides with
the space of all polynomials that are invariant under the gauge group action, that
is, the classical observables of the initial gauge theory (X0, S0).
4. A generalized notion of Lie algebra cohomology
The main objective of this section will be the introduction of a new notion of
generalized Lie algebra cohomology. Thanks to this different perspective, we will
reach a deeper understanding of the structure of the BRST cohomology complex
constructed in Section 3 for our matrix model with a U(2)-gauge symmetry (cf.
Section 5). We mention that there have been earlier attempts to relate BRST
cohomology complex to Lie algebra cohomology complex (cf. [22]). Lie algebra
cohomology was first introduced by Chevalley and Eilenberg [13]: for this reason it
is also known as Chevalley-Eilenberg cohomology. Other classical references are [21]
and [12]. Moreover, in recent years the classical notion of Lie algebra cohomology
has been generalized to the case of superlie algebras (cf. [26]) and also adapted to
the context of Hopf algebras [14].
Differently to what achieved in the aforementioned references, here we pursue and
obtain a generalization of the classical notion of Lie algebra cohomology which
would include the possibility of having generators of degree d > 1. What forces us
to require this extra flexibility to the classical notion of Lie algebra cohomology is
the presence of ghost fields of ghost degree d > 1, as result of the application of the
BV construction. However, the presence of higher degree ghost fields is typical in
the context of the BV formalism. Hence, we expect the following notion of gener-
alized Lie algebra cohomology to be relevant also in a more general context and for
many other classes of models.
In consideration of the context where this notion will be applied, we take R as
ground-field. However, the whole construction is expected to work in a more gen-
eral setting.
Definition 4.1. Given a vector space h, an h-module of degree p, for p ∈ Z, is a
pair ({Vi}, {αj}), where {Vi} for i = 1, . . . , n is a collection of vector spaces and
αj : h −→ Lin(Vj , Vj+p)
are linear maps, labeled by j = 1, . . . , n− p if p > 0 or by j = 1− p, . . . , n if p < 0.
Definition 4.2. For h a Lie algebra and ({Vi}, {αj}) a module of order p on h, let
{βi : Vi → Vi+p}, with i = 1, . . . , n − p be a collection of linear maps satisfying the
following conditions:
(1) αi+p(x) ◦ βi + ǫβi+p ◦ αi(x) = 0;
(2) αi+p(x1) ◦ αi(x2) + ǫαi+p(x2) ◦ αi(x1) = βi+p(αi([x1, x2]ǫ));
(3) βi+p ◦ βi = 0 (if ǫ = +1);
∀x, x1, x2 ∈ h and ∀i, where ǫ is fixed to be either +1 or −1, condition (3) is im-
posed only for ǫ = +1, and [−,−]−1 denotes the Lie algebra bracket on h while the
notation [−,−]+1 is used for the anticommutator. Then the generalized Lie alge-
bra cohomology of h over ({Vi}, {αj}) with parity ǫ is defined to be a complex with
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cochain spaces
Cjǫ (h, V ) =
n⊕
i=1
Ci,jǫ (h, Vi) where C
i,j
ǫ (h, Vi) = Sym
j
ǫ(h, Vi)
and with coboundary operator djǫ : C
j
ǫ (h, V )→ C
j+1
ǫ (h, V ) defined as
djǫ = ⊕
n−p
i=1 d
j,i
ǫ for d
j,i
ǫ : C
j
ǫ (h, Vi)→ C
j+1
ǫ (h, Vi+p)
where, given ϕ ∈ Cj,iǫ (h, Vi) and x1, . . . , xj+1 ∈ h
dj,iǫ (ϕ)|x1,...,xj+1 :=
1
j + 1
[ j+1∑
r=1
ǫr+1αi(xr)|ϕ(x1,..,xˆr,..,xj+1)−
∑
r<s
ǫr+sβi|ϕ([xr ,xs]ǫ,..,xˆr,xˆs,..)
]
.
In the above definition, the notation Symǫ is introduced to keep track of the
parity of the complex. Indeed, for even parity ǫ = +1 the symmetric algebra would
be even and the notation Symǫ(h, Vi) would simply indicate k-linear maps on h
with values in Vi. Contrary, for parity ǫ = −1, Symǫ(h, Vi) would be denoting the
collection of antisymmetric k-linear maps on h with values in Vi.
Remark 4.3. The notion introduced in Definition 4.2 can be viewed as a gener-
alization of the classical notion of Lie algebra cochain complex, as introduced by
Chevalley and Eilenberg [13] and later developed by Hochschild and Serre [21]. In-
deed, the classical definition can be recovered by taking p = 0, n = 1 and ǫ = −1.
Under these assumptions, we would be considering an ordinary module V over the
Lie algebra h and the single map β would be given by the identity on V .
Proposition 4.4. Given a Lie algebra h, a module ({Vi}, {αj}) of order p and a
collection of maps {βi} satisfying the conditions listed in Definition 4.2, the corre-
sponding pair (C•ǫ (h, V ), dǫ) defines a cochain complex both for ǫ = +1 and ǫ = −1.
Proof. From the bracket [−,−]ǫ being symmetric/antisymmetric with respect to the
exchange of the two entries for ǫ = +1 and ǫ = −1 respectively, it straightforwardly
follows that the operator dj,iǫ preserves the type of map to which it is applied.
Hence, we only have to check whether djǫ satisfies also the coboundary condition,
that is, if it holds
dj+1,i+pǫ ◦ d
j,i
ǫ = 0
for any value of the indices i, j. However, since the map dj+1,i+pǫ is defined to be the
zero map for i + p > n, we could restrict ourselves to the case in which i 6 n − 2p.
By proceeding with an explicit computation, one can verify that the composition
dj+1,i+pǫ ◦ d
j,i
ǫ applied to a fixed cochain ϕ ∈ C
j,i
ǫ (h, Vi) and evaluated on a collection
of generic elements x1, . . . , xj+2 ∈ h can be viewed as sum of four terms
dj+1,i+pǫ ◦ d
j,i
ǫ (ϕ)|[x1,...,xj+2] =
1
(j + 1)(j + 2)
(
[I] + [II] + [III] + [IV ]
)
where we use the following notation:
[I ] :=
j+2∑
r=1
∑
t<r
ǫr+t
[
αi+p(xt)◦αi(xr)+ǫαi+p(xr)◦αi(xt)−βi+p◦αi([xt, xr]ǫ)
]
|ϕ(...,xˆt,...,xˆr,... ),
which is zero due to condition (2) required in Definition 4.2, and
[II ] :=
−
[ ∑
r<s<t
ǫn+1(αi+p(xt) ◦ βi + ǫβi+p ◦ αi(xt)) +
∑
r<t<s
ǫn(αi+p(xt) ◦ βi + ǫβi+p ◦ αi(xt))
+
∑
t<r<s
ǫn+1(αi+p(xt) ◦ βi + ǫβi+p ◦ αi(xt))
]
|ϕ([xr ,xs]ǫ,...,xˆr,xˆs,... ),
with n = r+s+t, where each term in these summations is zero because of condition
(1). Finally, in case of a generalized Lie algebra complex of odd parity, i.e., if ǫ = −1,
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the vanishing of terms [III ], [IV ] is guaranteed by the properties satisfied by the
Lie bracket [−,−]−1. Indeed, the Jacobi identity and the linearity of ϕ allow to
conclude that
[III] :=
∑
r<s<t
ǫr+s+tβi+p ◦ βi|ϕ(w,...,xˆr,xˆs,xˆt) = 0
for
w =
[
[xr , xs]−1, xt
]
−1
+
[
[xs, xt]−1, xr
]
−1
+
[
[xt, xr]−1, xs
]
−1
,
while the antisymmetry in the exchange of the entries of both the map ϕ and of
the Lie bracket ensures that
[IV ] :=
∑
u<v<r<s
ǫn(βi+p ◦ βi|ϕ([xu,xv]−1,[xr,xs]−1,... ) + βi+p ◦ βi|ϕ([xr,xs]−1,[xu,xv ]−1,... ))
+
∑
u<r<v<s
ǫn+1(βi+p ◦ βi|ϕ([xu,xv]−1,[xr,xs]−1,... ) + βi+p ◦ βi|ϕ([xr,xs]−1,[xu,xv ]−1,... ))
+
∑
u<r<s<v
ǫn(βi+p ◦ βi|ϕ([xu,xv]−1,[xr,xs]−1,... ) + βi+p ◦ βi|ϕ([xr,xs]−1,[xu,xv ]−1,... )) = 0
with n = r + s + u + v. On the other hand, from condition (3) straightforwardly
follows that terms [III ], [IV ] are zero also in the even case, i.e. for ǫ = +1. Hence, we
conclude that the operator d•ǫ satisfies the coboundary condition both in the even
and in the odd case and therefore the pair (C•ǫ (h, V ), dǫ) defines a cochain complex
both for ǫ = +1 and ǫ = −1. 
5. BRST and generalized Lie algebra cohomology: a U(2)-model
The notion of generalized Lie algebra cohomology introduced in Section 4 is
here used to rewrite the gauge-fixed BRST complex for our U(2)-matrix model
of interest. By separating the generators of the BRST cohomology complex be-
tween real/bosonic on one side and Grassmannian/fermionic on the other, the whole
BRST cohomology complex can then be described as a shifted double complex in
this generalized Lie algebra cohomology setting.
In what follows, g will denote the Lie algebra generated by the matrices iσ1, iσ2
and iσ3, for σ1, σ2, σ3 the Pauli matrices listed in Equation (3.2), seen as the dual
of the ghost fields C1, C2, C3. Hence, g ∼= su(2) as Lie algebra. Moreover, we denote
by h the Lie algebra generated by the dual of the ghost field E, which then satisfies
h ∼= u(1). Finally, the notations C•+/C
•
− are respectively used to denote the general-
ized Lie algebra cochain complexes of even/odd parity.
Let
Vi = C
i−1
− (g,OX0)
for i = 1, . . . , 4 be the collection of vector spaces determined by the classical Lie
algebra cohomology complex of g ∼= su(2) over the module OX0 , with the g-module
structure ω : g→ Lin(OX0) defined to be
ω(x)|f = −
∑
i,j,k
ǫijk(∂if)Mjxk,
where ǫijk denotes the totally antisymmetric tensor in three indices i, j, k = 1, 2, 3
with ǫ123 = 1, x ∈ g with x =
∑
j
xjiσj and f ∈ OX0 . This collection of vectors spaces
{Vi} can be completed to a module of order p = −1 structure on h by defining a
collection of linear maps
αi : h → Lin(C
i−1
− (g,OX0), C
i−2
− (g,OX0))
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for i = 2, 3, 4. Explicitly, given a generic cochain ϕ ∈ C1−(g,OX0), ϕ =
∑
i
fiCi, for
i = 1, 2, 3, we define the map α2 to be
(5.11) α2(τ)|ϕ =
3∑
i=1
∂ϕ
∂Ci
Mi
on the generator τ of the Lie algebra h, and then extend it to the whole h by linearity.
Analogously, given a generic cochain ϕ ∈ C2−(g,OX0), with ϕ =
∑
i<j
fijCiCj, we
uniquely determine the linear map α3 by requiring that
(5.12) α3(τ)|ϕ =
∑
i<j
∂ϕ
∂Ci
MiCj −
∂ϕ
∂Cj
MjCi.
Equivalently, given a decomposition of ϕ of the form ϕ =
∑
ϕiϕj for ϕi, ϕj ∈
C1−(g,OX0), it holds that
α3(τ)|ϕ =
∑
i,j
α2(τ)|ϕiϕj − ϕiα2(τ)|ϕj .
At last, the map α4 is specified by requiring that
(5.13) α4(τ)|ϕ =
∑
j<k
ǫijk
∂ϕ
∂Ci
MiCjCk or α4(τ)|ϕ =
∑
j<k
ǫijkα1(τ)|ϕiϕjϕk
for ϕ ∈ C3−(g,OX0), with decomposition ϕ = ϕ1ϕ2ϕ3, where ϕi ∈ C
1
−(g,OX0).
Proposition 5.1. The pair ({Vi}, {αj}), with vector spaces
Vi = C
i−1
− (g,OX0),
i = 1, . . . , 4, and with linear maps {αj}, j = 2, 3, 4 defined in (5.11), (5.12), (5.13)
respectively, induces a generalized Lie algebra cohomology complex of even parity
on the Lie algebra h ∼= u(1), with linear maps βj : Vj → Vj+p fixed to be the zero
map.
Proof. By referring to Definition 4.2, the only condition that still has to be checked
is the following one:
αi+1(x1) ◦ αi(x2) + αi+1(x2) ◦ αi(x1) = 0,
for x1, x2 ∈ g. This identity can be immediately verified by a direct computation. 
In the following (Cj+(h,C
i
−(g,OX0)), d
j,i
+ , d
j,i
− ) will denote the even generalized Lie
algebra cohomology complex of h over the module (Ci−1− (g,OX0), {αj}) of order p =
−1 just constructed, where
di,j+ : C
j
+(h, C
i
−(g,OX0)→ C
j+1
+ (h, C
i−1
− (g,OX0)
and
di,j− : C
j
+(h, C
i
−(g,OX0)→ C
j
+(h, C
i+1
− (g,OX0 )
for di,j+ the coboundary operator of the even cohomology complex on h and d
i,j
− :=
Idhi ⊕ d
j
−, with d
j
− the coboundary operator of the cohomology complex C
j
−(g,OX0).
Theorem 5.2. The gauge-fixed BRST cohomology complex (C•(X˜|Ψ, dS˜|Ψ), dS˜|Ψ) of
a U(2)-matrix model can be identified, by duality, with the weighted total complex
induced by the double complex (Cj+(h, C
i
−(g,OX0)), d
j,i
+ , d
j,i
− ). Precisely, at the level of
cochain spaces, the following identification holds:
Ck(X˜|Ψ, dS˜ |Ψ)
∼=
⊕
2i+j=k
Ci+(h, C
j
−(g,OX0))
for k, i ∈ Z>0, j = 0, . . . , 3, and, at the level of the coboundary operator it holds that:
d
S˜
|Ψ ∼= ⊕2i+j=k(d
i,j
+ + d
i,j
− ).
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Proof. The correspondence at the level of cochains follows straightforwardly from
the identification
(Cj+(h, C
i
−(g,OX0))
∼= SymOX0 (〈C1, C2, C3〉 ⊕ 〈E〉)
and the real/Grassmannian parity of the generators E/Ci. Finally, the weight 2
given to the index i takes into account that the ghost field E has ghost degree 2.
Concerning the coboundary operators, because both d
S˜
|Ψ and d
i,j
+ + d
i,j
− acts as
graded derivations on the whole space of cochains, it is enough to check they agree
at the level of the generators. This correspondence can be explicitly verified. For
example, one can observe that the map ω, which gives the module structure of OX0
and which enters the expression of di,j− , coincides with the action of dS˜|Ψ on the
generators Ma. 
Remark 5.3. The properties which characterize the ghost fields, that is, their ghost
degree and their parity, find a natural translation in terms of properties of the
double complex, namely in terms of the weights given to the indices corresponding
to the algebras g and h and of the even/odd parity of the generalized Lie algebra
cohomology considered.
Hence, it is natural to conjecture the emergence of an analogous structure also
for the case of an U(n)-matrix model, with n > 2. In particular, we expect the
BRST cohomology complex to coincide with the weighted total complex induced
by a multi-complex, where the weight of the indices and the parity of the complexes
are determined, respectively, by the ghost degree and the parity of the ghost fields
entering the BV construction.
The description of the gauge-fixed BRST complex in terms of this generalized Lie
algebra complex allows to detect a (shifted) double complex structure, which was
not visible at the level of the BRST complex, as proved in the following proposition.
Proposition 5.4. (C•+(h,C
•
−(g,OX0)), d
•
+⊕ d
•
−) has a double complex structure, that
is, it satisfies the following conditions:
(di,j+ )
2 = 0, (di,j− )
2 = 0 and dk+1,i−1− ◦ d
k,i
+ = −d
k,i+1
+ ◦ d
k,i
−
for k ≥ 0 and i = 0, . . . , 3.
Proof. The first two relations automatically follows from d•+ and d
•
− being cobound-
ary operators for the even/odd Lie algebra cohomology complex. To check the last
relation, we first of all recall that by definition dk,0+ = 0 for all non-negative values
of k and dk,i− = 0 for negative values of i and if i > 3. Then, as proved in Theorem
5.2, we have that:
d
S˜
|2kΨ = d
k,0
− ⊕ [d
k−1,2
+ ⊕ d
k,2
− ]
d
S˜
|2k+1Ψ = [d
k,1
+ ⊕ d
k,1
− ]⊕ d
k−1,3
+ .
Because d
S˜
|•Ψ, d
•
+ and d
•
− are all coboundary operators, we deduce that
d
S˜
|2k+1Ψ ◦ dS˜ |
2k
Ψ =
[
dk,1+ ◦ d
k,0
−
]
⊕
[
dk,1− ◦ d
k−1,2
+ ⊕ d
k−1,3
+ ◦ d
k−1,2
−
]
= 0.
As the first term in the previous equation takes values in Ck+1,0 while the second
in Ck,2, we have verified the third relation for i = 0, 2. Similarly, considering the
composition d
S˜
|2k+2Ψ ◦ dS˜ |
2k+1
Ψ , we can verify the equation for the remaining values
of the index i, i.e. for i = 1, 3. 
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5.1. Relation between the cohomology groups. Next to revealing this ex-
tra double complex structure, the description of the gauge-fixed BRST complex
(C•(X˜ |Ψ, dS˜|Ψ), dS˜|Ψ) using this generalized Lie algebra complex allows to conclude
the computation of all the BRST cohomology groups.
Theorem 5.5. The identification of C•(X˜|Ψ, dS˜|Ψ) and C
•
+(h, C
•
−(g,OX0)) at the level
of complexes induces the following isomorphism at the level of the corresponding
cohomology groups:
◮ H0(X˜|Ψ, dS˜ |Ψ)
∼= H0−(g,OX0);
◮ H1(X˜|Ψ, dS˜ |Ψ)
∼= H0+(h,H
1
−(g,OX0));
◮ H2(X˜|Ψ, dS˜ |Ψ)
∼= H0+(h, Z
2
−(g,OX0))⊕H
1
+(h, Z
0
−(g,OX0));
◮ H2k+1(X˜|Ψ, dS˜ |Ψ)
∼= Hk+(h, C
1
−(g,OX0)) = {0}, for k ≥ 1;
◮ H2k(X˜|Ψ, dS˜ |Ψ)
∼= Hk+(h, Z
0
−(g,OX0)), for k ≥ 2.
For brevity, in what follows we denote the cochain space
Cj+(h, C
i
−(g,OX0))
by the symbol Cj,i.
Proof. The claimed isomorphism in degree 0 follows straightforwardly from noticing
that
C0,0 ∼= OX0 and dS˜ |
0
Ψ = d
0,0
− .
Therefore:
H0(X˜ |Ψ, dS˜ |Ψ) = Ker(dS˜ |Ψ) = Ker(d
0,0
− ) = H
0
−(g,OX0).
Concerning the case of degree 1 , a generic cochain ϕ in C1(X˜|Ψ, dS˜|Ψ) can be written
as ϕ =
∑3
i=1 fiCi, for fi in OX0 . Via an explicit computation, one can check that,
in order to be a cocycle with respect to the coboundary operator d
S˜
|Ψ, ϕ has to
satisfy the following conditions:∑
i6=a
(−Mi∂a +Ma∂i)fi + fa = 0 and
3∑
i=1
Mifi = 0,
with a = 1, 2, 3. However, while the first set of conditions coincides with the ones
for an element ϕ ∈ C0,1 to be a cocycle with respect to the coboundary operator
d0,1− , requiring that
∑3
i=1Mifi = 0 is exactly imposing the condition for ϕ ∈ C
0,1 to
be a cocycle with respect to the coboundary operator d0,1+ . Thus:
Ker(d1
S˜
|Ψ) = Ker(d
0,1
+ ) ∩Ker(d
0,1
− ).
Since d0
S˜
|Ψ coincides with the operator d
0,0
− , this allows to conclude that:
H1(X˜ |Ψ, dS˜ |Ψ) = Ker(d
0,1
+ ) ∩
Ker(d0,1− )
Im(d0,0− )
= Ker(d0,1+ ) ∩H
1
−(g,OX0)
∼= H0+(h, H
1
−(g,OX0)).
Now we consider the case of degree 2. In Theorem 3.5, we proved that
H2(X˜ |Ψ, dS˜ |Ψ) = K ⊕ PolR(M4)E,
with
K :=
{
Q
∑
i;j<k
ǫijkMiCjCk : Q ∈ OX0
}
.
To verify the relation between the cohomology groups claimed in this theorem, we
are going to show that:
H0+(h, Z
2
−(g,OX0))
∼= K and H1+(h, Z
0
−(g,OX0))
∼= PolR(M4)E.
THE BRST COHOMOLOGY COMPLEX OF A MATRIX MODEL 19
The first isomorphism immediately follows from an explicit description of the
form that a generic cochain ϕ ∈ C0,2 has to have in order to belong to the intersection
Ker(d0,2+ ) ∩Ker(d
0,2
− ). On the other hand, the second isomorphism is implied by the
fact that Ker(d1,0+ ) coincides with C
1,0, due to the map d1,0+ being the zero map, and
by the following identities:
Ker(d1,0− )
∼= Ker(d
0,0
− ) · E and Im(d
0,1
+ ) = {
( 3∑
i=1
Mifi
)
E, fi ∈ OX0}.
Therefore, by recalling the explicit form of Ker(d0,0− ) = Ker(dS˜|Ψ) determined in
Theorem 3.5, one concludes that
H1+(h, Z
0
−(g,OX0)) =
Ker(d1,0+ ) ∩Ker(d
1,0
− )
Im(d0,1+ )
= PolR(M4)E
as claimed in the statement. Going to the case of degree 2k + 1, in Theorem 3.5
we proved that H2k+1(X˜|Ψ, dS˜ |Ψ) is trivial for each k > 1. Therefore, to prove our
statement it is enough to verify that:
Hk+(h, C
1
−(g,OX0)) = {0} and H
k−1
+ (h, C
3
−(g,OX0)) = {0} .
To check the first identity, we start by noticing that a cochain ϕ ∈ Ck,1, in order to
be a cocycle in Ker(dk,1+ ), has to be of the form:
ϕ =
3∑
i,j,l=1
(
ǫijlMjgl) · CiE
k
for gl in OX0 . On the other hand, one can verify that the cochain ψ, defined by
ψ =
3∑
i,j,l=1
(
ǫijlgiCjCl
)
·Ek
satisfies dk,1+ (ψ) = ϕ. Hence we conclude that H
k
+(h, C
1
−(g,OX0)) is trivial, for any
k ≥ 1. As to the second identity to prove, a direct computation shows that the
map dk−1,3+ is injective for all k ≥ 1. This concludes the proof for the case of degree
2k + 1. Finally, we still have to consider the case of degree 2k . Accordingly to
what determined in Theorem 3.5, to complete the proof of the theorem is enough
to verify that:
Hk+(h, Z
0
−(g,OX0 )) = PolR(M4)E
k and Hk−1+ (h, C
2
−(g,OX0)) = 0.
This first identity follows from the map dk,0+ being the zero map and from the fact
that
Ker(dk,0− ) =
{[
g0(M4) +
s∑
j=1
(M21 +M
2
2 +M
2
3 )
jgj(M4)
]
Ek : gi ∈ PolR(M4)
}
and
Im(dk−1,1+ ) =
{[ 3∑
i=1
Mifi
]
· Ek : fi ∈ OX0
}
,
from which we deduce
Hk+(h, Z
0
−(g,OX0)) =
Ker(dk,0− )
Im(dk−1,1+ )
= PolR(M4) ·E
k.
Finally, one can check that
Ker(dk−1,2+ ) = Im(d
k−2,3
+ ) =
{
P
[∑
i,j,l
ǫijlMiCjCl
]
, P ∈ OX0
}
· Ek−1,
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from which the triviality of the group Hk−1(h, C2−(g,OX0)) is immediately implied.

All the properties revealed by the computations carried on for the proof of the
above theorem can be summarized in the following corollary.
Corollary 5.6. Let (Ci,j , di,j+ , d
i,j
− ), with j ≥ 0 and i = 0, . . . , 3, be the cochain
complex analyzed in Theorem 5.5. Then the following sequences are exact:
(5.14) 0→ Ck−2,3
d
k−2,3
+
−−−−→ Ck−1,2
d
k−1,2
+
−−−−→ Ck,1
d
k,1
+
−−→ C˜k+1,0 → 0,
and
0→ Ck−2+ (h, Z
3
−)
d
k−2,3
+
−−−−→ Ck−1+ (h, Z
2
−)
d
k−1,2
+
−−−−→ Ck+(h, Z
1
−)
d
k,1
+
−−→ C˜k+1+ (h, W˜ )→ 0,
with
C˜k+1,0 := Ck+1+ (h, C
0
−(g,W )), for W := OX0\PolR(M4),
Cj+(h, Z
i
−) := C
j
+(h, Z
i
−(g,OX0)) and C˜
k+1
+ (h, W˜ ) := C
k+1
+ (h, C
0
−(g, W˜ )) for
W˜ =
{ r∑
j=1
(M21 +M
2
2 +M
2
3 )
jgj(M4) : gj(M4) ∈ PolR(M4), r ∈ N
}
,
i.e. it holds Z0−(g,OX0) = PolR(M4)⊕ W˜
Proof. The exactness of the first sequence follows from the coboundary operator
dk−2,3+ being injective, the triviality of the cohomology groups H
k−1
+ (h, C
2
−(g,OX0))
and Hk+(h, C
1
−(g,OX0)) and, finally, from the fact that
Im(dk,1+ )
∼= [OX0\PolR(M4)]E
k+1 = Ck+1+ (h, C
0
−(g,W ))
which implies the subjectivity of the map dk,1+ and hence allows to conclude that the
first sequence is exact. On the other hand, because the second sequence is obtained
from the first via the restriction of the domains and codomains of the coboundary
operators d•,•+ to cochain spaces with coefficients in the cocycle spaces Z
•
−(g,OX0),
its exactness follows from the exactness of (5.14), the only thing to check being
that this second sequence is actually well defined. More explicitly, we have to ver-
ify that, given an element ϕ in Ci+(h, Z
j
−), with i ≥ 0 and j = 1, 2, 3, then d
i,j
+ (ϕ) is
an element in Ci+1+ (h, Z
j−1
− ).
By hypothesis, ϕ is given by a product ϕ = ψ · Ei with ψ ∈ Zj−(g,OX0). We show
that di,j+ (ϕ) = χ ·E
i for some χ in Zj−1− (g,OX0) ·E. Let us define χ := d
0,j
+ (ψ). Then
we only have to show that χ is an element of Ker(d1,j−1− ). Recall what we proved in
Proposition 5.4, which implies
d1,j−1− (χ) = d
1,j−1
− (d
0,j
+ (ψ)) = −d
0,j+1
+ (d
0,j
− (ψ)) = 0,
where we are using the fact that ψ belongs to Zj−(g,OX0). Therefore, the second
sequence is well defined and hence exact. 
Finally, we can prove the following lemma about the relation between cocycles
in the gauge-fixed BRST complex and the different cocycle/coboundary groups on
the side of the corresponding generalized Lie algebra complex.
Lemma 5.7. Let d•
S˜
|Ψ, d
•
+, d
•
− and
{
Ck,i
}
, k ∈ N0, i = 0, . . . , 3, be the same cobound-
ary operators and the same collection of cochain spaces as in Theorem 5.5. Then,
for each k ≥ 1, it holds
Ker(d2k
S˜
|Ψ) = Ker(d
k,0
− )⊕
[
Im(dk−1,1− ) + Ker(d
k−1,2
+ )
]
.
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Proof. Let us starting by noticing that a generic cochain ϕ of ghost degree 2k can
be written as sum of two cochains ϕk,0 and ϕk−1,2, which belong to the cochain
spaces Ck,0 and Ck−1,2 respectively. Thus
d2k
S˜
|Ψ(ϕ) = (d
k−1,2
+ + d
k−1,2
− )(ϕk−1,2) + d
k,0
− (ϕk,0).
Because dk,0− (ϕk,0) and d
k−1,2
+ (ϕk−1,2) are elements in C
k,1 while dk−1,2+ (ϕk−1,2) belongs
to Ck−1,3, to have that ϕ is a cocycle element is equivalent to imposing
dk,0− (ϕk,0) = −d
k−1,2
+ (ϕk−1,2) and d
k−1,2
− (ϕk−1,2) = 0.
Considering the intersection of Im(dk,0− ) together with Im(d
k−1,2
+ ), we see that a
generic coboundary element α in Im(dk,0− ) on one side and a generic element β in
Im(dk−1,2+ ) on the other take the following form, respectively:
α = −
[∑
i,j,l
ǫijl Mi(∂jf)Cl
]
·Ek, β = −
[∑
i,j,l
ǫijl giMjCl
]
·Ek.
for some f , gj in OX0 , Hence, to have a cochain that is a coboundary with respect
to both maps dk−1,2+ and d
k,0
− , the polynomials f and gj need to satisfy
g1 =M3Q+ ∂1f g2 = −M2Q− ∂2f g3 =M1Q+ ∂3f.
with Q a polynomial inOX0 . Therefore, for d
k−1,2
+ (ϕk−1,2) to coincide with −d
k.0
− (ϕk,0),
we need
ϕk−1,2 = [(M1Q + ∂3f)C1C2 − (M2Q+ ∂2f)C1C3 + (M3Q+ ∂1f)C2C3]E
k−1 ,
where Q and f are generic polynomials in OX0 . Let Ai, for i = 1, 2, 3 be polynomials
in OX0 and A0 in PolR(M4), such that f can be rewritten as f = −
∑3
i=1MiAi +A0.
By defining Q˜ := −
∑3
i=1 ∂Ai/∂Mi, ϕk−1,2 can be written as a sum ϕk−1,2 = λ + µ,
with λ an element in Im(dk−1,1− ) explicitly given by
λ = [(M1Q˜+ ∂3f)C1C2 − (M2Q˜+ ∂2f)C1C3 + (M3Q˜+ ∂1f)C2C3]E
k−1
and µ an element in Ker(dk−1,2+ ) with
µ =
(
Q− Q˜
) [ ∑
i,j<l
ǫijlMiCjCl
]
Ek−1.
Hence, a generic cochain ϕ in Ker(d2k
S˜
|Ψ) can be uniquely decomposed as
ϕ = ϕk,0 + λ+ µ
with λ in Im(dk−1,1− ) and µ in Ker(d
k−1,2
+ ). Moreover, because
dk,0− (ϕk,0) = −d
k−1,2
+ (ϕk−1,2) = −d
k−1,2
+ (d
k−1,1
− (α)) = d
k,0
− (d
k−1,1
+ (α)) = 0,
we also conclude that ϕk,0 belongs to Ker(d
k,0
− ). This last observation implies the
statement. 
5.2. The shifted double complex. In this concluding paragraph we reverse what
found in the previous section by proving that a double complex satisfying the
properties determined for (Ci,j , di,j+ , d
i,j
− ) presents, at the level of cohomology groups,
the same relation with the corresponding total complex that we found between
gauge-fixed BRST cohomology and generalized Lie algebra cohomology. In other
words, we have explicitly identified the complete list of properties which enforce
the isomorphisms in Theorem 5.5 at the level of cohomology groups.
Theorem 5.8. Let (Ci,j , di,j+ ⊕ d
i,j
− ) be a (shifted) double complex in the generalized
Lie algebra cohomology with
Ci,j := Ci+(h, C
j
−(g,Ω))
22 ROBERTA A. ISEPPI
for Ω a module over g, Cj−(g,Ω) a module of order p = −1 on h and coboundary
operators
di,j+ : C
i,j → Ci+1,j−1 di,j− : C
i,j → Ci,j+1.
Suppose that this complex satisfies the following list of properties:
(1) d•,•− and d
•,•
+ are coboundary operators, i.e.,
dk,i+1− ◦ d
k,i
− = 0 and d
k+1,i
+ ◦ d
k,i+1
+ = 0,
for all k ≥ 0 and i = 0, 1, 2;
(2) The composition for the two operators d•− and d
•
+ satisfies the following relation,
for all k ≥ 0 and i = 0, . . . , 3:
dk+1,i−1− ◦ d
k,i
+ = −d
k,i+1
+ ◦ d
k,i
− .
Moreover, dk,0+ = 0 and d
k,i
− = 0, for all k ≥ 0, i < 0 and i > 3;
(3) The operator dk,3+ is injective for all k ≥ 0;
(4) The following identity holds:
Ker(d2ktot) = Ker(d
k,0
− )⊕
[
Im(dk−1,1− ) + Ker(d
k−1,2
+ )
]
,
for all k ≥ 1;
(5) The following sequence is exact, for all k ≥ 0:
Ck,3
d
k,3
+
−−→ Ck+1,2
d
k+1,2
+
−−−−→ Ck+2,1
d
k+2,1
+
−−−−→ Ck+3,0.
Then, the induced total complex with
Cktot :=
⊕
2i+j=k
Ci,j and dktot :=
⊕
2i+j=k
di,j+ + d
i,j
− ,
has corresponding cohomology groups satisfying the following relations:
◮ H2k((g1 ⊕ h2)
∨, dtot) ∼= H
k
+(h, Z
0
−(g,Ω)) ⊕H
k−1
+ (h, Z
2
−(g,Ω));
◮ H2k+1((g1 ⊕ h2)
∨, dtot) ∼= H
k
+(h,C
1
−(g,Ω)) = 0,
for k ≥ 1. In particular, for k = 0, 1 we have
◮ H0((g1 ⊕ h2)
∨, dtot) ∼= H
0
−(g,Ω);
◮ H1((g1 ⊕ h2)
∨, dtot) ∼= H
0
+(h,H
1
−(g,Ω)).
The notation g1 ⊕ h2 emphasizes that the generators in g have degree 1 and odd
parity while h2 indicates that its generator has degree 2 and even parity.
Proof. First of all, we notice that the induced total complex (C•tot, d
•
tot) is indeed
a cohomology complex, where d•tot defining a coboundary operator follows from
properties (1) and (2). Moreover, from property (5), we deduce that
Ker(dk+1,2+ ) = Im(d
k,3
+ ) , Ker(d
k+1,1
+ ) = Im(d
k,2
+ ) , ∀k ≥ 0.
We start proving the theorem for the case of total degree 2k . Property (4) implies
that
Ker(d2ktot) = Ker(d
k,0
− )⊕
[
Im(dk−1,1− ) + Ker(d
k−1,2
+ )
]
.
However, for k = 0 the above equality reduces to
Ker(d0tot) = Ker(d
0,0
− ).
For what concerns the image, we have that it holds
Im(d2k−1tot ) = Im(d
k−1,1
+ )⊕ [Im(d
k−1,1
− ) + Im(d
k−2,3
+ )].
In particular, for k = 1 the coboundary operator dk−2,3+ does not appear and so
Im(d1tot) = Im(d
0,1
+ )⊕ Im(d
0,1
− ).
THE BRST COHOMOLOGY COMPLEX OF A MATRIX MODEL 23
From the above equalities, it follows straightforwardly that:
H2k((g1 ⊕ h2))
∨, dtot) ∼=
Ker(dk,0− ) ∩Ker(d
k,0
+ )
Im(dk−1,1+ )
⊕
Ker(dk−1,2+ ) ∩Ker(d
k−1,2
− )
Im(dk−2,3+ )
= Hk+(h, Z
0
−(g,Ω))⊕H
k−1
+ (h, Z
2
−(g,Ω)).
We also recall that the coboundary operator dk,0+ is the zero map, i.e. Ker(d
k,0
− )
coincides with Ker(dk,0− ) ∩ Ker(d
k,0
+ ), and that Ker(d
k−1,2
+ ) is a subset of Ker(d
k−1,2
− )
for property (2) and (5). Finally, for k = 0, we have
H0((g1 ⊕ h2)
∨, dtot) ∼= Ker(d
0,0
− ) = H
0
−(g,Ω).
To conclude the proof of the theorem, let us consider the case of total degree 2k+1,
for k ≥ 1. Given a generic cochain ϕ in C2k+1tot , it can be uniquely decomposed as
the sum:
ϕ = ϕk,1 + ϕk−1,3
for ϕk,1 in Ck,1 and ϕk−1,3 in Ck−1,3. Then, imposing that ϕ is a cocycle in the total
complex is equivalent to ask that
dk,1− (ϕk,1) = −d
k−1,3
+ (ϕk−1,3) and d
k,1
+ (ϕk,1) = 0.
By applying Property (5), we have that ϕk,1 ∈ Im(d
k−1,2
+ ), i.e., that there exists an
element α in Ck−1,2 such that dk−1,2+ (α) = ϕk,1. Hence, for the relation imposed by
Property (2) among the coboundary operators, we deduce that
dk−1,3+ (ϕk−1,3) = −d
k,1
− (d
k−1,2
+ (α)) = d
k−1,3
+ (d
k−1,2
− (α)).
Finally, using the injectivity of dk,3+ for all non-negative value of k, i.e. Property
(3), we enforce that ϕk−1,3 is an element of Im(d
k−1,2
− ). Thus
Ker(d2k+1tot ) = Im(d
k−1,2
+ )⊕ Im(d
k−1,2
− ).
In case of k = 0, the above expression simplifies to
Ker(d1tot) = Ker(d
0,1
+ ) ∩Ker(d
0,1
− ).
Last, we consider Im(d2ktot). The coboundary operator d
2k
tot, with k ≥ 1, can be written
as a sum of coboundary operators d•+ and d
•
−:
d2ktot = d
k,0
− ⊕ [d
k−1,2
+ ⊕ d
k−1,2
− ].
Both operators dk−1,2+ and d
k,0
− take values in C
k,1 while the image of the map dk−1,2−
is in Ck−1,3. Moreover, using Property (2) for i = 0 as well as Property (5), we
deduce that
Im(dk,0− ) ⊆ Ker(d
k,1
+ ) = Im(d
k−1,2
+ ).
Therefore,
Im(d2ktot) = Im(d
k−1,2
+ )⊕ Im(d
k−1,2
− ).
In the case k = 0, we immediately see that Im(d0tot) coincides with Im(d
0,0
− ).
To conclude, a cohomology group H2k+1((g ⊕ h)∨, dtot), for k ≥ 1, satisfies the fol-
lowing identity:
H2k+1((g1 ⊕ h2)
∨, dtot) =
Ker(dk,1+ )⊕ Im(d
k−1,2
− )
Im(dk−1,2+ )⊕ Im(d
k−1,2
− )
=
Im(dk−1,2+ )
Im(dk−1,2+ )
= {0} .
Finally, if k = 0, we have
H1((g1 ⊕ h2)
∨, dtot) ∼=
Ker(d0,1+ ) ∩Ker(d
0,1
− )
Im(d0,0− )
= H0+(h, H
1
−(g,Ω)).

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6. Conclusions and outlooks
In this article we proved that the known relation between BRST cohomology and
Lie algebra cohomology for irreducible theories can be recovered also in the case of
reducible theories. This goal has been achieved via the introduction of a generalize
notion of Lie algebra cohomology, which allows to have generators of higher degree.
Even though we restricted ourselves to consider a U(2)-matrix model, we expect
that the same approach could be followed for other classes of models, with higher
level of reducibility. By separating the BRST generators by their ghost degree, we
believe that the induced gauge-fixed BRST complex can then be seen as a weighted
multicomplex for this generalized Lie algebra complex, where the weights of the
indices are determined by the ghost degree of the generators while the parity of the
complex reflects the parity, bosonic or fermionic, of the BRST generators. The hope
and the believe is that, thanks to this approach, we can have a clearer understanding
of this gauge-fixed BRST complex and of its structure also for higher order gauge-
symmetry groups. Moreover, as shown for our model of interest, this point of view
could be helpful in facing the challenging task of explicitly describing the BRST
cohomology groups of degree k > 0 and eventually contributing to clarifying their
physical relevance, which has still be to fully understood.
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