Abstract. We generalize the decomposition of Uq(g) introduced by A. Joseph in [5] and relate it, for g semisimple, to the celebrated computation of central elements due to V. Drinfeld ([2]). In that case we construct a natural basis in the center of Uq(g) whose elements behave as Schur polynomials and thus explicitly identify the center with the ring of symmetric functions.
1. Introduction and main results 1.1. Let H be an associative algebra with unity over a field k and let C be a full abelian subcategory closed under submodules of the category H −Mod of left H-modules. Suppose that we have a "finite duality" functor ⋆ : C → Mod −H with V ⋆ ⊆ V * = Hom k (V, k) (with equality if and only if V is finite dimensional) with its natural right H-module structure, such that the restriction of the evaluation pairing ·, · V : V ⊗ V * → k to V ⊗ V ⋆ is non-degenerate for all objects V in C (see §2.1 for the details). Following [3] , we define β V : V ⊗ V ⋆ → H * by
where ⊲ (respectively, ⊳) denotes the left (respectively, right) H-action. Set H * V = Im β V . Recall that V ⊗ V ⋆ and H * are naturally H-bimodules. The following is proved in [ 
is an injective homomorphism of left (respectively, right) H-modules.
It is natural to call
• C H * V , where Iso C (respectively, Iso • C ) is the set of isomorphism classes of objects (respectively, simple objects) in C . By Proposition 1.1(b,c) there is a natural inclusion H * 1.2. Henceforth we denote by C f in the full subcategory of C consisting of all finite dimensional objects. Clearly V ⊗ V ⋆ , V ∈ C f in , is a unital algebra with the unity 1 V ; set z V := β V (1 V ) ∈ H * V . For example, if H = kG for a finite group G then for any finite dimensional H-module V we have z V (g) = tr V (g), g ∈ G where tr V denotes the trace of a linear endomorphism of V .
Given an H-bimodule B define the subspace B H of H-invariants in B by B H = {b ∈ B : h ⊲ b = b ⊳ h, ∀ h ∈ H} (B H is sometimes referred to as the center of B). Clearly, z V ∈ (H * V ) H \ {0}, and
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it is easy to see that (
The following result contrasts sharply with Proposition 1.1 and Theorem 1.2 for non-semisimple C .
C is an isomorphism of abelian groups.
1.3. To introduce a multiplication on Z C ⊂ (H * C ) H ⊂ H * C , we assume henceforth that H = (H, m, ∆, ε) is a bialgebra and that C is a tensor subcategory of H − Mod. Note that H * is an algebra in a natural way. It is easy to see (Lemma 2.4) that (H * ) H is a subalgebra of H * . We also assume that there is a natural isomorphism (
Thus, it is natural to regard Z C as the character ring of C .
1.4. To transfer the above structures from H * C to H we assume that H = (H, m, ∆, ε, S) is a Hopf algebra. For an H-bimodule B define left actions ad and
is a well-defined linear map; we abbreviate H V,P := Φ P (H * V ) and
homomorphism of left H-modules, where H acts on H *
C and H via ⋄ and ad, respectively. Moreover,
Denote by M (H) the set of all P ∈ H ⊗H such that (∆ ⊗ 1)(P ) = (m ⊗ m ⊗ 1)((T ⊗ 1)P 15 P 35 ) for some T ∈ H ⊗H ⊗H ⊗H and let M 0 (H) be the set of P ∈ M (H) with T satisfying (m op ⊗m op )(T ) = 1 ⊗ 1. Surprisingly, if P ∈ A (H) ∩ M (H) then Φ P is almost a homomorphism of algebras.
is a homomorphism of rings.
Following [2, 9, [11] [12] [13] we say that P is factorizable if Φ P is injective. The following is immediate.
Parts (a) and (b) generalize Joseph's decomposition ( [5] ). Namely, let H = U q (g) for a KacMoody algebra g and C g be the (semisimple) category of highest weight integrable U q (g)-modules (of type 1, see e.g. [1] ); then V ⋆ is the graded dual. Let Λ + be the monoid of dominant weights for g and denote V (λ) a highest weight simple integrable module of highest weight λ ∈ Λ + . We construct a factorizable P = P g in Lemma 2.9 and recover a result of Joseph ([5] ).
Furthermore, part (c) of Corollary 1.7, which generalizes a classic result of Drinfeld ( [2] ), yields
This provides the following refinements of classic results of Duflo, Harish-Chandra and Rosso ([10] 
Notation and proofs
Recall that, given an H-bimodule B, B * is naturally an H-bimodule via (h⊲f
In particular, H * is an H-bimodule.
2.1.
Proof of Theorem 1.3. The following are immediate.
Thus, given V ⊂ U in C , we can replace the natural short exact sequence 0 → V → U → U/V → 0 by the one from Lemma 2.2. 
Proof. It suffices to verify the assertion for x = v ⊗ f and y = w ⊗ g, v ∈ V , w ∈ W , f ∈ V ⋆ , g ∈ W ⋆ . We have by Lemmata 2.1, 2.2(a)
Since 1 V ⊕ρW = 1 V + 1 W where 1 V ∈ V ⊗ V ⋆ , 1 W ∈ W ⊗ W ⋆ , the first assertion in part (a) follows from Lemma 2.3. In particular, z V ∈ [S]∈Iso
• C Zz S for each V ∈ C = C f in because it has finite length. Since the set {z V } [V ]∈Iso
• C ⊂ H * C is k-linearly independent, the second assertion in (a) follows. To prove part (b), note that the first assertion in (a) implies that the map in (b) is well-defined. Note also that K 0 (C ) = [V ]∈Iso
• C Z|V | since C = C f in . It remains to apply the second assertion from part (a).
Algebra structure on H *
C . Henceforth we assume that H = (H, m, ∆, ε) is a bialgebra. Then H * is a unital algebra with the multiplication defined by (φ · ξ)(h) = φ(h (1) )ξ(h (2) ), h ∈ H, φ, ξ ∈ H * , ∆(h) = h (1) ⊗ h (2) in Sweedler notation and the unity is ε.
Lemma 2.4. (H
Proof. Observe that φ ∈ (H * ) H if and only if φ(hh ′ ) = φ(h ′ h) for all h, h ′ ∈ H. Then, given h, h ′ ∈ H and ξ, ξ ′ ∈ (H * ) H we have
Proof of Theorem 1.4. Note that in the category of k-vector spaces there is a natural isomorphism
This proves the first assertion and also the second once we observe that
2.3. The Hopf algebra case. Suppose now that H = (H, m, ∆, ε, S) is a Hopf algebra. Since H is naturally an H-bimodule, ad : H → End k H is a homomorphism of algebras. We also define ad
, which is a homomorphism of algebras. Henceforth, given A ∈ H ⊗n we write it in Sweedler-like notation as A = a 1 ⊗ · · · ⊗ a n with summation understood.
Proof of Theorem 1.5. We need the following equivalent descriptions of A (H).
Lemma 2.5. Let P = P 1 ⊗ P 2 ∈ H ⊗H. The following are equivalent:
Proof. By (a) we have
Then (b) and (c)) follow by applying m(S ⊗ 1) ⊗ 1 ⊗ ε and m(S ⊗ 1) ⊗ m(1 ⊗ S), respectively, to both sides. Part (b) implies (a) since h (1) (ad
Lemma 2.6. Let B be an H-bimodule and set
The following Lemma is well-known and can be proved similarly.
By Lemma 2.5(c) we have, for all h ∈ H, ξ ∈ H *
2). This proves part (a). Furthermore, suppose that P ∈ M 0 (H), whence t 2 t 1 ⊗ t 4 t 3 = 1 ⊗ 1, and let ξ,
. This, together with Theorem 1.5, implies parts (b) and (c).
2.4. Applications. Let R(H) be the set of pairs (R + , R − ), R ± ∈ H ⊗H, such that R
Lemma 2.8. Suppose that there exists g ∈ H group-like such that gS 2 (h) = hg for all h ∈ H. Let (R + , R − ) ∈ R(H).
If P is as in Lemma 2.8 we obtain
Let k = Q(q) and let U q (g) be a quantized enveloping algebra corresponding to a symmetrizable Kac-Moody algebra g which is a Hopf algebra generated by E i , F i , i ∈ I and K µ , µ ∈ Λ, where Λ is a weight lattice of g, with ∆(
ε(E i ) = ε(F i ) = 0 and ε(K µ ) = 1, where α i , i ∈ I are simple roots of g. Let K be the subalgebra of U q (g) generated by the K µ , µ ∈ Λ. After [2, 8] , there exists a unique R-matrix in a weight completion U q (g) ⊗U q (g) of the form R = R 0 R 1 where R 1 ∈ U + q (g) ⊗U − q (g) is essentially Θ op in the notation of [8] and satisfies (ε ⊗ 1)(R 1 ) = (1 ⊗ ε)(R 1 ) = 1 ⊗ 1, while R 0 ∈ K ⊗K is determined by the following condition: for any K-modules
is the Kac-Killing form on Λ × Λ ( [6] ). The following is immediate.
Lemma 2.9. Let R = r 1 ⊗ r 2 be as above. Let v λ ∈ V (λ) (f λ ∈ V (λ) ⋆ ) be a highest (respectively, lowest) weight vector of weight λ (respectively, −λ), λ ∈ Λ + . Then r 1 ⊲ v λ ⊗ r 2 = v λ ⊗ K λ and
Proof of Theorem 1.8. Taking into account that g = K −2ρ we obtain from Lemma (2.9) and (2.3) that Φ P (β V (λ) (v λ ⊗ f λ )) = K λ g ⊲ v λ , f λ K λ ∈ k × K 2λ . Since V (λ) ⊗ V (λ) ⋆ is cyclic on v λ ⊗ f λ as U q (g)-module with the ⋄ action, H V (λ) is cyclic on K 2λ as the ad U q (g)-module by the above. Since β V (λ) is injective and P is factorizable by [2] , it follows that H V (λ) ∼ = V (λ) ⊗ V (λ) ⋆ . To prove the second assertion, let O q (G) be the quantum coordinate algebra corresponding to g. Then by [4] O q (G) ∼ = H * Cg and it remains to apply Corollary 1.7(b). Proof of Theorem 1.9. Clearly, End Uq(g) V (λ) = Q(q) id V (λ) . This and Theorem 1.8 immediately imply that Z(H Cg,Pg ) = λ∈Λ + Q(q)c V (λ) , hence the assignment |V (λ)| → c V (λ) is an isomorphism Q(q) ⊗ Z K 0 (C g ) → Φ Pg ((H * Cg ) H ) = Z(H Cg,Pg ) as in Corollary 1.7(c). By [7] , K 0 (C g ) = K 0 (g − mod) where g − mod is the category of finite dimensional g-modules. On the other hand, each non-zero element of Z(U q (g)) is ad-invariant, hence generates a one-dimensional ad U q (g)-module and thus is contained in H Cg,Pg by [5] . Therefore, Z(U q (g)) ⊂ H Cg,Pg hence Z(U q (g)) = Z(H Cg,Pg ).
