Abstract. We give explicit formulas for the Betti numbers, both stable and unstable, of the unordered configuration spaces of an arbitrary surface of finite type.
Introduction
In this paper, we study the configuration space of k unordered points in a surface Σ of finite type, which is defined as the quotient B k (Σ) = {(x 1 , . . . , x k ) ∈ Σ k |x i = x j if i = j}/S k , in genus," has a conceptual explanation in terms of representation stability for the symplectic groups. In order to describe our approach, we recall a general method for understanding the rational homology of configuration spaces of manifolds. To a manifold M , there corresponds a graded Lie algebra g M built from the cohomology of M , and the graded vector space H * (B k (M ); Q) coincides with a particular summand of the Lie algebra homology of g M . This Lie algebra homology may be computed by means of the Chevalley-Eilenberg complex (see Definition 2.1), and the work of this paper consists in the application of algebraic and combinatorial techniques to this complex.
The Chevalley-Eilenberg complex has been a ubiquitous presence in the study of the unordered configuration spaces of manifolds (as well as the ordered-see [Get99] ). Prominent examples of its appearance include the work of Bödigheimer-Cohen-Taylor [BCT89] , Bödigheimer-Cohen [BC88] , and Félix-Thomas [FT00] , building on McDuff's foundational work [McD75] ; and the work of Félix-Tanré [FT05] following Totaro [Tot96] . In order to make the identification with Lie algebra homology, each of these works requires assumptions about the background manifold-orientability, for example. More recently, the identification was established in full generality by the second author in [Knu17] using the theory of factorization homology developed by Ayala-Francis [AF15] and Lurie [Lur03, Ch. 5], among others.
Although the Chevalley-Eilenberg complex has appeared widely in the past, it has often been the practice to deal with it one subcomplex at a time-to treat separately the computations for the configuration spaces of five and of twenty points, say. Our approach is to treat the complex as a whole, performing the computation for B k (Σ) simultaneously for all k. It is this simultaneity that renders the computations feasible in practice.
Acknowledgements. The first author thanks Christoph Schiessl for helpful conversation. The second author thanks Jordan Ellenberg, Benson Farb, and Joel Specter.
2. Recollections 2.1. General conventions. We work throughout with graded vector spaces or (co)chain complexes over the ground ring Q. Degree is understood homologically; that is, the differential of a chain complex decreases degree while that of a cochain complex increases degree. In addition, our chain complexes will often carry an auxiliary grading, called weight. Degree is generically indexed by i and weight by k. We denote the dimension of the degree i summand of a graded vector space V by dim i . If V is weighted, we denote the dimension of the degree i and weight k summand by dim i,k V . For X a topological space, the Betti number β i (X) is dim i H(X; Q).
The nth suspension of the graded vector space V is the graded vector space V [n] with V [n] i = V i−n , and the element of V [n] corresponding to x ∈ V is denoted σ n x. Vector spaces are identified with graded vector spaces concentrated in degree 0; for example,
The degree of a homogeneous element x is written |x|.
Graded vector spaces will typically be finite dimensional in each degree. In this situation, it is convenient to collect the dimensions of the summands of V into its Poincaré series
For example, we have the equalities
Poincaré series are additive under direct sum and, modulo convergence issues for unbounded complexes, multiplicative under tensor product. Moreover, for a complex (V, d), we have the equality P H(V,d) (t) = P ker(d) (t) + t |d| (P ker(d) (t) − P V (t)).
The symmetric algebra Sym(V ) is understood in the graded sense; that is
If V is weighted, then Sym(V ) inherits a weight grading by specifying that the inclusion of V be weight preserving and that weights add under multiplication. Note that it is the homological degree alone that determines whether a homogeneous element is a polynomial or an exterior generator. We will typically work with Sym(V ) where V is a weighted complex concentrated in weights 1 and 2. In these situations, we employ the convention that a variable without a tilde has weight one, while a variable with a tilde has weight two.
Configuration spaces and Lie algebras.
Recall that a graded Lie algebra is a graded vector space g equipped with a linear map [−, −] : g ⊗2 → g satisfying the graded antisymmetry and graded Jacobi identities.
Definition 2.1. Let g be a graded Lie algebra. The Chevalley-Eilenberg complex of g is the chain complex CE(g[1]) whose underlying graded vector space is Sym (g[1] ), which carries the structure of the cofree conilpotent cocommutative coalgebra on the graded vector space g [1] , and whose differential is the unique coderivation D of that coalgebra structure such that
Remark. The complex CE(g) computes the Lie algebra homology of g; the reader interested in more may consult any of many expositions, for instance [CE56, XIII] , [Wei94, 7] , or [FHT01, 22] . We note for the sake of completeness that the differential is given explicitly by the formula
where the sign ǫ is determined by
We shall not make use of this formula, as a more convenient sign convention, made explicit at the close of the section, is available in the case of interest. Now, let Σ be a surface of finite type. We write Q w for the orientation sheaf of Σ and recall that there is an isomorphism (Q w ) ⊗2 ∼ = Q inducing a cup product from twisted to ordinary cohomology. We write g Σ for the graded Lie algebra given additively by
, where H c denotes compactly supported cohomology, with the nonzero components of the bracket determined by the cup product according to the equation
Remark. If Σ is orientable, then g Σ is the tensor product of the cohomology of Σ and the free graded Lie algebra on a single generator of degree 1, equipped with the canonical Lie algebra structure on the tensor product of a commutative algebra and a Lie algebra. If Σ is nonorientable, there is an analogous characterization as the the super tensor product of a commutative superalgebra with a Lie superalgebra.
The filtration of g Σ by bracket length is canonically split, and we regard g Σ and thereby CE(g Σ ) as weight graded according to the induced grading. We have the following result, which we do not state in the greatest possible generality. Theorem 2.2. [Knu17] There is an equality
We close this section with a remark on signs. From the definitions, we have
and D is determined as a coderivation by specifying that
All of the calculations below are performed with a differential, also called D, that omits the sign (−1) |α|+|β|+1 . This omission is justified by a linear change of variables; indeed, multiplication by −1 in the even part of H − * c (Σ; Q)[3] eliminates the sign.
Nonorientable and open surfaces
In this section, we compute the Betti numbers of B k (Σ), where Σ is either nonorientable or both orientable and open. The bulk of the former computation was carried out in [Knu17] and the bulk of the latter in [BC88] ; nevertheless, we include them here for the sake of completeness and as a warmup for the more involved computations to come.
3.1. Nonorientable surfaces. Let N h ∼ = # h RP 2 denote the nonorientable surface of Euler characteristic 2 − h, and let N h,n = N h \ S, where |S| = n. Using Poincaré duality and elementary algebraic topology, one finds that
c (N h,n ; Q) vanishes for degree reasons, and we conclude that the Chevalley-Eilenberg differential vanishes.
In the closed case n = 0, we have the following:
Proposition 3.1. For any k ≥ 0,
where
, so the ith Betti number of B k (N h ) is given by the dimension of the summand of degree i and weight
where |p| = 0, |u j | = 1, |ũ j | = 2, and |ṽ| = 3 (this is a slight abuse of notation as the u j classes are from twisted cohomology groups of N h while theũ j classes are from untwisted cohomology groups of N h ). Decomposing this expression using the elementsũ r h−1 u s h−1 for r ≥ 0 and s ∈ {0, 1} yields the recursive formula
for h ≥ 2, together with the base case
for k > 1. An easy induction on h using the identity
(valid for n ≥ −1) completes the proof.
In the punctured case, the calculation is even simpler:
Proposition 3.2. For any k ≥ 0 and n ≥ 1,
Proof. As before, there is no differential in the Chevalley-Eilenberg complex, so the ith Betti number of B k (N h,n ) is given by the dimension of the summand of degree i and weight k in
where |p| = 0, |u j | = 1, and |ũ j | = 2 (the same caveat about naming applies), and we again have the recursive formula
,n−1 )) for n ≥ 2, it suffices to verify the case n = 1, which follows as before by induction on h.
3.2. Open orientable surfaces. We turn our attention to Σ g,n , the n-punctured orientable surface of genus g, with n > 0. As a graded vector space, the Lie algebra g Σg,n is given by
and the only nonzero brackets take the paired classes in the lefthand copy of H 1 c (Σ g,n ) to their cup product in the righthand copy of H 2 c (Σ g,n ). Denoting by h the Lie subalgebra spanned by these 2g + 1 classes, we may decompose g Σg,n as a sum of h and an Abelian Lie algebra spanned by the remaining classes. This sum passes to a tensor product at the level of Chevalley-Eilenberg complexes, and we obtain the decomposition
Here W g,n = Sym(p,ã r ,b r , u s ,ũ s ), |p| = 0, |u s | = 1, |ũ s | = 2, |ã r | = |b r | = 2, and (1, 1) ≤ (r, s) ≤ (g, n − 1).
The Lie algebra homology of h was computed in dual form in [BC88] .
As for W g,n , we have the following.
Lemma 3.4. For any g, k ≥ 0 and n ≥ 1,
since the displayed binomial coefficient is the number of ways of writing l as the sum of 2g nonnegative integers, while
since the displayed binomial coefficient is the number of ways of writing i as the sum of n − 1 nonnegative integers. With these calculations in hand, the claim follows from the equality
Combining these calculations, we deduce the following:
Proposition 3.5. For g, k ≥ 0 and n ≥ 1, the Betti number
Proof. For i ≤ k − 1, we have
Indexing the first sum in the second expression by r = 2g + 1 − j instead of j, the difference of binomial coefficents becomes 2g
, which matches the difference in the first sum. The expression becomes
⌋, then 2l > i + j − 2g − 1, so that the first binomial vanishes. Thus we may combine the sums to obtain the desired expression.
Closed orientable surfaces
4.1. Technical setup. Let Σ = Σ g denote the closed surface of genus g. Since
we may write the underlying graded vector space of the Chevalley-Eilenberg complex as
where the variables are in the following degrees and weights:
degree 0 degree 1 degree 2 degree 3 weight 1
The differential D is specified as a coderivation by a map from this symmetric coalgebra to the cogenerators, the nonzero components of which are D(a i b i ) =p and D(vx) =x for x of weight 1.
To give a general formula for D, we introduce the following operators, which will play a key role in the remainder of the paper.
Definition 4.1. On CE(g Σ ) we define the operators
where ∂ u is the degree −1 operator defined by formal differentiation with respect to u.
Note that δ is a differential while ∆ is not; moreover, the two commute. Since ∆ is even, we can be relatively cavalier about applying it to elements, but it is necessary to be more careful with the odd operator δ.
In terms of these operators, we have the formula
Our strategy in making this formula more comprehensible will be to eliminate the last two terms using contracting homotopies. In order to state the end result, we require some terminology. First, as we will see below, the Betti number β i (B k (Σ g )) is zero for i > k+1 and independent of k for i < k (indeed, this latter fact is a general phenomenon; see [Chu12] and [RW13a] ). We write β st i (B(Σ g )) = β i (B k (Σ g )) for any i < k and refer to this number as the ith stable Betti number.
In order to keep track of the ranks of graded spaces, we will use Poincaré series, our conventions regarding which may be found in Section 2.1. We write
for the Poincaré series recording the Betti numbers of interest. We further define the following two subspaces of CE(g Σ ):
where i runs from 1 to g. Since g is often fixed, we will abbreviate the names of these spaces to X and K when confusion is unlikely, but we will have need of the subscript when we allow g to vary. We also use the notation X and K for P X (t) and P K (t), respectively. We note the easily verified equalities
Our first main technical result, whose proof occupies Section 5, provides formulas for the Poincaré series of interest in terms of these auxiliary subspaces.
Theorem 4.2. Poincaré series for the Betti numbers of the configuration spaces of Σ are given by
These are the formulas we use to make our computations. As an illustration of their efficiency, we present the case g = 0.
Corollary 4.3. For any k ≥ 0,
Proof. Since g = 0, X = Q, and δ = ∆ = 0. Thus
Thus, when i = 0, there is a one-dimensional contribution from the first series for all k > 0 and from the second series when k = 0; when i = 2, there is a onedimensional contribution from the third series when k = 1; when i = 3, there is a one-dimensional contribution from the first series for all k > 3 and from the second series when k = 3; and there are no contributions for i / ∈ {0, 2, 3}.
Our second main technical result is a computation of the graded dimension of the auxiliary space K g .
Theorem 4.4.
(1) For i ≥ 3 and g ≥ 0, the graded dimensions of K g are given by
The special cases for i ≤ 2 are
(2) In the range 3 ≤ i ≤ g + 2, there is the simplification
Proving this result will be the object of Section 6; for the moment, we concentrate on exploiting it. 4.2. Results. The three corollaries that follow provide explicit formulas for all Betti numbers of configuration spaces of closed surfaces. The proofs are immediate from Theorems 4.2 and 4.4, together with the formula for X given above. When the degree i is at least five, the situation is "generic" and each formula is merely the sum of the formula for K g given in Theorem 4.4(1), suitably reindexed, with a simplification of any summands involving X. When i is small, the calculation is easily carried out by hand, in some cases with the aid of Theorem 4.4(2).
Corollary 4.5. For i ≥ 5 and g ≥ 0 the unstable Betti number
The special cases for i < 5 are:
Corollary 4.6. For i ≥ 5 and g ≥ 0, the unstable Betti number
Corollary 4.7. For i ≥ 5 and g ≥ 0, the stable Betti number β The special cases for i < 5 are:
Because the summations over genus in the formulas of Corollaries 4.5, 4.6, and 4.7 are rather messy, we complement them with two further results demonstrating asymptotic behavior for high genus and for high degree, along with a handful of explicit computations in low genus and/or degree. We begin with a kind of genus stability result, which is immediate from Theorems 4.2 and 4.4(2):
Corollary 4.8. In the range 5 ≤ i ≤ g, we have:
Next, there is the following consequence of the formulas of Corollaries 4.5, 4.6, and 4.7. 
Proof. Inside the summations calculating the Betti number, the only factor with i dependence is of the form
which is a degree 2j + 1 ≤ 2g − 1 polynomial in i for fixed parity. Outside the summation, the stable and lower unstable Betti numbers also have a contribution which is polynomial of degree 2g − 2 in i.
Unfortunately, the presentation in the corollaries is not particularly readable, and one might hope for a simplification giving the coefficients of these polynomials in a more comprehensible manner, or at least for a discernable pattern of some sort. One example of such a possible pattern is the observation that for 2 ≤ g ≤ 20, the coefficients of p Figure 2 contains a chart of values of stable Betti numbers for g ≤ 6 and i ≤ 43. We emphasize that with the formulas of this paper, the calculation of such polynomials or Betti numbers for much larger g and i is a computationally trivial task; these charts are included purely to provide convenient examples.
Proof of Theorem 4.2
Recall from Section 4 that the differential on CE(g Σ ) is given by the formula
Our first simplification is to eliminate the termṽ 2 ∂ 2 v using a contracting homotopy. First, we recall that the spaces of interest are Figure 1 . The first few polynomials from Corollary 4.9. These give both stable and unstable Betti numbers for i ≥ 5.
with Poincaré series X and K, respectively. We further define two auxiliary subspaces of X g :
As before, i runs from 1 to g, and we omit the subscript when the genus is unambiguous.
Lemma 5.1. Define
(1) a retraction CE(g Σ ) → Z ⊕ vZ, which, for q ∈ Z, takesṽq to −2vδ(q) − 2vp∂ p q, and (2) a degree 1 chain homotopy from CE(g M ) to itself, which, for q in Z, takes v nṽ q to 2n! (n + 2)! v n+2 q.
Then the inclusion of Z ⊕ vZ into CE(g) along with the retraction and chain homotopy constructed above constitute the data of a deformation retraction.
The proof is a direct computation.
Remark. It follows from this step alone that H i (B k (Σ g ); Q) = 0 for i > k + 1. 
where n = n(q) is the largest nonnegative integer such that
(4) a degree 1 linear operator on Z ⊕ vZ by stipulating that
and extending by zero.
Then d is a differential, f and g are chain maps, and H is a chain homotopy id ∼ f g.
Proof.
The proof is a direct, albeit tedious, computation. We leave to the reader all but the verification that g is a chain map. For this, we have
where we have made use of the fact that if n = 0, then ∂ p q = 0, while if n = 0, we have p n + 1
Thus, gD = dg.
Corollary 5.3. For i < k,
where d st has components ∆ 2 [3] : X → X [3], δ∆ : X → X , and −δ∆ :
. In particular, the dimension of this vector space is independent of k.
Proof. The degree less than weight subspace of Y ⊕ vpY ⊕ vX is It is clear from the formulas that the respective dimensions of the kernel and image of
are independent of n and therefore of k. Thus, for example, the Betti numbers of B k (Σ g ) for i < k and any k are computed by the complex
Corollary 5.3 asserts that we may calculate stable Betti numbers using the complex
We will use two more lemmas for the proof of Theorem 4.2. We write X >0 ⊂ X for the subspace of polynomials with no constant term.
Lemma 5.4. The cochain complex (X >0 , δ) is acyclic. More specifically, there is an operator H on X that restricts to a cochain nullhomotopy of (X <0 , δ), also called H, and this operator has the property that ∆H∆H and H∆H∆ differ by an invertible linear transformation.
Proof. It is easily seen that the operator h = c c∂c on X has the property that (δh + hδ)α is a nonzero scalar multiple of α for every nonzero monomial α ∈ X >0 , where c runs over the set {a 1 , . . . , a g , b 1 , . . . , b g }. We obtain H by setting H(α) = h(α) deg α where deg α is the polynomial degree of the monomial α (not its homological degree), and H| X0 = h| X0 = 0.
To see the desired behavior with respect to ∆, first calculate that
Then both ∆ and [h, ∆] are partial differentiation operators so [[h, ∆], ∆] = 0, or in other words
In polynomial degree at most 4, h∆h∆ is manifestly zero since h kills anything of nonpositive polynomial degree, and so the same is true for ∆h∆h. Then H∆H∆ = 0 = ∆H∆H on elements of X of degree at most 4. In polynomial degree greater than 4, since ∆ lowers degree by two, applying ∆H∆H to a monomial of degree p yields p−4 p H∆H∆. Acyclicity will be used immediately; the specific commutation relation between H and ∆ will be used below in the proof of Lemma 6.2.
Lemma 5.5. There is an isomorphism ker d st ∼ = ker(δ∆ ⊕ δ∆[3]) of bigraded vector spaces.
Proof. We have a canonical isomorphism X ∼ = X >0 ⊕ Q, which we write as q → (f (q), c(q)). Clearly im δ ⊂ X >0 , and we fix a section s : im δ → X >0 of δ. Now, observe that if (q, r) ∈ X ⊕ X [3] is annihilated by d st , then ∆q ∈ ker δ, and
which is the projection to the second factor of d st (q, r) and hence zero. Thus, the assignment (q, r) → (q, sf (∆q) − r) defines a linear map ker
This map is an isomorphism with inverse given by the same formula.
Lemma 5.6. The Poincaré series for ker δ∆ on X satisfies
Proof. Consider x ∈ ker δ∆ ⊂ X . Then δx is in ker ∆ ∩ im δ which differs from ker ∆ ∩ ker δ only in that the latter also contains the class of 1. Furthermore, if δx = δx ′ then x − x ′ is in ker δ. Then
Lemma 5.4 implies that P H(X ,δ) (t) = 1, which implies by the formula for the Poincaré series of the homology of a complex that
and then expansion completes the proof.
Proof of Theorem 4.2. We have
Then combining this formula with
and Lemma 5.6 yields the desired result. The unstable Betti number β i (B i (Σ g )) is computed by taking kernel modulo image in the diagram
The purpose of this section is to calculate the Poincaré series of K, the simultaneous kernel of δ and ∆, which is used in Section 4 to calculate the stable and unstable Betti numbers in the case of a closed surface.
For g ≥ 0 and n > 0 we write
and we adopt the convention that V(g, 0) = 0. We also set S = Q[ã,b], whereã andb have degree 2. We write V g,n and S for the respective Poincaré series. These spaces are related to the spaces of interest as follows:
Lemma 6.1. For g ≥ 0, there is an exact sequence
where the rightmost arrow is the composite
(q,r) →δq
The proof (as well as the definition of the leftmost map) uses a substantial amount of new notation and is deferred to the end of the section. For the present, we derive the following consequence:
Lemma 6.2. For g ≥ 0, the Poincaré series K g+1 satisfies the recurrence relation
Proof.
In light of Lemma 6.1, the bulk of the lemma will be established after showing that the map
is surjective in degrees 4 and higher. For this, we recall from Lemma 5.4 that there is a cochain nullhomotopy H of (X >0 , δ) such that ∆H∆H and H∆H∆ differ by an invertible linear transformation. Now, given x ∈ K g of degree at least 4, the pair (Hx, H∆Hx) lies in V(g, 1). Indeed, both x and ∆Hx lie in X >0 by our assumption on the degree of x, so we have Since we also have
we conclude that x lies in the image of the indicated map, establishing surjectivity. This in turn implies that the rightmost map in the exact sequence of Lemma 6.1 is surjective, which proves the claimed equality of Poincaré series above degree 3. From Lemma 5.4, it follows K g is spanned in degree 2 by the elements of the form c i , so that (c i , 0) ∈ V(g, 1) is a preimage and we have surjectivity in this degree as well. Thus, the claimed equality holds in degree 2. Since the kernel K g vanishes in degree 1 and is one dimensional in degree 0, it remains to establish the equality in degree 3.
For this, we make use of the modified sequence
If (q, r) is degree 2 in V(g, 1) and δq =ã 1 b 1 − a 1b1 , then q = a 1 b 1 up to the kernel of δ. In degree 2 this kernel is spanned byã i andb i , which are also in the kernel of ∆. Then δr = ∆q = ∆(a 1 b 1 ) = 1, which is impossible, and we conclude that this modified sequence is still exact. Thus, it suffices to show surjectivity in degree 3 of the map
But it is easy to see that, in degree 3, K g = ker δ is spanned by elements of the formc i c j − c icj , so that the quotient is spanned by classes of the formc i c j − c icj with i = j andã i b i − a ibi −ã 1 b 1 + a 1b1 . The proof is completed by noting that (c i c j , 0) ∈ V(g, 1) is a preimage in the former case and (a i b i − a 1 b 1 , 0) ∈ V(g, 1) is a preimage in the latter case.
The final missing ingredient is an explicit description of V g,1 , which we again obtain recursively.
Lemma 6.3. The Poincaré series V g,n satisfies the recurrence relation:
for n ≥ 1 and g ≥ 0.
The proof of this recurrence is also deferred to the end of the section.
Corollary 6.4. For g, n ≥ 0, we have
Proof. Note that the recursion of Lemma 6.3 may be extended to nonpositive n if we formally set V g,−n = −t −2n V g,n . Using the recursion, we write
Next we note that V 0,n = 1 + t 3 for n > 0 and thus V g,n can be calculated as
Change of index yields the result.
This expression admits a convenient simplification when the genus is high relative to the degree.
Corollary 6.5. There is the congruence
Proof. Modulo t g+2 , we have
as desired (note that for the t g+1 coefficient,
g−1 is identically zero). Finally, we are ready to calculate the coefficients of the Poincaré series K g explicitly.
Proof of Theorem 4.4. To prove (1), we use the recurrence relation of Lemma 6.2 repeatedly, picking up factors of 1 + t 3 and tSV i,1 :
Ending this expansion with K 1 = SV 0,1 , we can combine the 1 + t 3 terms and achieve
The first term has order at most t 2 , so for i ≥ 3, dim i (K g ) is the degree i term of
Substituting the formula from Corollary 6.4, this is the degree i term of
For a given choice of degree i, the contribution from the (j, m) summand is then
times the degree i+g−j−m−1 coefficient of (1+t
The terms of the Poincaré series S j+1 are familiar from Section 3. To wit, we have
We then have the following equation, valid for g > 0 and i ≥ 3:
which yields (1) by a direct computation of the individual summands. The special cases for i ≤ 2 can be seen by the formula further above or by inspection. For the special case g = 0, the space K g is one dimensional, concentrated in degree 0, which agrees with the formulas of the theorem since the sum for i ≥ 3 is empty for g = 0.
For (2), we proceed by induction on i, using the recurrence relation of Lemma 6.2 in the following form:
For the base case, according to Theorem 4.4(1), the degree 2 coefficient of K g+1 is 2g + 2. Then to determine the degree 3 coefficient of K g we need only determine the degree 2 coefficients of SV g,1 . By Corollary 6.4, modulo t 3 , SV g,1 is
and so the degree 2 coefficient of SV g,1 is 2(g + 1) + 2g 2 − 1.
as desired. We move on to the inductive step. We will prove the statement for i ≤ g + 2, assuming it for lower values of i and all appropriate g. By Corollary 6.5,
where the last step uses the expansion of 1 (1−t) n from Section 3. Thus, the coefficient of t i in this series is
, and combining this with the inductive premise (for i−1 and g +1) and the recurrence relation yields the result directly.
Our last act will be to supply the missing proofs of Lemmas 6.1 and 6.3, both of which follow the same basic syntax, which we now pause to elucidate.
We fix g ≥ 0 and use the letters q and r to denote generic homogeneous elements of X g+1 , which we polarize according to the decomposition
where the q kij contain no factors of a, b,ã, orb and we implicitly sum over (i, j). This equation defines q 1,ij for nonnegative i and j, q 2,ij and q 3,ij when at least one of i and j is positive, and q 4,ij when both i and j are positive, and we extend to arbitrary (i, j) by declaring all other cases to be zero. Note that q 2,i,0 = −q 3,i,0 and that q 2,0,j = q 3,0,j . The index i counts the "total power of a" in q, disregarding the distinction between a andã-likewise for j and b-and it is evident that δ preserves both i and j while ∆ does not. In what follows, we will apply operators φ m,n := δ m ∆ n to q and r and impose conditions like φ m,n q = 0 or φ m,n q = φ m ′ ,n ′ r to obtain an infinite sequence of relations among the q kij and r kij . Because ∆ does not preserve i and j, these relations will mix different values of i and j. In order to obtain homogeneous relations, we work in the bigrading |q 1,ij | = |q 2,ij | = (i, j) and |q 3,ij | = |q 4,ij | = (i − 1, j − 1). With this bigrading in place, we will obtain a system of equations valid for each pair (i, j), and so we will suppress the indices.
As an example, we consider imposing the condition ∆(q) = 0, which implies that ∆(q 1,ij ) + q 4,i+1,j+1 = 0 for each (i, j). With our bigrading, this equation is homogeneous of degree (i, j), and we abbreviate it as ∆(q 1 ) + q 4 = 0.
There is an important special case in bidegree (0, 0), where q 2 is undefined, which we handle separately. Other potential special cases occur in bigrading (−1, * ) and ( * , −1), with * ≥ 0, where only q 3 is defined. In these cases, since q 3,ij = ±q 2,ij if i or j is zero, the value of q 3 in this lowest degree is determined by q 2 in the next higher bidegree, and one might worry about interaction between the constraints on these two variables. Fortunately, our equations will contain pairs of the form φ m,n q 2 = 0 φ m,n q 3 = αq 4 for some constant α, so that, since q 4 = 0 in this lowest bidegree, the two constraints are identical and there is no special case.
Without further ado, we move to the proofs.
Lemma 6.6. If q lies in K g+1 , then (q 1,ij , −q 3,i+1,j+1 ) ∈ V(g, 1) for each (i, j), and δq 1,00 = 0. Conversely, every collection {q 1,ij , q 3,i+1,j+1 } satisfying these conditions specifies a unique element of K g+1 .
Proof. The equations ∆q = δq = 0 yield: where the first map is induced by the augmentation of S. Lemma 6.6 implies that the kernel of this map is precisely the image of K g+1 .
Proof of Lemma 6.3. By definition, (q, r) ∈ V(g +1, n) if and only if ∆ n q = δ∆ n−1 r and ∆ n r = 0. For n > 1, these requirements are equivalent to the following system: ∆ n q 1 + n∆ n−1 q 4 = δ∆ n−1 r 1 + 2∆ n−1 r 2 + (n − 1)δ∆ n−2 r 4 ∆ n q 2 = −δ∆ n−1 r 2 ∆ n q 3 = −δ∆ n−1 r 3 + ∆ n−1 r 4 ∆ n q 4 = δ∆ n−1 r 4 ∆ n r 1 + n∆ n−1 r 4 = 0 ∆ n r 2 = 0 ∆ n r 3 = 0 ∆ n r 4 = 0
None of these equations are redundant. Rearranging, this system becomes the following:
(q 2 , r 2 ) ∈ V(g, n)
(q 3 + 1 n r 1 , −r 3 ) ∈ V(g, n)
∆ n−1 (∆r 1 + nr 4 ) = 0 ∆ n+1 r 1 = 0 ∆ n q 1 + n∆ n−1 q 4 = 1 n δ∆ n−1 r 1 + 2∆ n−1 r 2 + n − 1 n δ∆ n−2 (∆r 1 + nr 4 ) ∆ n q 4 = − 1 n δ∆ n r 1
We rewrite the last four of these equations as nq 4 + ∆q 1 − δ n r 1 − 2r 2 , n − 1 n (∆r 1 + nr 4 ) ∈ V(g, n − 1) ∆ n+1 r 1 = 0 ∆ n ∆q 1 − δ n r 1 − 2r 2 = δ∆ n r 1
In summary, the original system is equivalent to the membership relations (q 2 , r 2 ) ∈ V(g, n)
q 3 + 1 n r 1 , −r 3 ∈ V(g, n)
nq 4 + ∆q 1 − δ n r 1 − 2r 2 , n − 1 n (∆r 1 + nr 4 ) ∈ V(g, n − 1) q 1 , n + 1 n r 1 ∈ V(g, n + 1)
The degeneration when (i, j) = (0, 0) is identical except that the (q 2 , r 2 ) term does not exist. When n = 1, the equations impose the relation that both sides of the third pair above, the pair that is supposed to be in V(g, n − 1), are identically zero and the relations instead eliminate the variables q 4 and r 4 . This matches our convention that V(g, 0) = 0.
Examining the degrees of the pairs above yields the functional relation V g+1,n = S(V g,n+1 + t 2 V g,n−1 ) + St 3 V g,n + (S − 1)t −1 V g,n ,
and applying the identity S−1 S = 2t 2 − t 4 yields V g+1,n = S(V g,n+1 + 2tV g,n + t 2 V g,n−1 )
