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Abstract
During the past years, an increasing number of studies have been conducted on the use
of electrical discharges for the stabilization of airflows (plasma flow control). Electrical gas
discharges transfer energy and momentum to the gas through collisions of free electrons with
atoms and molecules. Chemically active species such as ions, radicals and excited species
are produced due to these collisions. The use of plasma actuators, notably surface dielectric
barrier discharges (SDBD), for flow control applications has been largely investigated, and
it has been demonstrated to effectively control the flow at low flow speed (below 30 m/s).
Nowadays, the research in this area focuses on ways to improve the plasma actuators for flow
speeds relevant to real flight conditions. One promising device for plasma flow control at
high flow speed is the nanosecond pulsed surface dielectric barrier discharge. Nanosecond
pulsed plasmas in general have also drawn attention from other fields, such as plasma assisted
combustion, due to their ability to produce a large amount of active species and producing
substantial overheating in a very short time.
In this thesis an investigation of nanosecond pulsed SDBD is presented, with a focus on flow-
control applications, but also on the production of active species, which are of great interest
for plasma-assisted combustion and for other fields. The experimental characterization of the
plasma created for different conditions, such as the operating pressure, the polarity and the
amplitude of the applied voltage, is conducted. Important plasma parameters such as the gas
temperature, the excited species produced, the reduced electric field or the electron density
are either directly measured or inferred from emission spectroscopy using existing and novel
diagnostic methods. The validity of the diagnostic methods is demonstrated using a numer-
ical model of the plasma. The numerical modelling of the plasma also allows determining
the influence of the plasma on the flow for several conditions. The experimentally studied
conditions are simulated and compared with experimental results to show the strengths and
limitations of the numerical model.
Keywords: surface dielectric barrier discharge, SDBD, plasma actuator, plasma flow control,





In den vergangenen Jahren wurde mit zunehmender Intensität die Anwendung von elektri-
schen Entladungen, sogenannten Plasmen, zur Strömungskontrolle im Bereich der Luftfahrt
untersucht. Bei einer Entladung kollidieren freie Elektronen mit Molekülen und übertragen
so Energie und Impuls auf das neutrale Gas. Durch die Kollisionen werden chemisch aktive
Ionen, Radikale und angeregte Spezies erzeugt.
Bisher wurden insbesondere dielektrischen Barriereentladungen (engl.: surface dielectric
barrier discharges, kurz SDBD) für Anwendungen bei niedrigen Strömungsgeschwindigkeiten
(bis 30 m/s) untersucht. Obwohl dabei zum Teil grosse Erfolge erzielt wurden zielen viele
jüngere Studien darauf ab die Wirksamkeit auf höhere, flugrelevante Geschwindigkeiten
auszuweiten. Eine vielversprechender Ansatz dafür sind SDBD Aktoren bei welchen das
Plasma durch Hochspannungspulse mit einer Dauer von einigen Nanosekunden erzeugt
wird. Neben der Strömungskontrolle wurden auch andere Anwendungen für die gepulsten
SDBD untersucht wie z.B. die plasmaunterstützte Verbrennung, da diese Form der Entladung
besonders viele aktive Spezies in kurzer Zeit erzeugt.
In dieser Dissertation wird eine Studie zu gepulsten SDBD vorgestellt. Im Mittelpunkt stehen
sowohl Anwendungen zur Strömungskontrolle als auch die Erzeugung von aktiven Spezies
für die plasmaunterstützte Verbrennung. Der Einfluss von verschiedenen Randbedingungen
wie der Umgebungsdruck, die Polarität und die Spannung auf die Eigenschaften des Plasmas
werden experimentell untersucht. Dabei werden die wichtigsten Parameter wie die Gastem-
peratur, die produzierten aktiven Spezies, das reduzierte elektrische Feld und die Elektronen
Dichte direkt gemessen oder basierend auf spektroskopischen Messungen mit einer neu ent-
wickelten Methode berechnet. Mittels eines numerischen Modells wird die Gültigkeit dieses
Verfahrens überprüft. Darüber hinaus zeigt das Modell den Einfluss des Plasmas auf die Strö-
mung. Ein Vergleich der numerischen und experimentellen Ergebnisse zeigt die Möglichkeiten
und Grenzen beider Ansätze.
Stichwörter: dielektrische Barriereentladung, SDBD, Plasma Aktor, Strömungskontrolle, plas-





Durant les dernières années, un nombre croissant de recherches ont été conduites sur l’utilisa-
tion de décharges électriques pour la stabilisation d’écoulement d’air (contrôle d’écoulement
par plasma). Les décharges électriques ont la propriété de pouvoir transférer de l’énergie
et de la quantité de mouvement au gaz par l’intermédiaire des collisions entre les électrons
libres et les atomes ou molécules du gaz. Des espèces chimiquement actives comme les ions,
les radicaux ou les espèces excitées sont produites grâce à ces collisions. Les applications
concrètes des décharges électriques supposent donc l’utilisation d’espèces chimiquement
actives ou la déposition d’énergie et de quantité de mouvement. L’utilisation d’actuateurs
plasma pour le contrôle d’écoulement, notamment les décharges à barrière diélectrique de
surface (SDBD), a été largement investiguée durant les vingt dernières années, et a prouvé
son efficacité notamment pour des écoulements lents (moins de 30 m/s). Actuellement, la
recherche dans ce domaine se concentre sur des manières d’améliorer les actuateurs plasma
dans le but de leur implémentation pour des conditions réelles de vol. Un type d’actuateur
prometteur pour le contrôle d’écoulement par plasma pour de hautes vitesses d’écoulement
est la SDBD alimentée par des impulsions de tension de très courte durée (de l’ordre de la
dizaine de nanosecondes), appelées impulsions nanosecondes. Les plasmas produits par im-
pulsions nanosecondes en général ont aussi attiré l’attention dans d’autres domaines, comme
la combustion assistée par plasma, due à leur capacité de produire de grandes quantités
d’espèces actives et de provoquer une grande augmentation de la température du gaz en des
temps très courts. L’investigation de SDBD alimentée par des impulsions nanosecondes est
présentée dans cette thèse, qui se focalise avant tout sur les applications dans le domaine du
contrôle d’écoulement, mais aussi sur la production d’espèces actives, qui sont primordiales
pour la combustion assistée par plasma entre autre. La caractérisation du plasma produit
par la SDBD pour différentes conditions comme la pression du gaz, la polarité de l’impulsion
de tension, et l’amplitude de la tension appliquée a été faite. Des paramètres importants
du plasma comme la température du gaz, l’identification des espèces excitées produites, le
champ électrique réduit ou encore la densité électronique ont été soit directement mesurés,
soit déterminés par des méthodes existantes ou spécialement développées durant la thèse. La
modélisation numérique du plasma généré est effectuée en utilisant une approche fluide pour
le transport des espèces chargées couplée de façon auto-consistante avec l’équation régis-
sant le champ électrique (l’équation de Poisson). Le plasma produit aux conditions étudiées
expérimentalement est simulé numériquement et comparé aux résultats expérimentaux. La
validation des méthodes diagnostiques est effectuée sur la base des résultats numériques.
xi
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1.1 Context and motivation
Aircraft and turbomachines are machines relying on the transfer of momentum from the
airflow to the airfoil or from the airfoil to the air. The momentum is efficiently transferred
to or from the flow if the flow is said to be attached to the surface. If the flow undergoes a
perturbation, it can detach from the surface and lead to a loss of efficiency and in the worst
case, to a stalled flow. The stalled flow leads to a sudden loss of lift in an airplane. These
situations are generally avoided by designing the airplane to fly at a certain speed and with a
certain angle with respect to the wind, in such a manner that small variations in the external
flow do not lead to stalled flow. If, however, the flow can be controlled, the airplane can be
both safer and more efficient.
In order to act on the airflow, several flow control techniques exist, among which a novel tech-
nique emerged since the mid 90’s, which gained broad interest from the scientific community,
plasma flow control. The flow-control device is called a plasma actuator. The plasma is a
general term used to describe a certain type of ionized gas. In this thesis the precise meaning
implied by the word plasma is not retained, and is to be understood as a general denomination
for a partially ionized gas. The plasma is produced by applying a large potential difference
between two electrodes. The ionized gas formed can transfer momentum and energy to the
neutral gas in which it is taking place. It is this transfer that is used in plasma flow-control
applications.
Different configurations of plasma actuators can be found, but they all have some basic
properties in common, which make them desirable from the aerodynamic point of view. They
are relatively simple to manufacture, simple to operate and generally light weight. The most
important features are the absence of moving parts which could be a source of failure, and
their ability to be operated at very high frequency (>100 kHz) and fast response times, which
makes them suitable for real time flow control.
The different types of plasma actuators and their applications were reviewed in [Moreau, 2007].
1
Chapter 1. Introduction
The basic principle used in the beginning of plasma flow-control was exclusively based on the
momentum transfer due to the acceleration of charges in the applied electric field. This effect
is called the ionic wind.
The most common actuators are the corona discharge actuator and the surface dielectric
barrier discharge (SDBD) actuator. In both actuators, the ionic wind is generated, reaching
maximum values of induced-flow velocity of approximately 8 m/s. This value might seem
small, but is sufficient in some applications to modify the flow beneficially. A well known
example of such an application is the reattachment of stalled flow over an airfoil, as first
studied by Roth et al. [Roth et al., 1998] in 1998. The experiments conducted on actuators
were usually investigated by measurement techniques typical for fluid mechanics (pitot tubes,
PIV), complemented by integral measurement techniques such as thrust measurements and
current-voltage measurements. While these measurement are well suited to determine the
effectiveness of the actuator, the parameters to be varied in order to achieve the optimization
of the actuator are too numerous. The parameters important for flow-control applications are
for example: the geometry and material of the electrodes, the thickness and material of the
dielectric (for SDBD), the shape of the applied voltage, the frequency of the applied voltage
and so on. To diminish the number of degrees of freedom, the understanding of the physical
processes occurring in the plasma and its coupling to the flow field are necessary. Corke et
al. [Orlov et al., 2006] addressed the problem in a different manner. They used an electrical
circuit to model the plasma. This approach was successful to derive basic parameters of
the plasma such as its extent, the power converted to mechanical work, etc. This allowed
to reduce the complexity associated with the operation of the SDBD. However, this type of
approach gives little information on the physics of the actuators. While the basic principle
of charge acceleration by an electric field and momentum transfer to a neutral molecule of
the gas is easy to understand, it does not encompass the physics of the plasma actuators.
Indeed, the ions are not provided by some external generator but produced in the plasma.
The understanding of the mechanisms underlying the formation of the plasma is therefore
important. The formation of the plasma and the amount of momentum transferred to the
gas were studied numerically and experimentally by Boeuf et al, for the case of an AC driven
SDBD. [Boeuf and Pitchford, 2005, Lagmich et al., 2007]. In these references, the modelling of
the plasma is performed by a fluid approximation of the charged species, which are coupled
to Poisson’s equation self-consistently. The numerical model happened to describe accurately
experimental data on the plasma actuators, notably the current-voltage characteristics. The
magnitude of the ionic wind determined was also in accordance with the experiments.
Since the successful demonstration of the ability of the plasma actuators to control a low
speed flow, developments were conducted aiming at increasing the induced flow velocity, in
order to increase the range of applicability of the plasma actuators, notably at higher flow
velocities. The implementation of plasma actuators in high speed airflows was investigated by
several authors, among which [Grundmann and Tropea, 2007] can be cited. The approach
followed by these authors demonstrated the use of a SDBD plasma actuator integrated in
a feedback control loop in order to suppress Tollmien-Schlichting waves, which are an in-
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stability developing in the laminar flow which leads to the transition to turbulence and to
separation. When considering the implementation of the plasma actuators for real airplanes
(or turbomachines), the influence of real flight conditions on the performances of plasma
actuators have to be investigated. The investigation of the pressure level and the humidity has
been conducted in [Benard et al., 2008]. Their findings indicate that the plasma actuator can
be operated in humid air without problems, and that the pressure has a major effect on the
ionic wind produced. They found that a maximum ionic wind was produced for a pressure of
0.6 atm. The reason for this maximum was however not explained.
A recent approach to address the problem of high speed flow control by plasma actuators
was the use of a very short high voltage pulse applied to a SDBD to produce the plasma
[Roupassov et al., 2009]. These so-called nanosecond pulsed plasma actuators are the topic
of this thesis. The nanosecond pulsed SDBD used in [Roupassov et al., 2009] allowed to
delay the leading edge separation occurring over an airfoil at M=0.74. In the case of the
nanosecond pulsed SDBD, the physical principle for flow actuation is the fast relaxation of
thermal energy released in the gas by the plasma, leading to a pressure wave. This pressure
wave can interact with the flow in a beneficial way for certain conditions. Before the work
of Roupassov, the possibility to use nanosecond pulsed SDBD actuators was investigated
experimentally by Opaits [Opaits et al., 2008a]. The numerical modelling of this actuator was
conducted by Likhanskii [Likhanskii et al., 2007] in parallel to experimental investigations.
These authors proposed to enhance the ionic wind produced by the nanosecond pulsed SDBD
by applying a voltage bias in addition to the voltage pulse, which has the effect of accelerating
the charges produced during the pulse, as for normal AC driven SDBD. The idea behind the
use of nanosecond pulses for ionic wind generation is that the streamers can be controlled and
operated more often than naturally occurring in an AC driven SDBD. Thus the high density
of charged species produced can be efficiently accelerated by a DC bias. The experiments
were conducted with nanosecond pulses of 4 ns FWHM duration and up to 10 kV amplitude
of the applied voltage. The nanosecond pulse generator was capable of delivering pulses at
frequencies up to 100 kHz. The resulting ionic wind was found to be reduced by the charge
build-up of the dielectric by the successive pulses. In order to overcome this problem, a
square or sinusoidal low frequency bias was superimposed on the nanosecond pulses, which
effectively removed the charges on the surface periodically. The overall flow-control capability
of this actuator was found to be increased compared to the sinusoidal driven SDBD.
For the optimization of the nanosecond pulsed actuators operating as a pressure wave genera-
tor, the understanding of the fast heat release mechanism is necessary. This problem has been
addressed experimentally in [Starikovskii et al., 2009] and numerically in [Unfer and Boeuf,
2009]. Both experiments and numerical simulations showed that the nanosecond pulsed
SDBD was efficient for heat release but not for the generation of ionic wind, due to the short
time during which the charges are exposed to the electric field. The numerical modelling
seems therefore to be a tool well suited for the understanding of the plasma. The main prob-
lem with numerical modelling is their validation with experimental data. As long as global
features are examined, good agreement is generally observed. But more advanced features
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such as the precise chemical reactions occurring in the plasma are more challenging. These
questions were addressed in [Aleksandrov and Bazelyan, 1996, Pancheshnyi et al., 2000, Popov,
2001] for example. The further investigation of plasma components and characteristics makes
the link between the plasmas used for flow-control applications and the general investigation
of cold plasmas.
1.2 Objectives and structure of the thesis
The main objective of this thesis is the understanding of the basic processes taking place in the
plasma in view of its use as actuator for flow-control on real aircrafts, flying in air at different
altitudes.
The investigation of the plasma is restricted to plasma produced by a nanosecond pulsed
SDBD. This configuration was chosen at the beginning of this PhD thesis on the basis of the
results of a previous PhD thesis conducted on the topic of plasma flow-control at EPFL [Pavón
et al., ]. The use of nanosecond pulsed SDBD was believed to be beneficial in the context
of transonic flows, influencing notably the shock-boundary layer interaction, thus allowing
the reduction of detrimental oscillations produced at transonic velocities encountered over
airfoils. In determining the objectives of this thesis, the detailed understanding of the physics
of the plasma was lacking, directing the research onto simplified actuators from the standpoint
of physical processes. Such an approach has been successfully applied in [Lagmich, 2007] by
using nitrogen and air at lower pressures, allowing simpler diagnostics and interpretations.
Here the approach was different, based on the simplification of the processes with respect to
time. Indeed, gas and surface processes in air at high pressure can be overwhelmingly difficult
to model due to the large number of reactions occurring in cold air plasmas [Kossyi et al.,
1992]. The use of short pulses allows to restrict the study of the kinetic processes occurring to
retain only the fastest reactions, which are easier to model.
The choice of the type of voltage pulse was motivated by the following considerations: The
advantages of having a very high power input to the gas are evident: the possible effects on the
flow will be stronger and therefore easier to characterize. Drawbacks are also associated with
the use of very powerful generators. The main drawbacks are the necessity of a more complex
system to provide the high voltage and power, which is considerably more expensive. Larger
electromagnetic interferences will also be generated, which is a very important aspect for
aerodynamics applications. The larger generation of pollutant, such as NO, is also probable.
In this thesis and the parallel thesis conducted by Ph. Peschke in the context of the project
PLASMAERO, the same pulse generator was used. The goal was to come closer to real needs of
aerodynamics applications with light, affordable and energy efficient plasma actuators.
While the focus of the thesis is set on flow-control, other aspects of the SDBD are important
in the context of aeronautics. One of the most important aspects is plasma-assisted com-
bustion, which uses the ability of the SDBD to produce chemically reactive species, such as
radicals (mainly oxygen), metastable excited species, ozone and more (see [Starikovskiy and
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Aleksandrov, 2013]). Another application of the plasma’s ability to produce active species lies
in medicine, for the treatment of skin disease [Babaeva and Kushner, 2013] and for the killing
of pathogenic agents. The other main application of the DBD is the production of ozone for
decontamination purposes, which could also benefit from the use of a nanosecond pulsed
plasma actuator.
The path that this thesis follows consists in the characterization of the plasma at different
operating conditions, in order to deduce their influence on the flow actuation capabilities
of the plasma. Indeed, the flow control capabilities of the actuator depend certainly on the
electric field applied, the number of charged species and the energy released in the gas.
The plasma is characterized by its composition, its thermodynamic state and its dimensions. In
order to determine these characteristics, the two most important quantities driving all electron-
impact processes, i.e. the electron density and the reduced electric field, are required. As a first
step, the momentum transferred from the plasma to the gas is assumed to be proportional
to the total number of positive ions and to the applied electric field. The number of positive
ions is then assumed to be equal to the number of electrons. Indeed, the total number of
positive ions should be larger than the total number of electrons, but in the same order of
magnitude C.LAUX: PAS CLAIR. The effective electric field accelerating the charges should also
be proportional to the applied electric field. The energy released to the gas can be estimated
by electrical measurements and is also proportional to the positive ion density times the
square of the electric field. With these assumptions, the influence of the operating parameters
on the actuation capabilities of the actuator can be determined. The determination of the
concentration of active species produced by the actuators is also possible with this approach.
The numerical modelling of the plasma is performed in order to verify the assumptions made
and to quantify the actual momentum and heat transfered to the gas. The experiments serve
also to validate the numerical model.
This thesis is divided into 5 chapters. Chapters two to four have a short introduction and the
main findings are summarized in a conclusions section. Chapter 2 describes the physics of
the cold plasmas typically encountered in SDBDs and forms the theoretical basis for the rest
of the thesis. The principles of the plasma diagnostics used are explained and the spectral
code developed for the interpretation of the emission spectroscopy are notably presented.
Chapter 3 presents the experimental investigation of the actuators. The electrical and optical
diagnostics of the plasma is performed to determine the main characteristics of the actuators.
Variation of parameters such as the voltage, the polarity and the pressure is performed and
analyzed. Determination of the reduced electric field, the average electron density and the
production of active species is discussed.
The numerical investigation of the plasma is presented in chapter 4. The plasma is simulated
for the operating conditions of the experiments. The experimental diagnostic methods are
applied to the numerical simulation of the plasma and are analyzed.
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The concepts necessary for the understanding of the plasma are presented in this chapter.
General plasma physics concepts are exposed mainly to explain the findings of this thesis and
to place them in their context. The physics of the cold plasma is introduced in an elementary
and intuitive way, for the purpose of understanding the main aspects and characteristics of the
plasma. More advanced topics are limited to the background necessary to interpret the results.
The interested reader can find more general informations on the physics of cold plasmas in
the two main references used during this thesis: [Lieberman, 2005] and [Raizer, 1991].
The general description of gas discharges is presented in section 2.2 with a focus on the
pressure effects on the development of the discharge. The physical model of the plasma and
the assumptions associated with it are discussed in section 2.3. Section 2.4 presents a short
overview of the different diagnostic methods available for the characterization of the plasma.
The description of the excitation of neutral and ionized particles (molecules and atoms) in
relation with plasma diagnostics purposes is also made. The last section describes the physics
of emission spectroscopy and the numerical model developed for its interpretation.
2.2 Gas discharge physics
Qualitative description of the discharges
When an electrical field is applied to a neutral weakly ionized gas, its free charged particles are
accelerated and gain kinetic energy. In a cold weakly ionized gas, the electrons will gain energy
from the field much faster than the ions, which are on the order of a thousand times heavier.
The electrons will accelerate until they collide with another particle. The average distance after
which this collision occurs is called the mean free path λmfp and is equal to 1/Nσes, where
N is the gas number density in cm−3 of the target particle (usually the gas density), σes is the
scattering cross section in cm2. Therefore, an electron will gain on average Eλmfp energy per
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collision. The scattering cross section is a function of the electron energy and of the particular
gas in which the discharge takes place, but not of the electric field nor the gas density. The
average energy gained by an electron from the field is therefore proportional to the reduced
electric field (E/N).
The computation of the actual electron energy distribution function (EEDF) in a variable
electric field is discussed in section 2.3.2. The knowledge of this distribution is of utmost
importance for the plasma, since all electron-impact processes are controlled by it. For
example, ionizing collisions involve only electrons having energy higher than the ionization
threshold (e.g. 15 eV for N2 and 13 eV for O2).
Similarity laws
The scaling laws for streamers are discussed in [Ebert et al., 2010, Liu and Pasko, 2006] for
example. If the reduced electric field E/N is kept constant between two different operating
conditions, and the product pressure times distance p ·d is kept constant, then the discharge
or plasma is said to be similar. As an example, consider a constant electric field E1 applied
between two parallel electrodes in a gas with density N1 separated by a distance d1. The
number of collisions will be proportional to d1/σes N1 and the reduced electric field to E1/N1.
If a different value of the electric field E2 is applied between two electrodes separated by
a distance d2 in the same gas of density N2, and that the reduced electric field E2/N2 and
the number of collisions d2/σesN2 are equal to the previous case, a similar behavior of the
plasma can be expected. This allows easier comparison between different configurations of
discharges.
As the mean free path scales as∝ 1/N , where N is the gas density, the characteristic lengths of
the plasma scales as∝ 1/N . Electron’s velocities are a function of the reduced electric field,
therefore the characteristic times have to scale as 1/N as well. The electron density present in
the head of the streamer must screen the electric field (see below, 2.2) and thus the electron
density integrated over the length of the streamer head must scale as the electric field, which
scales as N . The electron density thus scales as N 2. The total number of electrons, as observed
with spectroscopy (see 3.3.6), scales therefore as N 2/N 3 = 1/N . Breakdown of similarity is
expected and observed for processes not governed by the reduced electric field. These are for
example the three-body attachment, recombination or heating effects.
Breakdown voltage
The question of how the discharge begins and evolves is of particular interest for the determi-
nation of the domain of application of the nanosecond pulsed SDBD for flow control operating
at different pressures.
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Townsend breakdown The main mechanism for the formation of the discharge is usually
explained by the Townsend breakdown mechanism [Raizer, 1991] p.72 and 130-131. The theory
for the development of the discharge takes place for an electrode configuration consisting
in two plane electrodes separated by the distance d , to which a potential difference V is
applied, the anode being the electrode with positive potential and the cathode being the
electrode with negative potential. The gap is filled with a non-attaching gas at pressure p. An
initial photocurrent i0 is generated by a UV lamp (or some other external source), and every
electron is accelerated by the field and produces exp(α(E)d) additional electrons and their
corresponding ions, where α(E ) is the first Townsend coefficient and represent the ionization
per cm produced by one electron placed in the electric field E = V /d . This exponential
growth is known as an electron avalanche, and if diffusion is taken into account, it is also
expanding in the direction normal to the field to give a Gaussian distribution of electron
density. The electron avalanche is the primary element of any discharge. At steady state, the
current at the anode is equal to that to the cathode and is equal to i = i0exp(αd). The positive
ions created are eventually pulled toward the cathode and the collision of the ions with the
material of the cathode might generate so-called secondary electrons, at the rate iionsγ, with
iions = iel(exp(αd)−1) the ionic current and with γ being the secondary emission coefficient,
the value of which depends on the material of the cathode. The newly created current add
to the photocurrent and the total electronic current reads iel = i0+ ielγ(exp(αd)−1) and the
total current reads:
i = ielexp(αd)= i0exp(αd)/(1−γ(exp(αd)−1)) (2.1)
This formula is valid for the so-called non-self sustained discharges, in which the externally
applied photocurrent still controls the current. The idea of this analysis is that when the
denominator of equation 2.1 is equal to zero, and the current will grow at a rapid rate, leading to
a different type of discharge, the self-sustained discharge. The condition (1−γ(exp(αd)−1)= 0
can therefore be used to determine the critical electric field at which the breakdown will occur.
The actual value of the breakdown voltage Vth and its corresponding breakdown field Eth
can be found if the ionization coefficient assumes the form α= Apexp(−B p/E). One finds
Vth =B pd/(ln(pd)+ ln(A/ln(γ−1+1))) and thus Eth/p =B/(ln(pd)+ ln(A/ln(γ−1+1))). There
the product pd appears as a similarity number once again. With these formula, the Paschen
curves, which gives Vth(pd) experimentally, can be approximated and better understood. The
formulas above show that the voltage threshold will increase almost linearly with p ·d and that
the electric field threshold will decrease logarithmically with p ·d (for high p ·d).
For attaching gases, i.e. gases in which the attachment of electrons occurs, for example O2,
the effective ionization coefficient αeff =α−η must be used.
This breakdown mechanism describes how the avalanches grow due to the secondary emission.
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It is to be noted that the time necessary for the secondary electrons to be emitted from the
surface has a lag with respect to avalanche creating the ions, this lag being the time necessary
for the ions to cross the distance from the anode to the cathode. Therefore if the mechanism is
not secondary emission but photoemission, the formation time of the breakdown will depend
on the drift time of the electrons, not the ions, and is thus accelerated about 100 times.
Streamer breakdown If the overvoltage (i.e. the voltage above the breakdown voltage) is
sufficient, a so-called streamer can be formed. The streamer forms when the avalanche
involves such a large number of electrons and ions that the electric field produced by the
charge difference, i.e. the space charge, within the avalanche starts to influence the applied
electric field. The electric field produced by the space charge adds up vectorially to the applied
electric field and becomes larger in front of the anode directed avalanche. This produces
substantially more ionization owing to the steep dependence of the ionization coefficient on
the electric field. On the contrary, at the cathode side of the avalanche, the total electric field
is reduced with respect to the applied electric field. This situation leads to a very high electric
field at the head, with strong ionization, and a low electric field region with no ionization
at the tail, where a weakly ionized (quasineutral) plasma is formed. The transition from an
electron avalanche to a streamer can be computed with Meek’s criterion (or Meek-Raether
criterion), which states that the multiplication factor exp(αd)≈ 20. A detailed review of this
condition taking into account of the diffusion was made in [Montijn and Ebert, 2006] to find
a variable criterion in function of the applied electric field, with values from exp(αd) = 21
(for Eth) to exp(αd)= 16 ( > 2Eth). This theory is valid for plane gap geometries, but must be
modified for non-uniform electric field configurations. The criterion for streamer formation
is then
∫
α(E(x))d x = 16− 21 (in 1D). If the distance between the anode and the cathode
is not too high, and the overvoltage not too large, the transition has not the time to occur,
and thus the avalanche reaches the anode, leaving only positive charges behind. This large
positive space charge is then able to directly initiate a streamer, which will be directed from
the anode to the cathode. This streamer is said to be a positive streamer, or a cathode-directed
streamer. If the transition to streamer occurs before reaching the anode, the streamer develops
in both directions. If the transition occurs close to the cathode, then the streamer develops
mostly toward the anode, and the streamer is said to be a negative streamer, or an anode-
directed streamer. The mechanism of growth of the positive streamer is as follows: when the
positive space charge is formed, free electrons ahead of it (in the direction of the cathode) will
get accelerated and a new, secondary avalanche will develop and reach the streamer head,
neutralizing partly the positive charge and leaving behind it a positive trail, which will become
the new streamer head. A debate exists for the mechanism of production of the free electrons
(also called seed electrons) necessary for the development of the positive streamer. The theory
on positive streamer propagation involves photoionization, i.e. excitation of molecules taking
place in the high electric field region of the head of the streamer de-excite to a lower energy
level by emitting a photon which is able to ionize the gas. However the question of the validity
of this theory is not yet ascertained, especially for the case of nitrogen for example, in which
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the excited species cannot emit photons with energy higher than the ionization threshold,
thus discarding photoionization as the mechanism for the production of seed electrons. This
question is discussed in several papers, notably in [Pancheshnyi, 2005] where the level of seed
electrons coming from other mechanisms than photoioization is investigated thoroughly.
2.3 Physical model
Most aspects of the plasma can be described accurately using the classical laws of physics.
The equations and approximations used to derive them are presented in this section. These
equations are solved numerically in chapter 4.5 in a Cartesian grid.
2.3.1 Electromagnetic fields







where ²= ²r²0 is the dielectric constant associated with the material in which the fields evolve.
However, it is assumed that the magnitude of the variation in time of the current involved in
the discharge is relatively small when compared to the applied voltage, thus allowing to write
∇×E = 0. The electric field can thus be expressed in its potential form E =−∇V . The equation
for the potential reads then:
∇·²(−∇V )= ρ (2.2)
This equation is easier to solve in practice due notably to the implementation of the boundary
conditions, which are much easier in the potential form. This approximation is widely applied,
even though its validity might be questioned.
2.3.2 Boltzmann equation and conservation equations
The dynamics of gas species can be treated using the kinetic theory. In this framework, the
velocities and positions of the particles of interests (electrons, ions, neutrals) are treated as
independent variables, described in a six-dimensional phase space (r ,v). The distribution
function f (r,v , t) is equal to the number of particles in a infinitesimal phase space volume
1Bold italic characters are employed to represent vectors, e.g. f is a vector while f is its norm.
11
Chapter 2. Plasma Physics
(d3rd3v) at r ,v and at time t [Lieberman, 2005]. The total derivative of the distribution function
can be written as:
∂ f (r,v , t )
∂t





where a is the acceleration ≡ ∂v/∂t and ∂ f (r,v ,t )∂t
∣∣∣
c
is a collision term which takes into ac-
count the variation of velocities and production/destruction of particles due to collisions.
The collisions are assumed to change the velocities instantaneously. The LHS of equation 2.3
is simply the total derivative of the distribution function and the RHS is basically a source term.
In the case of a neutral gas at thermodynamic equilibrium, without time variation, acceleration
or spatial gradients (the total derivative equals to zero), this equation can be solved analytically













where v is the magnitude of the velocity and f (v) is the velocity distribution function for the
case of a homogeneous medium. This distribution is very useful for determining equilibrium
properties, but does not apply to time-varying, spatially-inhomogeneous fluid mixture such
as the plasma investigated in this study.
If the gas is assumed to be weakly ionized and that the neutral species are not much perturbed
by the plasma, then the neutral species can be said to be at thermal equilibrium which is well
described by one temperature Tgas. Boltzmann’s equation needs to be solved only for charged
particles.
If we use equation 2.3 to describe for example electrons, in a weakly ionized gas in which only
an electric field E is acting, the acceleration term can be evaluated as a =− eEme , where me is
the mass of the electron.
In order to solve this equation in a more general case, several simplifications are necessary
[Hagelaar and Pitchford, 2005]. The first one is to assume that the electric field and the
collision term are uniform in space. The second one is to assume that the distribution function
varies only in the direction of the field (taken to be along the z coordinate here). With these
























where the distribution function f is a function of (z, v,θ, t), v being the magnitude of the
velocity. It is independent of φ because E = E (cos(θ)ev − si n(θ)eθ+eφ ·0) is chosen as the axis
of symmetry. ∇v = ev ∂∂v +eθ 1v ∂∂θ +eφ 1v si n(θ) ∂∂φ
This equation can be solved using an expansion series, the two-term expansion. Following
[Hagelaar and Pitchford, 2005], the two term expansion is constructed in function of the two
first Legendre polynomials (1 and x) with x = cos(θ). The function is then assumed to be a
product of two functions, one for the spatial and temporal dependence and the other for the
dependence on the velocity:
f (z, v,cos(θ), t )= 1
2pi(2e/me)3/2
n(z, t )(F0(ε)+ cos(θ)F1(ε)) (2.6)
where ε= 1/(2e)mev2 = (v/γ)2 is the kinetic energy of the electron in eV.
If moments of Boltzmann’s equation are taken, a set of equations describing the macroscopic
properties of the fluid of charged species can be obtained, giving the hydrodynamic descrip-
tion of the ionized gas [Ferreira and Loureiro, 2000]. These equations are the well known
equations for the conservation of mass, momentum and energy.
In order to model the discharge’s formation phase, the momentum conservation equation
for electrons and ions in the fluid description of the plasma is simplified to yield the classical
drift-diffusion approximation. In this approximation, the equation for the conservation
of momentum (see for example [Lieberman, 2005] equation 2.3.15) is simplified assuming
negligible inertial terms (valid for high pressures 2) and therefore linking the fluid velocity to
the electric field with a pressure term, which can be related to diffusion through the ideal gas




+ve ·∇ve]=−eneE −∇(kBTene)−meneνmve (2.7)
where ve is the drift velocity of the electron gas. If the total derivative of the drift velocity is
assumed to be zero, the electron flux (Je = neve) is then:
2In the context of cold plasma physics, atmospheric pressure is considered high.
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for an isothermal electron gas, the flux can be written: Je = −µeEne−De∇ne , where µe =
e/meνm, De = kBTe/meνm are the mobility and the diffusion coefficient respectively.
The flux of charged species being determined, the equation for the conservation of mass, i.e.
the continuity equation can be solved.
In the simplest approach, no equation for the conservation of energy is solved. Therefore, an
additional assumption must be made in order to determine the coefficient which depend on
the electron energy. This assumption is known as the local field approximation (LFA), which
assumes that the electron energy distribution function (EEDF) is fully determined by the
local electric field. The EEDF is then computed separately with a Boltzmann solver (usually
Bolsig+ [Hagelaar and Pitchford, 2005]), which solves Boltzmann’s equation for electrons in
the two-term approximation. The LFA is equivalent to assuming that all energy gained by
the electron from the electric field is lost in collisions. This assumption is usually good at
high pressures where the electron-neutral collision frequency is high. It is to be noted that
these assumptions are widely used in the literature on streamer modelling. The continuity














whereΓi = niµiE−∇(Di ni ) with i = e,n,p. The RHS terms in equations 2.11 are the sources for
the corresponding charged species. α and η are the ionization coefficient and the attachment
coefficient. As the mobility and the diffusion coefficient, they are functions of the reduced
electric field and are determined in the Boltzmann solver.βei and βii are the electron-ion and




At the walls, the flux is expressed as [Boeuf et al., 2007, Hagelaar et al., 2000]:




where Γj is the flux vector of the corresponding species (electrons, positive and negative ions),
n is the vector normal to the surface (pointing away from it). They represent the flux of charged
species to the wall or from the wall. The flux from the wall is not null in the case of electrons,
due to the secondary emissions, taken to be due exclusively to ions impacting the electrode
(or the dielectric) and releasing an electron (see [Raizer, 1991]). The number of secondary
electrons entering the gas is proportional to the number of incident positive ions. This fraction
is determined experimentally and is written γm,d in equation 2.12, the subscripts standing
for the metal (electrode) or dielectric surfaces. Other secondary emissions could have an
important effect, such as secondary electron emission (SEE) due to electrons impacting a
surface and releasing one or more electrons [Henrist, Bernard et al., 2002]. This effect can
be treated qualitatively by using a reflection coefficient ([Hagelaar et al., 2000]). Here this
has not been made since the calculations performed in chapter 4.5 were not sensitive to this
parameter. The second term in the RHS of equation 2.12 is the thermal velocity of the species
and is associated with the isotropic distribution of speed. a is equal to one if the electric field
is directed toward the wall (drift velocity directed away from the wall) and to zero otherwise.
This formula models the fact that when the drift velocity is directed toward the wall, the total
flux is the sum of an isotropic part (the thermal flux) and a drift part. If however the drift
velocity is directed away from the wall, the thermal flux will be diminished or canceled.
Typical conditions and validity of the model There are many assumptions made in the
above model, starting with the Boltzmann equation, which assumes that the mean free path is
small compared to the characteristics length of the problem. The mean free path is computed
as λmfp = 1/(Nσes), where N is the density of the gas into which the particle of interest
moves, and σes is the total scattering cross section of the particle at energy ² in the gas. The
mean free path for collisions between neutral gas particles at atmospheric pressure is on
the order of λmfp ≈ 10−7 m and the collision frequency associated with it is on the order of
τnn = v/λmfp ≈ 109 s−1. Free electrons have a mean free path which depends on the velocity.
For the two-term approximation to hold, the energy gained by the electrons from the field
must be small compared to their mean energy. The mean energy transmitted to an electron
during one average collision depends therefore on the electron velocity (=to its kinetic energy)
and is proportional to the field strength.
The mean free path is plotted as a function of the energy of electrons normalized to the
atmospheric pressure (1 bar) in figure 2.1 (a). For electrons in the typical range 1-200 eV,
the mean free path must be smaller than the grid size for the Boltzmann equation to be
meaningful, this implies grid sizes larger than about 1 µm for atmospheric pressure. As the
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mean free path increases linearly with decreasing pressure (∝ 1/P ), the minimal grid size must
be larger than 10 µm at 100 mbar. Another issue is the collision time between electrons and
neutrals, which must be very short when compared to the characteristic time of the problem.
The inverse of the collision time, the collision frequency can be approximated by τne =Nσesve
(ve is the electron velocity) or can be computed via a Boltzmann solver such as Bolsig+ (shown
in figure 2.1 (b)). The mean energy gained per collision in an uniform reduced electric field of
100 and 1000 Td is shown in figure 2.1 (c) and (d).






































































Figure 2.1: Mean free path (a) and electron-neutral collision frequency (b) in N2 as a function
of the electron energy normalized to 1 bar. The mean energy gained by an electron during one
collision is shown for N2, for 100 Td (e) and 1000 Td (f) The scattering cross section is that of
[Tabata et al., 2006].
The second strong assumption is the electron growth model in Bolsig+, which assumes either
a steady state and spatial variation of the electron density, or a spatially homogeneous but an
exponential growth of the electron density in time. For the case of streamer modelling, none of
these assumptions are justified, since the electron density varies both in time and space. The
main outcome of the choice of the growth model is the change in the ionization rate, which is
a very important parameter of the discharge, as will be seen in detail in section 2.3.3.
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2.3.3 Kinetic processes modeled
The kinetic processes taking place in the plasma are numerous and can be classified as follows:
• Electron-impact processes
• Heavy species processes
• Surface processes
Electron-impact processes involve collision of an electron with one or more heavy species and
are characterized by the kinetic energy of the electron, which is much larger than the kinetic en-
ergy of heavy species in a non-equilibrium plasma. This feature would make the rate of heavy
species processes lower than for electron-impact processes, but they are counterbalanced by
the normally larger cross sections associated with the size of the heavy species. Therefore, one
can normally make the following ranking for the rates at which the different processes occur.
First electron-impact processes involving neutrals, then ion-neutral processes and finally
three-body processes at high pressure. A notable exception is the three body charge exchange
reactions, which are very fast at high pressures. The other processes such as electron-ion,
electron-excited species, ion-ion impacts are generally considerably less important at low
ionization degree. Note that low ionization means here < 10−5, which makes the streamer like
plasmas candidates for step processes such as electron-excited species ionization (notably
vibrational excitation), step-ionization.
For the purpose of modelling a nanosecond pulsed plasma at atmospheric pressure, the
following reasoning is used to reduce the number of reactions: during formation phases
such as the formation of a streamer, the short duration allows discarding processes with slow
dynamics. For longer times, the reduced electric field is much weaker, allowing to discard high
threshold processes such as ionization.
Electron-impact processes
The most important processes taking place in air plasmas are the two-body electron-impact
ionization, the two and three-body attachment, the two and three-body ion-ion recombination
and the two and three-body electron-ion recombination. These processes are especially
important because they involve a change in the number of free charged species present in the
plasma. A selection of the possible forms of these processes taking place in cold air plasmas
[Kossyi et al., 1992] is shown in table 2.1:
Ionization and two and three-body attachment are discussed below. Other processes are
computed using rates from [Kossyi et al., 1992].
A comparison of the ionization coefficients α for air computed with Bolsig+ using three
17
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Table 2.1: Important fast processes occurring in cold air plasmas at atmospheric pressure.
Process succinct scheme
electron-impact ionization e+O2,N2 →O+2 ,N+2 +2e
two-body attachment e+O2 →O−2
three-body attachment e+O2+O2,N2 →O−2 +O2,N2
dissociative recombination e+O+4 ,N+4 → 2O2,2N2
two-body ion-ion recombination O+2 ,N
+
2 +O−2 →O2,N2+O2
three-body ion-ion recombination O2,N2++O−2 +O2,N2 →O2,N2+O2+O2,N2
different sets of parameters and assumptions is performed. The electron growth mechanism
selected in Bolsig+ is the spatial growth, due to the strong ionization taking place in the head
of the streamer, which can be imagined as a moving high voltage electrode producing a strong
electric field, which attracts electrons. This assumption is of course not very satisfactory in the
body of the streamer, but fortunately the electric field is very weak in it, reducing ionization
to a negligible value. The different assumptions concern the role of the electron-electron
collisions and the level of ionization of the plasma, which modify the results significantly at
high reduced electric fields. In order to include electron-electron collisions, the ionization level
must be specified. This ionization level can only be estimated and is varying in space, thus
making estimation difficult. To summarize, the three parameters tested were electron-electron
collisions with 10−5 level of ionization, electron-electron collisions with 10−4 ionization level
and no electron-electron collisions taken into account. The difference can be seen in figure
2.2.




















Figure 2.2: Comparison of α in air with different models. Bolsig+ with modified cross sec-
tions and electron-electron collisions (10−5 ionization) (blue solid line) Bolsig+ with electron-
electron collisions (10−4 ionization) (black solid line), Bolsig+, without electron-electron
collisions (red solid line)
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It can be seen that significant difference occurs for values higher than 350 V ·cm−1 ·Torr−1
(∼= 1000 Td). Incidentally, the accuracy of the solution of the two-term approximation used
in Bolsig+ is significantly reduced for values of the reduced electric field higher than 1000
Td. This comparison is made, because in streamer modelling, the electric field often reaches
values of 3000 Td, which makes the two-term approach incorrect and therefore the ionization
rate incorrect for high reduced electric field regions. Due to the necessity to use a Boltzmann
solver for the determination of excited species (see section 2.4.1), the validity of the ionization
coefficient for high reduced electric field is compared to other models, notably the model
described in [Raizer, 1991] which is based on experimental data.
The two other models compared are those described in [Morrow and Lowke, 1997] and [Kossyi
et al., 1992]. The ionization coefficient for the four models is shown in figure 2.3.




















Figure 2.3: Comparison of α in air with different models. Bolsig+ with modified cross sections
(blue solid line), Raizer’s model (red solid line), Morrow’s model (green dashed line) and α
derived from Kossyi’s model (black solid line)
Surprisingly, the fit for the ionization coefficient of Raizer gives very similar values compared to
the computation made with Bolsig+. It also seems not physical that the ionization coefficient
keeps increasing as the reduced electric field increases, as it should reach a maximum value
and decrease at some point ([Raizer, 1991] p. 57). Morrow’s model performs rather poorly at
high reduced electric field, but this was to be expected since the fits given in [Morrow and
Lowke, 1997] are valid only up to 800 Td (graph in [Lowke and Morrow, 1995]). The values
of α determined from Kossyi’s model were obtained by using the formula (20-21) of [Kossyi
et al., 1992] giving the reaction rates of ionization by electron impact from N2 and O2 and
multiplying by N/µE, with the mobility µ obtained from Bolsig+. It can be seen that this fit is
not consistent with Bolsig+ or Raizer’s ionization coefficients for high reduced electric fields.
This also is not a surprise since Kossyi’s data are valid up to 300 Td only.
If we take a look at what happens for lower reduced electric fields, we can see that the fits of
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Morrow and based on Kossyi perform rather well when compared to Bolsig+ results. On the
other hand, Raizer’s fit does not provide a very satisfactory results, and is supplemented by
another formula for lower reduced electric fields, which is then combined to the former fit
in order to obtain a satisfactory model for α. This is made for example in [Macheret et al.,
2002, Likhanskii et al., 2007].
In figure 2.4, the fits obtained from Bolsig+ calculations and from Morrow, Raizer and Kossyi
(equation 45 and 46) are shown for both the ionization and attachment coefficients. Here,
the fits corresponding to Raizer’s model is obtained by using the two available fits, one valid
for the whole range of reduced electric fields which is used whenever the other is not valid,
that is, outside the region 44-176 V ·cm−1 ·Torr−1. It is noted that no explicit fit is given for
two-body attachment in [Raizer, 1991]. The values of the attachments coefficients of Morrow
are not following the trends of the other models. The somehow surprising fact is that the data
from [Lowke and Morrow, 1995] from which Morrow’s are supposed to be based does look
similar to the other fits. It is also noted that Bolsig’s three-body attachment is supposed to
be multiplied by the gas density Ng in cm−3 as stated in the input file, but the multiplication
with O2 = 0.21Ng seems to agree best with the other fits, and looks very similar to [Lowke and
Morrow, 1995].



















Figure 2.4: Comparison of α and η in air with different models. Bolsig+ with modified cross
sections (blue solid line), Raizer’s model (black solid line), Morrow’s model (green dashed line)
and α derived from Kossyi’s model (red dashed-dotted line)
Transport coefficients The mobility and diffusion of the charged species depend on the type
of the gas in which the species of interest evolve, the reduced electric field and the pressure
and temperature of the gas. Mobilities for ions were assumed to change only with respect to
pressure in this thesis, although they are known to vary with the reduced electric field. This
parameter is very important for models in which the seed electrons are only produced by
20
2.3. Physical model
ion-impacts to the surface, which is not the case here since photoionization is assumed as a
the generation mechanism for seed electrons. The comparison of the mobility for electrons for
different models is shown in 2.5. The data used in [Likhanskii et al., 2007, Macheret et al., 2002]
give the drift velocities of the electrons for N2 and O2, from 0.07 to 1000 Td. It was assumed
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Figure 2.5: Comparison of µp in air with different models. Bolsig+ with modified cross sections
(blue solid line), mobility inferred from Grigoriev’s drifts velocities (red dashed-dotted line),
Morrow’s model (green dashed line).
It can be seen that mobilities are consistent between different authors and methods.
Surface processes
The only surface processes taken into account are the recombination of positive and negative
charged species at the solid surface (on the dielectric), which is assumed to be instantaneous,
and the charging of the surface by charged species. These processes are especially important
for streamer simulations because they modify significantly the electric field distribution and
thus the whole streamer simulation.
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2.3.4 EHD force and heat release
The momentum equation 2.7 for charged species was described in section 2.3.2, which is









The last term of the LHS of this equation contains νm which is the momentum exchange fre-
quency between neutral and charged species i . This expression can be used also to determine
the amount of momentum transfered from the charged species to the neutral gas, which is
of interest in the context of aerodynamic flow control. The assumptions made to compute
this momentum transfer are described in [Boeuf and Pitchford, 2005]. The main assumptions
made are the same as for the drift-diffusion approximation described in section 2.3.2. The
total momentum transfer is expressed as a force acting on the neutral gas. It is called the
electro-hydrodynamic force (EHD). It reads:
f = e(ni−ne−nn)E + (meue−miui+mnun)S−∇(nikBTi)−∇(nekBTe)−∇(nnkBTn)
Where S is the source term for charged species.
In this thesis, the order of magnitude of this force is of interest, and only the largest term, the
Coulomb term is retained. The EHD force is then expressed by:
f = e(ni−ne−nn)E (2.14)
in Ncm−3 3.
The maximum heating density that can be released in the gas by charged particles is simply the
Joule heating [Soloviev and Krivtsov, 2009], which is an upper estimates of the heat deposition
in the gas:
W = ∣∣ j ·E ∣∣= e ∣∣(npµp−neµe−nnµn)∣∣E 2 (2.15)
in Wcm−3.
The actual heat released by the plasma in the gas will occur through transfer of energy from
3The electric field must be taken in V/m in equation 2.14 to yield N/cm3
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the electrons, ions and excited species (including vibrational and rotational excitation) to
the translational energy of the gas. This process is complicated and is outside the scope of
this thesis. If this problem is of interest to the reader, a phenomenological approach can be
employed, as was performed in [Unfer and Boeuf, 2009].
2.4 Optical diagnostics of the plasma
General considerations Plasma diagnostics techniques allow the determination of plasma
parameters such as the temperatures (translational, rotational, vibrational and electronic), the
density of species, the electric field, the magnetic field, etc. The techniques available depend
largely on the type of plasma, which is characterized mainly by its pressure, the ionization
degree, the temperature and its dimensions.
If the dimensions of the plasma are small when compared to the mean free path of the
charged species, then the charged species do not encounter enough collisions to reach a
statistical equilibrium. In the extreme case of no interaction between particles, every particle
is independent and no collective behavior can be characterized by a single quantity such as the
temperature. For the case of an ionized gas, long range forces come into play, and interactions
between distant particles arise through Maxwell laws of electrodynamics. This is typically
encountered in space plasmas. When the mean free path between particles diminishes,
collisions occur, exchanging energy and momentum, thereby modifying their states. These
changes can be the transfer of momentum or energy through modifications of the electronic
structure, which can lead to excitation or to ionization.
If the number of collisions between electrons and heavy species is high, the energy transfer
tends to equilibrate the average kinetic energy between different species, until thermodynam-
ics equilibrium is attained. A plasma is said to be at thermodynamic equilibrium or at local
thermodynamic equilibrium (LTE), when one global temperature describes every degree of
freedom. In this case most of the properties of the plasma can be computed knowing the
temperature (e.g Saha equation). This is usually true for high temperature and high pressure
plasmas such as encountered for example in an arc discharge. For intermediate cases where
the thermodynamical equilibrium is realized only partially, for example in a shock tube experi-
ment, several temperatures arise, each describing a different degree of freedom of the system.
These can be the translational, rotational, vibrational and electronic temperatures.
Overview of existing diagnostic methods For low pressures, an electrostatic probe or Lang-
muir probe can be used. A potential difference is applied between two (for the simplest case)
wires which are placed in the plasma. At the negative tip, the electrons are repelled and the
positive ions are attracted. Due to the high kinetic energy of the electrons, a fraction of the
electrons is able to cross the potential barrier and reach the electrode. At the positive tip
on the other hand, the electrons are attracted and the ions repelled. By measuring the total
current and the voltage between the two ends of the wire, the ionic current and information
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on the EEDF can be determined. However, when the pressure increases, collisional processes
come into play and makes the interpretation of the data more complicated. Moreover, the
maximum temporal resolution of such a technique is of the order of the µs (e.g. triple probe
technique [Chen and Sekiguchi, 1965]), which would be too slow for nanosecond pulses. The
most important restriction of this technique is its intrusive nature. The intrusion of a metallic
wire on the path of the streamer would completely change its properties, thus excluding the
use of such a technique.
Surface measurements of the electric field are possible in high-pressure plasmas such as
shown in [Tanaka et al., 2009] using so-called Pockel’s effect. This effect is the change in
polarization of light in a crystal occurring in the presence of an electric field. This technique is
very interesting in itself, but provides no information on the electric field above the surface, in
the gas. This electric field is the determining one for most processes in the plasma.
The measurement of surface charges remaining after the plasma has been switched off is
also possible using an electrostatic voltmeter. The measurement of the surface charges is of
interest due to the saturation provoked by these charges on the ionic wind produced by SDBD.
This has been performed in [Opaits et al., 2008b].
Optical methods are most often used in plasmas. Optical methods can be either non-intrusive
(emission) or slightly intrusive (absorption).
Emission techniques are based on the observation of the light naturally emitted by the plasma
(or another source). They are usually easy to implement depending on the conditions, but
the quality of the results obtained depend on the power of the light source investigated. If the
source produces sufficient light, the colors can be separated using a dispersive element, such
as in a spectrometer for example, and a spectrum of the frequency composing the light can
be recorded. The structure of this spectrum can be analyzed using the methods of emission
spectroscopy, which relies on the understanding of the internal configuration of the molecules
and atoms (see section 2.5). If the optical system used to record the light is calibrated in
intensity, then the absolute amount of light emitted can be determined. The intensity of light
allows to determine the population density (number of particle per unit volume) of radiating
particles (molecules, atoms or electrons). In addition to the population densities of radiative
particles, numerous informations on the state of the plasma can be inferred from emission
spectroscopy, such as the rotational, vibrational and electronic temperatures and the electron
density (using the Stark broadening effect) provided some conditions are fulfilled.
The main disadvantage of emission spectroscopy is that it can be applied only if the source
emits sufficient light. When the plasma is unexcited, such as in regions with low electric fields,
it does not emit light and no information on the plasma can be gathered. An overview of the
methods of emission spectroscopy for plasma diagnostics in air at atmospheric pressure is
given in [Laux et al., 2003]. Emission spectroscopy is the main tool of investigation used during
this thesis, and is further developed in section 2.5.
Absorption-based techniques use a light source which illuminates a section of the plasma.
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The molecules of the plasma react by absorbing the light or by stimulated emission of a
photon (fluorescence). These techniques are similar to emission spectroscopy, as they rely
on the understanding of the electronic structure of particles. The photons of the light at a
specific frequency provoke the excitation of a particle to a higher energy level, which might
or might not de-excite by the release of a photon (it fluoresce). The main advantage when
compared to pure emission spectroscopy is the ability to gather information on the plasma
even when it does not radiate by itself and to provide information about the ground states of
the molecules and atoms of the gasS. The disadvantages apart from their intrusive nature is
the implementation and especially the need of a well defined, stable source of light. For this
purpose most techniques use a laser as the light source. Among these techniques, accurate
methods to measure the population density of a species are the laser induced fluorescence
(LIF) and the cavity ring-down spectroscopy (CRDS) for example. Finally, the Thomson
scattering effect, which is the scattering of the light by free charges, can be used to determine
the electron density. These techniques are usually more difficult to implement than emission
spectroscopy, and have therefore not been used during this thesis.
2.4.1 Excited species
A molecule or an atom is said to be in an excited state when its electronic structure is not in
the ground (most stable) state. The molecule’s electronic structure can reach an excited state
via several interactions with other molecules or atoms, electrons or photons. For example,
consider the electron-impact excitation of molecule M into an electronic state having higher
energy M∗ by electron impact:
M+e→M∗+e (2.16)
The electron perturbs the electronic structure of the molecule. If the energy associated with
the electronic structure of the molecule remains unchanged, the collision is said to be elastic,
the electron and the molecule conserve their respective energy while their momentum may
change. If the energy of the molecule is increased (or decreased), then the collision is said to
be inelastic (or superelastic). In that case the molecule remains in an excited state after the
collision. The molecule can then be de-excited to a lower state (not necessarily the ground
state) by radiative decay, which occurs mainly by electric dipole radiation, or by collisions with
another particle (molecule or electron). The radiative decay reaction is:
M∗→M+hν (2.17)
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The second de-excitation process is called collisional de-excitation or quenching of the excited
state M by a particle p which is called the quencher.
M∗+p→M+p (2.18)
In the high pressure air plasma produced with the nanosecond pulsed SDBD, excited species
are assumed to be produced mainly by electron-impacts from the ground state of neutral
air species (N2,O2,H2O,Ar), due to the short time scale of the streamer propagation. This
assumption is verified in the head of the streamer, but is not very good in the body of the
streamer (see section 3.3.3), where the population of excited species is high and the target
species cannot be considered as only ground state air. The excited species are assumed to be
de-excited only by spontaneous radiative decay and two-body collisional de-excitation. These
assumptions are standard and form a so called collisional-radiative model. The populations
of excited species can be computed using equation 2.19.
dni
dt
= neXi Ki (E/N )− ni
τi
(2.19)
where Ki (E/N ) is the production rate for the electron-impact excitation process i , which
depends on E/N. Xi is the target species density. τi is the total lifetime of the excited state i ,
calculated as τi = 1/τi0+Q iN2 N2+Q iO2O2, where τi0 is the radiative lifetime of the species i and
Q iM is the quenching rate of the i state by the quencher M. The radiative lifetimes are taken
from [Gilmore et al., 1992] and [Chang and Setser, 1978]. The production rates are computed
as follows:





where ε = 1/(2e)mv2 is the kinetic energy of the electron in eV, F0 is the electron energy
distribution function (EEDF), which is discussed in section 2.3.2, and σei is the excitation cross
section in cm2.
Excitation cross sections are sometimes available only for the whole excited state, and not for
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Table 2.2: Electron-impact excitations and references for the corresponding excitation cross
sections and quenching rates
Process Reference for e-impact Reference for quenching
O2(X 3Σ−g )+e→O2(a1∆g )+e [Phelps and Pitchford, 1985] [Zhdanov et al., 2001]
N2(X 1Σ+g )+e→N2(A3Σ+u )+e [Tabata et al., 2006] [Cartwright, 1978]
N2(X 1Σ+g )+e→N2(B 3Πg )+e [Tabata et al., 2006] [Piper, 1992]
N2(X 1Σ+g )+e→N2(C 3Πu)+e [Tabata et al., 2006] [Dilecce et al., 2007, Pancheshnyi et al., 1998]
N2(X 1Σ+g )+e→N+2 (B 2Σ+u , v = 0)+2e [Tabata et al., 2006] [Valk et al., 2010]
N+2 (X
2Σ+g )+e→N+2 (B 2Σ+u , v = 0)+e [Tabata et al., 2006] [Valk et al., 2010]
Ar(ground)+e→Ar(2p1)+e [Boffard et al., 2007] [Sadeghi et al., 2001]
a particular vibrational level of this electronic state. In this case it was assumed that the vibra-
tional levels are populated according to the Franck-Condon principle (see 2.5). The vibrational
populations can therefore be estimated as Ni (v ′)= qX,0→i,v′Ni (∑v ′) (see for example [Bibinov
et al., 1998]), where qX,0→i,v′ is the Franck-Condon factor from the first vibrational state of the
ground electronic state (X) to a particular v ′ vibrational state of an excited electronic state i .
The Franck-Condon factors for every molecules were taken from [Gilmore et al., 1992].
The energy threshold of the excitation cross section was also shifted by the vibrational energy
of the vibrational level, with vibrational constants taken from [Laher and Gilmore, 1991]. The
excited species of use in the present thesis are shown in table 2.2 together with the references
corresponding to the excitation cross sections and quenching rates of the excited species.
The excitation cross sections used are summarized in figure 2.6.
It can be seen that the excitation cross sections have a threshold below which no excitation
is possible. This corresponds to the energy associated with the electronic configuration of
the excited state with respect to the ground state of that molecule. A high lying state has a
high energy, such as the N+2 (B
2Σ+u ) which has an energy of about 18 eV. In the remainder of
the thesis, O2(a1∆g ), N2(A3Σ+u ) and N2(B 3Πg ) are considered the low lying states, while the
rest are considered high.
For N2(B 3Πg ) and N2(C 3Πu), the quenching rates used correspond to the v = 3 and v =
0 vibrational state respectively. The value of the quenching rate chosen for the process
N+2 (B
2Σ+u , v = 0)+M → pr oduct s where M =N2,O2, is critical as the overall quenching rate
can vary by a factor 3 according to the source (see [Dilecce et al., 2010]). The quenching
rates chosen here are intermediate. Only two-body quenching rates have been used in this
study, as suggested in [Valk et al., 2010]. The cross sections for the electron-impacts processes
involved agree normally very well between authors, apart perhaps for the N2(C 3Πu) state
which peak excitation cross section is 9.75 · 10−17cm2 according to [Phelps and Pitchford,
1985] and 3.86 ·10−17cm2 according to [Tabata et al., 2006]. The latter reference being more
recent, was preferred. The excitation cross section for argon 2p1 state differs also significantly
according to [Boffard et al., 2007] or to [Hayashi, 2003]. The former was chosen as it was
obtained from emission measurements.
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Figure 2.6: Excitation cross sections by electron-impact for the production of excited species
listed in table 2.2.
The reaction rates were computed for several reduced electric fields (from 1 to 1500 Td) with
the freeware Bolsig+ [Hagelaar and Pitchford, 2005] and a fit has been performed (facility of
Bolsig+) which takes the form:
Ki = exp
(







The computations were performed with the cross sections available in Bolsig+’s package
[Phelps and Pitchford, 1985] with the exception of the cross sections for electronic excitation
described in table 2.2 which have been used instead.
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2.4.2 Reduced electric field and active species determination
If equation 2.19 describes correctly the evolution of excited species, the experimental deter-
mination of E/N in a gas discharge can be performed by comparing the relative population
of excited species. Indeed, by dividing two equations such as 2.19 applied for two different
transitions, the electron density simplifies and as a result, equation 2.20 is obtained in which
only E/N is unknown.
X j niτ j
Xi n jτi
= Ki (E/N )
K j (E/N )
(2.20)
In [Paris et al., 2005], the ratio of excited species is compared directly to the known applied
electric field, and provide a formula that fits the experimental data. This method is straight-
forward and does not depend on reaction rates, a Boltzmann solver or quenching rates (at
atmospheric pressure). However, in [Paris et al., 2005], the ratio of intensities is determined for
two different vibrational bands of the SPS to the first vibrational band of the FNS. This feature
is most interesting in the framework of streamer dynamics due to the possibility to perform
the measurement of intensity ratio in a single measurement. If the (v’=2-v”=5) band of the
SPS is chosen instead of the (0-0) band, possible overpopulation by vibrational relaxation
is possible. In order to take into account the vibrational relaxation, the collisional radiative
model for N2(C 3Πu) should be updated to equation 2.21.
dnv
dt





kw v N2nw (2.21)
Where kw v is the vibrational relaxation rate of the vibrational level w to the vibrational level v .
The relaxation rate constants are taken from [Dilecce et al., 2007]. The ratio of vibrational states
normalized to the first vibrational state is shown in figure 2.7. The change of the relative value is
important when the steady state is compared to the Franck-Condon factors, and increases with
pressure. It is also independent of the reduced electric field and of the electron density. That
means the reduced electric field estimated with the ratio of N+2 (B
2Σ+u , v = 0) to N2(C 3Πu , v = 2)
will be underestimated by a factor up to 1.64 for the case of short pulses if it is computed
using Paris’s method. Even in the pulsed case of [Paris et al., 2004], where the discharge was
excited by a pulsed laser of 33 ns half-width duration, the N2(C 3Πu) vibrational states have
time to equilibrate. This observation also explains the pressure-dependent behavior of the
ratio 391/394 of Paris, which was unexplained. To summarize, the method of [Paris et al., 2005]
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can be applied provided only the first vibrational bands are used, in the context of temporal
variations faster than about 5 ns. There is also a contribution from vibrational relaxation
to the first vibrational state, which could affect both the experimental and the theoretical
method. The overestimation can be computed as 1.0696 times higher than without vibrational
relaxation at atmospheric pressure, which is well below than the typical error associated with
such methods. The same effect is of course affecting the N+2 (B
2Σ+u , v = 0) state, but is believed
to be even smaller owing to the small Franck-Condon factors of the vibrational states v > 0.
This effect for the N2(B 3Πg ) state should be the largest, but its evaluation was not possible
due to the lack of experimental data available in the literature on vibrational relaxation of this
state.
The population of the N2(B 3Πg , v = 2−4) states can also be influenced by the N2(A3Σ+u , v =
7−12) states and by the N2(W 3∆u, v = 1−5) as discussed in [Benesch and Fraedrich, 1984,
Bachmann et al., 1992, Kirillov, 2008] and is therefore difficult to model accurately.


















































Figure 2.7: Ratio of vibrational populations N2(C 3Πu , v = 0−4) normalized to N2(C 3Πu , v = 0)
corresponding to the red, blue and black solid lines and to the green and orange dash-dotted
lines respectively. Computation performed for a constant reduced electric field of 700 Td.
Vibrational relaxation taken into account (a) and vibrational relaxation not taken into account
(b).
If the plasma is rapidly varying in time and/or inhomogeneous, equation 2.20 must be inte-
grated over the spatial resolution of the optical system, taking into account its sensitivity, and
for the duration of light collection chosen for the experiment. In the case of streamers, the
plasma passes in front of the optical system and the light recorded presents itself in the form
of a pulse. If the light is collected for a sufficiently long duration in order to capture the whole
pulse, then equation 2.20 can be integrated in time to remove the temporal dependence. The
equation reads then 2.22:
30







ΩT n j dΩdt
= ∆Ωn¯i
∆Ωn¯ j
= τi Xi Ki (Eˆ)
τ j X j K j (Eˆ)
(2.22)
where Ω is the volume of the discharge and T is the optical response factor of the optical
system. n¯i is the time and space averaged excited population species, with ∆Ω the volume.
Eˆ represents an average reduced electric field for the whole pulse, taking into account also
variations of the electron density. Once the reduced electric field strength is evaluated, the
averaged electron density can be evaluated, provided that the system is properly calibrated in
intensity (equation 2.23).
n¯e = n¯i
τi Xi Ki (Eˆ)
(2.23)
This electron density is representative of the streamer head, where the excited species are
produced.
To compute these averages, the assumption was made that the excited species density reaches
zero after a short time tmax due to the strong quenching, which in practice is of the order
of 50 ns. If the reverse situation of no significant quenching is assumed to occur, which is















= Xi Ki (Eˆ)
X j K j (Eˆ)
if the i ’s state is assumed to be metastable, and state j is assumed to quench rapidly, then the






where the φ˜ is the spatial average of the function φ. The determination of the density of
non-radiating species can therefore be evaluated by recording the light emitted by radiating
excited species.
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Another estimate for the electron density is based on the assumption that the reduced electric
field and the electron density can be approximated by exponentials of a one-dimensional
variable representing the direction of propagation of the plasma. The developments are
presented in section 4.5.




0 exp(−sx)Xi Ki (E0exp(x))dx/xmax)
(2.25)
where the parameters E0 and s are determined from two equations involving ratios of transi-
tions such as equation 2.20.
These approximations will be assessed in section 4.4 with a numerical simulation of the
plasma.
2.5 Optical emission spectroscopy
2.5.1 Introduction
When recording the emission spectrum from a gas, generally displayed on an intensity (arbi-
trary units) vs wavelength [nm] graph, it is not straightforward to determine which emitter
contributes to a particular spectral region of the recorded emission spectrum. Indeed, there
is often more than one radiating species emitting in the same spectral range. In addition,
there is a broadening and a shifting of the lines due to instrumental finite resolution or to
physical reasons (Stark shifting and broadening, Doppler broadening, etc). Moreover, due to
the resolving power of the spectrograph, it is not always possible to separate two lines (narrow
peaks in the spectrum) from one another because they will appear “merged” in the spectrum.
If the rotational energy levels are at equilibrium, it is possible to relate the intensity emitted
by every rotational line within a vibrational band with the number of species being in that
particular vibrational state. If vibrational energy levels are also at equilibrium, it is possible
to relate the intensity of every vibrational band within a system (electronic transition) to the
number of species in that electronic transition. If the plasma is completely at equilibrium
(LTE), it is then possible to relate the intensity of every electronic transitions with the number
of species present in the gas.
In the case of a non-equilibrium cold plasma, only the assumption of rotational equilibrium
is reasonable. Therefore, it is necessary to simulate separately the emission spectrum due
to a single vibrational band for a particular electronic transition and compare them with the
experimental emission spectrum in order to determine the amount of species in a particular
vibrational level present in the gas. This was one of the motivations to develop an in-house
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spectral code.
2.5.2 Spectra of Diatomic Molecules: Basic Concepts
Introduction and nomenclature
The light recorded by a spectrometer or by the eye is the sum of many photons emitted from
particles undergoing a transition from one energetic state (quantum configuration) to a less
energetic state. The excess amount of energy is ejected from the system as a photon.
The energy of one atom or several bounded atoms (a molecule) is quantized, that is to say
the energy can take only discrete values. The photon emitted will therefore have only a
quantized amount of energy, which correspond to quantized frequencies (Eph = hν, ν being
the frequency and h Planck’s constant).
The energy levels (or just levels) in which a diatomic molecule can be separated are:
• The electronic energy Te (tens of thousands of cm−1 4)
• The vibrational energy Gv (thousands of cm−1)
• The rotational energy FJ (a few cm−1)
which can be summarised as, in wave-number units T = Eph100hc [cm−1]:
T = Te+Gv+FJ
Two elements are necessary to determine the spectra emitted by diatomic molecules. First the
frequency at what a particular transition occurs (its “location”), then the intensity at which
it radiates (the “power” emitted). To determine both elements is very important in order to
identify the features of the measured spectrum with a particular concentration of species at a
particular condition (temperature, density, etc.).
The knowledge of the electronic state (also called electronic configuration) in which the
molecule is before undergoing a transition to a lower energy state is important to deter-
mine its properties. The difference in energy between the electronic configurations of the
upper and lower state determines the amount of emitted energy during the transition. This
determines the frequency of the light emitted, also called line, corresponding to this transition.
4a cm−1 is an energy unit used in spectroscopy which is equal to 1.239842 10−4 [eV ]
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To determine the intensity of the transition, it is necessary to know what is the probability
for the transition to occur. Indeed, the higher the probability is, the higher the number of
spontaneous transitions per time unit will occur.
The number of transitions is proportional to two quantities. The probability for the transition
to occur and the number of molecules in the upper state.
The probability of occurrence of a transition is determined through quantum mechanical
calculations and the probability of having a certain number of molecule in the upper state is
described by statistical considerations, if the energy levels in question are said to be at thermal
equilibrium. Most of the time, the rotational levels are assumed to be in equilibrium with
translational levels.
The electronic configurations are designated according to the quantum numbers characteriz-
ing them, such as:
• The principal quantum number, Λ, which is the projection of the electronic orbital
angular momentum~L on the internuclear axis, and which values can be 0,1,2, ... and
are represented by the Greek letters Σ,Π, ∆, etc. in analogy with the states s, p, d, etc. of
an atom.
• The spin S, which is the sum of the spins of all electrons in the molecule, it can have the
values 0, 12 ,1,
3
2 ,2, ....
These two quantities (Λ, S) can interact (they are then coupled) and form slightly different
states with very slightly different energy levels (splitting).
Determination of the rotational lines
The energy associated with an electronic configuration is computed via quantum mechanics.
It is generally available in the literature (see the table at the end of [Herzberg, 1950]), and will
not be discussed here.
The vibrational states of a molecule can be described as an anharmonic oscillator. The upper
electronic state can be in any vibrational state and the transition can occur to any vibrational
state of the lower electronic state. The energy levels are located in the spectral domain
according to the following formula (see [Herzberg, 1950]):
G =ωe (v + 1
2
)−ωe xe (v + 1
2
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Where v is the vibrational quantum number having values 0,1,2,3, ... and ωe , xe and ye are
physical constants describing the quantum oscillator.
The rotational states can be described as a quantum rotator (symmetric top) which energy
spacing can be calculated by (same reference):
F =Bv J (J +1)−Dv J 2(J +1)2 (2.27)
Where J is the rotational quantum number having values 0,1,2,3, ... and Bv and Dv are physical
constants describing the quantum rotator. The subscript v reflects the fact that the rotational
constants B and D are dependent on the vibrational state of the upper state.
Combining these formula with the electronic energies corresponding to each configuration of
the transition between an upper state (prime) and a lower state (double prime), we obtain:
T ′−T ′′ = T ′e−T ′′e +G ′−G ′′+F ′−F ′′
This gives rise to several groups of lines regularly spaced, forming the bands structure typical
of vibrational-rotational spectra.
For the purpose of simulating the band structure of the spectrum, it is not always necessary to
take into account all details. Therefore, it is sufficient to retain only the first order terms in the
preceding formula:
T ′−T ′′ = T ′e −T ′′e +G ′−G ′′+F ′−F ′′
G ′−G ′′ =ω′e (v ′+ 12 )−ω′′e (v ′′+ 12 )
F ′−F ′′ =B ′v J ′(J ′+1)−B ′′v J ′′(J ′′+1)
(2.28)
The selection rules to determine which rotational transition is allowed are determined from
quantum mechanical considerations, the results being: ∆J = 0,−1,+1. That means that only
transitions with ∆J = J ′− J ′′ equal to −1,0,1 are possible. This corresponds to three rotational
branches R, Q and P.
Intensity of the rotational lines
The power emitted per unit volume by the spontaneous radiative transition from an upper J ′
level to a lower J ′′ level is defined by the following formula (see [Laux, 2002] for example):
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in [W m−3 sr−1].
Where ne’v’J’ is the density of particles in the upper state in [m
−3], νe’v’J’-e”v”J” is the frequency
of the light emitted during the transition in [s−1]. Ae’v’J’-e”v”J” is the emission coefficient (also
called Einstein coefficient) in [s−1], representing the probability of transition per second. It
can be decomposed in (from [Laux, 2002], [Schadee, 1978] and [Whiting et al., 1980]):
Ae’v’J’-e”v”J” =
S J ′ J ′′
(2J ′+1)(2−δ0,Λ′+Λ′′)(2S+1)
Av’v”.
Av ′v ′′ is the vibrational emission coefficient, it is the probability of transition from a vibrational
upper state to a vibrational lower state, irrespective of the rotational state. The factor S J J ′
is the probability that a transition occurs between two rotational states, irrespective of the
vibrational state, it is called the rotational line strength [Laux, 2002]. The other terms are
statistical weighting factors accounting for the sub-states within a rotational state.







Where qv’v” is the Franck-Condon factor (dimensionless), Re is the electronic transition mo-
ment in [C m], ν is the band origin frequency in [s−1].




S J ′ J ′′
(2J ′+1)(2−δ0,Λ′+Λ′′)(2S+1)
Av’v”hνe’v’-e”v”
Effect of nuclear spin In order to obtain the correct expression for the emission of rotational
lines, it is necessary to take into account the parity properties of the molecules. Additional
selection rules apply arising from the interaction between the nuclear spin and the elec-
tron wavefunctions. The intensity will be affected in a significant way. To be more specific,
these additional selection rules affect the intensity of lines usually in the form of an alterna-
tion, every other line is either weaker than the previous or even totally absent. Because of
the complicated way of finding the proper alternating factor for every type of transition, it
has been chosen to implement this alternation factor for each electronic transition manually,
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using the parity properties summarized in [Herzberg, 1950] p.135, p.247 and p.271 for example.
The alternation factor is thus Al ter n(I , J )= (I+1)2I+1 = 23 for even J and Al ter n(I , J )= I2I+1 = 13 for
odd J (I being the nuclear spin,= 1 for molecular nitrogen) for the transition N+2 (B 2Σ+u−X 2Σ+g )
and no alternation for N2(C 3Πu −B 3Πg ).
If we assume moreover that the frequency does not vary significantly over the band, we find




S J ′ J ′′
(2J ′+1)(2−δ0,Λ′+Λ′′)(2S+1)
Av’v”hνe’v’-e”v” Al ter n(I , J )
If the rotational levels are at thermal equilibrium, that is, they follow a Boltzmann distribution,




Bv hc J ′(J ′+1)
kT , where
Qr is the rotational partition function. Qr ∼= kThcBv if the temperature is sufficiently high (see




S J ′ J ′′
(2−δ0,Λ′+Λ′′)(2S+1)σQr
Av’v”hνe’v’-e”v”e
− Bv hc J ′(J ′+1)kT Al ter n(I , J ) (2.29)
2.5.3 Spectra of Diatomic Molecules: Finer Details
This section is based on the books by Kovàcs [Kovacs, 1969] and Herzberg [Herzberg, 1950].
Modelling of a diatomic molecule
To model the energy levels and electronic functions of a diatomic molecule, several choices are
possible. One of them ([Hougen, 1970], or [Kovacs, 1969], for Hund’s coupling case a) consists
of a molecule-fixed coordinates, where the z axis (or zeta axis) is fixed along the internuclear
axis. In this framework, the equations to be solved to correctly predict the behavior of the
system composed of the two nuclei and of one or more electrons, is the time-independent
Schrödinger equation. To make the computation tractable, several simplifications and as-
sumptions are made. The first is the assumption that the motion of the nuclei is not affected
(or slightly affected) by the motion of electrons (Born Oppenheimer approximation). This
means that the vibrational and rotational motion of the molecule are considered to be unaf-
fected by the motion of electrons.
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Note however that the motions of electrons are still coupled to the motion of the nuclei. This
will usually be taken into account with a parameter being the internuclear distance r (at
equilibrium) for vibrational motion and rotational angular momentum for rotational motion.
Schrödinger equation defines how the probability function for a certain object to be at a
certain location in space (not in time, because the time-independent Schrödinger equation
is applied) evolve under the action of potential and kinetic energy. The operators found in
this equation are hence applied to a standing wave-like function, which will have different
modes associated with different quantum numbers. These quantum numbers are simply the
eigenvalues of the equation divided by a constant (ex: J is the quantum number associated to
the eigenvalue ~J ), to which a particular eigenfunction corresponds.
If a quantum number is said to be “good” [Hougen, 1970], that means that the eigenfunction
associated with it is an eigenfunction of a particular operator. For example, Λ is said to be
a good quantum number if the function associated with it is also the eigenfunction of the
operator of resultant angular momentum of electrons, Lz . The usage of good quantum num-
bers can thus greatly simplify the calculation, as every "good" operator can be replaced by its
eigenvalue, a scalar.
Hund’s coupling cases In the coordinates chosen the so called Hund’s coupling case a) is
describing a particular case of a molecule in which the resultant orbital angular momentum
of the electrons~L (the sum of the angular momenta of the electrons in a molecule) is strongly
coupled to the internuclear axis (the vector~L is rotating with the molecule) and in which the
resultant spin momentum ~S (the sum of the spins of the electrons) is also strongly coupled to
the internuclear axis because of the electromagnetic interactions between~L and ~S. Hund’s
case b) is characteristic of a decoupling of the resultant spin from the internuclear axis.
In case a),~L will precess5 about the internuclear axis because of the electric field and thus
cannot be taken as a constant quantity describing the state. Instead, its projection on the
internuclear axisΛ is used as a quantum number (~Λ is the eigenvalue of the operator Lz . The
same will happen also for the resultant spin, but the precessing is due to the magnetic field
created by~L rather than by the electric field due to the nuclei (see for example Kovàcs p.25).
The quantum number Σ is the projection of ~S onto the internuclear axis and it is the quantum
number associated with the operator Sz in the Schrodinger equation.
5Precession is the motion of an angular momentum vector under the action of a force (Herzberg p.116 [Herzberg,
1950])
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Singlet states rotational energies
In a molecule with angular momentum different from zero and zero spin, solutions for the
energy levels of different modes of rotation (rotational modes) are known to be the solution
of the so called symmetric top. The symmetric top models a system comprised of two large
mass in revolution and a non zero moment of inertia on the axis. In the actual molecule,
these are the inertia due to the two nuclei and the inertia due to the electrons (the order of
magnitude of the angular momentum is, however, the same due to the high velocity of the
electrons, [Herzberg, 1950] p.115). This simple system has the following eigenvalues:
B [J (J +1)−Λ2] (2.30)
where B is the rotational constant and J is the rotational quantum number ([Kovacs, 1969]
p.21 for example). This expression is similar to the first terms in 2.27. The vector~J is equal to
~R+~Λ+~Σ (case a) that is to ~R+~Λ in this case (singlet state). This quantum number can take
the values J = |Λ| , |Λ|+1, .... If the energy associated with the electronic configuration and
vibrational level is known, the total energy of the rotational level can be determined.
Multiplet states rotational energies
The resultant spin vector ~S can be coupled more or less strongly to the orbital angular mo-
mentum, and therefore to the internuclear axis (in Hund’s case a)). Because of this interaction
(a magnetic field created by the orbital motion of the electrons), the spin will also precess
about the internuclear axis. The projection of the spin on the internuclear axis will therefore
represent best a constant of the motion than the spin itself. It can take only the quantised
values: Σ= S,S−1, ...,−S = 2S+1. Depending on how the spin combines to the orbital angular
momentum, the value of the projection of~L and ~S will change (see figure in [Herzberg, 1950]
p.215), and with it, the total angular momentum~J as well. That means that for the same mag-
nitude of the vectors~L and ~S, there will be a different total angular momentum and therefore
a different rotational energy. This phenomenon is known as spin splitting because the energy
level is “split” into 2S+1 levels with slightly different energies. The formula giving as a first
approximation the splitting of the terms is ([Herzberg, 1950] p.215): Te = T0+ AΛΣwhere A
is a constant for a given multiplet term and is called the spin-orbit coupling constant (as an
example, it is 42.253 [cm−1] for N2(B − A) transition).
Further, if a more accurate value for the term multiplet is needed, it is possible to take into
account the effect of spin-spin interaction and spin-rotation interaction, which are respec-
tively giving rise to the terms ²[3Σ2−S(S+1)] and γ[Σ2−S(S+1)], as well as centrifugal terms,
which are of relatively small magnitude.
39
Chapter 2. Plasma Physics
For a non-sigma state (Λ 6= 0), the spin-spin coupling can give rise to a lambda-type doubling,
which intensity is proportional to the spin (∝ αS(S+1)). All formula are taken from [Kovacs,
1969] and are also summarized in [Hornkohl et al., 2005].
States intermediate between Hund’s coupling case a) and b)
So far, the multiplet energy values corresponding to pure Hund’s coupling case can be com-
puted (only the formulae for case a) have been given here). However, a pure Hund’s coupling
case is rarely representative of a real state. Therefore, it is necessary to take into account the
effects of the terms arising whenever the assumptions for the coupling case do not hold strictly.
This is realised with a perturbation method, which yields very good results for molecular
transitions that can be described by a coupling case intermediate between a) and b).
The whole idea to find the correct eigenfunctions with the perturbed Hamiltonian, is to write
the eigenfunctions as a linear combination of basis functions (Kovacs p.48) which then are
multiplied by their conjugate and integrated over the configuration space to find either the








∣∣H0+Hperturbed∣∣Λ′S′Σ′〉, involving basis functions and the perturbed Hamilto-
nian, which is easily solved (eigenvalue problem). An example with a state characterised by















The diagonal terms of this equation are the energies associated with the basis functions and
the non-diagonal terms are responsible for the coupling of two basis functions, which allows
to describe accurately a state intermediate between case a) and b). Thus, the eigenvalues of
this equation are the energy levels of the (real) state characterised byΛ, Σ.
To summarise, the terms forming the effective Hamiltonian matrix He f f to compute the
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rotational energy levels are:
Bv [J (J +1)−Ω2+S(S+1)−Σ2]+ AvΛΣ+²v [3Σ2−S(S+1)] (2.32)
for diagonal terms and
Bv ([J (J +1)−Ω(Ω+1)][S(S+1)−Σ(Σ+1)])1/2 (2.33)
for non-diagonal terms.
The matrix 2.34 shows an example of the matrix diagonalised for the computation of a 3Π
state’s lines and rotational factors (Λ= 1, S = 1 thus Σ=−1,0,1 andΩ= 0,1,2).
He f f =
Bv [J (J +1)+1]− Av +²v Bv (2J (J +1))
1/2 0
Bv (2J (J +1))1/2 Bv [J (J +1)+1]−2²v Bv (2[J (J +1)−2])1/2
0 Bv (2[J (J +1)−2])1/2 Bv [J (J +1)−3]+ Av −²v
 (2.34)
Rotational intensity factors
To compute the intensity of a rotational line, the probability of the transition between two
states must be computed. This computation involves the eigenfunctions characterizing the
states before and after the transition (Ψupper andΨlower in emission) and an operator R, char-
acterizing the physical interaction which couples the two states Probability= ∫ Ψ∗lowerRΨupper.
It is thus necessary to determine the eigenfunctions. These eigenfunctions can be written
as a product of eigenfunctions characterizing the electronic state of the fixed-molecule, its
vibrational state and its rotational state.
The two formers can be computed and are available in the literature ([Gilmore et al., 1992],
[Laux, 2002], [Nicholls et al., 2001] or [Laux et al., 2003]).
The probability for the transition between rotational states in pure coupling case a) can be
computed exactly, as depicted in [Hougen, 1970]. Whiting (see [Whiting and Center, 1973] or
[Whiting and Nicholls, 1974]) has developed a computer code based on the method described
in [Hougen, 1970] by Hougen to compute the real state’s rotational transition probability.
It uses basis functions characteristic of Hund’s coupling case (a) and (c) to compute tran-
sition probability for either spin allowed (S′ = S′′, characterized by basis functions (a)) or
spin forbidden (S′ 6= S′′, characterized by basis functions (c)) transitions. To find the correct
way to mix the basis state to form a real state 2.31, the matrix of the transformation matrix
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that diagonalizes the basis functions’ Hamiltonian to transform the rotational matrix. If all
probabilities corresponding to basis function are grouped in a rotational matrix, this matrix
can be transformed by the transformation matrix and give the rotational transition probability
corresponding to the real state. This method was already used by Kovàcs [Kovacs, 1969] but
the difference here is that the diagonalization is performed numerically, which simplifies
considerably the procedure and removes the need for approximations, introduced to make
analytical calculations tractable.
The code briefly described in [Hornkohl et al., 2005] applies this principle to find eigenfunc-
tions characteristic of the upper and lower states of a transition, then uses them to find a
transformation matrix which enables to pass from the basis function representation to the
real function representation of the multiplets terms. This is used further to transform the
rotational matrix which takes into account the effect of rotation on the transition probability
for each multiplet term which is a diagonal matrix for spin allowed transitions.
The rotational matrix, for spin allowed transitions, is:
Table 2.3: Rotational matrix elements, in function of the quantum numberΩ









The rotational intensity factor is then :
〈
S J ′ J ′′
〉= qv’v”R2e ∣∣T ′−1 〈φ′a |α|φ′′a〉T ′′∣∣2
Where qv’v” is the Franck-Condon factor, Re is the electronic transition moment, T
′ and T ′′
are the upper and lower transformation matrices, formed with the eigenvectors of the corre-
sponding Hamiltonians. φ′a and φ′′a are Hund’s case (a) basis eigenfunctions.
The code proposed by Hornkohl [Hornkohl et al., 2005] uses also directly the eigenvalues of
the perturbed matrix to find the location of the lines, which is very efficient as it is a completely
automated process and permits to avoid mistakes in the transcription of analytical formula.
The code developed in this work uses a slightly simplified method: Λ type doubling is not
taken into account (apart for the FPS) and it is restricted to spin-allowed transitions. Also, it is
not suited for polarized radiation.
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Atomic transitions are modeled within the code, each term of a multiplet being computed




with Au-l representing the emission coefficient.
The slit function used to convolve the rotational and atomic lines was assumed to be a gaussian.
The full width at half maximum (FWHM) is used to determine its width.
Comparison with Specair The comparison of a fitted spectrum computed with the present
in-house code with the fit obtained using the software Specair [Laux, 2002] using the same reso-
lution is shown is figure 2.8. The parameters used for the fit in Specair were: Te = 7900 K ,Trot =
Ttrans = 300 K and Tvib = 3000, and the mole fractions were [N2]= 0.88 and [N+2 ]= 6.5 ·10−6.
The slit function was triangular with a base of 0.6 nm. No better fit could be performed
with Specair. This is due to the non-equilibrium vibrational distribution function. The non-
equilibrium of the vibrational levels is one of the reasons for the development of an in-house
spectral code, as stated above, in order to allow for vibrational-specific population densities to
be determined.
(a)





















Figure 2.8: Fit (red solid line) of a typical experimental spectrum (blue solid line) using Specair
(units are in mWcm−2sr−1)(a) and the in-house code (b).
If the vibrational temperature in Specair is set to 200 (a low value), then only the first band
of each electronic transition will occur. The following spectrum was obtained: The other
temperatures were set to Te = 7700 K ,Trot = Ttrans = 300 K , and the mole fractions were
[N2]= 0.88 and [N+2 ]= 6.5 ·10−6.
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Figure 2.9: Fit (red solid line) of a typical experimental spectrum (blue solid line) using Specair
(a) and the in-house code (b).
Table 2.4: Comparison of population densities in cm−3 as computed with Specair and the
in-house code.
Species Specair in-house code
N2(C 3Πu , v = 0) 8.39 ·1013 8.29 ·1013
N+2 (B
2Σ+u , v = 0) 8.54 ·1012 8.31 ·1012
2.6 Conclusions
The basic properties of electrical discharges were reviewed. Similarity laws for gas discharges
were presented and showed that two parameters have to be kept constant in order to have
a similar discharge, namely the reduced electric field E/N and the pressure times distance
product p ·d . The breakdown of gases by the Townsend and streamer mechanism was de-
scribed, with an emphasis on the criterion for streamer breakdown. In the next section, the
physical model for the description of the plasma was depicted. The drift-diffusion approxi-
mation for the transport of the charged species was described. The two-term approximation
for Boltzmann’s equation for the electrons and the LFA approximation which replaces the
energy equation were presented. A short analysis of the validity of these approximation was
made, and showed that they were correct provided that the size of the plasma considered
is not too small. The different kinetic processes used by different authors in the literature
were reviewed, and showed large differences notably in the ionization coefficient, at very high
reduced electric fields. In the fourth section, the diagnostics of the plasma was discussed. The
reasoning behind the choice of the diagnostic method to be used was presented. It showed
that the use of optical methods were the most suited for the diagnostics of the plasma. The
formation and decay of excited species, together with the data from the literature necessary
for the calculation of their populations was described. The method used during this thesis
to determine the reduced electric field and averaged quantities such as the electron density
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was presented. In the fifth section, the theory necessary to understand the modelling of the
spectra emitted by excited species was presented. The approximation made and the method
to compute the different parameters were explained. These calculations were implemented in
a numerical code which purpose was to determine the population of excited species present
in the plasma, based on emission spectroscopy. The code was validated against the software
Specair, which is a reference for spectral simulations.
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3 Experimental Characterization of the
Plasma
3.1 Introduction
The experimental determination of plasma characteristics is presented in this chapter. The
temporal and spatial evolution of the thermodynamic state of the plasma, its composition,
the electric field inside the plasma are measured. The variation of these characteristics with
respect to the operating parameters such as the applied voltage, the polarity and the ambient
air pressure are investigated. These valuable informations allow to determine the optimal
configuration of the actuators, depending on the application needs. First a short review of the
literature on plasma diagnostics applied to high pressure, high voltage plasmas is given.
The chapter is structured as follows: In section 3.2, the different experimental setups are
described. In section 3.3, the principal experimental results of this thesis are presented. The
global characteristics of the SDBD actuator are described. The influence of different operating
conditions on the measured plasma parameters are analyzed. Section 3.4 summarizes the
findings of the chapter.
3.1.1 Literature review
Experimental determination of plasma characteristics in the case of a SDBD is largely based
on optical methods, as discussed in section 2.4. This is mostly due to the highly transient
nature of the plasma investigated, its very small size (≈ 5mm×200µm×200µm) and to the
high voltages and currents involved. Such studies have been performed in similar experiments
in the recent past by a number of authors.
The common feature of these investigations is the use of OES for the characterization of the
plasma. The plasma was generated in different geometries (notably point-to-plane geometry)
and at different pressures. While the conclusions drawn in these configurations are difficult
to apply to other cases, they give useful insights on the physics of the plasma and on the
experimental methods employed.
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The determination of the reduced electric field based on experimental data was already
presented in section 2.4.2. Methods to determine the reduced electric field in streamers
are reviewed in [Starikovskaia et al., 2010], with an example given for the determination of
the reduced electric field for the case of a SDBD driven by a sinusoidal voltage at 12 kV p-p
operated in a N2−O2 = 95:5 mixture at atmospheric pressure. The method employed relies on
the method given in [Paris et al., 2005]. This method is similar to the method employed here.
Absolute emission spectroscopy was performed in [Starikovskaia et al., 2002] for the deter-
mination of the electric field and electron density at different pressures (0.1-30 Torr) and for
high voltage pulse. These conditions lead to a so-called fast ionization wave, which reaches
velocities of up to 1010 cm/s. It is interesting to note that the EEDF is inferred from the solution
to the Boltzmann equation for electrons in the two-term approximation. This solution is
considered accurate only for values of the reduced electric field of about 1000 Td (see section
2.3.2). This fact poses the question of the validity of the method for very high electric fields
such as encountered in streamers.
The measurement of the reduced electric field was performed also for pressures above the
atmospheric pressure (1-5 atm) in [Kosarev et al., 2012], which is very important for combus-
tion applications. It was found that the average reduced electric field is decreasing linearly
with increasing pressures. The feasibility of using a SDBD for plasma-assisted combustion is
demonstrated. As higher than atmospheric pressures were not the topic of this thesis, they
were not investigated, but this reference shows that implementation of the SDBD in a turbo-
machine or in a combustion chamber could be envisaged for future work.
In [Pancheshnyi et al., 2000], the determination of active particles produced in a cathode
directed streamer, namely N2(C 3Πu), N+2 (B
2Σ+u ) and NO(A2Σ+) was conducted. The main
differences, when compared to the SDBD investigated here, is the point-to-plane geometry
and the high voltage pulse of 18 kV. The linear densities of the active particles are recorded.
The reduced electric field is determined.
In a latter publication [Pancheshnyi et al., 2005], the same author investigated the influence of
the pressure on the propagation of the streamers in the range 760 to 300 Torr and its impact
on the production of active particles. The experimental setup was similar to the previous
publication (point-to-plane, 12 kV). Several parameters of the streamers were measured: the
velocity, the diameter inferred from spectroscopy and the reduced electric field. Comparisons
with direct simulation were also provided. The influence of the pressure on the production of
active particles was deduced from calculations and was found to increase with the inverse of
the square of the pressure. The reduced electric field was found to vary insignificantly with the
pressure. The velocity of the streamer was found to increase with decreasing pressure. It was
noted that the similarity laws such as described in section 2.2 do not hold for most parameters
of the streamers and this was attributed to non-linear dynamics caused by the photoionization
and strongly coupled chemical kinetics. The question of the similarity laws is discussed in this
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reference, and poses the question of their validity for certain types of processes. This question
is important since similarity relations would be of great interest for the deduction of the flow
actuation properties of the actuator at different pressures.
The experimental investigation of nanosecond pulsed SDBD has been conducted in [Starikovskii
et al., 2009, Nudnova et al., 2010, Roupassov et al., 2009], investigating the characteristics of the
plasma generated by means of a fast camera, optical emission spectroscopy, air density mea-
surements (Schlieren technique) and pressure measurements. Positive and negative pulses of
high voltage up to 50 kV and duration down to 7 ns with extremely fast rise time down to 1.3
ns were investigated. Different setups were investigated in different gases (influence of the
heating in N2,Ar,CO2,He and Air), at different pressures (150-1350 Torr). The reduced electric
field was determined by OES using the first bands of the SPS and FNS for both polarities and
at different pressures. The increase in gas temperature was measured by spectroscopy and the
energy input to the plasma was determined by electrical measurements for different pressures.
The deductions made during these series of experiments explain most of the properties of the
plasma generated by a nanosecond pulsed SDBD. The comparison of these experiments with
the present configuration of SDBD driven by a voltage pulse which is shorter and has a smaller
voltage amplitude is of interest.
3.2 Experimental setups
The surface dielectric barrier discharge (SDBD) and the nanosecond voltage pulse generator
used throughout this thesis are described here.
The SDBD is made of dielectric material Al2O3 (alumina) and the electrodes are made of
copper strips (see figure 3.1). The upper electrode is exposed and the lower electrode is
encapsulated with Kapton. The electrodes are soldered to high voltage cables and connected
to the voltage generator.
The high voltage pulse generator is composed of a high voltage power supply connected to a
switching unit (≡ high power transistor).
The high voltage generator is a TREK power generator PM 04015-H-CE (600 VA max) which
can provide +/- 10 kV in either AC or DC modes. The TREK is used in DC mode for pulsed
experiments and provides the high voltage to the switching unit.
Two switching units were used: MOSFET push-pull switches HTS 151-03-GSM and HTS 111-
06-GSM from Behlke. The first one was used for the first experiments and optimized for
shortest transition times (rise and fall time), by varying the series and parallel resistors (see
figure 3.2). As the SDBD behaves like a capacitor, it is important to have a very small resistor in
series with it to allow for a fast transition time, but at the same time the MOSFET switch used
needs protective resistor in order not to overheat. As both a fast transition time (for efficient
plasma generation) and a high frequency of operation are necessary for optimal flow-control
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abilities, the second switching unit was purchased. This switch allows a high-voltage input up
to +/- 11 kV and 60 A peak current, with a continuous frequency operation of 100 kHz with
the cooling fins option selected. The theoretical rise and fall time are 19 ns assuming a 200 pF
capacitance.
The very good repeatability of the voltage pulses is one of the major assets of the pulse
generator used. It allows the interpretation of single pulse’s characteristics on the basis of
measurements performed on an accumulation of several thousand pulses. The accumulation
of the light for optical measurements for example, is necessary due to the low level of light
emitted by the plasma.
Whenever short-circuit occurred, the circuit was operated with too high currents, therefore
damaging the MOSFET switches. In order to circumvent this problem and to allow for higher
power deposition in the plasma, a MOSFET switch equipped with cooling fins and a cooling
ventilator was developed by the electrical team at CRPP. A protective system was designed in
order to cut the command signal to the MOSFET whenever a too high current is measured
(with a Rogowsky ring) and an integrated voltage divider permits to measure the voltage.
The switching unit needs to be triggered by an external signal, which is provided by a ROHDE
& SCHWARZ pulse generator SCF-AL-018 in pulsed mode.
Positive pulses were generated with a duration of 200 ns and a repetition frequency of 1 kHz
unless otherwise stated. Typical voltage and current signals are displayed in figure 3.3. The






















Figure 3.2: Sketch of the push-pull switch in positive pulse mode.
The temporal evolution of the discharge can be depicted using figure 3.3, which represents
typical voltage and current graphs for a 7 kV applied voltage.
A plasma forms at the voltage rise (ascending phase) and at the voltage fall (decaying phase),
according to electrical and optical measurements. During each phase, the plasma emits light.
































Figure 3.3: Typical current (left) and voltage (right) between the electrodes of the SDBD.
Ambient pressure experiments These experiments correspond to early measurements for
which the calibration of the optical setup was not yet performed. The light from the SDBD
was collected directly by a rack of 16 quartz optical fibers of 200 µm core diameter. They are
spaced by 0.5 mm and their numerical aperture is 0.22. The fibers were placed along the
direction of propagation of the streamer, i.e. perpendicular to the electrodes, with the first
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fiber being located 1 mm before the edge of the upper electrode. The fibers were placed 13
mm above the SDBD which allowed to record the light from a 8 mm long region with full
intensity (14 mm in total). An Acton SP2750 spectrometer coupled to a intensified CCD (1340
× 400 pixels, Spec-10:400 B from Roper Scientific) cooled with liquid nitrogen were used to
record the spectra. The spectrometer is equipped with three gratings of 300, 600 and 1800
g/mm. The 1800 g/mm was used for measurements shown in this thesis.
Vacuum chamber experiments The SDBD was placed in the vacuum chamber at pressures
in the range 0.2 bar to atmospheric pressure, in order to measure characteristics relevant for
aerodynamics application (0-10 km altitude). The pressure was reduced using a pre-pump
from Pfeiffer Vacuum and the pressure was measured using a MKS Baratron pressure gauge
626 A (1-1000 mbar).
The optical setup used to collect the light is shown in figure 3.4. The light coming from the
plasma is collected through a converging lens of 50 mm focal length to the optical fibers rack,
which comprises 16 fibers in a row. An Acton SP2750 spectrometer coupled to an ICCD (1024×
1024 pixels) fast camera PI-MAX 2 from Princeton instruments was used to record the spectra
emitted from the plasma. The fast camera was triggered by the ROHDE & SCHWARZ pulse
generator triggering the switch. The 600 g/mm grating was used for measurements shown
in this thesis, with linear dispersion of 2.16 nm/mm, giving a resolution of approximately 0.3
nm (inferred from emission spectra). The optical system was focused by shining white light
into the fibers at the spectroscope entrance slit in order to see the image of the fibers on the
SDBD. The rack was oriented parallel to the upper electrode of the SDBD in order to perform a
spatial average in that direction. The size of the image was then made as small a possible while
retaining the highest possible intensity. The size of the images from the fibers was smaller than
1 mm, which is an estimate of the spatial resolution of the measurements. The tube holder for
the fibers rack and the converging lens was mounted on micrometer screws to allow spatial
resolution.
Two spectral zones were recorded, a 400 nm zone (384-412 nm) and a 760 nm zone (744-772
nm). In order to record the spectra in the long wavelength region (about 760 nm), a low-pass
filter has been used in order to cut-off the light below 400 nm, to avoid second order spectra.
The system was calibrated in frequency with an Avantes argon-mercury lamp and in intensity
with a NIST traceable Avantes AvaLight-DH-BAL-CAL calibrated light source.
An optical fiber was connected to the calibration lamp and the output was placed at the
location of the SDBD inside the vacuum chamber, in order to ensure the correct calibration of
the whole optical system for the conditions of operation.
The absolute calibration of the system was made with an integrating sphere from Labsphere,
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which was performed after the experiments due to the impossibility to fit the Labsphere into
the vacuum chamber. The difference in relative population of excited species computed using
both calibrations was smaller than 2 percent within a spectral range (400 nm or 760 nm) and
better than 10 percent for the comparison between spectral ranges, which is the uncertainty
associated with the absolute intensity of the AvaLight-DH-BAL-CAL. The results presented in
this section are obtained using the calibration data from the Labsphere. The calibration of the
system was performed with an exposure time of 50 ns. It should be noted that the intensity
response of the CCD is not necessarily the same for exposures of different duration. Therefore
time-resolved intensities with temporal resolution of 2 or 5 ns presented in the following
sections must be taken as estimates.
The intensity measured was divided by the integration time in order to obtain radiance in units
Wcm−3sr−1. The intensity was further divided by the number of accumulations performed on











Figure 3.4: Sketch of the optical setup.
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3.3 Experimental results
In this section, the experimental results obtained for the influence of several parameters on
the plasma are presented. First, the global characteristics of the plasma produced by a SDBD
with nanosecond pulsed applied voltage are described in subsection 3.3.1. The influence of
the applied voltage on the plasma is discussed in subsection 3.3.2, the temporal and spatial
evolution of the streamer at atmospheric pressure for a positive pulse in subsection 3.3.3, the
influence of the polarity and of the pressure on the propagation of the streamers in subsections
3.3.5 and 3.3.6 respectively. A comparison with measurements performed with the sinusoidal
applied voltage is presented in subsection 3.3.7.
3.3.1 Global characteristics of the SDBD
The general experimental characterization of the plasma is performed and used to describe
the different diagnostics used and their limitations. Electrical measurements monitor integral
quantities such as the current and the energy in the plasma, time-resolved plasma imaging
serves to identify the general spatio-temporal structure of the light emitted by the plasma. The
analysis of the different species present in the plasma is made using time-averaged emission
spectroscopy.
Electrical diagnostics
The voltage set to the SDBD was measured between the two electrodes with a high-voltage
probe, a Tektronix P6015 (75 MHz bandwidth, max 20 kV) and the current was measured either
with a LeCroy current clamp or a Rogowsky ring. The current measured is composed of the
displacement (or capacitive) current and the current passing in the plasma. For this reason
it is difficult to perform measurement of the current flowing in the plasma with sufficient
accuracy. The time response of the voltage probe can be calculated as 0.35/75 MHz, which
gives 4.7 ns. Thus features in the signal which vary faster than 5 ns cannot be tracked.
Two methods have been used to measure either the current or the total energy released into
the plasma. The first consists in the measurement of the current in the SDBD while the plasma
was ignited subtracted to the current measured after having encapsulated both electrodes
with an insulating material (Kapton), to completely suppress the plasma. The resulting current
should corresponds to the current flowing in the plasma. This method is of course not very
accurate as there are variations in the current flowing through the SDBD from one test to the
other and moreover there is possibly a modification of the SDBD properties by adding an
insulating material. This method was also used in [Lagmich, 2007] for example.
The first results shown in figure 3.5 are obtained for a 1 µs pulse at 2 kV when there is no
plasma (or really weak) and at 7 kV when the plasma is well formed. The raw data being very
noisy, it was filtered (function filter in Matlab, window = 50). It can be seen that the order
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Figure 3.5: Computed current difference between plasma on and plasma off(insulated). Fil-
tered data (see text) for: 2 kV (a) and 7 kV (b).
of magnitude of the current estimated with this technique is of the order of 500 mA for these
conditions.
The method to compute the total energy flowing into the plasma over one complete cycle is
as follows: the current is multiplied with the voltage to yield instantaneous power and then
integrated over time during one voltage pulse. Because the capacitor is essentially a non
dissipative device, the total energy over a complete pulse should be zero. The energy loss is
then assumed to be due to energy consumption in the plasma (momentum transfer, heating,
radiative transfer, etc.).
The integrated power over one pulse is E = 1.12 mJ for the 7 kV case. The energy input to the
plasma measured with the same method in [Starikovskii et al., 2009] for a similar geometry
and applied voltage, is approximately 3 mJ, which is in of the same order of magnitude.
However, the accuracy of this technique is limited because the measurements of the voltage
and current exhibit a strong noise, which is voltage dependent. The energy difference between
pulses could then be simply due to the noise of the signal. In order to validate this method,
the energy was calculated from the experimental data for the case with plasma and for the
case without plasma, in the condition of figure 3.5. The results are shown in figure 3.6. The
difference in energy calculated for the case without plasma (insulated) is at most (7 kV case)
30 percent lower than the case with plasma. This shows that the validity of the energy input
calculations is highly dependent on the quality of the voltage and current measurements. With
the present electrical setup, the energy input in the plasma is strongly overestimated.
Plasma imaging
The overall propagation of the plasma is best pictured using fast camera images. The fast
camera is the PI MAX 2 described in 3.2. It was placed above the SDBD and focused with
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Figure 3.6: Difference between energy input and output to the SDBD. With plasma (red solid
line) and without plasma (blue solid line).
a camera lens at a distance of approximately 130 mm from the SDBD. Due to the high re-
peatability of the experiments, it was possible to perform phase-averaged acquisitions. The
camera was triggered with the ROHDE & SCHWARZ pulse generator, and the recorded light
was accumulated on the CCD for several thousand pulses. Two phases during which light
was emitted were found, corresponding to the ascending and decaying phase. The temporal
resolution was chosen in such a manner as to allow a visualization of the propagation of the
plasma. For these experiments, the gate exposure was 5 ns and 5000 pulses were accumulated
on the CCD, unless otherwise stated.
The plasma propagates in the form of small filaments from the upper electrode toward the
lower electrode direction, for both phases. The plasma propagates further in the ascending
phase, with branching phenomena occurring at the end of the propagation. For the decaying
phase, the plasma develops also in the form of filaments, but propagates less far and slower.
No branching is observed for this phase. The filamentary structure, the speed of propagation
and the high intensity emitted allow to conclude that the plasma forms as streamers. The
streamers propagating always from the upper electrode to the lower electrode, regardless of
the phase (and of the polarity, see [Peschke, 2014]), it can be concluded that the streamer
during the ascending phase is a positive streamer and the one during the decaying phase
a negative streamer. The difference in the type of streamers also explains why a different
behavior of the plasma is observed between the ascending and decaying phases.
It is to be noted that the repeatability of the plasma is such that it allows the visualization of
single streamers. The streamers always start at the same location, corresponding probably to







Figure 3.7: Fast camera images of the streamer propagation. The applied voltage is 7kV and
pressure is 1 atm, the gate exposure is 5 ns and the image is an average over 5000 cycles.
The time at which images are taken corresponds to the trigger time tref (a) plus 5 and 10 ns
respectively for (b,c) for the ascending phase. The images for the decaying phase (right) are
delayed by 160 ns with respect to the ascending phase. The edge of the upper electrode is
located at 5.2 mm.
57
Chapter 3. Experimental Characterization of the Plasma
Figure 3.8: Low resolution spectrum acquired with the 150 g/mm grating of the spectrometer
(150 mm focal length).
Radiating species
The identification of excited species produced in the plasma was performed by optical emis-
sion spectroscopy. An example of a low resolution spectrum is shown in figure 3.8. It was
obtained using a 150 g/mm grating of an Acton 2150 spectrometer. The left part of the spec-
trum, from 300 to 500 nm belongs to the transition N2(C 3Πu −B 3Πg), which is called the
second positive system of N2 (SPS) (see section 2.5). The right part of the spectrum looks very
similar to the left part: it is the so-called second order spectrum which can arise when using a
grating; it is the short wavelength spectrum with doubled wavelength. In order to remove this
feature, a short-wavelength filter can be used.
If a higher resolution is used for the left part (by using the 1200 g/mm grating), finer details
can be observed, notably the presence of the first band of the transition N+2 (B
2Σ+u −X 2Σ+g ),
the first negative system of N+2 (FNS) whose head is located at 391.2 nm. If a filter is used to
remove the second order spectra coming from the SPS, the features of the spectrum in the
right part of figure 3.8 can be investigated. An example of what is observed is shown in figure
3.10 for a grating of 600 g/mm of the 2750 Acton spectrometer. The spectrum observed in
this spectral region is due to the transition N2(B 3Πg − A3Σ+u ), which is called the first positive
system of N2 (FPS) and of atomic lines due to Ar(ground−2p1,5,6) (in Paschen’s notation) at
750.39, 751.47, 763.51 nm and to O(5Sdeg−5 P ) at 777 nm.
Some features of the spectrum were absent or weak, which prevented the use of some di-
agnostic technique as presented in section 2.4, making the plasma particularly difficult to
analyze. The electron density can be inferred from the Hα at 656.3 nm and the Hβ at 486.1
nm using the measurement of the Stark broadened line width. Both lines were too weak to
be distinguished from the background. The hydrogen coming from the water vapor dissocia-
tion is normally used for such a purpose, and its content should be present between 1 and 2
percent in humid air. The excitation cross section for the Hα is an order of magnitude larger
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Figure 3.9: Medium resolution spectrum acquired with the 1200 g/mm grating of the spec-
trometer (150 mm focal length).
Figure 3.10: Low resolution spectrum acquired with the 600 g/mm grating of the spectrometer
(750 mm focal length).
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than the excitation cross section for Hβ. Consequently, a long exposure was used to detect
the Hα line. It was too weak to be distinguished in the background. In order to determine
why this line is absent, the comparison can be made with the most intense argon line (2p1)
possessing an emission coefficient of the same magnitude as that of Hα. The 2p1 state is
produced from electron-impact excitation of ground state argon, representing 1 percent of
the dry air content. Its excitation cross section peaks at 5.3 ·10−18 cm−2 for an electron energy
of 20 eV (see figure 2.6). Comparatively, the Hα peaks at 0.204 ·10−18 cm−2 for an electron
energy of 20 eV rising to a maximum value of 3.55·10−18 cm−2 at 100 eV, as reported in [Itikawa,
2005]. This lower excitation cross section could explain the absence of this line. Moreover,
the OH(A2Σ+,v′ = 0−X2Πi,v′′ = 0) band at 306-310 nm was very weak and difficult to identify
among the background indicating a low dissociation of water vapor. Atomic lines from N
atoms where not observed, nor was the N+2 (A
2Πu−X2Σ+g ) Meinel system of N+2 , despite long
exposures.
The diagnostics of the plasma presented in section 2.4.2 is based on the determination of the
reduced electric field. Most of the authors determining the reduced electric field do so by
comparing the relative intensities of the FNS and the SPS. In this thesis, other transitions are
analyzed for the determination of the reduced electric field, for several reasons. The first one
is to determine the validity of this approach experimentally, as there is no reliable compari-
son available for the value of the reduced electric field apart from the comparison made in
[Starikovskaia et al., 2002] with a capacitive gauge, which gave reasonable agreement for a
positive pulse and a factor of 2 discrepancy for a negative pulse. The second one is to allow for
the determination of the reduced electric field in special conditions, such as when the electric
field is too low to provide sufficient intensity of the FNS or when the recording system cannot
perform measurements below 400 nm, as was encountered during this thesis (measurement
behind a Plexiglas window). The third one is to allow for the reconstruction of the shape of the
streamer front, as discussed in section 4.4. This last point is the most distinctive feature of this
thesis.
In order to provide different transitions for the purpose of determining the reduced electric
field, argon lines are suitable, since they most probably are populated by electron-impact from
the ground state of argon. Another candidate is the FPS, which can be populated by numerous
other sources, as described in section 2.4.1. Another transition would the strong oxygen lines
at 777 nm. This last candidate is difficult to assess, since the main production mechanism
could be direct electron impact dissociative excitation, but also by electron-impact from
atomic oxygen [Germany et al., 1988], which might be produced efficiently in the plasma. For
this reason this transition was discarded.
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Figure 3.11: Energy input in the plasma in function of the applied voltage. The value of the
series resistor is: 33Ω (red solid line), 68Ω (blue solid line) and 150Ω (black solid line).
3.3.2 Effect of the voltage on streamer propagation
The experiments presented in this section were performed using the experimental setup in
ambient air described in subsection 3.2.
The applied voltage has a high impact on the produced plasma because it changes the strength
of the applied electric field driving the processes in the plasma. However, raising the voltage
does not necessarily mean an increase in the reduced electric field in the plasma once a
streamer is initiated, but it will certainly speed the breakdown process as discussed in section
2.2. Other parameters such as the rate of the voltage increase in time have also a large influence
on the plasma. If the electrical circuit behaves linearly with input voltages, then the effect of a
rise in voltage is equivalent to an increase in the slope of the voltage pulse (higher dV/dt).
Once a streamer is initiated, its propagation length will depend on the applied voltage, which
acts as the energy supply necessary to overcome the losses occurring in the plasma channel,
but also on other processes such as the charging of the dielectric by positive or negative
charges. Thus a higher applied voltage should generate longer streamers and consume more
energy than for lower voltages. To investigate these effects, the electrical diagnostics described
in section 3.3.1 is first used to determine the input energy in the plasma. As noted in section
3.3.1, the accuracy of the electrical measurements is questionable, but is believed to give
valuable insight on the trend of the overall energy consumption of the plasma for different
applied voltages.
The energy transmitted from the electrical circuit to the plasma is estimated for voltages from
2 to 10 kV, and for different values of the resistor (series), 33, 68 and 150Ω. The energy increase
follows the trend of the power input, which is about quadratic with respect to the voltage
(P=U2/R). Since the length of the upper electrode is 9 cm, the specific energy is 0.5 mJ/cm at
10 kV for the 33Ω case.
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Secondly, the optical diagnostics described in section 3.3.1 is used to determine the spatial
extension of the plasma as a function of the applied voltage, together with the different
production of active species. The light emitted by the plasma was recorded for applied
voltages from 1 to 10 kV and the relative populations of radiating species associated with it
were determined using the spectral code described in section 2.5. The integration time was
varied between 30 and 250 s and averaged over that time allowing comparison, the plasma
was pulsed at a frequency of 100 Hz. No light was detected for the 1 kV case, it is thus not
shown. Both recorded and fitted spectra are shown in figure 3.12. The experimental spectra
are very well fitted by the code for all conditions.
The spatial evolution of the excited species populations is shown in figure 3.14. The length of
the plasma does seem to vary appreciably with varying applied voltage. It is to be noted that
due to the optical setup consisting of optical fibers directly placed over the SDBD, the intensity
of the light emitted at a certain location was measured by fibers placed also further ahead
or behind, thus producing a certain spread of in the recorded intensities. Consequently, the
intensity recorded increases due to both an increase in intensity due to the higher voltage but
also due to the longer extent of the plasma. Indeed, a longer plasma produces more overall
light, as recorded by this setup. This interpretation is supported by measurements performed
with a different experimental setup: the fibers were placed parallel to the electrodes and closer
to them, and time-resolved spectroscopy was performed. The results exhibit an almost linear
increase of the populations of excited species with the increase of applied voltage (see figure
3.13).
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Figure 3.13: Effect of the applied voltage on the population of excited species during the
ascending phase (a) and decaying phase (b). The excited species correspond to : N2(C3Πu,v′ =
0,1,2,3) and N+2 (B
2Σ+u ,v′ = 0). Optical fibers placed parallel to the electrodes (see text).
There exists a difference between the shapes of different excited species profile. This is
readily interpreted as the contribution of the decaying phase to the emission, as will be
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Figure 3.12: Effect of the applied voltage on the spectrum. Recorded spectra (blue solid line)
and computed spectra (red solid line).
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Figure 3.14: Effect of the applied voltage on the spatial distribution of excited species. The
red, blue and black solid lines and the green, orange, light blue and bronze dash-dotted lines
correspond to voltages from 10 kV to 2 kV respectively. The excited species correspond to :
N2(C3Πu,v′ = 1) (a), N+2 (B2Σ+u ,v′ = 0) (b), N2(B3Πu,v′ = 2) (c) and O(5P ) (d).
discussed in the next subsection. Low lying species are efficiently produced during the
decaying phase, whereas high lying states are not. Therefore the population density profile
of the N+2 (B
2Σ+u ,v′ = 0) state (figure 3.14 (b)), which is almost flat (contribution from the
ascending phase only). Comparatively, the N2(B3Πu,v′ = 2) state (figure 3.14 (c)) presents a
larger intensity at short distances (for voltages below 7 kV). This larger intensity comes from a
contribution from the decaying phase, during which the streamer propagates for a shorter
distance. The maximum distance at which significant light is recorded reaches a maximum
value of 6 mm, depending on the transition observed.
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3.3.3 Temporal and spatial evolution of positive streamers
The experimental setup for the experiments presented in the remainder of this section corre-
sponds to the vacuum chamber experiment described in section 3.2.
The spectral code described in chapter 2.6 was used to determine the population of excited
species using the following parameters: rotational temperature Trot = 300 K and resolution of
0.3 nm FWHM. The populations are given in cm−3, which assumes that the plasma is 1 cm
thick. However, the actual thickness of the plasma is unknown, and should be very difficult
to measure accurately in a SDBD configuration. Thickness for the SDBD configuration has
been estimated by measuring the profile of the light intensity from the dielectric surface in
function of the pressure in [Starikovskii et al., 2009]. Thicknesses for other geometries were
measured by several authors, and can be estimated with the formula p ·dmin = 0.2 mm bar,
which gives the diameter of the streamer as function of the pressure (see [Briels et al., 2008]).
The two estimates give similar figures. The actual population densities can thus be estimated
as p/0.02 times the populations densities displayed in the following figures. The accuracy of
this approach is investigated in section 4.4.
A note on the designation of the excited species used in the graphs: excited species N2(C 3Πu , v =
0,1,2,3) , N+2 (B
2Σ+u , v = 0), N2(B 3Πg , v = 2,3,4) and Ar(2p1,5,6) are denoted simply by C v =
0,1,2,3, B+ v= 0, B v= 2,3,4 and 2p1,5,6 for simplicity.
Temporal evolution of the streamer For time-resolved spectroscopy, the recorded intensity








I (x, y, t ) · s(x, y)dxdydt (3.1)
where I (x, t ) is the intensity of light emitted by the plasma and s(x, y) is the sensitivity of the
optical system.
The inverse problem of estimating I (x, y, t ) on the basis of the recorded intensity I¯ is impracti-
cal since deconvolution methods are very sensitive to noise. Moreover, as the light collected
is the sum of light coming from several fibers monitoring different streamers, which are not
necessarily exactly synchronized (see the camera footage in section 3.3.1), the interpretation
of the data would be difficult.
However, most insight is gained by solving the direct problem described by equation 3.1, i.e.
convolving the light emitted by a numerically simulated streamer with the sensitivity of the
optical system, as is made in section 4.4. This analysis allows for better understanding of the
results presented in this section. The temporal evolution of the excited species determined
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(b) 760 nm
Figure 3.15: Temporal evolution of the excited species populations, for the ascending phase
(left) and the decaying phase (right) for a 7 kV pulse at 1 bar. The excited species are inferred
from emission spectroscopy in the 400 nm spectral zone (a) and in the 760 nm spectral zone
(b).
from time-resolved spectroscopy obtained with a gate width of 2 ns is shown in figure 3.15
for the two spectral zones investigated. The optical system was focused at 0.5 mm from the
edge of the upper electrode. In order to allow a better comparison between different operating
pressures (see below), the excited species populations is normalized to the pressure in bar.
The evolution in time of the excited species increases and decreases due to the passing of
the streamer in the collecting area seen by the optical system. The width (in time) of the
pulse seen is of course a function of the optical system sensitivity and of the velocity of the
streamer but also of other parameters such as the spread of the excited species. It can be
seen that the qualitative behavior for every excited species is similar for the same phase. The
higher lying states appear to attain their peak value earlier (=more to the left) when compared
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to lower lying states. This effect is much more pronounced for the decaying phase. The
magnitude of the excited species population is most interesting, since a clear difference exists
between the ascending and decaying phase. This difference lies in the population density of
the N+2 (B
2Σ+u , v = 0) state, which is about 20 times lower in the decaying phase than in the
ascending phase. The magnitude of N2(C 3Πu) is similar between phases. The maximum value
of the N2(B 3Πg ) population density increases by a factor 2 in the decaying phase while the
Ar (2p1) decreases by a factor 2. These differences indicates that the high lying states are much
weaker in the decaying phase, indicating a weaker reduced electric field, as is shown in the
following. The interpretation of these results is discussed in more detail in section 4.4.
It is interesting to plot the ratio of vibrational levels of N2(C 3Πu), in order to compare to the
vibrational population expected from theoretical analysis. If the excitation mechanism is only
electron impact from the ground state, the distribution should follow the Franck-Condon
factors at the beginning and change slightly over time due to different quenching rates for
different vibrational states. The comparison of the ratio of vibrational states for the ascending
and decaying phase are compared to the theoretical case (with vibrational relaxation, see
section 2.4.1) in figure 3.16. The vibrational distribution starts very close to the Franck-Condon
ratio (1, 0.5651, 0.1945, 0.0550) and relaxes to values below what was found from computations,
considering a constant electric field. The difference between the ascending and decaying
phase is not very pronounced, which allows to conclude that the excitation occurs from the
ground state of N2 even in the case of the decaying phase, although the small difference could
be attributed to a non-negligible excitation of the v = 1 vibrational level (Franck-Condon ratio:
1, 0.2282, 0.7695, 0.5274).
For the 760 nm spectral zone, the measurement of the excited species population is more prob-
lematic since the N2(B 3Πg , v ′ = 2)→N2(A3Σ+u , v ′′ = 0) and N2(B 3Πg , v ′ = 4)→N2(A3Σ+u , v ′′ =
2) bands are not completely resolved. Moreover the spectra recorded are much fainter than
for the 400 nm zone, which gives less confidence in the fitted values (which is also reflected
by the error bars). The ratio of the population of vibrational states cannot give information
on the process of population of this state. The Franck-Condon factors for this state are 0.195,
0.190 and 0.151 for vibrational states v = 2,3,4 respectively. The quenching rates as taken
from the literature increase slightly with vibrational level, therefore they should only decrease
vibrational populations of higher vibrational levels. This distribution does not seem to be
respected, as the v = 4 state is overpopulated. The effect of the vibrational relaxation is diffi-
cult to evaluate, but should increase vibrational populations of lower levels. The fact that the
population of vibrational levels does not seem to follow the Franck-Condon factors does cast
some doubt on the mechanism of population of the N2(B 3Πg ) state.
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Figure 3.16: Temporal evolution of the ratio of vibrational levels N2(C 3Πu , v)/N2(C 3Πu , v = 0)
for the ascending phase (a) and the decaying phase (b) compared to the theoretical distribution
(c) for a 7 kV pulse at 0.25 bar. The curves corresponding to the vibrational levels v = 0,1,2,3,4
are the red, blue and black solid lines, green and orange dash-dotted lines respectively.
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Figure 3.17: Spatial profile of the excited species populations, for the ascending phase (a) and
the decaying phase (b). The applied voltage is 7 kV and the pressure is 1 bar.
Spatial resolution of the streamers The light is recorded for each phase (ascending and
decaying) for a time long enough to ensure that all the light from the passing streamer is
collected. The method to determine the average electron density and active species described
in section 2.4.1 is applied.
The spectra associated with the streamers formed during the ascending and decaying phase
are recorded during 50 ns starting at the beginning of the phase, as determined from time-
resolved measurements. The optical system is then moved by steps of 0.5 mm in the direction
of the propagation of the plasma, i.e. perpendicular to the electrodes, for 3 mm.The error bars
shown represent the error made during the fit of the computed spectra to the experimental
one, apart for the case of the 0.5 mm position, which has been performed five times in order
to give an idea of the repeatability of the experiment. The error for this case is the sum of the
standard deviation associated with the five experiments and the error induced by the fit.
Excited species populations Figure 3.17 shows the spatial evolution of the average popu-
lation density of 4 excited species, namely N2(C 3Πu , v = 0), N2(B 3Πg , v = 3), N+2 (B 2Σ+u , v = 0)
and Ar (2p1). The differences already noted between ascending and decaying phases are also
seen for other distances than 0.5 mm (time-resolved case). During the ascending phase, the
excited species produced in the streamer start by a steep increase followed by a longer decay.
The same is observed during the decaying phase, except that the decay is faster, and thus the
plasma appears to go less far, as seen with the fast camera images 3.7.
Reduced electric field estimation The average reduced electric field as described by equa-
tion 2.20 is calculated for different combination of excited species and shown in figure 3.19.
Ratios denoted C/B, Ar/B, B+/B, Ar/C, B+/C in the legends represent values of the electric
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field determined using the ratio of excited species’ populations N2(C 3Πu , v = 0)/N2(B 3Πg , v =
3), Ar(2p1)/N2(B 3Πg , v = 3), N+2 (B 2Σ+u , v = 0)/N2(B 3Πg , v = 3), Ar(2p1)/N2(C 3Πg , v = 0) and
N+2 (B
2Σ+u , v = 0)/N2(C 3Πg , v = 0) respectively.
It is to be noted that for the case of the decaying phase, the quality of the fits of the 760 nm
zone are not very satisfactory for the larger distances. The determination of the population of
argon excited species in the FPS background, which is very noisy, are not very reliable. The
spectra recorded for the 2 mm position is shown in figure 3.18.




















Figure 3.18: Measurement (blue solid line) and fit (red solid line) of the spectrum recorded at
2 mm from the upper electrode during the decaying phase. The conditions are 7 kV applied
voltage and atmospheric pressure.
The quality of the fits for the other measurement points were satisfactory. The reduced electric
field determined does not vary significantly with respect to the distance, apart for reduced
electric fields determined from transitions involving the N2(B 3Πg ) state, which increase as the
distance increases.
This effect is attributed to the overpopulation of this state by processes other than electron-
impact from the ground state, and is more pronounced during the ascending phase.
The reduced electric field was found to be much stronger during the ascending phase com-
pared to the decaying phase. The reduced electric fields determined from different transitions
were found to have very different values, especially in the case of the ascending phase.
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Figure 3.19: Spatial profile of the averaged electric field and normalized electron density for
the axial direction, for the ascending phase (a) and the decaying phase (b). The applied voltage
and corresponding pressure are: 7 kV, 1 bar.
Averaged electron and metastable species densities estimation The averaged electron den-
sity as computed with equation 2.23 using the averaged reduced electric field Eˆ and the
averaged electron density using the exponential fit as computed with equation 2.25, using
transitions from the FPS,SPS,FNS and argon, are shown in figure 3.20. The population densities
of two metastable excited states, N2(A3Σ+u ) and O2(a1∆g ), are also shown.
There is more than an order of magnitude difference between the two different averages for the
electron density estimated for the ascending phase. If the thickness of the plasma is assumed
to be 200 µm. They are estimated as 3.5 ·1013 cm−3 for the average electron density computed
with equation 2.23 and 2.0·1015 cm−3 for the average electron computed using the exponential
fit. This difference is discussed in section 4.4 and is attributed to the location in space that the
electron density represents. The exponential fit gives a value which is supposed to be closer
to the electron density in the body of the streamer, just behind the head. It is consequently
much higher than the electron density computed with 2.23 which is representative of the head
of the streamer. For the decaying phase, maximum values of the averages are 2.0 ·1014 cm−3
and 5.0 ·1015 cm−3 respectively. For the ascending phase, the maximum value of the absolute
densities of the N2(A3Σ+u ) is estimated as 2.0 ·1016 cm−3 and of the O2(a1∆g ) as 8.6 ·1015 cm−3,
if the thickness of the plasma is supposed to be p ·d = 0.02 cm. For the decaying phase,
the tendency is reversed, with a maximum value of the absolute densities of the N2(A3Σ+u )
estimated as 8.5·1015 cm−3 and of the O2(a1∆g ) as 3.2·1016 cm−3. This seems natural since the
excitation cross section of N2(A3Σ+u ) is higher than that of O2(a1∆g ) for high electron energies.
71
Chapter 3. Experimental Characterization of the Plasma






















































Figure 3.20: Spatial profile of the averaged electron density, the averaged electron density
obtained from the exponential fit and the population density of metastable states in the
direction of propagation of the streamer, for the ascending phase (a) and the decaying phase
(b). The applied voltage and corresponding pressure are: 7kV, 1 bar.
The measurement of the electron density produced by a 5 to 8 kV and 10 nanosecond pulsed
experiment at atmospheric pressure in heated air (1000 K) was performed in [Rusterholtz
et al., 2013]. The electron density is measured using the Stark broadening of Hα and was
ranging from 2.0 ·1014 to 2.1 ·1015 cm−3 as a function of time. In the same experimental setup,
the production of N2(A3Σ+u ) was investigated experimentally in [Stancu et al., 2010] with the
cavity ring-down spectroscopy (CRDS) technique and the average density during the 100 ns
after the nanosecond pulse onset was found to be of 5 ·1014 cm−3 . This measurement is of
the same order of magnitude as the present estimate. The smaller value found in the CRDS
experiment is believed to be due to the higher quenching rate occurring in heated air due to
the larger amount of oxygen atoms which are efficient quencher of the N2(A3Σ+u ) state and
due to the time averaging over the 100 ns. An analytical and numerical investigation was
carried in [Naidis, 2010] on the topic of N2(A3Σ+u ) generation by streamers in N2 gas with small
admixture of oxygen. This investigation gives an estimate on the order of 1015 cm−3.
The main advantage of the present technique over absorption based techniques is that it
enables to take into account the whole volume of the plasma provided the collection area of
the optical system is large enough. The determination of the volume of the plasma being not
trivial in a SDBD configuration, this asset is important. This enables the measurement of total
numbers of molecules for a particular geometry.
Experimental data on the production of O2(a1∆g ) by nanosecond high-voltage pulses in
air could not be found in the literature and would be of great interest for the experimental
validation of the diagnostic method.
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3.3.4 Effect of the plasma on the gas temperature
The temperature of the gas can be determined provided that the rotational levels are at
equilibrium. Indeed, the population of rotational states depends on the rotational temperature
(see section 2.5), and can thus be determined from the shape of the bands. The rotational
temperature is then assumed to represent the translational temperature owing to the fact that
electron collisions do not change appreciably the angular momentum of the molecules. The
temperature determined with Specair and with the in-house spectral code (see section 2.5)
is shown for an applied voltage of 7 kV. The parameters for the fit in Specair are: trapezoidal
slit of 0.15 nm width for the base and 0.025 width for the top. Resolution of the in-house code
is 0.08 nm FWHM (Gaussian) for this computation. The accuracy of the in-house code is
good for the FNS apart for the larger rotational lines, which is probably due to the inaccurate
spectroscopic model used for location of the lines in the frequency domain. The accuracy for
the SPS is not as satisfactory, probably due to the neglect of lambda doubling occurring in this
case.
The temperature for the ascending phase can be estimated as 350 ± 50 K and for the decaying
phase, occurring after 1 µs in this case, at 400 ± 50 K.
The increase of temperature in the decaying phase is believed to be due to the release of
heat during the ascending phase. The temperature during the ascending phase is, however,
explained only by a long term heating of the gas (the light is collected for several thousand
cycles). The amount of heat released in the gas during one pulse is therefore even lower.
These measurements are to be compared with the experiments conducted in [Starikovskii et al.,
2009], where the temperature increase due to high voltage pulses was measured by means
of emission spectroscopy during the pulse. A secondary pulse was sent in the plasma 1 µs
after the first pulse, enabling the measurement of the increase in temperature after 1 µs. The
measurements show a similar trend for the lower voltage (14 kV), with a rotational temperature
of 330 K for the first pulse and a temperature of 380 K for the second pulse. They claim that the
first temperature measured is increased with respect to room temperature (290 K) of 40 K. The
low repetition rate of their experiment (1-100 Hz) suggests that the global temperature increase
at the beginning of the pulse is solely due to energy transfer from electrons to rotational energy
directly and ultrafast heating during the pulse, as investigated in [Rusterholtz et al., 2013].
Their measurement of the rotational temperature is made using 2000 accumulation of 0.25
nm FWHM resolution spectra of the first band of the second positive system. As shown in
figure 3.22, the accuracy of such a measurement is difficult to assess and is probably not better
than 50 K. Time resolved measurements performed in the present thesis (see figure 3.23) show
that even at the beginning of the pulse recorded, corresponding to the head of the streamer,
the temperature is already similar to the temperature measured in the whole streamer and no
increase can be detected. The fast equilibration of the rotational levels of the excited species
with the rotational levels of the neutral gas can be estimated (see [Rusterholtz et al., 2013]) as
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Figure 3.21: Fit of (0-0) band of the FNS using Specair (a) and the in-house code (b) for the
ascending phase. The different curves in (a) are for rotational temperature 300 K (red solid

























Figure 3.22: Fit of the (2-5) band of the FPS using Specair (a) and the in-house code (b) for the
decaying phase (after 1 µ s). The different curves in (a) are for rotational temperature 300 K
(red solid line), 400 K (blue solid line) and 500 K (green solid line). The rotational temperature
for (b) is 400 K.
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Figure 3.23: Emission spectra recorded during the ascending phase at different times with
respect to the reference time tr e f . t= tr e f +2.5 ns (a), t= tr e f +5 ns (b) and t= tr e f +10 ns (c). The
fit of the spectra is performed with a rotational temperature of 300 K and FWHM of 0.3 nm.
The light is recorded during 2 ns.
1 ns, which supports the use of OES for gas temperature measurements.
For conditions typical of the other experiments performed in this thesis, the duration of the
pulse was 200 ns, and generally the resolution of the spectra was fitted with a resolution of 0.3
nm FWHM and with a rotational temperature of 300 K. At this resolution, the uncertainty on
the temperature is worse than ± 50 K, which makes accurate measurements of the rotational
temperature not feasible. However, the rotational temperature can be ascertained to be less
than 500 K for all conditions tested.
In addition, the global energy released to the gas can also be visualized by the compression
wave sent in the gas, as can be seen with Schlieren experiments. Such experiments were
performed with the same actuator in [Peschke et al., 2011].
3.3.5 Effect of the polarity on streamer propagation
The high-voltage was connected to the lower electrode and the ground was connected to the
upper electrode. All other characteristics were kept identical.
Excited species populations The evolution of the excited species with respect to the distance
of propagation is shown in figure 3.24. The decrease in voltage is associated with the decaying
phase, and the increase in voltage occurring after is associated with the ascending phase.
If these phases are compared to the corresponding phases for the positive pulse, a similar
behavior is observed. The population density of the N+2 (B
2Σ+u , v = 0) state is slightly less than
an order of magnitude lower in the decaying phase than in the ascending phase, which is to be
compared with the positive pulse case in which the ratio between phases is of about 40. The
population density of every excited species is approximately 3 times larger for the negative
pulse than for the positive pulse during the decaying phase. During the ascending phase, the
population density is a factor 2 to 3 lower for the negative pulse compared to the positive one,
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Figure 3.24: Spatial profile of the excited species populations for a negative nanosecond pulsed
applied voltage, for the ascending phase (a) and the decaying phase (b). The applied voltage
and corresponding pressure are: -7 kV, 1 bar. Comparison with the positive pulse is shown in
(c) and (d).
depending on the species.
Reduced electric field estimation The reduced electric fields determined from several tran-
sitions are shown in figure 3.25 in function of the distance of propagation of the streamer. The
ascending phase exhibits again a substantially higher reduced electric field when compared to
the decaying phase. The difference is however less marked than for the positive pulse. The
values of the reduced electric fields are lower than for the positive pulse for the ascending
phase and higher than for the positive pulse during the decaying phase.
These differences are intuitively easy to interpret. The negative streamer which arises during
the decaying phase is formed due to a large voltage difference applied between the electrodes,
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Figure 3.25: Spatial profile of the averaged electric field and normalized electron density for
the axial direction, for the ascending phase (a) and the decaying phase (b). The applied voltage



























































Figure 3.26: Spatial profile of the averaged electron density, the averaged electron density
obtained from the exponential fit and the population density of metastable states in the
direction of propagation of the streamer, for the ascending phase (a) and the decaying phase
(b). The applied voltage and corresponding pressure are: -7kV, 1 bar.
and a strong electric field appears around the upper electrode. On the other hand, the
positive streamer formed during the ascending phase occurs due to the electric field which
sets between the increasing positive voltage at the electrode and the negative voltage due to
negative charges remaining in the gas and on the surface of the dielectric. These charges are
distributed in the vicinity of the upper electrode, closer than the lower electrode. The applied
electric field is thus less intense for the case of a negative pulse than for a positive pulse.
Averaged electron and metastable species densities estimation The averaged electron den-
sity and average metastable population densities are shown in figure 3.26. The trend compared
to the positive pulse follows from the trend for the excited species.
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3.3.6 Effect of pressure on streamer propagation
The comparison is made between the ascending and decaying phase for a positive pulse at
different pressures, and different voltages. The streamer should be similar (= follow similarity
rules) for a same ratio of voltage over pressure V /p, which can be related to the reduced
electric field E/N, and with a same product pressure times distance p ·d as discussed in section
2.2. While keeping a constant V /p is trivial to achieve experimentally, a constant p ·d is
more difficult since it would involve the changing of the dielectric thickness, changing the
capacitance and therefore changing the electric properties of the electrical setup. Moreover,
the alignment of the SDBD with the optical setup would have been more difficult as well. It
was thus chosen not to change the dielectric thickness, even if this makes the interpretation of
the results more difficult.
The streamer can develop only according to Meek’s criterion as discussed in section 2.2, i.e.
the streamer develops only after a certain pressure for a given V /p. The values at which the
streamer should develop were calculated in section 4.3.4 and give for example a value of 3.5 kV
at atmospheric pressure, which is clearly overestimated with respect to the experiments. As
seen in section 3.3.2, the plasma was developing already at 2 kV, although it was very weak and
might not ignite for every pulse. This discrepancy can be explained by local enhancement of
the electric field at the electrode’s edge due to inhomogeneity coming from the manufacturing
process or developing over time due to etching. During the experimental campaign in the
vacuum chamber, the plasma was found to be not very stable (it was intermittent) for applied
voltages of less than about 2.5 kV at 0.2 bar. For this reason, the lowest applied voltage at
0.2 bar was 2.8 kV. Even at this rather high applied voltage, the plasma appeared to be weaker
at the end of the campaign, after several hours of operation, and affects measurements taken
in the 760 nm zone. Due to this restriction, the lower voltage selected was 2.8 kV and to respect
the V /p ratio, the applied voltage at 1 bar would have been 14 kV, which was not possible with
the high-voltage generator used (max. 10 kV). Therefore, a compromise has been made and
two V /p ratios were taken, 7 kV/bar at 1 and 0.5 bar and 14 kV/bar at 0.5,0.3,0.25 and 0.2 bar.
Additionally, this allowed to determine the influence of the increase in V /p at 0.5 bar.
Temporal evolution of the streamer Fast camera images were acquired at pressures 0.5 bar
and 3.5 kV, 0.5 bar and 7 kV and 0.25 bar and 3.5 kV. They are shown in figures 3.27, 3.28 and
3.29. Time-resolved spectroscopy is performed at 0.25 bar and 3.5 kV. The excited species







Figure 3.27: Fast camera images of the streamer propagation. The applied voltage is 3.5 kV,
the pressure is 0.5 bar and the gate exposure is 5 ns. The time at which images are taken
correspond to the trigger time tref (a) plus 5 and 10 ns respectively for (b,c) for the ascending
phase. The images for the decaying phase (right) are delayed by 165 ns with respect to the
ascending phase. The edge of the upper electrode is located at 5.2 mm.
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Figure 3.28: Fast camera images of the streamer propagation. The applied voltage is 7 kV,
the pressure is 0.5 bar and the gate exposure is 5 ns. The time at which images are taken
correspond to the trigger time tref (a) plus 5 and 10 ns respectively for (b,c) for the ascending
phase. The images for the decaying phase (right) are delayed by 165 ns with respect to the






Figure 3.29: Fast camera images of the streamer propagation. The applied voltage is 3.5 kV,
the pressure is 0.25 bar and the gate exposure is 5 ns. The time at which images are taken
correspond to the trigger time tref (a) plus 5 and 10 ns respectively for (b,c) for the ascending
phase. The images for the decaying phase (right) are delayed by 155 ns with respect to the
ascending phase. The edge of the upper electrode is located at 5.2 mm.
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The streamer produced during the ascending phase is again propagating further and faster
than the streamer produced during the decaying phase. However, the intensity of light is
larger during the decaying phase. The aspect of the plasma seems more diffuse at lower
pressures, and propagates further. The analysis of the fast camera images shows that the
plasma propagates the farthest for the 0.5 bar and 7 kV case. For the same V /p and a pressure
of 0.25 bar, the plasma propagates less far than for the 0.5 bar case. Since the product p ·d is
twice lower at 0.25 bar compared to 0.5 bar, it is expected that the number of collisions between
free electrons and neutrals are twice as few. The effect on the streamer will be as follows. The
reduced electric field E/N (x) is constant for a same point x in space due to the same V /p.
Therefore if the streamer developing at lower pressure is enlarged by a factor α, it will see
a lower reduced electric field E/N (αx) at the scaled location αx (for the SDBD geometry).
This effect reduces the propagation of the streamer in the case of the lower pressure when
compared to the higher pressure, and the larger the reduction the larger the inhomogeneity of
the electric field is. Thus it can be concluded that in a plane parallel geometry, there is no such
effect and for a corona actuator for example (wire-to-wire geometry) the effect is larger.
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(b) 760 nm
Figure 3.30: Temporal evolution of the excited species populations, for the ascending phase
(left) and the decaying phase (right) for a 3.5 kV pulse at 0.25 bar. The excited species are
inferred from emission spectroscopy in the 400 nm spectral zone (a) and in the 760 nm spectral
zone (b).
The time-resolved spectra recorded to obtain the evolution of the excited species shown in
figure 3.30 were acquired with a gate width of 2 ns for all but the 760 nm zone during the
ascending phase, due to the very long exposures required and to the very long duration of
the light emitted during this phase. Indeed, the plasma formed during the ascending phase
was found to be more complex than for the other cases (pressures and phases), displaying
two waves of propagation which are best pictured with the fast camera images. The first wave
seems to ignite the plasma, and then a second one develops again from the electrode but
much stronger. This is also seen in the evolution of the excited species. A similar difference
between the ascending and decaying phase compared to the atmospheric pressure is seen. The
population density of the N+2 (B
2Σ+u , v = 0) state, is however only about half during the decaying
phase than in the ascending phase. The same trend is followed by the other species. Overall,
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Figure 3.31: Temporal evolution of the ratio of vibrational levels N2(C 3Πu , v)/N2(C 3Πu , v = 0)
for the ascending phase (a) and the decaying phase (b) compared to the theoretical distribution
(c) for a 3.5 kV pulse at 0.25 bar. The curves corresponding to the vibrational levels v = 0,1,2,3,4
are the red, blue and black solid lines, green and orange dash-dotted lines respectively.
the maximum intensity is considerably higher during the decaying phase. This is attributed to
the higher applied reduced voltage V /p compared to the atmospheric pressure case. The ratio
of vibrational levels of N2(C 3Πu) are also populated according to the Franck-Condon factors,
as can be seen in figure 3.31
Spatial evolution of the streamer The comparison of the propagation of the streamer at
different pressures are shown in figures 3.32 and 3.33 for V /p = 7kV/bar and 14 kV/bar re-
spectively. The overall behavior follows the same trend observed with the fast camera images,
but is more clearly visualized with the spatial evolution of the excited species. An interesting
feature is the evolution of the population density of the N2(C 3Πu) state compared with that
of the N+2 (B
2Σ+u , v = 0) state. During the ascending phase, the ratio remains more or less
constant. During the decaying phase on the contrary, the maximum population density of
the N+2 (B
2Σ+u , v = 0) state increases with respect to that of the N2(C 3Πu) state with decreasing
pressure. This is related with an increased reduced electric field as is shown in the following.
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(a) 7 kV, 1 bar
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(b) 3.5 kV, 0.5 bar
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(c) 7 kV, 0.5 bar
Figure 3.32: Spatial profile of the excited species populations, for the ascending phase (left)
and the decaying phase (right). The applied voltage and corresponding pressure are: 1 bar, 7
kV (a), 0.5 bar, 3.5 kV (b) and 0.5 bar, 7 kV (c).
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(a) 4.2 kV, 0.3 bar
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(b) 3.5 kV, 0.25 bar
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(c) 2.8 kV, 0.20 bar
Figure 3.33: Spatial profile of the excited species populations, for the ascending phase (left)
and the decaying phase (right). The applied voltage and corresponding pressure are: 0.3 bar,
4.2 kV (a), 0.25 bar, 3.5 kV (b) and 0.2 bar, 2.8 kV (c).
88
3.3. Experimental results
Reduced electric field and averaged electron density estimation The reduced electric field
as computed with transitions B+/C and the average electron density obtained using the
exponential fit are shown in figures 3.34 and 3.35. The electron density scales linearly with
the pressure (or the density N ) for the ascending phase, despite that the p ·d value was not
kept constant. It can be seen that it does not follow the same scaling for the decaying phase,
with more than quadratic decrease in density with the pressure. The length of the streamer
does not follow a simple scaling for both phases. The length of the streamers during the
ascending phase increases mainly with the applied voltage, thus diminishes with pressure
for a same reduced electric field, as discussed in the beginning of this section. The length of
the streamers for the decaying phase remains more or less constant for all conditions, with
values between 3 and 5 mm. At 0.2 bar, the decaying phase exhibits a much larger reduced
electric field. As said above, the plasma was not very stable at this pressure. However, the ratio
of the FNS and FPS 0 bands used for the determination of the reduced electric field plotted
here were recorded simultaneously, thus discarding a possible difference between measured
excited species populations performed at different moments. This tendency of increased
reduced electric field was also noted at a pressure of about 0.3 bar for a negative streamer in
[Starikovskii et al., 2009].
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(a) 7 kV, 1 bar
































































(b) 3.5 kV, 0.5 bar
Figure 3.34: Spatial profile of the averaged electric field and normalized electron density in
the direction of propagation of the streamer, for the ascending phase (left) and the decaying




































































(a) 7 kV, 0.5 bar
































































(b) 3.5 kV, 0.25 bar
































































(c) 2.8 kV, 0.2 bar
Figure 3.35: Spatial profile of the averaged electric field and normalized electron density in
the direction of propagation of the streamer, for the ascending phase (left) and the decaying
phase (right). The applied voltage and corresponding pressure are: 7kV, 0.5 bar (a), 3.5 kV, 0.25
bar (b), 2.8 kV, 0.2 bar (c).
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3.3.7 Comparison with sinusoidal applied voltage
For comparison purposes, AC sinusoidal voltage has been applied to the actuator. Two
different configurations were tested at two different pressures, namely 1 bar and 0.25 bar. The
applied voltage and the frequency were set at 10 kV modulated at a frequency of 2.5 kHz for
1 bar and 2.5 kV at 10 kHz at 0.25 bar. These values were chosen in order to respect both V /p
and the slope of the voltage increase with time (slew rate), V ν where ν is the frequency.
The evolution of the excited species in function of time (normalized to one cycle) are shown
in figure 3.36. Two zones can be seen, which correspond to the positive slope and to the
negative slope of the sinusoidal voltage. The fact that the plasma forms at these moment in
time is well known. The interesting feature is that the same distribution of excited species
corresponding to ascending and decaying phases, as seen in the above sections, can be clearly
distinguished as well for the sinusoidal case. The comparison between the two pressures
reveal the shorter duration of the plasma during both phases for a lower pressure. If the same
interpretation made in subsection 3.3.6, the streamers should develop later in the cycle (= for
a larger voltage) at a lower pressure, which is what is observed. The reduced electric field as
computed with transitions B+/C and the average electron density obtained by the exponential
fit are shown for both pressures in figure 3.37. Once again the high reduced electric field and
low electron density associated with the ascending phase (positive streamers) and the low
reduced electric field and high electron density associated with the decaying phase can be
clearly seen, even though the streamers seen are only an average over several µs. Also, due
to the duration of light collection, the averaged electron density is much lower than in the
case of the nanosecond pulse. The integration time for the 1 bar and 0.25 bar cases are 80 and
20 times longer respectively than for the nanosecond pulse case (50 ns). If the light collected
during the AC experiments is assumed to be produced by a single streamer event, the averaged
electron density is of the same order in the nanosecond pulse and in the AC cases.
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(a) 10 kV p-p, 2.5 kHz, 1 bar
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(b) 2.5 kV p-p, 10kHz, 0.25 bar
Figure 3.36: Spatial profile of the excited species populations, for one cycle. The applied
voltage and corresponding pressure are: 1 bar, 10 kV p-p and 2.5 kHz (a), 0.25 bar, 2.5 kV p-p
and 10 kHz (b).
































(a) 10 kV p-p, 2.5 kHz, 1 bar
































(b) 2.5 kV p-p, 10 kHz, 0.25 bar
Figure 3.37: Spatial profile of the averaged electric field and normalized electron density, in the
direction of propagation of the streamer, for one cycle. The applied voltages and corresponding
pressures are: 1 bar, 10 kV p-p and 2.5 kHz (a), 0.25 bar, 2.5 kV p-p and 10 kHz (b).
3.4 Conclusions
The plasma produced by a 200 ns voltage pulse applied to a SDBD actuator was analyzed with
electrical and optical diagnostics. Two distinct phases of the plasma were found, one at the
beginning of the pulse and one at the end.
The electrical diagnostics permitted to determine the order of magnitude of the energy input
to the plasma, which was of the order of 0.5 mJ per cm of electrode for 10 kV. The current input
to the plasma was found to be of the order of the 500 mA.
The optical diagnostics were the fast camera footages and the time-averaged and time-resolved
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optical emission spectroscopy. The fast camera confirmed that the plasma emits light during
two phases corresponding to the voltage rise (ascending phase) and fall (decaying phase). The
light is emitted in the form of small filaments, which develops from the upper electrode to the
direction of the lower electrode, for both phases. These filaments are readily associated with a
positive streamer for the ascending phase and the decaying phase, for the case of a positive
applied voltage and the reverse for the case of a negative applied voltage.
Time averaged emission spectroscopy allowed the determination of the main transitions
occurring in the plasma. These were found to belong mainly to the first and second positive
system of N2, to the first negative system of N+2 , to argon and oxygen lines and some features
were associated with NO gamma bands but were difficult to interpret. The missing features of
the spectrum were also investigated, namely emission from water vapor, from nitrogen lines
and from the Meinel system of N+2 .
The spectral code presented in chapter 2.6 allowed the unambiguous determination of excited
species populations corresponding to the emission spectra for all but the NO gamma spectra
recorded.
The effect of the voltage on the plasma was investigated by electrical measurement of the
energy input to the plasma, which was found to vary quadratically with the applied voltage, as
the electric power. Time-integrated OES was used to determine the variation of the spatial
profile of the excited species production with respect to the applied voltage. The length of the
plasma was found to be insensitive to the voltage. The intensity emitted was found to vary in a
complicated manner with the voltage, with two regimes of a regular increase in intensity with
applied voltage up to about 6 kV, a sudden increase between 6 and 8 kV and then a stagnation
of the intensity.
The absolute calibration of the optical setup was performed. It allowed the estimation of
actual excited species densities, which are only an estimate due to the unknown thickness of
the plasma. The thickness of the plasma can be estimated as p/0.02, with p the pressure, and
allowed a good approximation of the population densities.
Time-resolved spectroscopy with a temporal resolution ≥ 2ns allowed separating the contribu-
tion to the emission spectrum due to the ascending and decaying phase. The former exhibits
a very strong FNS and strong emission from argon lines, when compared to the decaying
phase, which exhibits weak FNS and argon lines, and slightly stronger SPS and FPS, depending
on the conditions.The difficulty to determine the spatio-temporal structure of the passing
streamers is noted. This stems from the finite temporal and spatial resolution of the optical
system. A deconvolution method was investigated in order to retrieve the true variation of
excited species in time, but was unsuccessful due to the large sensitivity of the method on the
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noise in the signal. Analysis of the relative populations of vibrational states demonstrated that
initial populations follow the Franck-Condon principle and change over time due to different
quenching rates associated with vibrational states.
The determination of the reduced electric field and average electron density were performed
with the methods presented in chapter 2.6 based on phase-averaged emission spectroscopy.
The reduced electric field was determined on the basis of the intensity emitted by several
pairs of transitions. The spatial evolution of the reduced electric field and averaged electron
density was characterized for both phases. It was found that the reduced electric field does
not vary much with respect to the distance, apart for reduced electric fields determined from
transitions involving the N2(B3Πg) state, which was found to increase as distance increased.
This effect is attributed to the overpopulation of this state by processes other than electron-
impact from the ground state. This effect was considerably more pronounced during the
ascending phase.
The reduced electric field was found to be much stronger during the ascending phase com-
pared to the decaying phase. The reduced electric fields determined from different transitions
were found to have very different values, especially in the case of the ascending phase.
The average electron density was determined using two methods, one presented in chapter
2.6 and the second presented in chapter 4.5. For the ascending phase, the first one was found
to give very low values, of the order of 1012 cm−3 while with the second method values of the
order of 1013 cm−3 were determined. For the decaying phase the difference was of the same
order, but the absolute values were slightly higher with a maximum of 1014 cm−3.
The investigation of the effect of the polarity of the applied voltage was investigated with the
same diagnostic methods. It was shown that the plasma is very similar to the positive polarity,
with only the order of the ascending and decaying phases inverted. The ascending phase is
correspondingly weaker, with lower populations and reduced electric fields and the decaying
phase is correspondingly stronger.
The effect of the pressure on the plasma was investigated at 1, 0.5, 0.3, 0.25 and 0.2 bar. The
applied voltage was in the ratio of voltage over pressure 7 kV/bar for 1 and 0.5 bar and 14 kV/bar
for 0.5, 0.3, 0.25 and 0.2 bar.
For pressures above 0.25 bar, the reduced electric field was found to be once again not signif-
icantly affected and remained almost constant to a value of approximately 1000 Td for the
ascending phase and to a value ranging from 200 to 300 Td for the decaying phase, apart on
the location of the upper electrode, where it is slightly higher (300 to 500 Td). The average elec-
tron density scales approximately with the pressure as expected from similarity laws for the
ascending phase but not for the decaying phase, where the scaling was more than quadratic
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with the pressure. The length of the streamers during the ascending phase increases mainly
with the applied voltage, thus diminishes with pressure for a same reduced electric field. The
length of the streamers for the decaying phase was found to remain approximately constant
for all conditions, with values between 3 and 5 mm. At 0.2 bar, the decaying phase exhibits a
much larger reduced electric field. This trend is similar to the literature.
The comparison with a sinusoidal applied voltage was performed, at pressures 1 and 0.25
bar. The frequency/voltage and the voltage/pressure ratio were respected in order to isolate
pressure effects not predicted by similarity laws. The high reduced electric field and low
average electron density typical of positive streamers as well as low field and high average
electron density typical of negative streamers were clearly observed during the rise of the
positive half cycle and during the fall of the negative half cycle respectively.
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4.1 Introduction
The numerical modelling of the plasma produced by a SDBD actuator to which a short high
voltage pulse is applied is described in this chapter. The characterization of the plasma by
experimental means described in chapter 3.4 provided measurements representative of the
whole plasma, which were useful to determine global characteristics such as the temporal
evolution of the current and voltage, the energy input in the plasma and the temperature of
the gas. These informations, while giving means to compare different configurations of the
plasma actuator, does not permit to determine precisely the magnitude of actuating forces or
the global heat release. A numerical model offers the advantages of a detailed description of
the plasma, providing the spatial and temporal evolution of the charged species and allowing
the computation of electrohydrodynamic forces and heat release to the gas. However, these
outputs are meaningful only if the the model is able to describe the physics accurately. This
last point is the main challenge with the numerical modelling of the plasma at atmospheric
pressure, since the experimental validation is difficult to perform for other than very global
characteristics of the plasma, such as the velocity of streamers or its spatial extent. To assess the
validity of the numerical model, the reduced electric field and the electron density determined
during the experiments are compared to the numerical simulations.
This chapter is structured as follows: A succinct literature review is given in subsection 4.1.1.
The numerical methods employed are described in the second section. In the third section, the
results of the simulations for the conditions investigated in chapter 3 are analyzed. The validity
of the experimental methods employed in the experiments is discussed in the next section.
The last section presents the global output of the actuators for flow-control applications and
for plasma assisted combustion applications.
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4.1.1 Literature review for plasma modelling
Streamer modelling is treated by several researchers, most of whom are using the same basic
physical model, with difference only in their implementation. The following authors can
be cited: J.P. Boeuf et al. ([Boeuf and Pitchford, 2005, Unfer and Boeuf, 2009]), Soloviev et
al. ([Soloviev and Krivtsov, 2009]), Pancheshnyi et al. ([Pancheshnyi, 2005]), Likhanskii et
al. ([Likhanskii et al., 2007]), Aleksandrov ([Aleksandrov and Bazelyan, 1996]), Morrow et al.
([Morrow and Lowke, 1997]), Bourdon et al. ([Bourdon et al., 2007, Bonaventura et al., 2011]).
The literature review reveals a necessary condition for the streamer to develop: the electric
field must exhibit a gradient. This requirement leads to the necessity to solve the electric field
in a two-dimensional geometry (or at least the so-called 1.5 D).
For example, in [Morrow and Lowke, 1997], the electric field is computed in a 2D geometry
but the plasma dynamics is computed in one dimension along the axis of symmetry of the
electrode.
The implementation of a two-dimensional model implies that relatively efficient numerical
methods are employed, as the size of the problem to be solved is getting larger (typically several
hundred thousand nodes). An overview of the different ways to implement a streamer model
is depicted in [Luque et al., 2007]. The numerical methods available to solve the Poisson’s
equations are numerous, but only a few seem to be used for this type of problem. These
methods are LU factorization (direct method) and SOR (successive over-relaxation) (iterative
method). Despite it’s simple aspect, the advection equation for the transport of species is the
most difficult to implement numerically, and its implementation varies from one author to
the other.
For example, in [Morrow and Lowke, 1997, Bourdon et al., 2007], a 3rd order FCT (see [Leonard,
1991]) scheme is employed, in [Boeuf and Pitchford, 2005, Bonaventura et al., 2011], a Schar-
fetter and Gummel scheme is used, and in [Soloviev and Krivtsov, 2009, Pancheshnyi, 2005] a
simple upwind scheme is used.
Chemical reactions is a more complex and paradoxically less investigated topic. Indeed, the
models used are usually taking into account either two [Pancheshnyi, 2005] or three [Morrow
and Lowke, 1997, Unfer and Boeuf, 2009, Likhanskii et al., 2007] different species, namely
electrons, positive ions and negative ions (for three component models). These species embed
the properties of the most important species for air and their reaction rates depend on the
local reduced electric field.
One reference for this kind of model is the one developed by Morrow [Morrow and Lowke,
1997, Lowke and Morrow, 1995].
In [Aleksandrov and Bazelyan, 1996], the simulation of a long (several centimeters) streamer
in air is undertaken. A complex model involving different types of ions, excited species and
coupling of the vibrational relaxation to the reaction rates is developed. The calculation is
carried in 1.5 D, meaning that the radius of the streamer channel is a parameter. A comparison
is made with models using only three species and the large differences are demonstrated not
only in chemical species computed, but also on global characteristics of the streamer, such
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as its velocity, maximum electron density and limiting propagation length. The difference
between the simple three species model and the complex one is believed to be due to an
important change in the electron-ion recombination. An example is given which shows a
large difference in electron density due to the use of different electron-ion recombination rate
(βei = 2 ·10−6 cm3s−1 and 2 ·10−7 cm3s−1). Although the conclusions made on the basis of a 1.5
D model are difficult to extrapolate to a 2D model, it seems clear that the chemical processes
play an important role in the propagation of a streamer at long distances.
The treatment of photoionization, a process known to be important notably for the propa-
gation of the streamer, is treated in three major ways in the literature. The first and simplest
one is to use a so-called background ionization, a certain number of electrons and positive
ions present in the whole domain either just at the beginning, or during the whole simula-
tion time (a minimum number of electrons and ions is set). This procedure is discussed in
[Pancheshnyi, 2005] and in [Likhanskii, 2009]. The main problem with this method is that it
modifies the velocity and the direction taken by the streamer, and also the magnitude of the
electric field in the streamer head. The second way of treating photoionization is to compute
explicitly the photoionization due to radiating excited nitrogen species. The energetic photons
are produced in region of high reduced electric field and radiated isotropically, ionizing the
surrounding gas. The contribution of photoionization to a particular point in space must
be integrated over the whole volume [Zhelezniak et al., 1982]. This procedure being very
time consuming (summation over the whole volume for each point in space), a third way
to treat photoionization is to transform the integral photoionization problem into a partial
differential form, which can be solved very efficiently [Bourdon et al., 2007]. It is to be noted
that the implementation of the photoionization model does not permit to describe accurately
the propagation of streamers at different pressures for every condition, and that a debate
exists on the subject [Pancheshnyi, 2005, Naidis, 2006]. In the present thesis, the analysis
made in [Pancheshnyi, 2005] on the initial concentration of charged particles coming from
natural sources and from previous pulses was retained. Indeed, since most of the experiments
presented in the this thesis were performed at a frequency of 1 kHz, the hypothesis of residual
charges coming from previous pulses seemed appropriate. Moreover, the agreement of experi-
mental and numerical calculations performed in [Pancheshnyi, 2005] was better for uniform
initial density of charges (seed charges) when compared to photoionization, especially at
lower pressures.
The role of surface processes, i.e. surface discharge deposition and secondary emission, on
the development of the streamer is not yet clear. It is discussed notably in [Unfer and Boeuf,
2009, Soloviev and Krivtsov, 2009, Likhanskii, 2009]. It is hard to attribute an effect of surface
processes on the propagation of the streamer because of differences in the model varying
from one author to the other. However, the effects of the secondary emission are best seen in
the models used by Boeuf and coworkers, because surface processes are the sole mechanism
for seed electron production. Also, it is clear from calculations that the charges on the surface
affect the whole propagation of the plasma due to the shielding of the electric field. Surface
charges are also partly responsible for the reverse breakdown occurring when the positive
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voltage of a pulse decreases to a lower value.
4.2 Numerical Model
The implementation of the physical model described in section 2.6 is not straightforward in
many regards. First, the advection-diffusion type equations 2.11 must be solved with a scheme
that preserves positivity of the densities and with good stability properties, in connection with
the temporal discretization. Second, the coupling of the transport equations with Poisson’s
equation is not easily performed, and thus is completely decoupled (i.e. the potential is
computed using the densities of the previous time step) in the vast majority of work on the
topic. The uncoupling of the equations seems fully justified in regards to the very small time
steps necessary to solve the transport problem. The main difficulty in the resolution of the
discretized problem lay in the size of the system to solve, which is large even for small test
problems such as employed in section 4.2.5 (200 × 100 cells) in 2 dimensions. The generaliza-
tion to a computational domain of several cubic centimeters in 3D makes mandatory the use
of parallel computing together with efficient computational methods. Some of the problems
linked with the numerical resolution of the problem are addressed in section 4.2.4.
4.2.1 Numerical Discretization
For simplicity, the same grid is used to solve the Poisson’s equation and the transport equa-
tions. Of course it is possible to use different grids (e.g. [Morrow and Lowke, 1997]), but the
implementation is more difficult. The requirements for the problem of plasma modelling at
high p ·d are a very fine grid for regions of space where the gradients are high and a large
enough domain to solve the potential correctly. These requirements imply a large amount of
memory, which can be prohibitive. The problem is even more difficult for the modelling of
streamers: the region where the highest gradients are located is the head, which is moving.
Thus either a very fine grid for the whole region where the streamers passes must be used,
or a moving/adaptive mesh (see [Unfer and Boeuf, 2009] for an example of adaptive mesh
applied to streamer modelling). As the implementation of an adaptive mesh is difficult and
complicates the implementation of the numerical schemes, the choice has been made to use
a fixed grid.
In the first part of this section, the numerical schemes associated with a uniform grid (rect-
angular cells of the same size for the whole domain) are described. The second part of this
section describes the non-uniform grid developed in order to decrease the computational
cost. The validation of the numerical schemes developed for this non-uniform grid is made by


















Figure 4.2: Computational cell with dielectric-gas interface located at the cell’s boundary.
Poisson’s equation and electric fields
There are several ways to set the computational grid within the finite volume method formula-
tion: the properties of the material (dielectric constant, electrode) are defined:
• between nodes as shown in figure 4.1
• between cells as shown in figure 4.2
The latter choice was made for calculations shown in this thesis. A typical non-uniform grid
cell is shown in figure 4.3. The dashed line shows the limit of the finite volume for the cell (i,j).
The volume (surface in 2D) of this cell is given by ∆xm,i = 1/2(∆xi+1+∆xi+1). The gradients at
the interface are computed as:
∇Φi+1/2 = Φi+1−Φi
∆xi+1























Figure 4.3: Computational cell with dielectric-gas interface located at the node.
Poisson’s equation with varying dielectric is therefore written as:













(V j+1−V j )
∆y j+1
−² j
(V j −V j−1)
∆y j
)
The scheme employed can be described using a toy problem of 4 × 4 cells.
eMx =

1 0 0 0
−1 1 0 0
0 −1 1 0
0 0 −1 1
0 0 0 −1

The boundary condition is applied to this matrix by setting the corresponding line to zero.
For example the first line set equal to zero implies that the left of the computational domain






1/∆xi 0 0 0 0
0 1/∆xi+1 0 0 0
0 0 1/∆xi+2 0 0
0 0 0 1/∆xi+3 0
0 0 0 0 1/∆xi+4

the full operator for the x component of the electric field is obtained using the tensor product:
E Mx = I j max
⊗
d Mx E Mx
where I j max is the identity matrix of size j max (y component). The same is made for the
y component of the electric field. The dielectric permittivity being variable, a value of the




²di el ²di el 1 1 1
²di el ²di el 1 1 1
²di el 2²di el /(²di el +1) 1 1 1
²di el 2²di el /(²di el +1) 1 1 1

Notice that the permittivity is modified at the interface in order to take into account the
discontinuity due to the interface gas-dielectric (the electrode is 2 cells long in this example).
In this matrix, the permittivities are set according to their physical locations, but must be
put in a diagonal matrix in order to multiply it with the electric field matrix. This diagonal
matrix ∆epsi lon,x is square and (imax +1) jmax long for the permittivities associated with the
x-component of the electric field. The divergence operators are constructed as follows:
eDi vx =

−1/∆xm,i 1/∆xm,i 0 0 0
0 −1/∆xm,i+1 1/∆xm,i+1 0 0
0 0 −1/∆xm,i+2 1/∆xm,i+2 0
0 0 0 −1/∆xm,i+3 1/∆xm,i+3
0 0 0 0 −1/∆xm,i+4

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Di vx = I j max
⊗
eDi vx
The dirichlet boundary conditions are implemented by constructing a matrix BDi r i chlet which
is diagonal with zeros where the boundary conditions apply and ones otherwise. The actual
value of the boundary condition is set in the right hand side of the equation.The final form of
the Laplacian operator is:
∇· (²E )≡BDi r i chlet (Di vx∆epsi lon,x E Mx +Di vy∆epsi lon,y E My )+ IN −BDi r i chlet
where N = imax jmax is the size of the system.
The Laplacian with homogeneous Dirichlet boundary conditions to compute the Helmholtz
equations for the photoionization problem (see section [Bourdon et al., 2007]) is simply:
∇· (²E )≡BDi r i chlet (Di vx E Mx +Di vy E My )+ IN −BDi r i chlet
4.2.2 Numerical Schemes
Temporal discretization An explicit Euler forward scheme (first order accurate) has been
used throughout this study, and the accuracy of the results have been assessed by reducing the
time steps for the test case. The advantages of using a second-order Runge-Kutta were found
to be insignificant. In order to decrease the computational time, a semi-implicit procedure
such as in [Lagmich et al., 2008] could be used. However, the accuracy associated with the
semi-implicit procedure would have been harder to assess, especially for the computation of
excited species.
The time steps are of variable duration and are computed according to stability conditions
for the advection-diffusion problem (CFL condition) and for the dielectric relaxation time
(Maxwell relaxation time) and the accurate calculation of the ionization source (see [Vitello
et al., 1994]).
Spatial discretization The advection equations are discretized with the MUSCL scheme
(second order in space).
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The charged particle densities are defined at the center of the computational cell (i,j) as il-
lustrated on figure 4.4. In the drift-diffusion equations, the charged particle fluxes directed
towards the x and y axes are defined between the points (i,j) and (i+1,j), (i,j) and (i,j+1) respec-






Figure 4.4: Representation of the computational cells implemented in the numerical model
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The MUSCL scheme is implemented for two purposes: the first one is to enable the comparison
with the papers and thesis of [Unfer and Boeuf, 2009] and the second one is to have a spatial
accuracy to the second order, which allows the use of larger cells. This scheme is defined as
follows: A total variation diminishing (TVD) linear scheme is chosen (thus a first order scheme
by Godunov’s theorem), then the variables used to compute the fluxes or, alternatively, directly
the fluxes, are assumed to be linear functions of space. These variables are then re-injected
into the first order TVD fluxes. The numerical scheme is now second order in space. However,
it is no more TVD and in particular will not preserve positivity. It is therefore necessary to limit
the fluxes in order to achieve TVD. This is similar in concept with the Flux Corrected Transport
(FCT) scheme. The scheme is described in [Hirsch, 2007] p.552-553. The limiter chosen is the
minmod, in order to match [Unfer and Boeuf, 2009]. A better choice to capture steep gradients
might be the superbee limiter [Ducasse et al., 2012], but this has not been tested.
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ΦR (r R )(ni+2−ni+1)
with r L = ni+1−nini−ni−1 and r R =
ni+1−ni
ni+2−ni+1 . The complete scheme is then written:
dni
d t
=−(v+i+1/2n˜Li+1/2+ v−i+1/2n˜Ri+1/2− v+i−1/2n˜Li−1/2+ v−i−1/2n˜Ri−1/2)
If this semi-discrete equation is resolved in time using an explicit first order (Euler) scheme,
the stability condition for a minmod limiter is (Hirsch p.558) v∆t/∆x < 2/3.
The generalization to multidimensions is accomplished by applying the above scheme once
for every direction. If the grid is orthogonal, this procedure is correct [Berger et al., 2005]. In
order to generalize this scheme to a nonuniform grid, it is necessary to modify it slightly, as
described in [Berger et al., 2005]. This scheme reads:
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)(ni+2−ni+1), i f r R > 0
n˜Ri+1/2 = ni+1, i f r R <= 0
with ∆xi = xi −xi−1.
As a conclusion, the computational cost associated with different discretization schemes
is studied in the context of streamers in [Ducasse et al., 2012], and shows that the MUSCL
scheme is a good choice.
Computation of the reduced electric field and the mobilities The norm of the electric field








(Ey j+1/2 +Ey j−1/2 )2
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and then the reduced electric field is computed as: |E/N | ·10−17 to obtain the reduced electric
field in Townsend units (V cm2). The mobilities necessary to compute the two components of




except at the gas-dielectric interface, where a discontinuity in the electric field does not allow
to perform an average, and thus the mobility is simply µjdiel+1/2 =µjdiel+1
Photoionization The photoionization problem [Bourdon et al., 2007] involves the solution
of Helmholtz equations, which itself contains a Laplacian, which is identical to the Laplacian
in Poisson’s equation. The implementation of the other terms is straightforward.
4.2.3 Non-uniform Grid
In order to decrease the computational time, a non-uniform grid has been used. The grid
is as shown in figure 4.5. Poisson’s equation must be resolved with high accuracy especially
near the discontinuities of the domain (gas-dielectric interface, upper electrode) and where
the streamer develops. This is why a constant spacing block with the minimal ∆y =∆y0 was
defined, with thickness determined by trial and error (the maximal thickness of the streamer is
of the order 200 µm). For the rest of the domain, a linearly decreasing grid size is used, where
the maximum size is specified (e.g. ∆y = 5∆y0). Very steep gradients of the electric field and
of the species densities are located in the streamer head, which is moving. Thus a moving
grid or an adaptive refinement technique would be necessary in order to refine the spatial
region only where it is needed. This is why a constant grid spacing in the x direction is used
(∆x =∆x0). Although very simple, this non-uniform grid allows the use of smaller grids, which
decreases the memory usage and decreases the computing time significantly, especially for
large dielectric thickness, as were used during the experiments.
4.2.4 Solver
The numerical resolution of the system of equation obtained from the discretized problem is
discussed in the following.
Due to the explicit nature of the temporal discretization, the solution of the transport equations
is very easy. The main challenge lies in the resolution of the Poisson’s equation which is an
elliptic problem and need the resolution of a large system of equations. They are two main
class of methods used for the resolution of such systems in the framework of plasma modelling,
the direct resolution of the system, which solves the problem exactly (within the precision
of the computer) and the iterative resolution of the system, which uses a first guess to the
107





Figure 4.5: Typical non-uniform grid used for the computations.
solution and then iterates until the solution converges. The first class of methods is very time
consuming for large systems, as it requires N 3 operations (with N the number of unknowns) at
least, while the iterative methods only needs N 2 operations [Luque and Ebert, 2012]. However,
for the particular case of streamer modelling, the LU factorization remains faster for small
geometries (i.e. less than a million cells) due to the fact that once the system is factorized,
the solution can be determined very quickly. If the number of time steps is large, which
is true for streamer modelling (> 105 time steps), then the initial factorization takes only
a very small fraction of the overall computation time. Another issue with this method for
large problems is the memory requirement. Another advantage of the direct methods over
the iterative methods is their accuracy for any physical condition. The computational cost
required for LU factorization and for the Successive Over-Relaxation (SOR) iterative method is
compared in the context of streamer modelling in [Ducasse et al., 2012]. They conclude that
the LU factorization is computational competitive with SOR methods with a good accuracy
independently of the spatial gradients.
4.2.5 Validation of the Numerical schemes
The validation of the numerical schemes used in the numerical code is presented in this
section. The numerical schemes developed for the non-uniform grid are compared to the
uniform grid case. The comparison between the present calculations and similar calculations
performed in the literature is made.
The test calculation is carried out with parameters identical to those of [Unfer, 2008] (p.55 and
following ones). The geometry is presented in figure 4.6, the height of the dielectric is 50 µm,
the length of the upper electrode is 100 µm, the ground electrode covers the whole length of
the dielectric. The height of the domain is 200 µm and the length of the domain is 400 µm.








Figure 4.6: Computational domain used for the validation calculations.
• Constant applied voltage on the upper electrode of 1200 V, 0 V on the lower electrode
• ²r =10
• E ·n = 0 and Γ ·n = 0 at the top, left and right boundaries
• γ=0.05
• Constant temperatures Te = 104 K and Ti on = 350 K
• Computed time: 150 ns
• initial concentration of ne =N+2 = 104 cm−3
• Gas temperature Tg = 300 K and pressure P = 101300 Pa and corresponding gas density
Ng = 2.446 ·1019 cm−3
where n is the vector normal to the boundary.
The explicit coefficients for the fits used in the code are shown in table A.1 in the appendix.
The recombination coefficient is set to 2 ·10−7 cm3s−1.
The comparison of the results of the test case are first compared between uniform and non-
uniform grid. The spatial discretization scheme is the MUSCL scheme. The transport and
source coefficients are the same as the ones used in the reference case [Unfer, 2008]. The
results at 5, 10 and 15 ns are plotted in figure 4.7. The agreement between the two results is
very good.
However the comparison with the reference case of the literature is less satisfactory. Even
though the qualitative behavior of the plasma is identical for the present computation and
the reference, a current of about a tenth of the present value is found in the reference (see
figure 4.8). This difference is explained by the faster (about 4 times) propagation velocity of
the plasma computed with the present code when compared to the reference. This is a large
discrepancy and could be due to the neglect of the displacement current (conduction current
to the anode only) performed in the present calculation. It is noted that this reference case
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Figure 4.7: Density contours of the electron density computed at t=5, 15, 45 and 60 ns. Uniform
grid 200 × 100 (a) and non-uniform grid 200 × 45 (b).
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Figure 4.8: Conduction current computed for the uniform grid.
is very sensitive to the input parameters. The computations performed in air are in better
agreement with the literature.
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Figure 4.9: Voltage applied to the upper electrode in function of time.
4.3 Numerical Results
The SDBD actuator was simulated numerically for the conditions of the experiments. The
geometry of the computational domain is: dielectric layer of thickness 800 µm, total height of
the computational domain of 4 mm and total length equal to 6 mm. The length of the upper
electrode was 500 µm and the length of the lower electrode was equal to the length of the
computational domain. The cell sizes were set to 5 µm for all voltages and the pressures. The
applied voltage comprises a rise of 20 ns with linear slope, a plateau of 150 ns and a decay
of 40 ns similar to the experiments. A typical applied voltage pulse is shown in figure 4.9.
The voltage and pressure were set as in the experiments, i.e. 7 at 1 bar, 7 kV and 3.5 kV at 0.5
bar, 4.2 kV at 0.3 bar, 3.5 kV at 0.25 bar and 2.8 kV at 0.2 bar respectively. The computations
were performed with the photoionization model described in [Bourdon et al., 2007]. The
comparison with similar computations performed with a uniform pre-ionization of 108 cm−3
(see [Pancheshnyi, 2005]) has shown no significant differences.
4.3.1 Positive Pulse
The simulated plasma for the case of a positive pulse of 7 kV at 1 bar is shown for the ascending
phase in figure 4.10. The general structure of a streamer with steep variations in the reduced
electric field and in the charged particles densities (electron density shown). These computa-
tions were made with the photoionization model. The difference in behavior for the ascending
and decaying phases is clearly seen in figure 4.11. The plasma propagates to a distance of
approximately 5 mm during the ascending phase and 1.5 mm during the decaying phase.
4.3.2 Influence of the Polarity
The simulated plasma for the case of a positive pulse of 7 kV at 1 bar is shown in figure 4.12 for



























































































Figure 4.10: Contour plot of the electron density (a) and the potential (b) at time t=13 ns
(ascending phase). Enlarged view of the electron density (c) and of the reduced electric field
(d). The conditions for the computation are: 7 kV applied voltage at 1 bar.
when compared to the positive pulse, with only a stronger and longer plasma formed during
the decaying phase, and a weaker and shorter plasma during the ascending phase.
4.3.3 Influence of the Applied Voltage
The applied voltage is certainly the most important parameter of the SDBD. In reality, the
maximum voltage cannot be applied instantly to the electrode and is a function of time. This
aspect is very important for nanosecond pulsed SDBD, as the state of the plasma depends to
a large extent on the slope of the voltage rather than on the maximum value of the applied
voltage. In order to investigate the different streamers generated as a function of slope, the
following calculation was performed: the geometry is 1 × 1 mm and the dielectric thickness is
0.2 mm, with a dielectric constant of 10 as usual. The minimum cell size is dx= dy= 2 µm. The
maximum voltage is fixed at 10 kV and the voltage rises linearly with time, as determined by
the rise times, which are 1.25, 2.5, 5 ,10 and 20 ns for each calculation respectively. The results
are shown in figure 4.13 and the total number of electrons, the maximum reduced electric
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Figure 4.11: Contour plot of the electron density and reduced electric field for different times
during the ascending (a) and decaying (b) phases. The conditions for the computation are: 7



























































Figure 4.12: Contour plot of the electron density and reduced electric field for different times
during the ascending (a) and decaying (b) phases. The conditions for the computation are: -7
kV applied voltage at 1 bar.
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field together with the starting time of the streamer are shown in figure 4.14 as a function of
the voltage slope. The starting time of the streamer is arbitrarily defined as the moment the
current reaches 1 A/cm.
A first remark concerning the distribution of the electron density for high voltages: it exhibits
denser regions in the vicinity of the upper electrode. This denser region seems to correspond
to the bright spots that are noticeable in plasma imaging, for sufficient voltages.
It can be seen in figure 4.14 (a) that the total number of electrons and the maximum reduced
electric field decrease as the rise time diminishes. The maximum power density varies ac-
cordingly (see figure 4.14 (b)) and follows the same trend as the energy input in the plasma
measured during the experiments. However, the electron density varies under linearly with
the rise time, as seen in figure 4.13. This is explained by the development of the streamer
which occurs once the space charge field has reached a value close to the applied electric
field, which occurs at a certain threshold value of the reduced electric field. For larger applied
electric fields, the streamer will only develop faster. This faster development can be seen by
plotting the velocity of the streamer and the time at which it starts, as shown in figure 4.14 (a)
and (b) respectively.
The maximum value of the voltage is associated with the total energy available for the streamer.
It will therefore influence mostly the maximum length that the streamer can reach, which
depends also on the charging of the dielectric and the length of the lower electrode. The
current computed for different voltages are shown in figure 4.16. The maximum amplitude of
the current increases slightly with the voltage. The plasma forms earlier with higher voltages
since the breakdown voltage is reached sooner. This behavior is also shown in figure 4.17,
where the evolution of the plasma for increasing applied voltages is plotted at the end of the
ascending voltage phase (20 ns) and decaying phase (210 ns).
4.3.4 Influence of the Pressure
Influence of the pressure The influence of the pressure on the propagation of the streamers
for the ascending and decaying phase is shown in figure 4.18. The increase in length with
decreasing pressures as predicted by similarity laws is well seen.
Breakdown voltages The theory on breakdown voltages depicted in section 2.2 can be
employed in order to interpret the experimental results obtained at different pressures. The
application of Meek’s criterion in the case of non-uniform electric field reads:
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(c) 10 kV, 20 ns rise time
Figure 4.13: Influence of the voltage slope on the reduced electric field (left) and on the
electron density (right).
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Figure 4.14: Maximum reduced electric field and total number of electrons as a function of the
voltage slope (a). Maximum power density in the streamer (b).









































Figure 4.15: Maximum streamer velocity (a) and starting times of the streamer (b) as a function
of the voltage slope.
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Figure 4.16: Conduction current collected at the anode for applied voltages: 4, 7, 10 and 14 kV.
Table 4.1: Amplification coefficient
∫










which can be computed using the numerical code described in this chapter. The integral
is taken from each point of the dielectric and follows the electric field. In the case that the
Townsend breakdown mechanism is the effective criterion, the formula 4.1 must be modified
as follows:
∮
αeff(E(r ))dr = ln(1+1/γ)
The results of the integral in the lhs of the formula 4.1 are shown in table 4.1: These results
indicate that at atmospheric pressure, the breakdown voltage should be about 3.5 kV. In order
to extend these calculation to other pressures, we can consider the following reasoning: The
electric field in the SDBD geometry is linearly related to the applied voltage, i.e. E (x, y) =
U0E˜ (x, y). An α of the form given by [Raizer, 1991] p.56 can be assumed. α= Apexp(−B p/E)
where E is the norm of the electric field E (the attachment is neglected here). Therefore,
if the ratio U0/p is kept constant, the value of the reduced electric field E/p = ‖E‖/p =
U0/p
∥∥E˜∥∥will be constant throughout the whole geometry with respect to pressure, and the
values of
∮
αeff(E (r ))dr will consequently be
∮
Apexp(−B p/U0E˜ )dr , which exponential part
is constant with respect to pressure and which varies therefore only linearly with pressure. We
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4 kV, 2.0193e−008 ns
7 kV, 2.0866e−008 ns
10 kV, 2.0797e−008 ns






























4 kV, 2.1008e−007 ns
7 kV, 2.1014e−007 ns
10 kV, 2.1047e−007 ns
14 kV, 2.1018e−007 ns
(b)
Figure 4.17: Contour plot of the electron density and reduced electric field for different applied
voltages during the ascending (a) and decaying (b) phases. The conditions for the computation




















































































































































(c) 0.2 bar, 2.8 kV
Figure 4.18: Contour plot of the electron density for different pressures and voltages. Left
figures correspond to the ascending phase, 20 ns after the pulse and right figures to the
decaying phase, 240 ns after the pulse. The pressures and applied voltages are: 0.5 bar, 7 kV,
0.3 bar, 4.2 kV and 0.2 bar, 2.8 kV.
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7 kV, 1 bar, 1.9936e−008 ns
3.5 kV, 0.5 bar, 2.0565e−008 ns
7 kV, 0.5 bar,  2.038e−008 ns






























7 kV, 1 bar, 2.0961e−007 ns
3.5 kV, 0.5 bar, 2.0949e−007 ns
7 kV, 0.5 bar,  2.1063e−007 ns
3.5 kV, 0.25 bar, 2.0997e−007 ns
(b)
Figure 4.19: Contour plot of the electron density and reduced electric field for different voltages
and pressures during the ascending (a) and decaying (b) phases.
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Table 4.2: Breakdown pressure for the SDBD configuration for different values of U0/p






can then deduce the breakdown pressures for varying values of U0/p (using the lower bound
of Meek’s criterion
∮
αeff(E(r ))dr = 16). The breakdown pressures found are summarized in
table 4.2.
These results present some difference when compared to experimental breakdown voltages.
During the experiments, it was noticed that at 0.1 bar, the plasma ignites for a voltage of 1.75
kV. The plasma produced was however not stable. This is to be compared with the theoretical
value obtained in this section, which gives 1.4 kV, underestimating the breakdown voltage.
The breakdown voltage was measured even higher in some experiments, with a breakdown
voltage at 2 kV. If the higher bound of Meek’s criterion is used, which is justified due to the
lower electric field (see [Montijn and Ebert, 2006]), the value of breakdown pressure (U0/p = 17
kV/bar) is 0.13 bar at 1.8 kV. This value is in good agreement with the behavior observed during
the experiments, which was an unstable (= not very intense) plasma at 2.1 kV at 0.12 bar. On
the other hand, the breakdown voltage at higher pressures was found to be very low, of the
order of 2 kV. These discrepancies with the model can be explained at high pressure, where
inhomogeneities in the electrode could produce locally enhanced fields, thus reducing the
voltage necessary to attain the breakdown field.
4.3.5 EHD Force and Heat Released by the Actuator
The time and space averaged EHD force fx (t)=
∫ ∫
Fx dxdt is plotted for the computations
performed. The effect of the variation of the polarity is show in figure 4.22. The positive pulses
transfer most of the momentum during the formation phase of the plasma, increases slightly
during the voltage plateau to reach its maximum at 3.4 10−1 nNs/cm. Then the value of the
momentum transfer decreases, due to the reverse breakdown transferring momentum in
the opposite direction due to the change in electric field’s orientation (from the positively
charged dielectric to the upper electrode charged negatively with respect to the dielectric).
However, the positive streamer transfers more momentum than the reverse breakdown (nega-
tive streamer). This lower intensity of the reverse breakdown is also evidenced by examining
the energy consumption, which is lower during the decaying phase compared to the ascending
phase. The energy consumption is approximately 0.5 mJ/cm, which is to be compared to the
experimental value of 0.2 mJ/cm. As noted above, the 2D model of the streamer is overesti-
mating the current and thus the energy transferred to the gas, due to the finite length of the
plasma along the coordinate normal to the computational plane. Moreover, the method to
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compute the energy deposited in the gas overestimates the energy by more than 50 percents,
as noted in section 3.3.1. Consequently, the two numbers seem in relatively good agreement.
Interestingly, the negative pulse transfers a net positive momentum to the gas, the reverse
breakdown being stronger in this case. The energy consumption is also lower than for the
positive pulse.
The effects of the variation of the applied voltage from 4 to 14 kV is shown in figure 4.20 for
positive polarity at atmospheric pressures. The momentum transfered during the ascending
phase increases regularly with the voltage, but the amount of momentum transfered during
the decaying phase does not vary similarly. The overall effect is a total momentum transfered
weakly dependent on the voltage. The efficiency is thus better for smaller voltages (close to
the breakdown field).
These results can be compared with [Unfer and Boeuf, 2010] and with [Likhanskii et al., 2007].
In [Unfer and Boeuf, 2010], the comparison between the EHD force and energy output was
performed for different pulses. For a pulse similar to the one computed in this thesis, i.e. 10 ns
rise and fall time, 1 µs plateau and 15 kV applied voltage. The space and time integrated force
was found to be 5.5 nNs/cm per pulse, which compares to the present results of 2·10−1 nNs/cm.
This difference could be due partly to the duration of the plateau. Indeed, the momentum
transfer is seen to increase during the plateau. With a plateau being 5 times longer, the
momentum should increase by 5 ·10−1 nNs/cm. In [Unfer and Boeuf, 2010], the integrated
energy was found to be 3.6 ·10−5 J/cm per pulse. This order of magnitude difference when
compared to the present case can be explained by the discrepancy found when comparing the
present numerical model to the model of Unfer et al. The current is stronger in the present
case, with shorter duration. The typical momentum generated by a pulse plus bias computed
in [Likhanskii et al., 2007] was approximately 10−1 nNs/cm, which is very close to the present
calculations.
The results for varying operating pressures are shown in figure 4.21. The momentum trans-
fered is smaller as pressure decreases and higher for higher reduced electric fields, for the
ascending phase. The momentum transfered during the decaying phase is again stronger
for higher reduced electric fields, reducing the overall momentum transfered. The energy
deposition is higher for higher pressures and higher reduced electric field, following a non
linear dependence. It is to be noted that the computational domain was restricted to 6 mm
in length in order to save memory and computational time. The plasma propagates further
for the high reduced electric fields conditions, possibly leading to a higher momentum and
energy transfer. These results does not present a similar trend as in [Benard et al., 2008],
where a maximum ionic wind was found to occur at 0.6 bar. From these calculations, it can be
deduced that higher voltages do not lead to higher momentum transfer, rather the contrary.
The detrimental contribution from the decaying phase should be avoided. One possibility
seems to be the use of a low applied voltage. On the other hand, high energy deposition is
achieved at high applied voltages and high pressures. This complex behavior does not allow to
determine the effect of the pressure for different applied voltages forms. Indeed, these results
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Figure 4.20: Temporal evolution of the time and space integrated parallel EHD force (a) and
energy density (b) in function of the applied voltage.























1 bar, 7 kV
0.5 bar, 3.5 kV
0.5 bar 7 kV
0.25 bar, 3.5 kV
(a)
























1 bar, 7 kV
0.5 bar, 3.5 kV
0.5 bar 7 kV
0.25 bar, 3.5 kV
(b)
Figure 4.21: Temporal evolution of the time and space integrated parallel EHD force (a) and
energy density (b) for different voltages and pressures.
do not follow the trend reported in [Benard et al., 2008], where a sinusoidal applied voltage
was applied to the SDBD. Moreover, the global momentum and energy transferred to the gas
cannot be linked in a simple manner to the plasma characteristics as measured with OES. It
is to be noted that the present calculations does not take any saturation effects into account.
Indeed, the net charge deposited in one pulse is positive, meaning that it will accumulate from
pulse to pulse. The total charge remaining in the gas or on the surface will therefore screen
the applied voltage and decrease the overall efficiency of momentum transfer. This point was
shown experimentally in [Opaits et al., 2008b]. In order to prevent this effect, a negative pulse
should be applied from time to time in order to remove the positive charges.
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1 bar, 7 kV
1 bar, −7 kV
(a)
























1 bar, 7 kV
1 bar, −7 kV
(b)
Figure 4.22: Temporal evolution of the time and space integrated parallel EHD force (a) and
energy density (b) for positive and negative voltages.
4.4 Comparison with the Experiments
In order to compare the spectroscopic measurements performed during the experiment with
the numerical code, excited species are computed using the collisional-radiative discussed
in section 2.4.1 and described by equation 2.19. The excited species are computed using
the electron density and reduced electric field from the numerical solution of streamer, they
are not computed in the streamer code. The kinetic processes involving excited species is
very complex [Kossyi et al., 1992] in atmospheric pressure cold plasmas, and their detailed
modelling is outside the scope of this thesis. The coupling of excited species might be impor-
tant to the general dynamics of the discharge, as step-ionization, notably from vibrationally
excited species [Guerra et al., 2004], and associative ionization [Popov, 2009] can occur under
certain conditions. Nevertheless, these effects are believed to be insignificant at high re-
duced electric fields typical of the streamer head, which dominates the general features of the
streamer propagation. In order to validate this assumption, step-excitation from the ground
state of N+2 (X
2Σ+g ) has been computed, assuming that the population density of N+2 (X
2Σ+g )
is equal to the positive ion density. The case with step excitation was compared to the case
of excitation from the ground state of N2 only. Step-excitation is particularly important for
spectroscopy-based measurements of the reduced electric field because it would make the
measured reduced electric field overestimated for situations where the ion density is high
and the reduced electric field is low. Fortunately, the real population of N+2 is not equal to the
population of positive ions np computed in the streamer code, because of ion-ion conversion
and charge exchange processes.
To reproduce the light output as would be recorded by an optical system, the density of
radiating species is multiplied by the sensitivity function of the optical system (approximated
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Figure 4.23: Response of the optical system to a point source in the 385-415 nm wavelength
range.
by a normalized Gaussian of 250 µm HWHM) and integrated in space. Due to the finite
exposure time (gate width of the camera), the space integrated intensity is integrated in time
for the duration of the gate width.
The sensitivity of the optical system has been estimated by measuring the light coming from
an optical fiber connected to the calibration lamp. The location of maximum intensity has
been located and measurement of the spectrum for the two spectral zones has been performed
while displacing the optical system in steps of 500 µmfrom -0.5 to 0.5 mm in the direction of
propagation of the streamer. The resulting function is shown in figure 4.23.
The temporal evolution of the excited species is presented in figure 4.24 as would be recorded
by a fast camera with gate width 2ns. The plot for the ascending phase starts at 7 ns after the
beginning of the pulse. The plot for the decaying phase starts after 170 ns from the beginning
of the pulse. These computations are to be compared with the corresponding experiments
presented in section 3.3, and shown once more in figure 4.25 for convenience.
First the ascending phase is analyzed. The agreement between the computed and measured
absolute densities of excited species is good. However, this agreement must not be overesti-
mated, as the numerical model supposes an uniform streamer in the direction normal to the
computational plane. This is not what is observed in reality, at least at high pressure, where the
streamers are well separated. The overall intensity recorded is therefore lower than would be
measured if a single streamer was recorded. This difference is also noticed in the magnitude of
the current computed, which is at least an order of magnitude higher in the computation than
estimated in the experiments. The absolute densities computed should therefore be higher
than the measured ones. For the decaying phase, the agreement between experiment and
computation is slightly less good. The relative magnitude between ascending and decaying
phase is not the same in the experiments and in the computations.
The relative magnitude of the populations of excited species is very similar to the experiments.
The population density of the N2(B 3Πg , v = 3) and Ar (2p1) are slightly lower in the experi-
ments than in the computation, with respect to the population density of the N2(C 3Πu , v = 0)
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(b)
Figure 4.24: Temporal evolution of the excited species as would be recorded with a gate width
of 2 ns. Ascending phase (a) and decaying phase (b).
state. Also, the N+2 (B
2Σ+, v = 0) is larger in the experiments than in the computation. This
indicates a slightly higher electric field in the experiments than in the computation, which is
confirmed by the computation of the reduced electric field shown in figure 4.28.
The width of the pulse of intensity computed (the increase and decrease of the excited species
populations) for both the ascending and decaying phases is smaller than in the experiment,
which most likely to be due to a faster propagation of the plasma in the computation.
A last interesting point is the contribution of step-excitation to the population of N+2 (B
2Σ+, v =
0), which is found to be insignificant for both phases. This was confirmed during the experi-
ments.
It is informative to compare the shape of the integrated intensity to the shape of the contour
of the corresponding excited species density. These are plotted in figure 4.26. The spread of
the species having a large quenching rate and a high excitation threshold is much smaller than
for species with lower quenching rates and low excitation threshold. The integrated intensities
of the more spread out species will reach their maximum when the maximum amount of
excited species is “seen” by the optical system. That is when the head of the streamer reaches
the end of the Gaussian. The maximum intensity of the more concentrated species on the
other hand will occur when the head of the streamer reaches the maximum of the Gaussian.
This is why the maximum of the intensities recorded in experiments is recorded at a different
time. The maxima will occur at different moments in time also due to the velocity of the
streamer, which is smaller in the case of the decaying phase. This fact is accentuated when the
pressure diminishes, because the quenching decreases linearly with pressure. The spread of
the maxima is therefore larger for lower pressures, as is seen in experiments.
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(b) 760 nm
Figure 4.25: Temporal evolution of the excited species populations, for the ascending phase
(left) and the decaying phase (right) for a 7 kV pulse at 1 bar. The excited species are inferred
from emission spectroscopy in the 400 nm spectral zone (a) and in the 760 nm spectral zone
(b).
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Figure 4.26: Contour plot of the density of N2(C 3Πu , v = 0) (a) and N+2 (B 2Σ+, v = 0) (b).
The spatial evolution of the integrated excited species is shown in figure 4.27. The distance is
measured from the edge of the upper electrode (located at x=0.5 mm).
The spatial evolution of the reduced electric field is shown in figure 4.28. The qualitative
agreement for the ascending phase can be seen to be correct. The distinct values taken by the
reduced electric fields determined from different lines is clearly seen. For the decaying phase,
the agreement is poor.
The comparison of the estimated electron densities and metastable excited species as com-
puted with equations 2.23 and 2.24 respectively is shown in figure 4.29.
The agreement between computed and estimated population densities of metastable states is
relatively bad, with a factor of 4 underestimation for the worst part, which is the small distance.
This discrepancy can be understood as follows: the production of metastable states is inferred
from the population of radiating species, which are produced in the head of the streamer.
Therefore, the metastable states estimated with this method are also assumed to be produced
only in the streamer head. As the streamer propagates, the validity of this assumption degrades.
More importantly, the averaged electron density is about two orders of magnitude lower than
the electron density computed directly. These discrepancies can be easily understood when
considering the graph of the electron density and of the reduced electric field along a line, as
is shown in figure 4.30. The production rate leading to the production of excited species is a
function of the electron density and the reduced electric field. The shape of this production
rate for N2(C 3Πu) and N+2 (B
2Σ+u , v = 0) is also plotted in figure 4.30. The production rate is
maximum at a point in space where neither the electron density nor the reduced electric field
is maximum. This is a well known fact about the streamer’s head as discussed in [Naidis, 2009].
Therefore the electron density as estimated with equation 2.23 is necessarily lower than the
maximum electron density and is also lower than the averaged electron density computed
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B+ v=0 × 102
B v=3
 2p1 × 103
(b)
Figure 4.27: Comparison of the spatial profiles of the excited species computed with the
numerical model (left) and measured during the experiments (right). Ascending phase (a) and
decaying phase (b).
within the code. It is to be noted that the determination of the electron density in a streamer is
particularly difficult, and even if Stark broadening measurements could be performed, it would
be affected by the difference between maximum excitation electron density and maximum
electron density. The true maximum electron density could be measured only if a laser would
excite the transition used for Stark broadening measurement in the body of the streamer.
Exponential fit In order to improve the quality of those estimations, the shape of the electron
density and of the reduced electric field can be approximated by exponentials, which take the
form:
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Figure 4.28: Comparison of the spatial profile of the reduced electric field computed with the






where E0, Ne0 and s are fitting parameters. If these approximations are used to compute the
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Figure 4.29: Spatial evolution of the average electron density and average metastable states
N2(A3Σ+u ) and O2(a1∆g ). The comparison is made between population densities estimated
and directly computed. Ascending phase (a) and decaying phase (b).









































Figure 4.30: One dimensional profile of the electron density and reduced electric field along
the streamer.
where the φ˜ represent the space average of the function φ, and xmax is the upper limit of the
integration. In practice it is chosen as the value when Ne(xmax)=Ne0/100. The Ne0s can be
taken out of the integral and simplified. If the problem is assumed one dimensional, then the
integration with respect to y simplifies as well. If the structure of the streamer head is assumed
to remain constant in time, then the integration in time can also be simplified. The values of
the electron densities and reduced electric fields represent therefore averaged quantities in
time and take into account also the optical sensitivity function T . The equation to be solved is
then only:
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∫ xmax
0 exp(−sx)Xi Ki (E0exp(x))dx∫ xmax




To determine the two unknown parameters E0 and s, two equations need to be solved, involv-
ing at least three excited species.
Once these parameters are calculated, the electron density Ne0 can be found using equation
















The estimation of the population of metastable excited species and of the electron density
made with the exponential fit are shown in figure 4.31. It can be seen that there is no improve-
ment on the estimation of the metastable populations. However, the average electron density
estimated with the exponential fit is much better. This method provides a rough estimates,
and it requires further investigation to determine its applicability.
Variation of the pressure The spatial evolution of the integrated excited species with varying
pressure is shown in figures 4.32, 4.33, 4.34 and 4.35. The distance is measured from the edge of
the upper electrode (located at x=0.5 mm). The qualitative behavior is relatively good for both
ascending and decaying phases, with the same weaknesses noted for the atmospheric pressure
case. The profile of excited species is flatter than in the experiments for the ascending phase,
and stems from the wrong propagation speed of the streamer. The quantitative agreement
between experiments and computations is very good for the ascending phase. Comparatively,
the quantitative agreement during the decaying phase is not good. The absolute populations
are not the same and the trends with respect to the pressure are not the same. The population
of the N+2 (B
2Σ+, v = 0) state in the decaying phase is largely overestimated in the computation
and moreover does not follow the same trend compared to the experiments with decreasing
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Figure 4.31: Spatial evolution of the average electron density and average metastable states
N2(A3Σ+u ) and O2(a1∆g ) for the ascending phase. Comparison between population densities
estimated with the exponential fit and directly computed (a). Comparison between population
densities estimated with equation 2.24 and directly computed (b).
pressure.
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(a) 7 kV, 1 bar































































B+ v=0 × 10
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(b) 3.5 kV, 0.5 bar
































































B+ v=0 × 10
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3
(c) 7 kV, 0.5 bar
Figure 4.32: Comparison of the spatial profiles of the excited species populations, for the
ascending phase. Numerical model (left) and the experiments (right). The applied voltages
and corresponding pressures are: 1 bar, 7 kV (a), 0.5 bar, 3.5 kV (b) and 0.5 bar, 7 kV (c).
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(a) 3.5 kV, 0.25 bar
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 2p1 × 10
3
(b) 2.8 kV, 0.20 bar
Figure 4.33: Comparison of the spatial profiles of the excited species populations, for the
ascending phase. Numerical model (left) and the experiments (right). The applied voltages
and corresponding pressures are: 0.25 bar, 3.5 kV (a) and 0.2 bar, 2.8 kV (b).
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(a) 7 kV, 1 bar
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(b) 3.5 kV, 0.5 bar

































































B+ v=0 × 102
B v=3
 2p1 × 103
(c) 7 kV, 0.5 bar
Figure 4.34: Comparison of the spatial profiles of the excited species populations, for the
decaying phase. Numerical model (left) and the experiments (right). The applied voltages and
corresponding pressures are: 1 bar, 7 kV (a), 0.5 bar, 3.5 kV (b) and 0.5 bar, 7 kV (c).
138
4.4. Comparison with the Experiments


































































B+ v=0 × 102
B v=3
 2p1 × 103
(a) 3.5 kV, 0.25 bar

































































B+ v=0 × 102
B v=3
 2p1 × 103
(b) 2.8 kV, 0.20 bar
Figure 4.35: Comparison of the spatial profiles of the excited species populations, for the
decaying phase. Numerical model (left) and the experiments (right). The applied voltages and
corresponding pressures are: 0.25 bar, 3.5 kV (a) and 0.2 bar, 2.8 kV (b).
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4.5 Conclusions
The numerical modelling of the plasma was discussed in this chapter. First the discretization
methods and their implementation were described. A non-uniform grid was implemented
in order to decreased both the memory and computational time requirements. A reference
computation performed in pure nitrogen was performed and compared to an existing calcu-
lation available in the literature. It showed a large discrepancy, notably in the propagation
speed and in the current of the streamer simulated, which is believed to be due to a different
implementation. Real case computations in air exhibit a smaller difference compared to the
literature. The plasma was simulated for a positive pulse at atmospheric pressure, using a
photoionization source term to account for seed charges. The ascending phase was shown
to correspond to a positive streamer propagating at a maximum distance of 5.5 mm. The
decaying phase corresponds to a negative streamer, or reverse breakdown, initiated from
the positive charges accumulated from the positive pulse, and propagating to a maximum
distance of approximately 2 mm. The same computation was performed with an uniform seed
charges density of 108 cm−3. The results were very similar for both cases.
The simulation of the plasma was performed to investigate the influence of the polarity, the
applied voltage and the pressure on the characteristics of the plasma. The polarity was shown
to reverse simply the ascending and decaying phases. The size of the plasma was found
to increase with decreasing pressures, as expected from similarity laws. An analysis of the
breakdown voltages at different pressures was conducted, and showed an overestimation of
the breakdown voltage with respect to the experiments, at high pressures. An underestimation
of the breakdown voltage was predicted by the model for low pressures if the lower bound of
Meek’s criterion was used, but was in good agreement with experiments if the upper bound
was used for low pressures. The discrepancy found at high pressure is attributed to the
inhomogeneities of the electrode surface, which enhance the electric field locally.
Excited species were computed within the numerical code and served for comparison pur-
poses with the experimental measurements. The excited species were considered to emit light
vertically, and were integrated in the vertical direction after convolution with a numerical
optical sensitivity function of Gaussian shape, matching the sensitivity function measured
during the experiments.
The excited species were then integrated in time for a duration of 2 ns and the resulting
time-resolved evolution of the excited species could be directly compared to the experiments.
Differences were noted which allowed to determine that the propagation speed of the com-
puted streamer was about two times too fast when compared to the experiments.
The approximate shape of the spatial distribution of the reduced electric field and of the
electron density along the streamer was assumed to be of exponential form. This assumption
was then used to determine more accurately the active species produced. Taking into account
the shape of the electron density and reduced electric field proved to be beneficial for the
estimation of high lying states, efficiently produced in the head of the streamer. One important
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application of this method is the estimation of the electron density based on spectroscopy.
This method was not found to be beneficial for the determination of the metastable states
populations, when compared to the estimation made without spatial dependence of the
electron density and reduced electric field.
The general behavior of the plasma was found to be very similar between experiments and
computations. The quantitative agreement compared to the experiments was found to be very
good for the ascending phase and poor for the decaying phase. Other parameters such as the
reduced electric field showed that the plasma was not correctly predicted during the decaying
phase, which exhibits too high reduced electric fields. The validity of the computations for the
case of the decaying phase is therefore questionable for this model.
The overall momentum transfer and energy deposition to the gas was computed for different
voltages and different pressures. It was shown that the positive pulse was more efficient to
transfer momentum to the gas than negative pulses. The effect of the decaying phase was
detrimental for the momentum transferred by positive pulses. The effect of the pressure on
the momentum transferred was found to be complex and different between the ascending





The experimental and numerical investigation of nanosecond pulsed SDBD actuators was
conducted. The general experimental investigation of the plasma produced was conducted
by electrical and optical diagnostics, comprising fast camera imaging of the discharge and
time-averaged emission spectroscopy. Preliminary investigations showed that the plasma
was formed during two phases corresponding to the rise and fall of the voltage. The plasma
was shown to evolve in the form of a streamer (propagating plasma). Emission spectroscopy
revealed the vibrational non-equilibrium state of the plasma and the absence of Hα lines,
preventing the use of some common diagnostic tools for the determination of the densities of
excited species and of the electron density. The detailed investigation of plasma characteristics
such as the temperature of the gas, the reduced electric field and the average electron density
was performed using emission spectroscopy. The interpretation of the emission spectrum was
performed with a dedicated spectral code, which is able to simulate the spectra from spin-
allowed transitions. It allowed the determination of the population densities corresponding
to different vibrational states of excited species. The knowledge of these population levels
allowed the determination of the reduced electric field based on 4 transitions, namely the
first and second positive systems of N2, the first negative system of N+2 and argon lines. These
four transitions permitted to determine the reduced electric field with different ratios of
excited species, which revealed not to have the same values. This feature was explained by the
different values of both the electric field and the electron density which produce the different
species. Indeed, due to the spatial inhomogeneity of the electron density and electric field in a
streamer, excited species with higher threshold excitation energies are efficiently produced
only in the highest electric field regions at the very tip of the streamer head, whereas excited
species with lower threshold excitation energies are efficiently produced also further behind
in the direction of the body of the streamer.
The determination of the reduced electric field in conjunction with the absolute measurement
of population densities allowed an estimation of the electron density and of metastable states
N2(A3Σ+u ) and O2(a1∆g). The effect of the applied voltage on the plasma was examined and
found to mainly increase its length and the emitted intensity. The intensity was found to vary
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almost linearly with the applied voltage. The gas temperature was measured with emission
spectroscopy at times 200 ns and 1000 ns after the beginning of the pulse, and was found to
increase slightly by approximately 50-100 K. The effect of the polarity on the plasma was found
to merely inverse the ascending and decaying phases. The only other effect was a stronger
intensity for the voltage fall and a weaker intensity for the voltage rise with respect to the
positive pulse.
The effect of the operating pressure was investigated for 1, 0.5,0.3, 0.25 and 0.2 bar. The
similarity number E/N was respected but not the pressure times distance p ·d similarity
number. Despite that one of the similarity numbers was not respected, the plasma was found
to approximately follow the similarity laws for the ascending phases, but not for the decaying
phases. The reduced electric field remained almost constant during the ascending phase, for
the whole propagation distance, at a value of approximately 1000 Td. During the decaying
phase, the reduced electric field was found to be relatively strong ranging from 300 to 800
Td for 1 to 0.2 bar respectively, but only for a very short distance (0.5 mm). After this short
distance, the reduced electric field reaches an almost constant value ranging from 200 to 300
Td, apart for the 0.2 bar case, which exhibits a larger value reaching 700 Td. This increase in
reduced electric field for pressures below 0.3 bar was also reported in [Starikovskii et al., 2009].
A comparison with sinusoidal voltage was also performed for two different pressures with
a constant voltage/frequency ratio. The plasma was found to be comprised also of positive
and negative streamers, corresponding to ascending and decaying phases of the nanosecond
pulsed actuator. The effect of the pressure was shown to reduce the duration of the streamer
phases, in accordance with similarity laws. From these observations, it was concluded that
the similarity laws are useful to describe plasmas generated by SDBD actuators at pressures
above 0.2 bar.
Numerical modelling of the plasma was conducted and provided useful insights in the struc-
ture of the streamers. It notably allowed to verify some hypothesis made during the experi-
ments. The computation for different applied voltages, polarity and pressures were performed.
The influence of the applied voltage was investigated by varying the slope of the applied
voltage. The trend for the power input was found to follow the trend measured experimen-
tally. The increase in voltages revealed hot spots at the location of the upper electrode, which
were also seen during the experiments when the applied voltage was sufficiently high. The
breakdown voltages were estimated using Meek’s criterion and were found to describe well
the breakdown voltages measured during the experiments at low pressures, but not at high
pressures. This discrepancy was attributed to protrusion in the upper electrode, thereby
enhancing the electric field locally. The diagnostic methods were applied on the simulated
results as they would be in a real experiment, in order to validate the methods. It was shown
that the numerical model was reproducing correctly most of the features of the plasma for
the ascending phase, but was not as satisfactory for the decaying phase. Distinct values of the
reduced electric fields were observed, when computed on the basis of different transitions, as
was also observed during the experiments. The overpopulation of the N2(C3Πu) state was not
noticed during the computations, which supports the assumption that the overpopulation of
144
this state was due to physical processes which were not modeled (e.g. step-excitation). The
electric field computed during the decaying phase was found to be too high, and the plasma
did not extend sufficiently when compared to the experiments. The spatial distribution of
the reduced electric field and of the electron density were approximated as exponentials in
the vicinity of the head of the streamer. These approximations were then used to determine a
more accurate estimation of the active species, such as the electron density and metastable
states. The approximation was found to be suitable for the determination of the electron
density, but not for the metastable states.
The global momentum transferred by the plasma to the gas was computed, together with the
energy deposition. Both were found to be relatively well in accordance with the literature. The
positive pulse was found to be more efficient than the negative pulse. Moreover, the decaying
phase during the positive pulse was found to be detrimental to the momentum output of
the actuator. The efficiency was found to drop with increasing voltages, due to the stronger
decaying phase transferring momentum in the other direction. The momentum was found to
increase during the plateau, which suggests to use longer plateau to maximize the momentum
throughput of the actuator. The momentum transferred at different operating pressures was
found to decrease with decreasing pressure in a non-linear way, which is in addition different
during the ascending and decaying phase. These results show that the effect of the pressure
on the global output momentum may vary significantly with different applied voltage forms,
which does not allow drawing any definite conclusion on a global trend.
In conclusion, the use of emission spectroscopy was found to be a powerful tool to investigate
the streamers produced by a nanosecond pulsed SDBD. Insights on fundamental processes
occurring in the plasma were revealed, providing many experimental data. The innovative
approach for the measurement of the reduced electric field allowed the determination of the
production mechanisms of some active species. The development of an approximate method
to determine both electron density and metastable concentration in conditions of relatively
low intensity of light emitted was presented and the potential of the method was demonstrated
using a numerical model of the plasma. The numerical modelling of the plasma was found
to be suitable to describe the plasma produced during the ascending phase. The model was
found appropriate for both polarities and at different pressures. The validity of the numerical
model for the decaying phase was found to be limited. Therefore more investigations on the
modelling of surface streamers produced in the reverse breakdown regime are necessary. The
global momentum and energy deposition were computed and the positive pulse was found
to transfer more energy and momentum to the gas that the negative. The reverse breakdown
was found to decrease the overall momentum transferred. The effect of the pressure on the
overall output was found to be complex, but mainly decreases with decreasing pressure. It
was concluded on the basis of these computations that the momentum transferred was not
proportional to the total number of electrons produced in the streamer, and thus OES cannot
be used for the purpose of EHD force estimation.
The use of emission techniques for the investigation of fundamental plasma parameters is well
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suited for the streamer phase, but is not suited to describe the decaying phase, which plays an
essential role for the generation of ionic wind. Indeed, since the plasma decays and reaches
a quasi stationary density of charged species after a few microseconds, most of the charges
produced during the streamer are lost by recombination. Therefore, the use of absorption
techniques are required to study experimentally the relaxation phase of the plasma.
The application of the nanosecond pulsed SDBD for flow control is thought to be possible
through both mechanisms of pressure wave generation and momentum transfer at different
operating pressures. The switching between modes is possible by varying the shape and
strength of the applied voltage, making the plasma actuator a very versatile device for flow
control. The possibility to use this actuator for the generation of active species is thought
to be very promising. The possibility to produce a large amount of active species in air
at atmospheric or lower pressures makes the SDBD a promising tool for plasma-assisted
combustion. The use of a SDBD actuator for both purposes has not yet been investigated,
and could be very interesting in internal flow applications, such as in the mixing zone of a
combustion chambers, where both flow control authority to enhance turbulence levels and
the production of active species could be beneficial for the combustion.
146
A Appendix
Numerical values used for the source terms and transport coefficients used in the numerical
model:
The value taken outside the specified range is indicated in brackets.
Table A.1: Fitting coefficients for N2 computed with Bolsig+
Source/transport terms A B C D E F G range in Td (value taken outside the range)
Townsend ionization coefficientα/Ng -49.08 0.5812 -694 -4936 97170 - - 15 (0)-1500 (cst)
Electrons mobility µeNg 56.04 -0.1666 12.04 -57.67 46.64 - - 10 (700) - 1500 (100)
Positive ion mobility µpNg 2.8388 -0.4408 -40.7528 818.6970 -9752.3 56908 -125330 30 (1.9) -∞
The coefficients for the electron ionization townsend coefficient and electron mobility where
obtained to fit the data from:
• BOLSIG+ solver, www.lxcat.net, retrieved on November 17, 2013.
• SIGLO database, www.lxcat.net, retrieved on November 17, 2013.
and the coefficients for the positive ion N+2 from: Phelps database, www.lxcat.net, retrieved on
November 17, 2013.
Conditions for air:
Angular field frequency / N (m3/s) 0.000
Gas temperature (K) 300.0
Ionization degree 0.1000E-04
Electron density (1/m3) 0.1000E+21





Maxwellian mean energy (eV) 0.000




Maximum # of iterations 100.0
Mole fraction Ar 0.9300E-02
Mole fraction N2 0.7807
Mole fraction N2^+ 0.1000E-04
Mole fraction O2 0.2100
Table A.2: Fitting coefficients for Air computed with Bolsig+
Process A B C D E range in Td (value taken outside the range)
Townsend ionization coefficient for N2 component -44.8 0.01023 -968.7 6202 176400 30 (0)-3000 (cst)
Townsend ionization coefficient for O2 component -45.66 0.1036 -796.5 14170 -117200 30 (0)-3000 (cst)
Townsend two-body attachment coefficient -42.01 -1.276 -243.2 -1341 122900 30 (0)-3000 (cst)
Electrons mobility 56.43 -0.2185 0.9911 9.950 -9.959 15 (700) -∞
Electrons diffusion 54.34 0.4264 -0.4032 58.32 58.32 10 (100) - 3000 (700)
Townsend three-body attachment fit: 104O2(−0.1556 · z9+0.1424 · z8+0.8363 · z7−0.6176 ·
z6−1.585·z5+0.9924·z4+0.902·z3−0.1404·z2−1.114·z−99.81) with z = ((E/N )·10−17−750)/440.
Positive ion mobility: µp = 2cm2V−1s−1, negative ion mobility : µn = 2cm2V−1s−1.
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