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1. INTRODUCCIO´N
1.1. Computacio´n Evolutiva
La computacio´n evolutiva engloba un amplio conjunto de te´cnicas de resolucio´n
de problemas basados en la emulacio´n de los procesos naturales de evolucio´n. La
principal aportacio´n de la computacio´n evolutiva a la metodolog´ıa de resolucio´n de
problemas consiste en el uso de mecanismos de seleccio´n de soluciones potenciales y
de construccio´n de nuevos candidatos por recombinacio´n de caracter´ısticas de otras
ya presentes, de modo parecido a como ocurre con la evolucio´n de los organismos.
No se trata tanto de reproducir ciertos feno´menos que se suceden en la naturaleza
sino de aprovechar las ideas gene´ricas que hay detra´s de ellos. En el momento en
que se tienen varios candidatos como solucio´n para un problema, surge la necesidad
de establecer criterios de calidad y de seleccio´n y tambie´n la idea de combinar
caracter´ısticas de las buenas soluciones para obtener otras mejores. Dado que fue
en el mundo natural donde primeramente se han planteado problemas de este tipo,
no tiene nada de extran˜o el que al aplicar tales ideas en la resolucio´n de problemas
cient´ıficos y te´cnicos se obtengan procedimientos bastante parecidos a los que ya se
encuentran por la naturaleza tras un largo periodo de adaptacio´n.
Bajo el paraguas de los algoritmos evolutivos exiten diferentes paradigmas tales
como los algoritmos gene´ticos, los algoritmos meme´ticos, la evolucio´n diferencial o
la programacio´n gene´tica, que se originaron con distintas motivaciones y enfoques.
Sin embargo, actualmente los algoritmos tienden a combinar caracter´ısticas de otros
paradigmas y campos de estudio en la bu´squeda de una hibridacio´n que mejore la
solucio´n al problema.
1.2. Programacio´n Gene´tica
La programacio´n gene´tica (PG) es un paradigma de computacio´n evolutiva, ori-
entada a encontrar programas de ordenador que realicen una tarea definida por el
usuario. Se trata de una especializacio´n de los algoritmos gene´ticos donde cada in-
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dividuo es un programa de ordenador. Por tanto, puede considerarse una te´cnica
de aprendizaje automa´tico usada para optimizar una poblacio´n de programas de
ordenador segu´n una heur´ıstica definida en funcio´n de la capacidad del programa
para realizar una determinada tarea computacional, definida por el usuario.
Los primeros resultados de la aplicacio´n de la PG fueron reportados por Stephen
F. Smith [21] y Nichael L. Cramer [5]. Sin embargo, John R. Koza [10] es considerado
el padre de este paradigma, siendo quien lo aplico´ a la resolucio´n de varios problemas
complejos.
La PG es un paradigma con grandes exigencias desde el punto de vista computa-
cional. Por esta razo´n, en los an˜os 90 so´lo se aplico´ a problemas relativamente sencil-
los. En la actualidad, las mejoras en el hardware y en la propia PG esta´n permitiendo
resolver problemas en a´reas tales como la computacio´n cua´ntica, disen˜o electro´nico,
programacio´n de juegos, bu´squeda y otros. Su flexibilidad en la representacio´n de
soluciones le permite abordar mu´ltiples tipos de problemas de optimizacio´n y apren-
dizaje. La Figura 1.1 representa la estructura de un a´rbol de expresio´n. La evaluacio´n
de un a´rbol de expresio´n requiere del uso de una pila donde almacenar los resul-
tados temporales de la evaluacio´n de los nodos y la expresio´n se puede representar
mediante notacio´n postfija o notacio´n polaca inversa (RPN). La notacio´n polaca
inversa no necesita usar pare´ntesis para indicar el orden de las operaciones mientras
la aridad del operador sea fija.
Figura 1.1: A´rbol de expresio´n y su evaluacio´n
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1.3. Miner´ıa de datos
La miner´ıa de datos [4, 7, 8] se define como la extraccio´n no trivial de informacio´n
impl´ıcita, previamente desconocida y potencialmente u´til, a partir de datos. En
la actual sociedad de la informacio´n, donde d´ıa a d´ıa se multiplica la cantidad
de datos almacenados, la miner´ıa de datos es una herramienta fundamental para
analizarlos y explotarlos de forma eficaz. Las te´cnicas de miner´ıa de datos permiten
obtener conocimiento a partir de las relaciones de los datos y proporcionan a los
investigadores y usuarios conocimiento de los datos en forma de modelos descriptivos
(clustering y segmentacio´n), modelos predictivos (regresio´n y clasificacio´n), reglas
de asociacio´n, etc.
La miner´ıa de datos constituye la fase central del proceso de extraccio´n de
conocimiento (Knowledge Discovery), representado en la Figura 1.2. En este sentido
la miner´ıa de datos es un punto de encuentro de diferentes disciplinas: la estad´ısti-
ca, el aprendizaje automa´tico, las te´cnicas de bases de datos y los sistemas para la
toma de decisiones que, conjuntamente, permiten afrontar problemas actuales del
tratamiento de la informacio´n.
Figura 1.2: Proceso de extraccio´n de conocimiento
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1.4. Reglas de Asociacio´n
La miner´ıa de reglas de asociacio´n [1, 20] se marca como objetivo encontrar
relaciones fuertes o de intere´s entre elementos o items en grandes bases de datos.
Una regla de asociacio´n se define como una implicacio´n de la forma A→ C, donde A
y C son conjuntos de items que no poseen atributos en comu´n, es decir, A∩C = ∅.
En esta regla presentada, A es el antecedente y C el consecuente de la regla. El
significado de una regla de asociacio´n es que si todos los items de A esta´n presentes
en una transaccio´n, entonces es bastante probable que todos los items de C este´n
tambie´n en dicha transaccio´n.
El origen de las reglas de asociacio´n se basa en la idea del ana´lisis de las bolsas de
la compra donde existen compras conjuntas de varios art´ıculos. Este ana´lisis ayuda
a organizar y llevar a cabo ciertas estrategias de marketing, promocio´n de art´ıculos,
etc. Hoy en d´ıa, las reglas de asociacio´n son aplicadas en much´ısimos campos, como es
el caso de la biolog´ıa [6], medicina [17], etc, para descubrir relaciones entre los datos
que aporten nuevo conocimiento previamente desconocido y u´til para el usuario.
2. MOTIVACIO´N DEL TRABAJO
Este trabajo resume la labor de investigacio´n del autor a lo largo del u´ltimo
an˜o, apoya´ndose en los conocimientos adquiridos en las asignaturas del Ma´ster en
Sistemas Inteligentes, incluyendo algoritmos evolutivos, miner´ıa de datos, sistemas
basados en reglas, miner´ıa de reglas de asociacio´n, validacio´n de resultados, etc.
Este trabajo aborda el problema de la escalabilidad en algoritmos evolutivos
para miner´ıa de reglas de asociacio´n, centra´ndose en sistemas basados en progra-
macio´n gene´tica. Las tarjetas gra´ficas (GPUs) aportan un modelo de programacio´n
masivamente paralelo abierto a acelerar y solucionar mu´ltiples problemas en apren-
dizaje automa´tico. Por lo tanto, se propone un modelo de evaluacio´n de reglas de
asociacio´n mediante GPU y se realiza un estudio experimental para analizar sus
ventajas y medir su rendimiento.
El conocimiento adquirido a trave´s del estudio de distintos problemas abiertos
en miner´ıa de datos ha permitido al autor formarse en este campo sobre el que ya
tenemos pendiente considerable trabajo futuro con el objetivo de continuar la tesis
doctoral.

3. EL PROBLEMA DE LA ESCALABILIDAD
El tiempo requerido por los algoritmos de miner´ıa de reglas de asociacio´n au-
menta conforme crece el nu´mero de instancias y el nu´mero de atributos del conjunto
de datos. El grado de complejidad computacional y la dependencia del nu´mero de
instancias o del nu´mero atributos depende de cada algoritmo.
Los algoritmos de aprendizaje de reglas de asociacio´n evalu´an la calidad de las
reglas aprendidas sometie´ndolas al conjunto de datos y midiendo la calidad de su
respuesta. Por lo tanto, es lo´gico que conforme mayor sea el nu´mero de datos, mayor
sea el tiempo requerido en evaluar la calidad de las reglas. Por otro lado, el nu´mero
de atributos tambie´n puede influir en el coste computacional del algoritmo, y depen-
dera´ de la filosof´ıa de construccio´n de las reglas que tenga el algoritmo. Por ejemplo,
los algoritmos de colonias de hormigas son muy sensibles al nu´mero de atributos ya
que deben guardar un espacio de estados de la exploracio´n de los diferentes atributos.
Centra´ndonos en algoritmos evolutivos de miner´ıa de reglas de asociacio´n, y ma´s
concretamente de programacio´n gene´tica, nos encontramos con que cada individuo
debe ser evaluado frente a todo el conjunto de datos. Los individuos del algoritmo de
programacio´n gene´tica para asociacio´n son expresiones compuestas por nodos que
conforman reglas para indicar relaciones entre atributos de un conjunto de datos.
El uso de programacio´n gene´tica para tareas de asociacio´n ha demostrado ser una
te´cnica que obtiene buenas soluciones [11, 12, 13, 14, 16, 18, 19]. Un base de reglas
de asociacio´n puede expresarse como un conjunto de reglas de tipo Si–Entonces, en
las que el antecedente y el consecuente de cada regla esta´ formado por una serie de
condiciones que debe cumplir una instancia para que se cumpla la regla. La gran
diferencia con las reglas de clasificacio´n es que el consecuente, en lugar de ser una
etiqueta clase, es a su vez, otro conjunto de relaciones entre atributos.
La fase de evaluacio´n de los algoritmos evolutivos consiste en tomar cada uno de
los individuos de la poblacio´n y evaluar su aptitud en la resolucio´n del problema. Por
lo tanto, el coste computacional debido al nu´mero de instancias hay que multiplicarlo
por el nu´mero de individuos de la poblacio´n, lo que hace que el aumento de cualquiera
de los dos para´metros afecte en gran medida el tiempo de ejecucio´n. Para evaluar
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la poblacio´n, se interpreta el genotipo del individuo para obtener el fenotipo (regla
o conjunto de reglas), que se evalu´an sobre cada instancia del conjunto de datos,
obteniendo el nu´mero de veces que se cumple el antecedente y el consecuente sobre
dicho conjunto de instancias. Con estos datos se construye la matriz de contingencia
y empleando distintas me´tricas para cada algoritmo, se obtiene la aptitud (fitness)
del individuo. La Tabla 3.1 muestra la construccio´n de la matriz de contingencia en
funcio´n de los casos en los que se cumple el antecedente (A) o el consecuente (C)
sobre el nu´mero de instancias (N). Por lo tanto podemos dividir la fase de evaluacio´n
en dos pasos: evaluacio´n de las instancias y ca´lculo del fitness usando los datos de
la matriz de contingencia.
Tabla 3.1: Matriz de contingencia
A ¬A
C n(AC) n(¬AC) n(C)
¬C n(A¬C) n(¬A¬C) n(¬C)
n(A) n(¬A) N
Tradicionalmente el proceso de evaluacio´n ha sido implementado de forma se-
cuencial, tal y como se representa en el Algoritmo 1, por lo que su tiempo de ejecucio´n
aumenta conforme el nu´mero de instancias o el nu´mero de individuos se incrementa.
A continuacio´n analizaremos las opciones de paralelizacio´n y optimizacio´n de la
funcio´n de evaluacio´n con el objetivo de reducir su coste computacional. El primer
paso de la evaluacio´n es por definicio´n paralelo, la evaluacio´n de cada regla sobre cada
instancia es un proceso completamente independiente, por lo que e´stas se pueden
paralelizar en hilos independientes sin ninguna restriccio´n. Su funcio´n es interpretar
las expresiones del antecedente y del consecuente. El resultado de esta comparacio´n
se almacena para cada instancia y cada regla en modo de cubre o no cubre. Este
modelo de evaluacio´n se representa en la Figura 3.1. El nu´mero de hilos es igual
al nu´mero de evaluaciones en un determinado momento, es decir, el producto del
nu´mero de individuos por el nu´mero de instancias, por lo que el nu´mero total de
hilos puede ascender desde miles hasta millones de ellos.
El segundo paso de la evaluacio´n es una operacio´n de reduccio´n [9] y exige el
recuento del nu´mero de veces que se cubre el antecedente y consecuente de cada
regla y para todas las reglas. El recuento es un proceso nativamente secuencial, pero
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Algorithm 1 Evaluador de reglas secuencial
Require: population size, number instances
1: for each individual within the population do
2: n(AC) ← 0, n(A¬C) ← 0, n(¬AC) ← 0, n(¬A¬C) ← 0
3: for each instance from the dataset do
4: if individual’s antecedent covers actual instance then
5: if individual’s consequent covers actual instance then
6: n(AC)++
7: else
8: n(A¬C)++
9: end if
10: else
11: if individual’s consequent covers actual instance then
12: n(¬AC)++
13: else
14: n(¬A¬C)++
15: end if
16: end if
17: end for
18: individual fitness← ContingencyTable(n(AC), n(A¬C), n(¬AC), n(¬A¬C));
19: end for
Figura 3.1: Modelo de evaluacio´n paralelo
puede ser paralelizado mediante la suma de semisumas realizadas en paralelo para
cada regla. Adema´s, los diferentes procesos de recuento para cada una de las reglas
pueden ser paralelizados sin ninguna interferencia.
El primer paso de la evaluacio´n finaliza con el almacenamiento de los cubrimien-
tos para cada instancia y regla. El segundo paso debe contarlos de manera eficiente y
para ello, cada regla emplea mu´ltiples hilos que realizan el recuento de los resultados,
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obteniendo semisumas parciales. Posteriormente, se realiza la suma total de dichas
semisumas. Un disen˜o eficiente de este segundo paso requiere tener consideraciones
importantes acerca del hardware y de co´mo se almacenan los resultados en memoria.
En todo caso, la evaluacio´n de las condiciones del antecedente y del consecuente
pueden ser a su vez interpretadas en paralelo, por lo que el grado de paralelizacio´n
que permite este problema es ma´ximo.
En la pro´xima seccio´n se presenta el modelo de programacio´n CUDA, mien-
tras que el desarrollo del modelo propuesto de evaluador en GPU se muestra en la
seccio´n 5.
4. MODELO DE PROGRAMACIO´N CUDA
CUDA (Compute Unified Device Architecture) es una arquitectura de ca´lculo
paralelo de NVIDIA que aprovecha la gran potencia de la GPU para proporcionar
un incremento extraordinario en el rendimiento del sistema.
4.1. Arquitectura de la GPU
La GPU es un procesador dedicado que tradicionalmente se ha dedicado exclu-
sivamente al renderizado de gra´ficos en videojuegos o aplicaciones 3D interactivas.
Hoy en d´ıa superan en gran medida el rendimiento de una CPU en operaciones
aritme´ticas y en ancho de banda en transferencias de memoria. La Figura 4.1 repre-
senta la evolucio´n del potencial de ca´lculo en FLOPs (Floating-Point Operations per
Second) de las CPUs y las GPUs a lo largo de los u´ltimos an˜os. Su gran potencia
se debe a la alta especializacio´n en operaciones de ca´lculo con valores en punto
flotante, predominantes en los gra´ficos 3D. Conllevan un alto grado de paralelismo
inherente, al ser sus unidades fundamentales de ca´lculo completamente independien-
tes y dedicadas al procesamiento de los ve´rtices y p´ıxeles de las ima´genes.
Figura 4.1: Evolucio´n de las FLOPs de las CPUs y las GPUs
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Figura 4.2: Shader o nu´cleo
Desde 2006, las arquitecturas unifican el procesamiento en unidades versa´tiles de-
nominadas shaders que poseen una unidad de enteros y otra de punto flotante. Estos
shaders o nu´cleos, representados en la Figura 4.2, se agrupan en una unidad conocida
como multiprocesador (Streaming Multiprocessor, SM), ilustrado en la Figura 4.3,
que adema´s contiene algo de memoria compartida entre los nu´cleos y que gestiona la
planificacio´n y ejecucio´n de los hilos en los nu´cleos de su multiprocesador. Una GPU
se compone de varios grupos de multiprocesadores interconectados a una memoria
global GDDR (Graphics Double Data Rate). El nu´mero de nu´cleos por multiproce-
sador depende de la generacio´n de la gra´fica, y el nu´mero de multiprocesadores en
la GPU determina su potencia ma´xima y su modelo dentro de la generacio´n.
Figura 4.3: Streaming Multiprocessor
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4.2. Kernels
CUDA es un entorno de desarrollo de algoritmos en GPU que extiende el lengua-
je de programacio´n C. Las funciones a ejecutar se denominan kernels. Cuando se
realizan llamadas a funciones kernel, e´stas se ejecutan N veces en paralelo en N hilos
CUDA diferentes, a diferencia de las funciones tradicionales del lenguaje C.
Un kernel se define usando el prefijo global en su declaracio´n y el nu´mero
de hilos que ejecuta se determina en cada llamada al kernel. Cada hilo del kernel
se identifica mediante un threadID que es accesible dentro del kernel mediante las
variables threadIdx.
Como ejemplo inicial, el siguiente co´digo realiza la suma de dos vectores A y B
de taman˜o N y almacena el resultado en el vector C.
1 // Kernel definition
2 global void VecAdd(float∗ A, float∗ B, float∗ C) {
3 int i = threadIdx.x;
4 C[i ] = A[i] + B[i ];
5 }
6
7 int main() {
8 // Kernel invocation with N threads
9 VecAdd<<<1, N>>>(A, B, C);
10 }
4.3. Jerarqu´ıa de Hilos
Los hilos del kernel se pueden identificar haciendo uso de la variable threadIdx,
un vector de 3 componentes que permite establecer configuraciones unidimensiona-
les, bidimensionales o tridimensionales de hilos. Estos hilos se agrupan en un bloque
por lo que se proporciona una computacio´n versa´til para dominios de vectores, ma-
trices o volu´menes.
El ı´ndice de un hilo y su threadID esta´n relacionados de la siguiente manera:
Bloque unidimensional: el threadID se corresponde con el ı´ndice x para un
bloque de dimensio´n Dx.
22 Modelo de programacio´n CUDA
Bloque bidimensional: para un bloque de dimensiones (Dx,Dy) el threadID
de un hilo con ı´ndice (x, y) es (Dx ∗ y + x).
Bloque tridimensional: para un bloque de dimensiones (Dx,Dy,Dz) el thre-
adID de un hilo con ı´ndice (x, y, z) es (Dx ∗Dy ∗ z +Dx ∗ y + x).
Como ejemplo, el siguiente co´digo realiza la suma de dos matrices A y B de
taman˜o NxN y almacena el resultado en la matriz C.
1 // Kernel definition
2 global void MatAdd(float A[N][N], float B[N][N], float C[N][N])
3 {
4 int i = threadIdx.x;
5 int j = threadIdx.y;
6 C[i ][ j ] = A[i][ j ] + B[i ][ j ];
7 }
8
9 int main()
10 {
11 ...
12 // Kernel invocation with one block of N ∗ N ∗ 1 threads
13 int numBlocks = 1;
14 dim3 threadsPerBlock(N, N);
15 MatAdd<<<numBlocks, threadsPerBlock>>>(A, B, C);
16 }
Existe un l´ımite del nu´mero de hilos por bloque, puesto que todos los hilos de un
bloque se ejecutan en un multiprocesador y deben compartir los recursos de memoria
de dicho multiprocesador. En las GPUs actuales un bloque de puede contener hasta
1024 hilos, es decir Dx ∗Dy ∗Dz ≤ 1024.
Sin embargo, un kernel puede ejecutar concurrentemente mu´ltiples bloques de
hilos, por lo que el nu´mero total de hilos es igual al producto del nu´mero de bloques
por el nu´mero de hilos por bloque. Los bloques se organizan a su vez en configura-
ciones unidimensionales o bidimensionales como ilustra la Figura 4.4.
El nu´mero de hilos por bloque y el nu´mero de bloques en el grid (matriz de
bloques de hilos) se especifican como para´metros en la llamada a ejecucio´n del kernel.
Cada bloque del grid se identifica mediante una variable blockIdx accesible den-
tro del kernel. La dimensio´n del bloque tambie´n se puede obtener mediante la vari-
able blockDim.
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Figura 4.4: Grid de bloques de hilos
Extendiendo el co´digo del ejemplo anterior de MatAdd() para manejar mu´ltiples
bloques y por lo tanto, matrices de mayores dimensiones, quedar´ıa:
1 // Kernel definition
2 global void MatAdd(float A[N][N], float B[N][N], float C[N][N]) {
3 int i = blockIdx.x ∗ blockDim.x + threadIdx.x;
4 int j = blockIdx.y ∗ blockDim.y + threadIdx.y;
5
6 if ( i < N && j < N)
7 C[i ][ j ] = A[i][ j ] + B[i ][ j ];
8 }
9
10 int main() {
11 ...
12 // Kernel invocation
13 dim3 threadsPerBlock(16, 16);
14 dim3 numBlocks(N / threadsPerBlock.x, N / threadsPerBlock.y);
15 MatAdd<<<numBlocks, threadsPerBlock>>>(A, B, C);
16 }
El bloque de hilos tiene un taman˜o de 16x16 (256 hilos). El grid se compone
de la cantidad suficiente de bloques como para computar la suma sobre todos los
elementos de las matrices.
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El modelo de programacio´n CUDA mediante la jerarqu´ıa de hilos y bloques
permite por lo tanto la identificacio´n un´ıvoca de cualquier hilo en un espacio de 5
dimensiones representado en la Figura 4.5 .
Figura 4.5: Jerarqu´ıa de hilos y bloques
Los bloques se ejecutan independientemente en cada multiprocesador. Debe ser
posible ejecutarlos en cualquier orden, en paralelo o en serie. Esta independencia
permite que los bloques sean planificados en cualquier orden y en cualquier multi-
procesador, facilitando a los desarrolladores la programacio´n de co´digo que escale
con el nu´mero de procesadores.
Los hilos dentro de un bloque pueden cooperar compartiendo datos mediante
la memoria compartida y sincronizando su ejecucio´n para coordinar los accesos a
memoria. La sincronizacio´n de hilos dentro de un bloque se lleva a cabo mediante la
llamada a syncthreads() que actu´a como barrera en la que los hilos se bloquean
hasta que todos los hilos del bloque alcancen la barrera.
4.4. Jerarqu´ıa de Memoria
La memoria de la GPU necesita ser ra´pida y suficientemente amplia para procesar
millones de pol´ıgonos y texturas. En la Figura 4.6 se representa la evolucio´n del ancho
de banda de la memoria principal en las CPUs y GPUs a lo largo de los u´ltimos
an˜os.
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Figura 4.6: Evolucio´n del ancho de banda de la memoria de las CPUs y las GPUs
Existen cuatro grandes espacios de memoria diferenciados: local, global, de cons-
tantes y compartida. Cada uno de dichos espacios de memoria esta´n especializados
para unas determinadas funciones. Se diferencian en su tiempo y modo de acceso y
en el tiempo de vida de los datos que contienen.
Cada hilo tiene un espacio de memoria local en forma de registros del mul-
tiprocesador para almacenar variables locales al hilo. El nu´mero de registros por
multiprocesador es variable dependiendo de la generacio´n de la GPU, este factor
limitara´ el nu´mero de bloques que se pueden ejecutar concurrentemente en un mul-
tiprocesador, es decir, el grado de ocupacio´n del multiprocesador. Por ejemplo, un
kernel que consuma 24 registros con una GPU con de 32768 registros, ejecutado con
256 hilos por bloque, nos dara´ que un bloque necesita para su ejecucio´n 6144 reg-
istros. Con tal demanda de registros, podremos servir concurrentemente un ma´ximo
de 5 bloques por multiprocesador. Es interesante por lo tanto, minimizar el consumo
de registros para maximizar la ocupacio´n del multiprocesador.
La memoria global en forma de chips GDDR proporciona un espacio de memoria
muy amplio de hasta varios GB que comparten todos los hilos de todos los bloques.
Sin embargo, al encontrarse fuera del chip de la GPU, sufre de una alta latencia en
su acceso de alrededor de 400-800 ciclos. Todos los hilos pueden leer y escribir en la
memoria global, donde debera´n almacenar el resultado de la ejecucio´n del kernel.
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La memoria de constantes es una zona especializada de la memoria global en
la que muchos hilos pueden leer el mismo dato simulta´neamente. Esta memoria se
encuentra limitada a 64 KB por multiprocesador. Un valor que se lea de la memoria
de constantes se sirve a todos los hilos del warp (grupo 32 hilos que entran en
ejecucio´n), resultando en el servicio de 32 lecturas de memoria en un u´nico acceso.
Esto proporciona una cache´ muy ra´pida que sirva a mu´ltiples accesos simulta´neos a
memoria.
La memoria compartida es una zona de memoria construida en el multiprocesador
que se comparte entre todos los hilos de un bloque. Su taman˜o es muy reducido,
apenas de 16 o 48 KB. Sin embargo, al encontrarse dentro del multiprocesador pro-
porciona un acceso con mı´nima latencia y su contenido so´lo se mantiene durante la
ejecucio´n de un bloque, por lo que cuando e´ste termina su ejecucio´n el contenido
de la memoria compartida se desecha. Los kernels que leen o escriben un rango
conocido de memoria con localidad espacial o temporal pueden emplear la memoria
compartida como una cache´ administrada v´ıa software donde cooperar. La memo-
ria compartida proporciona un me´todo natural de cooperacio´n entre los hilos con
mı´nima latencia, reduciendo los accesos a memoria global y mejorando la velocidad
de ejecucio´n. De nuevo, el uso que se haga de memoria compartida determinara´ el
ma´ximo nu´mero de bloques que se podra´n ejecutar concurrentemente en el multi-
procesador.
Para evitar desperdiciar cientos de ciclos esperando que sean servidos los ac-
cesos de lectura o escritura en memoria global, estos se suelen agrupar en accesos
coalescientes aprovechando la planificacio´n del warp para solapar las latencias de
acceso.
Se dice que los accesos son coalescientes si los hilos en el warp acceden a cualquier
palabra en cualquier orden y se emite una u´nica instruccio´n de acceso a memoria
para el acceso al segmento direccionado. Una buena forma de lograrlo es hacer que
el hilo i-e´simo acceda a la posicio´n ie´sima de memoria, as´ı cada hilo accedera´ a su
direccio´n efectiva pero el conjunto del warp se servira´ con un u´nico acceso a memoria
global. Garantizar la coalescencia en los accesos a memoria es una de los criterios
de mayor prioridad a la hora de optimizar la ejecucio´n de los kernels en la GPU.
5. EVALUACIO´N DE REGLAS EN GPU
5.1. Modelo propuesto
En la seccio´n 3 se detallo´ la funcio´n de evaluacio´n y se observo´ que el proceso de
evaluacio´n puede dividirse en dos fases completamente paralelizables. El primer paso
de la evaluacio´n finaliza con el almacenamiento del cubrimiento del antecedente y
consecuente para cada instancia y regla. El segundo paso debe contarlos de manera
eficiente y para ello cada regla emplea un nu´mero determinado de hilos en donde
cada uno de los hilos realiza el conteo de una parte de los resultados. Posteriormente,
se realiza la suma total de las semisumas parciales.
Las decisiones de disen˜o del evaluador en GPU han seguido las recomendaciones
de la gu´ıa de programacio´n de NVIDIA CUDA y del manual de buenas pra´cticas [23].
La gu´ıa de programacio´n CUDA recomienda un nu´mero de hilos que sea mu´ltiplo del
taman˜o del warp (conjunto de hilos que entran en ejecucio´n por el despachador) que
en las arquitecturas actuales es de 32 hilos. Una buena aproximacio´n ser´ıa bloques
de hilos de 128, 256 o 512 hilos, que es el taman˜o habitualmente usado. Empleando
los resultados de nuestra experimentacio´n, hemos concluido que el nu´mero o´ptimo
de hilos para nuestro problema es de 256, por lo que procederemos a realizar la
explicacio´n con este nu´mero, aunque podr´ıa variar en futuras arquitecturas.
La paralelizacio´n de la primera fase de la evaluacio´n en la que se determina si una
regla cubre o no a una instancia es inmediata. Cada hilo representa la evaluacio´n
de un individuo sobre una instancia. Los hilos se agrupan en conjuntos de 256
para formar un bloque de hilos, requiriendo por lo tanto un nu´mero de bloques
de (No instancias / 256) para la evaluacio´n de un individuo. A su vez, esto debe
extenderse para todos los individuos configurando as´ı una matriz bidimensional de
bloques de hilos de taman˜o (No instancias / 256) x No individuos, representada en
la Figura 5.1. Es interesante destacar que en conjuntos de datos grandes con una
poblacio´n numerosa, el nu´mero total de hilos en la GPU alcanzara´ una cifra de
millones de hilos de ejecucio´n.
28 Evaluacio´n de reglas en GPU
Figura 5.1: Matriz de bloques de hilos de ejecucio´n
Una primera aproximacio´n al recuento paralelo de los resultados de todas las
evaluaciones ser´ıa que el primer hilo sumase los (No instancias / 256) primeros valo-
res, el segundo los (No instancias / 256) siguientes, etc. Sin embargo, esta forma es
ineficiente en el sentido de que no favorece la coalescencia en los accesos a memoria.
Las posiciones de memoria a las que acceden los hilos del warp en ejecucio´n se
encuentran distanciadas (No instancias / 256) bytes, por lo que para servir dichos
accesos el controlador de memoria las serializara´ resultando en mu´ltiples accesos a
memoria, uno para cada valor.
Una segunda aproximacio´n ser´ıa que el primer hilo sumase los resultados de los
valores en las posiciones de memoria 0, 256, 512... el segundo hilo las posiciones
1, 257, 513... hasta llegar al u´ltimo hilo que sumar´ıa las posiciones 255, 511, 767...
De esta forma tenemos igualmente 256 hilos realizando semisumas en paralelo, pero
adema´s los hilos del warp acceden a posiciones de memorias consecutivas de memoria
por lo que empleando una u´nica transferencia de memoria de 32 bytes es suficiente
para traernos todos los datos de memoria necesarios. Se dice que este tipo de acceso
es coalesciente y es ma´s eficiente al poder disponer de muchos ma´s datos en un
u´nico acceso a memoria, evitando latencias innecesarias. La paralelizacio´n para cada
individuo se realiza mediante la asignacio´n a cada individuo de un bloque de hilos
independiente. Este esquema con la segunda aproximacio´n se refleja en la Figura 5.2.
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Figura 5.2: Modelo de reduccio´n paralelo
5.1.1. Ejecucio´n con kernels concurrentes
En los u´ltimos an˜os, CUDA ha introducido los kernels concurrentes, permitiendo
la ejecucio´n simulta´nea de varios kernels mientras que existan recursos suficiences
disponibles en los multiprocesdores y no existan dependencias entre los kernels. Los
kernels concurrentes se lanzan mediante streams de CUDA, que tambie´n permiten
la transferencia de datos as´ıncrona entre la memoria principal y la de la GPU,
solapando las transferencias de datos y la ejecucio´n de los kernels. El kernel que
comprueba el cubrimiento del antecedente y del consecuente puede ejecutarse con-
currentemente para ambas partes, puesto que no existen dependencias de datos entre
ellos. La operacio´n de reduccio´n sobre los resultados del cubrimiento del antecedente
y consecuente tambie´n puede realizarse de forma concurrente.
El uso de kernels concurrentes permite el lanzamiento de transferencias de datos
as´ıncronas solapando transferencias y co´mputo. No existe la necesidad de esperar
la terminacio´n del kernel para copiar datos entre la memoria principal y la de la
GPU. De esta forma, la ejecucio´n del kernel sobre el antecedente puede realizarse
mientras se copian los datos del consecuente. La Figura 5.3 muestra los beneficios
de la ejecucio´n de kernels concurrentes y transferencias de memoria as´ıncronas, en
comparacio´n con el modelo cla´sico serializado de copia y ejecucio´n. Las dependencias
entre kernels son inevitablemente serializadas, pero kernels independientes pueden
ejecutarse de forma solapada, que junto con la transferencia de datos as´ıncrona, nos
permite el ahorro de un tiempo considerable.
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Figura 5.3: L´ınea temporal usando kernels serializados y concurrentes con transfer-
encias as´ıncronas
5.2. Estudio experimental del modelo GPU
En esta seccio´n se detalla la configuracio´n de los experimentos, los conjuntos de
datos, el algoritmos paralelizado y los para´metros de ejecucio´n.
Para mostrar la flexibilidad y la aplicabilidad de nuestro modelo, el algoritmo
G3PARM [11] de programacio´n gene´tica se paralelizara´ con nuestra propuesta, de
la misma forma que se podr´ıa aplicar a otros algoritmos o paradigmas. Este al-
goritmo esta´ implementado en Java dentro del software de computacio´n evolutiva
JCLEC [22].
5.2.1. Conjuntos de datos
Para evaluar el desempen˜o del modelo de evaluacio´n de reglas propuesto, hemos
seleccionado varios conjuntos de datos del repositorio de UCI [15] y del sitio web de
la herramienta de software KEEL [3] y de su repositorio de conjuntos de datos [2].
Estos conjuntos de datos son muy variados teniendo en cuenta diferentes grados de
complejidad. El nu´mero de instancias var´ıa desde el ma´s simple que contiene 569
instancias, hasta los ma´s complejos que contienen hasta un millo´n de instancias.
Esta informacio´n se resume en la Tabla 5.1. La gran variedad de conjuntos de datos
considerados nos permite evaluar los resultados del modelo bajo diferentes comple-
jidades del problema. Es interesante mencionar que algunos de estos conjuntos de
datos tales como KDDcup o Poker no han sido comu´nmente tratados hasta la fecha,
porque no son habitualmente tratables por los modelos tradicionales.
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Tabla 5.1: Informacio´n de los conjuntos de datos
Dataset #Instancias #Atributos
WDBC 569 31
Abalone 4174 9
Spambase 4597 58
Page-blocks 5472 11
Thyroid 7200 22
Magic 19020 11
House 16H 22784 17
Shuttle 58000 10
KDDcup 494020 42
Poker 1025010 11
5.2.2. Configuracio´n de la experimentacio´n
El co´digo de evaluacio´n de la GPU se compila en una biblioteca compartida
y se cargan en el software JCLEC [22] utilizando JNI. Utilizando dicha biblioteca,
nuestro modelo puede ser fa´cilmente exportado y empleado en cualquier otro sistema
de aprendizaje de reglas.
Los experimentos se llevaron a cabo en un PC equipado con un procesador Intel
Core i7 920 de cuatro nu´cleos a 2.66GHz y 12 GB de memoria principal DDR3-1600.
El equipo cuenta con dos GPUs NVIDIA GeForce GTX 480 con 1,5 GB de RAM
GDDR5. El sistema operativo fue Ubuntu 11.10 de 64 bits, junto con la runtime de
CUDA 4.2.
5.3. Resultados del modelo GPU
En esta seccio´n se analizan los resultados de los experimentos, cuyo propo´sito es
analizar el efecto de la complejidad del algoritmo y de los conjuntos de datos sobre
el desempen˜o del modelo de evaluacio´n GPU y la escalabilidad de la propuesta. El
algoritmo se ejecuta en todos los conjuntos de datos mediante un enfoque secuencial,
un enfoque paralelo en CPU, y un enfoque GPU masivamente paralelo. El primer
experimento evalu´a el rendimiento del inte´rprete de reglas, en te´rminos del nu´mero
de s´ımbolos por segundo que puede analizar. El segundo experimento evalu´a la acel-
eracio´n de las versiones paralelas en CPU y GPU con respecto a la implementacio´n
original secuencial.
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5.3.1. Rendimiento del inte´rprete de reglas
El componente ma´s importante del evaluador es el inte´rprete de las reglas, que
evalu´a las condiciones de las reglas. En el primer experimento se mide el rendimiento
del inte´rprete para diferentes nu´meros de instancias y de reglas, que determinan la
complejidad computacional del evaluador. La me´trica para medir el rendimiento
es el nu´mero de s´ımbolos por segundo que puede evaluar. Espec´ıficamente, en el
contexto de la programacio´n gene´tica se denominan GPops/s, es decir, el nu´mero
de operaciones de programacio´n gene´tica por segundo.
La Tabla 5.2 muestra los tiempos del inte´rprete de reglas y el rendimiento en
te´rminos de GPops/s. Los resultados se han obtenido de la media de 10 ejecuciones.
El rendimiento del modelo en GPU usando una y dos GPUs GTX 480 se compara
con el obtenido para CPU con un hilo y mu´ltiples hilos. Cada fila representa el caso
del inte´rprete con un nu´mero diferente de instancias y reglas. Centra´ndonos en el
nu´mero de operaciones de programacio´n gene´tica a evaluar, su valor depende del
nu´mero de instancias, el nu´mero de reglas y el nu´mero de condiciones de las reglas.
Cuanto mayor es el nu´mero de instancias y de reglas a evaluar, mayor es el
nu´mero de operaciones de GP a computar, y por lo tanto, mayor es el tiempo de
computacio´n requerido. Con respecto al rendimiento en CPU, la implementacio´n en
un hilo logra un rendimiento lineal y permanece constante en torno a 10 millones
de GPops/s, independientemente del nu´mero de instancias y de reglas. La imple-
mentacio´n multi-hilo incrementa el rendimiento hasta alrededor de 35 millones de
GPops/s empleando los 4 nu´cleos de la CPU.
La implementacio´n en GPU logra un gran rendimiento independientemente del
nu´mero de reglas a interpretar y el nu´mero de instancias. Cuanto mayor es el nu´mero
de reglas e instancias, mayor es el nu´mero de hilos y bloques de hilos a computar,
y consecuentemente, se logra una mayor ocupacio´n de los multiprocesadores de la
GPU. Empleando una GPU, el l´ımite de rendimiento se alcanza en 33 mil millones
de GPops/s. Por otro lado, cuando se emplean dos GPUs, el l´ımite se eleva a 67 mil
millones de GPops/s, demostrando la gran escalabilidad del modelo en cuanto al
nu´mero de GPUs y la complejidad del problema. De esta forma, es incuestionalbe el
gran rendimiento obtenido, que so´lo toma 0.172 segundos en interpretar 200 reglas
sobre un millo´n de instancias. Los resultados se resumen en la Figura 5.4, que mues-
tra el rendimiento del inte´rprete con dos GPUs en te´rminos del nu´mero de GPops/s
con respecto al nu´mero de instancias y de reglas.
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Tabla 5.2: Rendimiento del inte´rprete de reglas
Tiempo (ms) GPops/s (M) GPops/s (B)
Instancias Reglas GPops CPU 4 CPUs 1 GPU 2 GPUs CPU 4 CPUs 1 GPU 2 GPUs
2.5×102 25 3.62×105 34 14 0.053 0.044 10.66 25.89 6.84 8.20
2.5×102 50 7.25×105 68 25 0.059 0.047 10.66 29.00 12.26 15.43
2.5×102 100 1.45×106 153 68 0.073 0.057 9.48 21.32 19.77 25.41
2.5×102 200 2.90×106 296 93 0.145 0.077 9.80 31.18 20.03 37.53
5.0×102 25 7.25×105 70 23 0.050 0.044 10.36 31.52 14.41 16.57
5.0×102 50 1.45×106 137 46 0.074 0.058 10.58 31.52 19.50 24.82
5.0×102 100 2.90×106 307 111 0.110 0.077 9.45 26.13 26.33 37.62
5.0×102 200 5.80×106 544 182 0.225 0.124 10.66 31.87 25.73 46.93
1.0×103 25 1.45×106 137 44 0.068 0.057 10.58 32.95 21.45 25.36
1.0×103 50 2.90×106 309 89 0.119 0.076 9.39 32.58 24.32 38.05
1.0×103 100 5.80×106 565 158 0.207 0.122 10.27 36.71 28.06 47.46
1.0×103 200 1.16×107 1,076 390 0.409 0.207 10.78 29.74 28.39 56.04
2.5×103 25 3.62×106 359 130 0.135 0.088 10.10 27.88 26.91 40.97
2.5×103 50 7.25×106 730 295 0.253 0.141 9.93 24.58 28.65 51.53
2.5×103 100 1.45×107 1,371 375 0.461 0.254 10.58 38.67 31.48 57.10
2.5×103 200 2.90×107 2,632 1,127 0.938 0.471 11.02 25.73 30.93 61.57
5.0×103 25 7.25×106 839 243 0.241 0.140 8.64 29.84 30.14 51.90
5.0×103 50 1.45×107 1,385 496 0.461 0.252 10.47 29.23 31.45 57.55
5.0×103 100 2.90×107 2,602 921 1.102 0.476 11.15 31.49 26.30 60.86
5.0×103 200 5.80×107 5,699 2,214 1.824 0.912 10.18 26.20 31.79 63.57
1.0×104 25 1.45×107 1,442 484 0.459 0.249 10.06 29.96 31.59 58.30
1.0×104 50 2.90×107 2,689 1,010 0.901 0.471 10.78 28.71 32.20 61.56
1.0×104 100 5.80×107 5,392 1,651 1.791 0.912 10.76 35.13 32.39 63.59
1.0×104 200 1.16×108 11,010 3,971 3.580 1.799 10.54 29.21 32.40 64.48
2.5×104 25 3.62×107 3,528 1,318 1.099 0.581 10.27 27.50 32.97 62.38
2.5×104 50 7.25×107 6,535 2,419 2.180 1.100 11.09 29.97 33.25 65.91
2.5×104 100 1.45×108 14,086 4,421 4.350 2.306 10.29 32.80 33.34 62.88
2.5×104 200 2.90×108 28,006 8,983 8.699 4.367 10.35 32.28 33.34 66.40
5.0×104 25 7.25×107 7,902 2,450 2.177 1.141 9.17 29.59 33.30 63.56
5.0×104 50 1.45×108 14,677 4,694 4.341 2.177 9.88 30.89 33.41 66.61
5.0×104 100 2.90×108 28,688 11,411 8.679 4.350 10.11 25.41 33.41 66.67
5.0×104 200 5.80×108 55,528 20,762 17.470 8.688 10.45 27.94 33.20 66.76
1.0×105 25 1.45×108 13,749 4,889 4.382 2.257 10.55 29.66 33.09 64.26
1.0×105 50 2.90×108 28,609 9,662 8.757 4.422 10.14 30.01 33.11 65.58
1.0×105 100 5.80×108 56,188 17,125 17.402 8.740 10.32 33.87 33.33 66.36
1.0×105 200 1.16×109 110,195 31,418 35.100 17.462 10.53 36.92 33.05 66.43
2.5×105 25 3.62×108 36,032 10,682 10.766 5.607 10.06 33.94 33.67 64.65
2.5×105 50 7.25×108 69,527 21,163 21.990 10.911 10.43 34.26 32.97 66.45
2.5×105 100 1.45×109 133,125 42,765 43.573 22.036 10.89 33.91 33.28 65.80
2.5×105 200 2.90×109 269,071 84,591 86.747 43.604 10.78 34.28 33.43 66.51
5.0×105 25 7.25×108 67,989 20,980 21.512 11.194 10.66 34.56 33.70 64.77
5.0×105 50 1.45×109 137,671 40,351 43.057 21.537 10.53 35.93 33.68 67.33
5.0×105 100 2.90×109 291,238 81,028 86.703 43.147 9.96 35.79 33.45 67.21
5.0×105 200 5.80×109 602,719 170,074 172.970 86.480 9.62 34.10 33.53 67.07
1.0×106 25 1.45×109 144,987 43,357 43.001 22.396 10.00 33.44 33.72 64.74
1.0×106 50 2.90×109 285,639 84,678 86.248 43.009 10.15 34.25 33.62 67.43
1.0×106 100 5.80×109 560,459 170,977 172.258 86.129 10.35 33.92 33.67 67.34
1.0×106 200 1.16×1010 1,097,670 332,387 344.908 172.681 10.57 34.90 33.63 67.18
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Figura 5.4: Rendimiento del inte´rprete con dos GPUs
5.3.2. Rendimiento del modelo de evaluacio´n de reglas
La Tabla 5.3 muestra los tiempos de ejecucio´n y la aceleracio´n (speedup) obtenidos
por el modelo sobre 10 conjuntos de datos del repositorio UCI. Los resultados mues-
tran la media de 10 ejecuciones. Cada fila representa el tiempo de ejecucio´n y la
aceleracio´n de la evaluacio´n de una serie de reglas sobre un grupo de conjuntos de
datos con diferente nu´mero de instancias y atributos.
En cuanto al rendimiento del modelo en CPU, se muestra que el tiempo de
evaluacio´n se incrementa de forma lineal conforme aumenta el nu´mero de instancias
y de reglas a evaluar. Por lo tanto, la evaluacio´n de reglas de asociacio´n sobre
conjuntos de datos de alta dimensionalidad se convierte en un problema intratable,
especialmente si el proceso se encuentra embebido dentro de un algoritmo evolutivo,
puesto que el proceso de evaluacio´n debera´ repetirse en todas las generaciones.
Con respecto al modelo de evaluacio´n en GPU, los tiempos de evaluacio´n pre-
sentan pocas variaciones conforme aumenta el nu´mero de reglas e instancias. Em-
pleando dos GPUs 480, el tiempo es menor de un segundo en la mayor´ıa de los casos
evaluados. Para casos extremos, el modelo de evaluacio´n requiere u´nicamente tres
segundos para evaluar 200 reglas sobre conjuntos de datos de ma´s de un millo´n de
instancias.
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Tabla 5.3: Rendimiento del evaluador en conjuntos de datos UCI
Tiempo evaluacio´n (ms) Speedup vs CPU Speedup vs 4 CPUs
Conjunto de datos Reglas CPU 4 CPUs 1 GPU 2 GPUs 4 CPUs 1 GPU 2 GPUs 1 GPU 2 GPUs
WDBC 25 111 39 5 3 2.85 22.20 37.00 7.80 13.00
Instancias: 569 50 251 86 6 4 2.92 41.83 62.75 14.33 21.50
Atributos: 31 100 516 184 11 7 2.80 46.91 73.71 16.73 26.29
200 785 406 13 7 1.93 60.38 112.14 31.23 58.00
Abalone 25 556 233 5 4 2.39 111.20 139.00 46.60 58.25
Instancias: 4,174 50 1,158 450 11 9 2.57 105.27 128.67 40.91 50.00
Atributos: 9 100 2,250 748 21 14 3.01 107.14 160.71 35.62 53.43
200 4,083 1,676 30 19 2.44 136.10 214.89 55.87 88.21
Spambase 25 796 282 9 4 2.82 88.44 199.00 31.33 70.50
Instancias: 4,597 50 1,460 558 14 8 2.62 104.29 182.50 39.86 69.75
Atributos: 58 100 3,120 1,146 21 15 2.72 148.57 208.00 54.57 76.40
200 6,326 2,140 35 20 2.96 180.74 316.30 61.14 107.00
Page-blocks 25 718 243 9 6 2.95 79.78 119.67 27.00 40.50
Instancias: 5,472 50 1,715 524 17 15 3.27 100.88 114.33 30.82 34.93
Atributos: 11 100 3,354 1,068 22 20 3.14 152.45 167.70 48.55 53.40
200 7,127 2,098 47 26 3.40 151.64 274.12 44.64 80.69
Thyroid 25 1,066 349 9 5 3.05 118.44 213.20 38.78 69.80
Instancias: 7,200 50 2,348 710 16 10 3.31 146.75 234.80 44.38 71.00
Atributos: 22 100 4,386 1,493 28 18 2.94 156.64 243.67 53.32 82.94
200 9,269 3,451 51 26 2.69 181.75 356.50 67.67 132.73
Magic 25 2,812 1,045 16 17 2.69 175.75 165.41 65.31 61.47
Instancias: 19,020 50 5,593 2,044 31 26 2.74 180.42 215.12 65.94 78.62
Atributos: 11 100 11,675 4,301 61 36 2.71 191.39 324.31 70.51 119.47
200 24,968 9,452 115 73 2.64 217.11 342.03 82.19 129.48
House 16H 25 3,323 1,115 33 21 2.98 100.70 158.24 33.79 53.10
Instancias: 22,784 50 7,390 2,119 59 34 3.49 125.25 217.35 35.92 62.32
Atributos: 17 100 13,318 4,234 100 60 3.15 133.18 221.97 42.34 70.57
200 27,595 9,296 182 100 2.97 151.62 275.95 51.08 92.96
Shuttle 25 9,519 3,151 51 28 3.02 186.65 339.96 61.78 112.54
Instancias: 58,000 50 19,051 6,308 96 56 3.02 198.45 340.20 65.71 112.64
Atributos: 10 100 38,535 11,822 154 91 3.26 250.23 423.46 76.77 129.91
200 78,674 23,916 301 173 3.29 261.38 454.76 79.46 138.24
Kddcup 25 75,835 18,452 368 281 4.11 206.07 269.88 50.14 65.67
Instancias: 494,020 50 142,892 36,280 684 446 3.94 208.91 320.39 53.04 81.35
Atributos: 42 100 310,216 73,164 1,502 931 4.24 206.54 333.21 48.71 78.59
200 622,942 152,385 2,815 1,550 4.09 221.29 401.90 54.13 98.31
Poker 25 154,548 41,700 691 436 3.71 223.66 354.47 60.35 95.64
Instancias: 1,025,010 50 337,268 100,278 1,504 915 3.36 224.25 368.60 66.67 109.59
Atributos: 11 100 735,638 219,419 3,137 1,974 3.35 234.50 372.66 69.95 111.15
200 1,465,010 414,267 6,180 3,397 3.54 237.06 431.27 67.03 121.95
Finalmente, centra´ndonos en la aceleracio´n lograda con una GPU, se muestra
que la aceleracio´n obtenida alcanza un l´ımite de 200. Esta aceleracio´n ma´xima es
obtenida en conjuntos de datos de ma´s de 50 mil instancias. Por otro lado, emple-
ando dos GPUs, la aceleracio´n ma´xima alcanza valores en torno a 400, doblando
el rendimiento de una GPU. La aceleracio´n ma´xima se obtiene cuando todos los
multiprocesadores de la GPU esta´n plenamente ocupados con carga de trabajo, por
lo que emplear mu´ltiples GPUs permite abordar conjuntos de datos con un may-
or nu´mero de instancias. Los resultados se resumen en la Figura 5.5, que muestra
los resultados de aceleracio´n de la evaluacio´n empleando dos GPUs GTX 480, en
funcio´n del nu´mero de instancias del conjunto de datos y del nu´mero de reglas a
evaluar.
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Figura 5.5: Aceleracio´n con dos GPUS GTX 480
5.3.3. Kernels serial vs concurrentes
La independencia entre los kernels sobre el antecedente y el consecuente de las
reglas permite que su ejecucio´n este´ solapada. La Figura 5.6 muestra la l´ınea tempo-
ral de la computacio´n en GPU para kernels serial y concurrentes. Esta figura se ha
obtenido mediante el software de NVIDIA Visual Profiler. Se muestra claramente el
ahorro de tiempo debido a la ejecucio´n concurrente y las transferencias as´ıncronas.
En primer lugar se observan las transferencias de memoria desde memoria principal
a la memoria de la GPU, que copian los antecedentes y consecuentes de las reglas.
Estas transferencias se realizan de forma as´ıncrona y simulta´nea en varios streams.
En segundo lugar, se observa la ejecucio´n de los kernels de cubrimiento y reduccio´n
de forma concurrente para el antecedente y el consecuente. Finalmente, se ejecuta el
kernel del co´mputo del fitness. Por u´ltimo, se realizan las transferencias de resulta-
dos desde la memoria de la GPU a memoria principal. Estas transferencias tambie´n
se ejecutan de forma as´ıncrona y concurrente con la computacio´n de los kernels.
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Figura 5.6: L´ınea temporal de la GPU
6. CONCLUSIONES
La tarea de miner´ıa de reglas de asociacio´n ha demostrado ser un verdadero
reto con problemas abiertos a nuevas investigaciones para mejorar la eficiencia,
rendimiento y calidad de los resultados mediante nuevos modelos.
En este trabajo, hemos abordado el problema del tiempo de ejecucio´n para algo-
ritmos basados en reglas mediante algoritmos evolutivos y hemos aportado un mod-
elo paralelo de evaluacio´n de las reglas mediante GPUs. Los resultados obtenidos
con este modelo, aplicado sobre mu´ltiples conjuntos de datos, aportan aceleraciones
de hasta 454 veces empleando una pequen˜a parte del coste econo´mico de un sistema
de alto rendimiento tradicional. El modelo ha demostrado una buena escalabilidad
frente al nu´mero de instancias y permite el uso de mu´ltiples GPUs, aumentando los
l´ımites del problema abordables por el modelo. El uso de la GPU permite abordar
a bajo coste nuevos retos en miner´ıa de reglas de asociacio´n ya que hace viables
algunos problemas previamente dados por imposible debido a su elevado coste com-
putacional.
El trabajo realizado y el bagaje adquirido a lo largo del u´ltimo an˜o en el ma´ster
ha abierto nuevos problemas y oportunidades para abordar con nuevos modelos de
asociacio´n con objetivo de continuar la tesis doctoral.
El uso de GPUs para acelerar el desempen˜o de modelos de aprendizaje au-
toma´tico ha demostrado ser muy eficaz, prueba de ello es la tendencia de art´ıculos
que abordan dicha tema´tica. En los pro´ximos an˜os las GPUs se aplicara´n para re-
solver de forma ma´s eficiente todo tipo de problemas y adema´s permitira´ abordar
nuevos problemas. La escalabidad de los modelos con GPUs sera´ clave para ello,
por lo tanto sera´ necesario tener en cuenta el disen˜o eficiente de sistemas de alto
rendimiento con mu´ltiples GPUs distribuidas en mu´ltiples ma´quinas interconec-
tadas. De esta forma se podra´n resolver de una manera ma´s intuitiva y eficiente
nuevos problemas, como los algoritmos evolutivos con mu´ltiples poblaciones dis-
tribu´ıdas en islas, que evolucionan independientemente y cada cierto tiempo migran
individuos entre ellas.
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1 Introduction
Association rule mining (ARM) is a widely known data mining technique which was
first introduced by Agrawal et al. [3] in the early 1990s. ARM was conceived as an
unsupervised learning task for finding close relationships between items in large data
sets. Let I = {i1, i2, i3, . . . , in} be the set of items and let D = {t1, t2, t3, . . . , tn} be
the set of all transactions in a relation. An association rule is an implication of the
form X → Y where X ⊂ I , Y ⊂ I , and X ∩ Y = ∅. The meaning of an association
rule is that if antecedent X is satisfied, then it is highly likely that consequent Y will
also be satisfied. ARM was originally designed for market basket analysis to obtain
relations between products like diapers → beer that describes the high probability
of someone buying diapers also buying beer. It would allow shop-keepers to exploit
this relationship by moving the products closer together on the shelves. ARM tasks
have also been applied in a wide range of domains, such as customer behavior [10],
bank transactions [44], and medical diseases [38], where it is particularly important
to discover, for instance, relationships between a specific disease and specific life
habits.
The first algorithms in this field were based on an exhaustive search methodology,
extracting all those rules which satisfy minimum quality thresholds [9, 22]. These ap-
proaches divide the ARM problem into two sub-problems: mining items and itemsets
whose frequency of occurrence is greater than a specific threshold, and discovering
strong relationships between these frequent itemsets. The first step is computationally
expensive since it analyzes every item within the data set. The second step requires
large amounts of memory because it holds every rule generated in memory.
As interest in storing information grows, data sets are increasing in the number
of transactions or of items, thus prompting researchers to study the computational
and memory requirements concerning ARM algorithms [22] in depth. Besides, real-
world data sets usually contain numerical items, so a pre-processing step is required
for mining rules by using exhaustive search approaches. The problem with using nu-
merical attributes is the huge number of distinct values they might take on, making
their search spaces much bigger, enlarging the computational time and memory re-
quirements and therefore hampering the mining process.
For the sake of overcoming such drawbacks, researchers have achieved some
promising results when using evolutionary algorithms [36, 40], which is becoming
the most widely employed means to this end. Whereas exhaustive search algorithms
for mining association rules first mine frequent items, evolutionary algorithms extract
association rules directly, thus not requiring a prior step for mining frequent items.
Grammar-guided genetic programming (G3P) [24] has also been applied to the ex-
traction of association rules [37], where the use of a grammar allows for defining
syntax constraints, restricting the search space, and obtaining expressive solutions in
different attribute domains. Nevertheless, the capabilities of data collection in real-
world application domains are still growing, hindering the mining process even when
evolutionary algorithms are used. Therefore, it is becoming essential to design algo-
rithms capable of handling very large data collections [5] in a reasonable time.
Parallel frequent pattern mining is emerging as an interesting research area, where
many parallel and distributed methods have been proposed to reduce computational
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time [19, 25, 48]. To this end, hierarchical parallel environments with multi-core pro-
cessors [2] and graphic processing units (GPUs) [6, 14] help to speed up the process.
The use of GPUs has already been studied in machine learning [13, 21, 39], and
specifically for speeding up algorithms within the framework of evolutionary compu-
tation [15, 23, 33] and data mining [28, 35]. Specifically, GPUs have also been suc-
cessfully applied to speeding up the evaluation process of classification rules [12, 16].
In this paper, a new parallel methodology for evaluating association rules on GPUs
is described. This methodology could be implemented on any ARM approach, regard-
less of the design and methodology of the algorithm. This issue is of special interest
for mining association rules by means of evolutionary algorithms, and more specif-
ically for G3P algorithms, which allow for mining rules on any domain. Evolution-
ary computation algorithms devote much time to the evaluation of the population.
Therefore, it is especially interesting to speed up the evaluation phase in this kind
of algorithms. This synergy prompts developing a high performance model, which
demonstrates good performance in the experimental study presented herein.
This paper is organized as follows. In Sects. 2 and 3, association rule mining algo-
rithms and the way of evaluating them are presented, respectively. Section 4 presents
some details concerning the CUDA programming model. In Sect. 5, the evaluation
methodology on GPUs is proposed. Section 6 describes the experimental study. The
results obtained are discussed in Sect. 7. Finally, Sect. 8 presents some concluding
remarks.
2 Association rules mining algorithms
Most existing proposals for mining association rules are based on Agrawal’s proposal
in [3], which is widely known as Apriori. In the Apriori algorithm, authors divided
the ARM problem into two steps. First, those patterns that frequently appear in a
data set are extracted. Second, using the whole set of previously mined patterns, the
algorithm seeks association rules. This exhaustive search problem becomes impracti-
cable with increasing information storage in a data set, so the anti-monotone property
was introduced: if a length-k itemset is not frequent in a data set, its length-(k + 1)
super-itemsets cannot be frequent in the data set. Apriori has four major drawbacks.
First, the higher the number of items in a data set, the more tedious the mining of
frequent patterns becomes. Secondly, the higher the number of frequent patterns, the
more tedious becomes the discovery of association rules. Besides, Apriori works in
two steps, increasing the computational time required. Finally, real-world data sets
usually comprise numerical items which are hard to be mined using Apriori, so a
pre-processing step is used. Therefore, the number of steps required by this algo-
rithm is even greater, thus hampering the mining process and significantly increasing
execution time.
Many researchers have focused their research on Apriori-like algorithms with the
goal of overcoming these problems. One of the most relevant algorithms to this end
was FP-Growth [22]. In this algorithm, Han et al. proposed a novel way of storing the
frequent patterns mined, putting them in a frequent pattern tree (FP-tree) structure.
In such a way, the algorithm works on the FP-tree structure instead of the whole set
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Table 1 Runtime of evolutionary ARM phases [37]
Initialization Selection Crossover Mutation Evaluation Replacement Total
4.47 % 0.01 % 0.01 % 0.03 % 95.45 % 0.03 % 100 %
of frequent patterns, employing a divide-and-conquer method to reduce the computa-
tional time. Recently, an improved version of FP-Growth was presented in [29]. This
proposal, called IFP-Growth (Improved FP-Growth), uses a novel structure, called
FP-tree+, and an address table to decrease the complexity of building the entire FP-
tree. Both the FP-tree+ and the address table require less memory but provide a better
performance than the algorithm originally proposed by Han et al.
With the growing interest in evolutionary algorithms (EA), more and more re-
searchers have focused on the evolutionary perspective of data mining tasks [4, 40],
especially in ARM, where an exhaustive search could not be an option using huge
data sets. In such a way, most existing EAs for mining association rules overcome the
Apriori-like algorithms’ problems. First, the mere fact of using an evolutionary per-
spective enables the computational and memory requirements to be tackled. Further-
more, most EAs for mining association rules are based on genetic algorithms (GA),
which discover rules directly instead of requiring two steps. Nevertheless, some GAs
in the ARM field still require a pre-processing step for dealing with numerical items.
Recently, a genetic programming (GP) approach was introduced for mining as-
sociation rules [37]. The main difference between GAs and that proposal is their
representation. Whereas GAs use a fixed-length chromosome which is not very flex-
ible, the proposal presented by Luna et al. represents individuals by using a variable-
length hierarchical structure, where the shape, size, and structural complexity of the
solutions are not constrained a priori. Furthermore, this algorithm uses a grammar
to encode individuals, allowing for enforcing syntactic and semantic constraints and
also dealing with any item regardless of its domain.
Despite the fact that the use of EAs in the field of ARM has overcome most of the
drawbacks, evaluating the rules mined is still hard work when the data set is large.
The higher the number of records to be checked, the higher is the evaluation time.
Table 1 shows the runtime of the different phases of the evolutionary association rule
mining algorithm [37]. The evaluation phase is clearly noted to take about 95 % of
the algorithm’s runtime. Therefore, it is desirable to solve this problem and GPUs are
currently being presented as efficient and high-performance platforms for this goal.
3 Evaluation of association rules
ARM algorithms usually discover an extremely large number of association rules.
Hence, it becomes impossible for the end user to understand such a large set of rules.
Nowadays, the challenge for ARM is to reduce the number of association rules dis-
covered, focusing on the extraction of only those rules that have real interest for the
user or satisfy certain quality criteria. Therefore, evaluating the rules discovered in
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Table 2 Contingency table for
a sample rule X ¬X
Y n(XY) n(¬XY) n(Y )
¬Y n(X¬Y ) n(¬X¬Y ) n(¬Y )
n(X) n(¬X) N
the mining process has been studied in depth by different researchers and, many mea-
sures introduced to evaluate the interest of the rules [43]. These measures allow for
‘common’ rules to be filtered out from ‘quality’ or interesting ones.
In ARM, measures are usually calculated by means of frequency counts, so the
study of each rule by using a contingency table helps to analyze the relationships
between the patterns. Given a sample association rule X → Y , its contingency table
is defined as in Table 2.
On the basis of this contingency table, one can note the following.
• X states the antecedent of the rule.
• Y defines the consequent of the rule.
• ¬X describes the fact of not satisfying the antecedent of the rule.
• ¬Y defines the fact of not satisfying the consequent of the rule.
• n(AC) is the number of records satisfying both A and C. Notice that A could be
either X or ¬X, and C might be either Y or ¬Y .
• N is the number of records in the data set studied.
Once the contingency table has been obtained, any association rule measure can be
calculated. Some measures focus not only on absolute frequencies but also on relative
frequencies, which are denoted p(A) instead of n(A) when relative frequencies are
borne in mind—a relative frequency p(A) being defined as n(A)/N .
The two most frequently used measures in ARM are support and confidence. Sup-
port, also known as frequency or coverage, calculates the percentage of instances
covering the antecedent X and the consequent Y in a data set. Support is defined by
Eq. (1) as a relative frequency. Rules having a low support are often misleading since
they do not describe a significant number of records. We have
Support(X → Y) = p(XY) = n(XY)/N (1)
Confidence measures the reliability of the association rule. This measure is defined
by Eq. (2) as the proportion of the number of transactions which include X and Y
among all the transactions that include X. We have
Confidence(X → Y) = p(XY)/p(X) = n(XY)/n(X) (2)
Most ARM proposals base their extraction process on the use of a support–
confidence framework [9, 22, 47], attempting to discover rules whose support and
confidence values are greater than certain minimum thresholds. However, the mere
fact of having rules that exceed these thresholds is no guarantee that the rules will be
of any interest, as noted by [8]. Other widely used measures to evaluate the interest of
the extracted rules are lift [45], Piatetsky–Shapiro’s measure [41] and conviction [11].
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Lift or interest measure (see Eq. (3)) calculates how many times more often the
antecedent and consequent are related in a data set than would be expected if they
were statistically independent. It could also be calculated as the ratio between the
confidence of the rule and the support of its consequent:
Lift(X → Y) = p(XY)/p(X)p(Y ) = n(XY)N/n(X)n(Y ) (3)
The leverage measure (see Eq. (4)) was proposed by Piatetsky-Shapiro. This mea-
sure calculates the difference between X and Y appearing together in the data set
from what would be expected if they were statistically independent:
Leverage(X → Y) = p(XY) − p(X)p(Y ) (4)
Conviction is another well-known measure in the ARM field (see Eq. (5)). It was
developed as an alternative to confidence, which was found not to adequately capture
the direction of associations. Conviction compares the probability that X would ap-
pear without Y if they were dependent with the actual frequency of the appearance of
X without Y . We have
Conviction(X → Y) = p(X)p(¬Y)/p(X¬Y) (5)
These measures are those commonly used in ARM problems for evaluating the
interest of the extracted association rules. However, there is a large variety of other
measures which could also be applied, such as interest strength [20], Klosgen’s mea-
sure [30], etc. Any measure for evaluating association rules is calculated by using
the contingency table, so the mere fact of calculating this table allows for any asso-
ciation rule to be evaluated. Nevertheless, it is also interesting not only to obtain the
contingency table but also to calculate the coverage of each condition within the rule.
4 The CUDA programming model
Computer unified device architecture (CUDA) [1] is a parallel computing architecture
developed by the NVIDIA corporation that allows programmers to take advantage of
the parallel computing capacity of NVIDIA GPUs in a general purpose manner. The
CUDA programming model executes kernels as batches of parallel threads. These
kernels comprise thousands to millions of lightweight GPU threads per invocation.
CUDA’s threads are organized as a two-level hierarchy: at the higher one, all the
threads in a data-parallel execution phase form a 3D grid. Each call to a kernel execu-
tion initiates a grid composed of many thread groupings, called thread blocks. Thread
blocks are executed in streaming multiprocessors, as shown in Fig. 1. A stream mul-
tiprocessor can perform zero overhead scheduling to interleave warps (a warp is a
group of threads that execute together) and hide the overhead of long-latency arith-
metic and memory operations. Current GPU architectures may execute up to 16 ker-
nels concurrently as long as there are multiprocessors available. Moreover, asyn-
chronous data transfers can be performed concurrently with the kernel executions.
These two features allow for speedier execution compared to a sequential kernel
pipeline and synchronous data transfers in previous GPU architectures.
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Fig. 1 GPU streaming processing paradigm
There are four different main memory spaces: global, constant, shared, and local.
These GPU memories are specialized and have different access times, lifetimes, and
output limitations.
• Global memory is a large long-latency memory which exists physically as an off-
chip dynamic device memory. Threads can read and write global memory to share
data and must write the kernel’s output to be readable after the kernel terminates.
However, a better way to share data and improve performance is to take advantage
of shared memory.
• Shared memory is a small low-latency memory which exists physically as on-chip
registers. Its contents are only maintained during thread block execution, and are
discarded when the thread block completes. Kernels which read or write a known
range of global memory with spatial or temporal locality can employ shared mem-
ory as a software-managed cache. Such caching potentially reduces global memory
bandwidth demands and improves overall performance.
• Local memory is where each thread also has its own local memory space for reg-
isters, so the number of registers a thread uses determines the number of con-
current threads executed in the multiprocessor, which is called the multiprocessor
occupancy. To avoid wasting hundreds of cycles while a thread waits for a long-
latency global-memory load or store to complete, a common technique is to ex-
ecute batches of global accesses, one per thread, exploiting the hardware’s warp
scheduling to overlap the threads’ access latencies.
• Constant memory is specialized for situations in which many threads will read the
same data simultaneously. This type of memory stores data written by the host
thread, is accessed constantly, and does not change during the execution of the
kernel. A value read from the constant cache is broadcast to all threads in a warp,
effectively serving all loads from memory with a single-cache access. This enables
a fast, single-ported cache to feed multiple simultaneous memory accesses.
Recommendations exist for improving performance on a GPU [18]. Memory ac-
cesses must be coalesced, as with accesses to global memory. Global memory resides
in the device memory and is accessed via 32-, 64-, or 128-byte segment memory
transactions. It is recommended to perform fewer but larger memory transactions.
When a warp executes an instruction that accesses global memory, it coalesces the
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memory accesses of the threads within the warp into one or more of these mem-
ory transactions, depending on the size of the word accessed by each thread and the
distribution of the memory addresses across the threads. In general, the more trans-
actions are necessary, the more unused words are transferred in addition to the words
accessed by the threads, thus reducing the instruction throughput.
To maximize global memory throughput, it is therefore important to maximize
coalescing by following optimal access patterns, using data types that meet size and
alignment requirements, or padding data in some cases, for example, when accessing
a two-dimensional array. For these accesses to be fully coalesced, both the width of
the thread block and the width of the array must be a multiple of the warp size.
5 GPU evaluation model
This section presents the GPU model designed to evaluate association rules on the
GPU. First, parallelization opportunities are analyzed to find the best way to paral-
lelize the computation. Then, the kernels and data structures are given in detail.
The evaluation process of association rules has been described in Sect. 3. Its pur-
pose is to check the coverage of the conditions of the rule, hence obtaining the cover-
age of the antecedent and consequent over the instances of the data set allowing the
fitness measures to be computed.
Computing the evaluation of an association rule is independent from the evalua-
tion of another rule, because there are no internal dependencies. Thus, the rules could
be evaluated concurrently. Furthermore, the coverage process of the antecedent and
the consequent of a rule over the instances is also independent. Hence, both the cov-
erage of the antecedents and consequents from each rule could also be computed
concurrently. Moreover, the coverage of a single instance is also an independent op-
eration. Therefore, the coverage of the antecedents and consequents is independent
for each rule and instance, which provides a high degree of parallelism. Computing
the support of the conditions of the antecedent and the consequent is interesting when
evaluating association rules and it could also be performed concurrently for each con-
dition and rule. Nevertheless, calculating the support of the conditions and building
the contingency table for computing the fitness measures calls for a reduction opera-
tion [26, 46] of the coverage results.
The GPU model designed to evaluate association rules comprises three kernels for
computations of the coverage, reduction, and fitness. Figure 2 shows the computa-
tion flow. First, the rule, antecedent and consequent, are copied to the GPU memory.
Specifically, they are copied to the constant memory, which provides broadcast to the
GPU threads, taking advantage of the memory properties described in Sect. 4. Sec-
ond, the coverage kernel is executed both on the antecedent and the consequent, using
the instances of the data set. Third, the reduction kernel is executed and the support of
the conditions is calculated. Fourthly, the fitness computation kernel is executed, pro-
viding the fitness measures described in Sect. 3. Finally, the results are copied back
to the host memory. This figure represents the evaluation process of an association
rule using serial kernels (one after the other). However, as mentioned before, there
are some independencies which allow us to overlap their execution.
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Fig. 2 GPU kernel model
The CUDA 2.0 architecture introduced concurrent kernels, allowing the kernel
executions to be overlapped as long as there are sufficient available resources on the
multiprocessors and no dependencies between kernels. Concurrent kernels are issued
by means of CUDA streams, which also allow asynchronous data transfers between
host and device memory, overlapping data transfers and kernel executions. The cov-
erage kernel may overlap its execution when concurrently evaluating the antecedent
and the consequent, since they operate with different data and they have no dependen-
cies. After the coverage kernel is completed, the reduction kernel may also overlap
its execution with the antecedent and consequent bitsets. Finally, the fitness kernel
has no dependencies with the reduction kernel. Therefore, their execution may also
overlap.
Concurrent kernels enable asynchronous data transfers, which overlap memory
transactions and kernel computations. There is no need to wait for kernel completion
to copy data between host and device memories. In such a way, the execution of the
coverage kernel over the antecedent could be concurrent to copying the consequent to
the GPU memory. Similarly, copying the support of the conditions back to host mem-
ory could be concurrent to the computation of the fitness kernel. Figure 3 illustrates
the benefits of concurrent kernels and asynchronous transfers in the 2.0 architecture
versus the old-style serial execution pipeline from previous GPU architectures. Ker-
nel dependencies should still be serialized within the stream, but those kernels with
independent computations may overlap their execution using multiple streams, along
with asynchronous data transfers, thus saving time.
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Fig. 3 GPU timeline using serial and concurrent kernels with asynchronous transfers
Fig. 4 Two dimensional grid of
thread blocks for the coverage
kernel
In the following subsections, the kernels and data structures are given in detail,
considering the best way to facilitate coalescing, occupancy, and maximizing instruc-
tion throughput.
5.1 Coverage kernel
The coverage kernel interprets expressions (antecedents or consequents), which are
expressed in reverse Polish notation (RPN), over the instances of the data set. The
expressions interpreter is stack-based, i.e., operands are pushed onto the stack, and
when an operation is performed, its operands are popped from the stack and its result
pushed back on.
The kernel checks the coverage of the expressions and their conditions over the
instances and stores the results in a bitset array. Each thread is responsible for the
coverage of an expression over a single instance. Threads are grouped into a two
dimensional grid of thread blocks, as illustrated in Fig. 4, whose size depends on the
number of expressions (width) and instances (height). The number of vertical blocks
depends on the number of instances and the number of threads per block, which is
recommended to be a multiple of the warp size, usually being 128, 256 or 512 threads
per block.
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Listing 1 Coverage kernel
__global__ void coverageKernel(unsigned char* coverage, unsigned char* bitset) {
int instance = blockDim.y * blockIdx.y + threadIdx.y;
coverage[blockIdx.x * numberInstances + instance] =
covers(expression[blockIdx.x], instance, bitset);
}
Table 3 Threads per block and
multiprocessor occupancy Threads per block 128 256 512
Active threads per multiprocessor 1024 1536 1536
Active warps per multiprocessor 32 48 48
Active thread blocks per multiprocessor 8 6 3
Occupancy of each multiprocessor 67 % 100 % 100 %
The selection of the optimal number of threads per block is critical in CUDA
since it limits the number of active blocks and warps in a multiprocessor depending
on the register pressure of the kernels. Table 3 shows the multiprocessor occupancy,
which is desired to be maximized, for different block sizes over the coverage kernel.
The NVIDIA CUDA compiler (nvcc) reports that the coverage kernel requires 20
registers per thread and the number of registers available per multiprocessor is limited
to 32768. Therefore, 256 and 512 threads per block configurations achieve 100 %
occupancy with 48 active warps and 1536 threads per multiprocessor. However, we
consider that the best option is to employ 256 threads per block, since it provides
more active threads blocks per multiprocessor to hide the latency arising from register
dependencies and, therefore, a wider range of possibilities for the dispatcher to issue
concurrent blocks to the execution units. Moreover, it provides better scalability to
future GPUs with more multiprocessors capable of handling more active blocks.
To maximize global memory throughput, it is important to maximize the coalesc-
ing, by following the most optimal access patterns, using data types that meet the size
and alignment requirements or padding the data arrays. For these accesses to be fully
coalesced, both the width of the thread block and the width of the array must be a
multiple of the warp size. Therefore, the bitset array employs intra-array padding to
align the memory addresses to the memory transfer segment sizes [12, 27, 42].
The kernel must be called for by the antecedents and consequents and their exe-
cutions can be overlapped and executed concurrently because they are independent.
Moreover, the copy of the expressions to the GPU memory is asynchronous, i.e., the
data from one stream can be copied while a kernel from another stream is executing.
The code for the coverage kernel is shown in Listing 1. The covers() method performs
the push and pop operations to interpret the expression.
5.2 Reduction kernel
The reduction kernel performs a reduction operation on the coverage bitsets of the
expressions (antecedents and consequents) to compute the absolute support of the
conditions. The naïve reduction operation is conceived as an iterative and sequential
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Fig. 5 2-level parallel reduction
Listing 2 Reduction kernel
__global__ void reductionKernel(unsigned char* bitset) {
__shared__ int counts[128];
counts[threadIdx.y] = 0;
int base = blockIdx.x*gridDim.y*numberInstances +
blockIdx.y*numberInstances + threadIdx.y;
int top = numberInstances - threadIdx.y;
// Performs the first level reduction of the thread corresponding values
for(int i = 0; i < top; i+=128)
counts[threadIdx.y] += bitset[base + i];
__syncthreads();
// Performs the second level reduction of the temporary results
if(threadIdx.y == 0) {
for(int i = 1; i < 128; i++)
counts[0] += counts[i];
supportCondition[blockIdx.x*gridDim.y + blockIdx.y] = counts[0];
}
}
process. However, there are many ways to perform this operation in parallel. In fact,
NVIDIA provides six different ways of optimizing parallel reduction in CUDA. The
one which performed best for reducing the bitsets of the expression are the 2-level
parallel reduction (see Fig. 5), which illustrates a 4-threaded reduction using shared
memory to compute the condition’s support.
Threads within a block cooperate to reduce the bitset. Specifically, each thread
is responsible for reducing a subset of the bitset, and stores its temporary result in
its corresponding position of the shared memory. Finally, only one thread performs
the last reduction of the temporary results from the different threads, thus obtaining
the final result. The number of reduction levels and the number of threads per block
determine the efficiency and cost of the reduction. More reduction levels imply more
steps but reduce fewer values, and owing to the fact that the shared memory size is
limited, the number of threads per block should not be too high. Thus, the imple-
mentation considers a two-level reduction using 128 threads per block, which is a
trade-off solution that obtained the best experimental results in previous studies [12].
The threads are grouped into a two dimensional grid of thread blocks, whose size
depends on the number of expressions (width) and number of conditions (height).
Notice that the kernel must be called for by the antecedent and consequent conditions
and their executions can be overlapped and executed concurrently because they are
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independent. Moreover, the copying of supports back to the host memory is asyn-
chronous, i.e., the supports for the conditions of the antecedent can be copied while
the kernel is executing on the conditions of the consequent in a different stream. The
reduction kernel can only be called after the completion of the coverage kernel. The
code for the reduction kernel is shown in Listing 2.
5.3 Fitness kernel
The fitness kernel reduces both the bitsets of the antecedents and the consequents
to calculate the contingency table. The reduction process is similar to the one from
the reduction kernel, but it stores the temporary results of the contingency table in
shared memory. Finally, one thread collects the temporary results of the contingency
table and computes the final contingency table for the rule. The contingency table
allows for computing the support, confidence, lift, leverage, conviction, and any other
measure for evaluating association rules.
The fitness measures are all stored in a unique float array to perform a single
but larger memory transaction back to host memory, avoiding multiple and smaller
transactions, which is known to produce inefficiencies and low memory throughput
due to the high latency of the peripheral component interconnect express bus (PCI-e).
The kernel is only called once and the threads are grouped into a grid of thread
blocks, whose size depends on the number of rules. The fitness kernel has no depen-
dencies with the reduction kernel and they can be executed concurrently. The code
for the fitness kernel is shown in Listing 3.
6 Experimental Setup
This section presents the hardware configuration and the different experiments used
to evaluate the performance of the proposed model.
6.1 Hardware configuration
The experiments were run on a machine equipped with an Intel Core i7 quad-core
processor running at 3.0 GHz and 12 GB of DDR3-1600 host memory. It featured
two NVIDIA GeForce 480 GTX video cards equipped with 1.5 GB of GDDR5
video RAM. The 480 GTX GPU comprised 15 multiprocessors and 480 CUDA cores
clocked at 1.4 GHz. The host operating system was GNU/Linux Ubuntu 11.10 64 bit
along with CUDA runtime 4.2, NVIDIA drivers 302.07, Eclipse integrated develop-
ment environment 3.7.0, Java OpenJDK runtime environment 1.6-23 64 bit, and GCC
compiler 4.6.3 (O2 optimization level).
6.2 Experiments
Three different experiments were carried out. Firstly, the performance of the rule
interpreter was evaluated. Secondly, the efficiency of the evaluation model was an-
alyzed on a series of real-world data sets. Finally, the performance of the serial vs.
concurrent kernels model was compared. In order to make a fair comparison, both
codes on CPUs and GPUs were computed by using single precision floating points.
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Listing 3 Fitness kernel
__global__ void fitnessKernel(unsigned char* antecedentsBitset,
unsigned char* consequentsBitset, float* fitness) {
__shared__ int contigencyTable[512];
int base = blockIdx.x*numberInstances + threadIdx.y;
int top = numberInstances - threadIdx.y;
contigencyTable[threadIdx.y] = contigencyTable[threadIdx.y+128] = 0;
contigencyTable[threadIdx.y+256] = contigencyTable[threadIdx.y+384] = 0;
// Performs the first level reduction of the thread corresponding values
for(int i = 0; i < top; i+=128)
contigencyTable[threadIdx.y*4 +
antecedentsBitset[base + i]*2 +
consequentsBitset[base + i]]++;
__syncthreads();
// Performs the second level reduction of the temporary results
if(threadIdx.y < 4) {
for(int i = 4; i < 512; i+=4) {
contigencyTable[0] += contigencyTable[i];
contigencyTable[1] += contigencyTable[i+1];
contigencyTable[2] += contigencyTable[i+2];
contigencyTable[3] += contigencyTable[i+3];
}
if(threadIdx.y == 0) {
int NOTcoversAntecedentANDNOTcoversConsequent = contigencyTable[0];
int NOTcoversAntecedentANDcoversConsequent = contigencyTable[1];
int coversAntecedentANDNOTcoversConsequent = contigencyTable[2];
int coversAntecedentANDcoversConsequent = contigencyTable[3];
float A = (coversAntecedentANDcoversConsequent +
coversAntecedentANDNOTcoversConsequent) / numberInstances;
float C = (coversAntecedentANDcoversConsequent +
NOTcoversAntecedentANDcoversConsequent) / numberInstances;
// Support
fitness[NUM_FITNESS*blockIdx.x] = coversAntecedentANDcoversConsequent /
numberInstances;
// Confidence
fitness[NUM_FITNESS*blockIdx.x+1] = coversAntecedentANDcoversConsequent /
(coversAntecedentANDcoversConsequent +
coversAntecedentANDNOTcoversConsequent);
// Lift
fitness[NUM_FITNESS*blockIdx.x+2] = fitness[NUM_FITNESS * blockIdx.x] /
(A * C);
// Leverage
fitness[NUM_FITNESS*blockIdx.x+3] = fitness[NUM_FITNESS * blockIdx.x] -
(A * C);
// Conviction
fitness[NUM_FITNESS*blockIdx.x+4] = (A - A*C) /
(A - fitness[NUM_FITNESS * blockIdx.x]);
}
}
}
6.2.1 Rule interpreter performance
The efficiency of rule interpreters is often reported using the number of primitives in-
terpreted by the system per second, similarly to GP interpreters, which determine the
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number of GP operations per second (GPops/s) [7, 31, 32, 34]. In GP, interpreters
evaluate expression trees, which represent solutions to performing a user-defined
task.
In this experimental stage, the efficiency and performance of the interpreter is eval-
uated by running it on different numbers of instances and rules. Hence, a sensitivity
analysis of the effect of these parameters on the speed of the interpreter is achieved.
6.2.2 Evaluation model performance
A different experiment was carried out to study the performance of the complete
parallelized evaluation model, including all kernel execution times and data transfer
times. In this second experiment, the number of rules to be evaluated and the num-
ber of instances were increased, to analyze the scalability of the evaluation model
regarding the values of the parameters mentioned above and to study its behavior
when using more than one GPU. To this end, a series of data sets from the University
of California Irvine (UCI) repository [17] were used. The data sets chosen for the
experiment comprised a wide range in both the number of attributes and instances.
6.2.3 Serial vs. concurrent kernels
The new capabilities of modern GPUs to execute concurrent kernels is a major im-
provement for the efficient computation of independent kernels. Therefore, a profiling
analysis was carried out of the serial and concurrent kernel execution on the GPUs.
This analysis was obtained from the NVIDIA Visual Profiler tool.
7 Results
This section describes and discusses the experimental results obtained.
7.1 Rule interpreter performance
Table 4 shows interpreter execution times and performance in terms of GPops/s. The
results depicted are the average results obtained over ten different executions. Here,
the performance of the GPU model using one and two 480 GPUs is compared to
the single-threaded and multi-threaded CPU implementation. Each row represents
the case of interpreter performance when a different number of instances and rules
is used. Focusing on the number of GP operations interpreted (GPops), its value de-
pends on the number of instances, the number of rules, and the number of conditions
included in each rule.
The higher the number of instances and rules to be evaluated, the larger the num-
ber of GP operations to be interpreted and, in consequence, the more execution time
is required. With regard to CPU performance, the single-threaded interpreter achieves
a linear performance and remains constant around at 10 million GPops/s (GP opera-
tions per second), regardless of the number of instances and rules. The multi-threaded
interpreter increases performance by around 35 million GPops/s when using the four
CPU cores available in the Intel i7 processor.
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Table 4 RPN interpreter performance
Instances Rules GPops Time (ms) GPops/s (M) GPops/s (B)
CPU 4 CPUs 1 GPU 2 GPUs CPU 4 CPUs 1 GPU 2 GPUs
2.5×102 25 3.62×105 34 14 0.053 0.044 10.66 25.89 6.84 8.20
2.5×102 50 7.25×105 68 25 0.059 0.047 10.66 29.00 12.26 15.43
2.5×102 100 1.45×106 153 68 0.073 0.057 9.48 21.32 19.77 25.41
2.5×102 200 2.90×106 296 93 0.145 0.077 9.80 31.18 20.03 37.53
5.0×102 25 7.25×105 70 23 0.050 0.044 10.36 31.52 14.41 16.57
5.0×102 50 1.45×106 137 46 0.074 0.058 10.58 31.52 19.50 24.82
5.0×102 100 2.90×106 307 111 0.110 0.077 9.45 26.13 26.33 37.62
5.0×102 200 5.80×106 544 182 0.225 0.124 10.66 31.87 25.73 46.93
1.0×103 25 1.45×106 137 44 0.068 0.057 10.58 32.95 21.45 25.36
1.0×103 50 2.90×106 309 89 0.119 0.076 9.39 32.58 24.32 38.05
1.0×103 100 5.80×106 565 158 0.207 0.122 10.27 36.71 28.06 47.46
1.0×103 200 1.16×107 1,076 390 0.409 0.207 10.78 29.74 28.39 56.04
2.5×103 25 3.62×106 359 130 0.135 0.088 10.10 27.88 26.91 40.97
2.5×103 50 7.25×106 730 295 0.253 0.141 9.93 24.58 28.65 51.53
2.5×103 100 1.45×107 1,371 375 0.461 0.254 10.58 38.67 31.48 57.10
2.5×103 200 2.90×107 2,632 1,127 0.938 0.471 11.02 25.73 30.93 61.57
5.0×103 25 7.25×106 839 243 0.241 0.140 8.64 29.84 30.14 51.90
5.0×103 50 1.45×107 1,385 496 0.461 0.252 10.47 29.23 31.45 57.55
5.0×103 100 2.90×107 2,602 921 1.102 0.476 11.15 31.49 26.30 60.86
5.0×103 200 5.80×107 5,699 2,214 1.824 0.912 10.18 26.20 31.79 63.57
1.0×104 25 1.45×107 1,442 484 0.459 0.249 10.06 29.96 31.59 58.30
1.0×104 50 2.90×107 2,689 1,010 0.901 0.471 10.78 28.71 32.20 61.56
1.0×104 100 5.80×107 5,392 1,651 1.791 0.912 10.76 35.13 32.39 63.59
1.0×104 200 1.16×108 11,010 3,971 3.580 1.799 10.54 29.21 32.40 64.48
2.5×104 25 3.62×107 3,528 1,318 1.099 0.581 10.27 27.50 32.97 62.38
2.5×104 50 7.25×107 6,535 2,419 2.180 1.100 11.09 29.97 33.25 65.91
2.5×104 100 1.45×108 14,086 4,421 4.350 2.306 10.29 32.80 33.34 62.88
2.5×104 200 2.90×108 28,006 8,983 8.699 4.367 10.35 32.28 33.34 66.40
5.0×104 25 7.25×107 7,902 2,450 2.177 1.141 9.17 29.59 33.30 63.56
5.0×104 50 1.45×108 14,677 4,694 4.341 2.177 9.88 30.89 33.41 66.61
5.0×104 100 2.90×108 28,688 11,411 8.679 4.350 10.11 25.41 33.41 66.67
5.0×104 200 5.80×108 55,528 20,762 17.470 8.688 10.45 27.94 33.20 66.76
1.0×105 25 1.45×108 13,749 4,889 4.382 2.257 10.55 29.66 33.09 64.26
1.0×105 50 2.90×108 28,609 9,662 8.757 4.422 10.14 30.01 33.11 65.58
1.0×105 100 5.80×108 56,188 17,125 17.402 8.740 10.32 33.87 33.33 66.36
1.0×105 200 1.16×109 110,195 31,418 35.100 17.462 10.53 36.92 33.05 66.43
2.5×105 25 3.62×108 36,032 10,682 10.766 5.607 10.06 33.94 33.67 64.65
2.5×105 50 7.25×108 69,527 21,163 21.990 10.911 10.43 34.26 32.97 66.45
2.5×105 100 1.45×109 133,125 42,765 43.573 22.036 10.89 33.91 33.28 65.80
2.5×105 200 2.90×109 269,071 84,591 86.747 43.604 10.78 34.28 33.43 66.51
5.0×105 25 7.25×108 67,989 20,980 21.512 11.194 10.66 34.56 33.70 64.77
5.0×105 50 1.45×109 137,671 40,351 43.057 21.537 10.53 35.93 33.68 67.33
5.0×105 100 2.90×109 291,238 81,028 86.703 43.147 9.96 35.79 33.45 67.21
5.0×105 200 5.80×109 602,719 170,074 172.970 86.480 9.62 34.10 33.53 67.07
1.0×106 25 1.45×109 144,987 43,357 43.001 22.396 10.00 33.44 33.72 64.74
1.0×106 50 2.90×109 285,639 84,678 86.248 43.009 10.15 34.25 33.62 67.43
1.0×106 100 5.80×109 560,459 170,977 172.258 86.129 10.35 33.92 33.67 67.34
1.0×106 200 1.16×1010 1,097,670 332,387 344.908 172.681 10.57 34.90 33.63 67.18
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Fig. 6 RPN interpreter performance using 2 × 480 GPUs
The GPU implementation achieves high performance regardless of the number of
rules and instances to be evaluated. The larger the number of rules and instances, the
larger the number of thread blocks to compute consequently, the higher occupancy
of the GPU multiprocessors. Using one 480 GPU, the limit is reached at 33 billion
GPops/s. On the other hand, working with two 480 GPUs, the limit is reached at 67
billion GPops/s, demonstrating the great scalability of the model in the number of
GPU devices and the complexity of the problem. In this way, unquestionable perfor-
mance is obtained, which takes only 0.172 seconds to interpret 200 rules over one
million instances. In other words, the GPU implementation using two 480 GPUs re-
quires less than two deciseconds to carry out more than 11 billion GP operations. All
the results are summarized in Fig. 6, which depicts the RPN performance of two 480
GPUs in terms of GPops/s with regard to the number of instances and rules.
7.2 Evaluation model performance
Table 5 shows execution times and the speed-up obtained for ten different real-world
data sets. The results depicted are the average results obtained over ten different ex-
ecutions. Each row represents the execution time and the speed-up achieved when
evaluating a series of rules over a group of data sets having different number of in-
stances and attributes.
As far as the CPU evaluation model is concerned, it is shown that execution time
increases linearly with the number of instances and rules to be evaluated (as is theo-
retically to be expected). Therefore, evaluating association rules over data sets hav-
ing many instances becomes unmanageable, especially if the evaluation is embedded
within an evolutionary algorithm, since it has to evaluate the population of each gen-
eration.
With regard to the GPU evaluation model, the execution times present few vari-
ations as the number of instances and rules increases. When using two 480 GPUs,
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Fig. 7 GPU evaluation speed-up using 2 × 480 GPUs
execution time is less than one second in most of the evaluation cases. In extreme
cases, the evaluation model requires only three seconds to evaluate 200 rules over
a data set comprising more than one million instances. The scalability of the GPU
model in the problem complexity and in the number of GPU devices is maintained.
Finally, focusing on the speed-up achieved when working with one 480 GPU (see
Table 5), it is shown that the speed-up reaches its maximum at values of around
200. This maximum speed-up is obtained for data sets having more than 50 thousand
instances. On the other hand, working with two 480 GPUs, the evaluation model
achieves its maximum speed-up at values around 400×, doubling the performance of
a single 480 GPU. The maximum speed-up is obtained when all the GPU multipro-
cessors are fully occupied, so using multiple GPUs allows for working on larger data
sets with a higher number of instances and better speed-ups to be achieved. All the
results are summarized in Fig. 7, depicting the speed-ups obtained by two 480 GPUs
as a function of the number of rules and instances of the data sets.
NVIDIA Parallel Nsight software has been used to debug and profile the GPU
implementation, allowing for the CPU/GPU execution timeline to be traced and an-
alyzed. The results reported by the software demonstrate the efficiency of the im-
plementation using shared memory effectively and avoiding bank conflicts, while
providing fully coalesced memory accesses. The software also enables the concur-
rent execution of the kernels and asynchronous data transfers to be monitored. The
throughput of data transfer between host and device memory has been reported to
achieve 6 GB/s, which is the maximum speed of the PCI-e bus 2.0.
7.3 Serial vs. concurrent kernels
As mentioned, there are some independencies among the kernels that enables their
execution to be efficiently overlapped. Concurrent kernels are issued by means of
CUDA streams, which also allow for asynchronous data transfers. Figure 8 shows
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Fig. 8 GPU timeline from NVIDIA Visual Profiler developer tool
Table 6 Runtime of kernels and data transfers
HtoD mem Coverage Reduction Fitness DtoH mem Total
11.456 µs 0.303 ms (×2) 0.169 ms (×2) 0.143 ms 56.906 µs 1.49 ms (serial)
1.08 ms (concurrent)
the performance profiling of the serial and concurrent kernel execution on the GPUs
obtained from the NVIDIA Visual Profiler developer tool. The timeline clearly shows
the runtime saved due to concurrent execution and data transfers. First, there are host
to device (HtoD) memory transfers, which copy the antecedent and the consequent
of the rules to the GPU memory. These transfers can be issued in different streams
concurrently in the case of asynchronous transfers (HtoD async). Second, the cover-
age kernel is executed on both the antecedent and the consequent. Their execution is
overlapped as soon as there are GPU resources available. Third, the reduction kernel
is executed, respectively. Four, the fitness kernel is executed and overlapped with the
reduction kernel, since it only depends on the coverage kernel being completed. Fi-
nally, memory transfers copy back results and fitness measures to the host memory
(DtoH). In the case of streams, these transactions are concurrent with kernel execu-
tions. Table 6 shows the runtime for each of the kernels and for data transfers. The
concurrent kernels and asynchronous transfers model reduces runtime significantly
from 1.49 ms to 1.08 ms, which is about 27 % faster.
8 Concluding remarks
Association rule mining was conceived as an unsupervised learning task for finding
close relationships between items in large data sets. However, with growing interest
in the storage of information, high dimensionality data sets have been appearing,
giving rise to high computational and memory requirements. This computational cost
problem is mainly due to the evaluation process, where each condition within each
rule has to be evaluated for each instance.
This paper describes the use of GPUs for evaluating association rules employing
a novel and efficient model which may be applied to any association rule mining
approach. It allows for the mined rules to be evaluated in parallel, thus reducing
computational time. The proposal takes advantage of the concurrent execution of
kernels and asynchronous data transfers to improve the efficiency and occupancy of
the GPU.
A. Cano et al.
The results of our experiments demonstrate the performance of the interpreter
and the efficiency of the evaluation model by comparing the runtimes of the single-
threaded and multi-threaded CPU with those of the GPU. The results of the GPU
model have shown an interpreter performance above 67 billion giga genetic program-
ming operations per second. As far as on the speed-up achieved over the CPU evalua-
tion model, a value of 454× was obtained when using two NVIDIA 480 GTX GPUs.
The experimental study demonstrated the efficiency of this evaluation model and its
scalability in problem complexity, number of instances, rules, and GPU devices.
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