Let r ∈ C be a complex number, and d ∈ Z ≥2 a positive integer greater than or equal to 2. Ashihara and Miyamoto introduced a vertex operator algebra V J of central charge dr, whose Griess algebra is isomorphic to the simple Jordan algebra of symmetric matrices of size d. In this paper, we prove that the vertex operator algebra V J is simple if and only if r is not an integer. Further, in the case that r is an integer (i.e., V J is not simple), we give a generator system of the maximal proper ideal I r of the VOA V J explicitly.
with an A-invariant bilinear form, Lam [L1] constructed a VOA whose Griess algebra is isomorphic to A. Further, in [L2] , [AM] , [As] , they constructed some VOAs whose Griess algebras are (simple) Jordan algebras; for the definition of a Jordan algebra, see §2.2 below. In this paper, we will mainly treat VOAs introduced in [L2, §4.1] and [AM] , whose Griess algebras are isomorphic to the simple Jordan algebra Sym d (C) of symmetric matrices of size d ∈ Z ≥2 with entries in C. Because the Jordan algebra Sym d (C) has a strong connection to symmetric cones and zeta functional equations (see [FK] ), Ashihara, Miyamoto (see [AM, Introduction] ), and the authors of this paper expect that the results in [AM] and this paper contribute a VOA theoretical approach to the theory of symmetric cones and zeta functional equations.
An essential difference between the VOA introduced in [L2, §4.1] and the one introduced in [AM] (which we denote by V J ) is their central charges. The central charge of the former is equal to the (fixed) positive integer d ∈ Z ≥2 , the size of symmetric matrices. On the other hand, the central charge of the later is equal to dr, where r is an arbitrary complex number (see Theorem 2.5 below). In general, the structure and the representation theory of a VOA deeply depends on its central charge. For example, it is well-known that the simplicity of a Virasoro VOA M c,0 / L −1 1 (with notation in [W] ) and the rationality of a simple Virasoro VOA V c (with notation in [W] ) depend on their central charges c (see [W] and also [DMZ] ). Moreover, rational Virasoro VOAs (i.e., V c of special central charge c, such as V 1/2 ) and their irreducible modules play very important roles in the theory of VOAs. So, as in the case of Virasoro VOAs, it is quite natural and important to study how the VOA V J introduced in [AM] depends on its central charge dr. In this paper, we study the condition of r ∈ C for the VOA V J to be simple. The main result of this paper is the following theorem, which means that the simplicity of V J also depends on its central charge.
Theorem. Keep the notation above. The VOA V J is simple if and only if r is not an integer.
Many important VOAs are obtained as the nontrivial simple quotients of nonsimple VOAs (e.g., rational Virasoro VOAs, and VOAs associated to integrable highest weight modules over affine Lie algebras). So we are interested in the simple quotient V J /I r with r ∈ Z rather than the VOA V J . When we study the structure of V J /I r and its representation theory, it is very important to determine some relations in V J /I r induced by the maximal proper ideal I r . In this paper, as a first step for studying the simple VOA V J /I r , we will give a generator system of the maximal proper ideal I r of the VOA V J explicitly, whose elements are singular vectors for a certain Lie algebra L
(1) r , and have a high symmetry (see §6 below). This paper is organized as follows. In §2, we recall the definition of the Griess algebra of a VOA, the definition of a Jordan algebra, and the construction of the VOA V J introduced by Ashihara and Miyamoto [AM] . Then we state our main theorem (Theorem 2.6), and the plan how we prove the theorem. In §3 - §6, following the plan, we will prove some key propositions (Propositions 3.1, 3.4, 4.1, 5.1, 6 .1); our main theorem follows immediately from these propositions. In §6, we also give a generator system of the maximal ideal I r of the VOA V J explicitly when r is an integer, that is, when V J is not simple.
2 Vertex operator algebra whose Griess algebra is a Jordan algebra.
2.1 Griess algebras. Let V = the vacuum element, and ω ∈ V 2 the Virasoro element (for the details about VOAs, see, e.g., [LL] ). As usual, for each v ∈ V , we define v m ∈ End V , m ∈ Z, by: Y (v, z) = m∈Z v m z −m−1 . For a, b ∈ V 2 , we define a · b := a 1 b. Then it follows from the axiom of a VOA that a · b ∈ V 2 for every a, b ∈ V 2 , i.e., V 2 becomes a C-algebra with · the product. In addition, if V 0 = C1 and V 1 = {0}, then the C-algebra V 2 is commutative (see [FLM, §10.3] and also [M, §5] ). In this case, we call V 2 the Griess algebra of V . Note that the Griess algebra of a VOA is not necessarily associative.
Jordan algebras.
Let us recall the definition of a Jordan algebra. For the details about Jordan algebras, see, e.g., [Al1] , [Al2] , and [J] .
Let Sym d (C) be the set of symmetric matrices of size d ∈ Z ≥2 with entries in C. It is well-known that Sym d (C) becomes a (simple) Jordan algebra, where the product is given by:
2.3 VOA V J . Let (and fix) d ∈ Z ≥2 . In this subsection, we recall a VOA V J introduced by Ashihara and Miyamoto [AM] , whose Griess algebra is isomorphic to the Jordan algebra Sym d (C) of symmetric matrices.
Let h be an (infinite-dimensional) vector space over C with a linear basis
and define a Lie bracket on h by:
Denote by U( h) the universal enveloping algebra of the Lie algebra h, and let U( h)/ c −1 be the quotient algebra with respect to the two-sided ideal c − 1 of U( h) generated by
We define a subspace L of U( h)/ c − 1 as follows: For 1 ≤ i, j ≤ d and m, n ∈ Z, we set
Then it follows from the Poincaré-Birkhoff-Witt theorem that B ∪ {1 ∈ U( h)/ c − 1 } is a linearly independent subset of U( h)/ c − 1 . We set
Remark 2.2. Let 1 ≤ i, j ≤ d, and m, n ∈ Z. It can be easily seen from the definition (2.1) of the Lie bracket on h that
We see by direct computation that [x, y] = xy −yx is contained in L for every x, y ∈ L, and hence L becomes a Lie algebra with respect to the natural Lie bracket. Now, let (and fix) r ∈ C be an (arbitrary) complex number. For each x, y ∈ L, we define
where 
m, n ∈ Z >0 with m ≤ n. By direct computation and (2.3), we see that in L,
Hence, by the definition (2.4) of the Lie bracket [· , ·] r , we obtain
We now set
Here we give a linear basis B of M r by using the Poincaré-Birkhoff-Witt theorem.
Take (and fix) a total ordering ≻ on the set B − . Denote by S the set of finite sequences of elements of B − that is weakly decreasing with respect to the total ordering ≻. For
In view of the Poincaré-Birkhoff-Witt theorem, B := {w(x) | x ∈ S} is a linear basis of the L r -module M r .
Remark 2.4. We see from the definition (2.4) of the Lie bracket on L r that xy = yx for all x, y ∈ B − . Therefore, if y 1 , y 2 , . . . , y p ∈ B − , then y 1 y 2 · · · y p 1 = w(x) ∈ B, where x ∈ S is the sequence of length p obtained by arranging y 1 , y 2 , . . . , y p in the weakly decreasing order with respect to the total ordering ≻. Also, we note that if m, n ∈ Z <0 , then
we define the degree of w(x) ∈ B by:
Then the L r -module M r admits the degree space decomposition as follows:
Note that
and set 
, and let V J be the subspace of M r spanned by all elements of the form:
Then, V J also admits the degree space decomposition induced from that of M r , i.e.,
(2.8)
The following theorem is the main result of [AM] .
Theorem 2.5. Keep the notation above. The map
, ω becomes a VOA of central charge dr, with 1 the vacuum element, and ω the Virasoro element. Furthermore, the Griess algebra of V J is isomorphic to the Jordan algebra Sym d (C) of symmetric matrices.
The purpose of this paper is to determine the condition of r ∈ C for the VOA V J to be simple. The following theorem is the main result of this paper.
Theorem 2.6. Keep the notation above. The VOA V J is simple if and only if r ∈ C is not an integer, that is, r ∈ C \ Z.
We will prove Theorem 2.6 as follows. First, in §3, we will show that V J ⊂ M r is, in fact, identical to the whole of M r (Proposition 3.1), and then prove that the VOA V J (= M r ) is simple if and only if M r is irreducible as an L r -module (Proposition 3.4). Let L (1) r be a Lie subalgebra of L r generated by v 11 (m, n) | m, n ∈ Z with m ≤ n ⊂ B, and 
r -module, and hence V J is a simple VOA (Proposition 5.1). Finally, in §6, we will give some singular vectors of the L (1) rmodule M
(1) r explicitly in the case that r ∈ Z (Proposition 6.1), which implies that M
(1) r is reducible, and hence V J is not simple.
3 Simplicity of V J and irreducibility of M r .
3.1 Relation between V J and M r . As in the previous section, we fix d ∈ Z ≥2 and r ∈ C. This subsection is devoted to proving the following proposition.
In order to prove Proposition 3.1, we need some technical lemmas.
Thus we obtain 2L ij r (−2)1 = v ij (−1, −1)1, and hence (3.1).
(2) As in the proof of part (1), we can easily show that
By direct computation (as in Example 2.3), we see that
Thus we obtain
, and hence (3.2).
(3) We have
As in Example 2.3, we see that
and hence
and hence (3.3). This completes the proof of the lemma.
Lemma 3.3.
(1) Let 1 ≤ i, j ≤ d with i = j, and m, n ∈ Z <0 . Then,
for some β ∈ C \ {0}.
Proof.
(1) We prove (3.5) by induction on −m−n (note that −m−n ≥ 2). If −m−n = 2, that is, m = n = −1, then (3.5) follows immediately from (3.1). Assume that −m−n > 2.
By Remark 2.2, we may assume that m < −1. Then, by (3.2), we have
Applying the inductive assumption to the right-hand side of the equation above, we obtain
where α ∈ C \ {0}. Thus we have proved part (1).
(2) Using (3.3) and (3.5), we have
where β ∈ C \ {0}. Thus we have proved part (2), thereby completing the proof of Lemma 3.3.
Proof of Proposition 3.1. We set
In order to prove Proposition 3.1, it suffices to show that U = M r . Indeed, it is obvious from the definition of
Claim. We have xU ⊂ U for every x ∈ B.
Proof of Claim. Fix x ∈ B. It suffices to prove that
for every p ≥ 0 and every 1 ≤ i q , j q ≤ d, m q ∈ {−2, −1, 0} for 1 ≤ q ≤ p. We prove this by induction on p. It is obvious that x1 = 0 ∈ U if x ∈ B + . Also, we see from equations (3.5) and (3.6) that x1 is contained in U if x ∈ B − . Thus the assertion holds when p = 0. Assume that p > 0. Then we have
Since xL
1 is contained in U by the inductive assumption, and since m 1 ∈ {−2, −1, 0}, it follows that the second term of the right-hand side of (3.7) is contained in U. Now we deduce from the definition of the Lie bracket on L r and the
for some α 1 , α 2 , . . . , α s , β ∈ C and y 1 , y 2 , . . . , y s ∈ B. By substituting this into the first term of the right-hand side of (3.7), we see that
and hence that the first term also is contained in U. Therefore we conclude that the left-hand side of (3.7) is contained in U, thereby completing the proof of Claim.
The claim above implies that U is an L r -submodule of M r which contains 1. Hence we conclude that U = M r , thereby completing the proof of Proposition 3.1.
3.2 Relation between the simplicity of V J and the irreducibility of M r . In this subsection, we prove the following proposition. First let us show the following lemma, needed in the proof of Proposition 3.4.
Proof. We prove the lemma by induction on −m−n (note that −m−n ≥ 2). If −m−n = 2, that is, m = n = −1, then it follows that
by (2.8) and Theorem 2.5
Therefore the equation (3.8) holds if −m − n = 2. Assume that −m − n > 2. By
Remark 2.2, we may assume that m < −1. It follows from (3.2) that
By using the commutator formula (see [LL, p. 54 
Also, it follows from the inductive assumption that
Combining these equations, we get
It can be easily checked by direct computation that
Thus we have proved Lemma 3.5.
Proof of Proposition 3.4. First, we show the "if" part. Assume that V J = M r is not simple, and let
Proof of Claim 1. Let u ∈ W . We prove that v ij (m, n)u ∈ W for all m, n ∈ Z, which is
for all t ∈ Z, then the assertion is obvious. So, let us assume that v ij (s − t, t)u = 0 for some t ∈ Z. Take t 1 , t 2 ∈ Z with t 1 ≤ t 2 in such a way that if v ij (s − t, t)u = 0, then t 1 ≤ t ≤ t 2 . By Lemma 3.5, we see that
for p > 0. Because W is an ideal of the VOA V J = M r , it follows that
is invertible. So we show the following: Let L ∈ Z, and M ∈ Z >0 . Then,
We prove (3.10) by induction on the size M of the matrix. The claim is obvious when M = 1. Assume that M > 1. Using the formula
we deduce that
=0 by the inductive assumption , where p ′ := p − 1 and N ′ := N − 1. Thus we obtain (3.10). We see from (3.10) with L = s − t 1 , M = t 2 − t 1 + 1, and N = t − t 1 + 1 that the determinant of the matrix (3.9) is not equal to 0, and hence the matrix (3.9) is invertible. Thus we have proved Claim 1.
Proof of Claim 2. Let u ∈ W . Take 1 ≤ j ≤ d with j = i arbitrarily, and take N ∈ Z <0 in such a way that v jj (N, −N)u = 0. By direct computation, we see that
thereby completing the proof of Claim 2.
It follows from Claims 1 and 2 that v ij (m, n)W ⊂ W for all 1 ≤ i, j ≤ d and m, n ∈ Z, which implies that W is an L r -submodule of M r . Thus we have proved the "if" part of Proposition 3.4.
Next, we show the "only if" part. Assume that M r = V J is a reducible L r -module, and let W ⊂ M r = V J be a proper L r -submodule. Let v ∈ V J , and l ∈ Z. By the definition of the vertex operator of V J , we deduce that v l ∈ End(V J ) can be written as an (infinite) linear combination of products of v ij (m, n), 4 Irreducibility of M r and M
r .
Let L
r be the Lie subalgebra of L r generated by
In this section, we prove the following proposition. 
Proof of the "if" part of Proposition 4.1. In this subsection, we show that if
r -module, then M r is an irreducible L r -module. This assertion follows immediately from the next lemma.
r . In particular, W contains 1 ∈ M r , which implies that W = M r .
In order to prove Lemma 4.2, we introduce a weight space decomposition of M r . Define
Then it can be easily seen that H is an abelian Lie subalgebra of L r . Set h k, l := −(1/l) v kk (l, −l) ∈ H for 1 ≤ k ≤ d and l ∈ Z <0 . By simple computation, we see
Let Λ k, l ∈ H * := Hom C (H, C) be the dual basis of h k, l ∈ H for 1 ≤ k ≤ d and l ∈ Z <0 , and set
We see from (4.1) that for each x ∈ S, the basis element w(x) of M r is contained in the "weight space" (M r ) λ := u ∈ M r | hu = λ(h)u for all h ∈ H of weight λ for some λ ∈ Q + (see also Remark 4.4 below). Thus the L r -module M r admits the weight space decomposition with respect to the abelian Lie subalgebra H ⊂ L r as: 
Namely, ν(x, (k, l)) denotes "the number of v k (l) appearing in x" (see (2.2)). Then we deduce from Remark 4.3 that the weight of w(x) is equal to
Proof of Lemma 4.2. Remark that the submodule W ⊂ M r also admits the weight space
We show the claim above by induction on θ(λ). If θ(λ) = 0, then the claim is obvious since u ∈ M be such that λ(h i,m ) ≥ 1, and let N ∈ Z <0 be such that λ(h 1,N ) = 0. Then we have
by direct computation, it follows that
Here 
Thus we obtain r . Then we see that W is stable under the action of H; indeed, we have h 1, l W ⊂ W for all l ∈ Z <0 by assumption, and h k, l W = {0} for all 2 ≤ k ≤ d and l ∈ Z <0 (see (4.1) and Remark 4.4). Thus, W also admits the weight space decomposition as follows:
r )1, we deduce from Remark 4.3 (see also Remark 4.4) that W λ = {0} unless λ ∈ Q
(1)
is an irreducible L r . Let u be a nonzero homogeneous element of W , that is, u ∈ W λ \ {0} for some λ ∈ Q
+ . Then the L r -module U(L r )u (⊂ M r ) generated by the u is a proper submodule of M r . Therefore the L r -module M r is reducible.
Proof. Suppose that U(L r )u coincides with the whole of M r . Then there exists x ∈ U(L r ) such that xu ∈ C1 \ {0}. Let
Since an element in C ⊂ L r acts as a scalar multiple, we may assume, by the Poincaré-Birkhoff-Witt theorem, that the x ∈ U(L r ) above is of the form: x = 1≤t≤s α t y t z t , where y t (resp., z t ) is a product of elements in B 1 (resp., B 2 ) for each 1 ≤ t ≤ s, and α t ∈ C for each 1 ≤ t ≤ s. Because u is a homogeneous element, we see from Remark 4.3 that y t z t u are also homogeneous elements for all 1 ≤ t ≤ s. Since xu ∈ C1 \ {0}, and since (M r ) 0 = (M r ) 0 = C1, it follows that y t z t u ∈ C1 \ {0} for some 1 ≤ t ≤ s. Thus we may assume from the beginning that x is of the form: x = yz, where y (resp., z) is a product of elements in B 1 (resp., B 2 ).
Suppose that y = 1. Because xu = yzu ∈ C1 \ {0} ⊂ (M r ) 0 , we deduce from the definition of the set B 1 and Remark 4.3 that the weight of zu is not contained in Q + . Hence, zu = 0 by (4.2), which is a contradiction. Thus we get y = 1. Write
Then, z q is either of the following form:
r . Thus, using Lemma 4.6 below, we see that z q z q−1 · · · z 1 u = 0, which is a contradiction. Thus we conclude that z 1 , z 2 , . . . , z p ∈ B
(1) .
Hence,
Since xu ∈ C1 \ {0}, it follows that 1 ∈ W , which implies that W = M
r . However, this is a contradiction, since W is assumed to be a proper L Let us show the following lemma, which has been used in the proof of Lemma 4.5.
(1) Let S (1) be the subset of S consisting of all finite sequences of elements in B
− := B (1) ∩ B − that is weakly decreasing with respect to the total ordering ≻. Then,
r . Therefore it suffices to show that
for 1 ≤ q ≤ p. We show v 1j (m, n)w(x) = 0 by induction on the length p of the sequence x. If p = 0, then the claim is obvious since w(x) = 1. Assume that p > 0. Then,
Since v 1j (m, n)x p−1 · · · x 1 1 = 0 by the inductive assumption, the second term of the right-hand side is equal to 0. Assume that x p = v 11 (s, t) with s ≤ t < 0. By simple computation, we see that
Hence it follows from the inductive assumption that [v 1j (m, n), x p ]x p−1 · · · x 1 1 = 0. Thus we get v 1j (m, n)w(x) = 0, thereby completing the proof of part (1).
The assertion of part (2) (
Proof. We show that U(L r )W 1 = W 2 (for part (1)), and
by the maximality of W 2 . Also it follows from Lemma 4.2 (and the comment after it) that
Thus we obtain 
which implies that u ∈ U(L r )W 1 . This completes the proof of Proposition 4.7.
5 Irreducibility of M
(1) r for r ∈ C \ Z.
This subsection is devoted to proving the following proposition.
is an irreducible L
( 1) r -module.
5.1 Notation and some lemmas. For simplicity of notation, we set v(m, n) := v 11 (m, n) for m, n ∈ Z, and Λ l := Λ 1,l ∈ H * for l ∈ Z <0 . Recall that S (1) denotes the subset of S consisting of all finite sequences of elements in B
(1) 
+ , we denote by B
λ the set of all elements in B
whose weight is equal to λ, and set S
r , and write it as a linear combination of elements of
The following formulas can be shown by simple computation.
Lemma 5.2.
(1) Let s, t ∈ Z >0 , and m, n ∈ Z >0 . Then,
(2) Let s, t ∈ Z >0 with s = t, and m ∈ Z >0 . Then,
Lemma 5.3. Let m ∈ Z >0 , and ν ∈ Z ≥0 . Then, 
+ \ {0}, and v(m, n)u = 0 for all m, n ∈ Z with m + n > 0.
Proof of Claim 1. Assume that l ∈ Z <0 | λ(h l ) > 0 = l p < l p−1 < · · · < l 1 ; note that l q ≤ −q for every 1 ≤ q ≤ p. Suppose that l q < −q for some 1 ≤ q ≤ p. We set
Since λ(h lq 0 ) > 0 and λ(h −q 0 ) = 0, we deduce by a way similar to the proof of Lemma 4.2 that v(l q 0 , q 0 )u = 0, and
Hence we get v(−q 0 , −l q 0 )u = 0. However, since l q 0 < −q 0 , this contradicts the assumption that u is a singular vector. Thus we obtain l q = −q for all 1 ≤ q ≤ p, thereby completing the proof of Claim 1.
Claim 2. The weight λ of the singular vector u is of the form : λ = p q=1 2ν q Λ −q with ν q ∈ Z >0 for 1 ≤ q ≤ p. Furthermore, the set S[u] contains the element x λ ∈ S
λ .
Proof of Claim 2. For x ∈ S[u] and 1 ≤ q ≤ p, we define κ q (x) to be the number of v(−q, −q) appearing in the sequence x. Take x ∈ S[u] such that the sum p q=1 κ q (x) is maximum, and assume that w(x) ∈ B[u] is of the form:
for some ν q ∈ Z ≥0 , 1 ≤ q ≤ p, and ν s,t ∈ Z ≥0 , 1 ≤ t < s ≤ p. Suppose that ν s 1 ,t 1 > 0 for some 1 ≤ t 1 < s 1 ≤ p. However, since t 1 < s 1 , this contradicts the assumption that u is a singular vector. Thus we obtain ν s,t = 0 for all 1 ≤ t < s ≤ p, thereby completing the proof of Claim 2.
By Claim 2, we may assume that the singular vector u ∈ W λ is of the form:
with α s,t ∈ C for 1 ≤ t < s ≤ p, and β x ∈ C for x ∈ S ′ , where x s,t λ is the element of S
(1) λ such that
and Because v(−t, s)w = 0 by assumption, it follows that 2ν s s + 2sα s,t = 0, and hence α s,t = −ν s .
(2) Fix 1 ≤ s ≤ p. We can easily check by using (2.5), (5.1), and (5.2) that if the set
Also it follows from (5.2) that for each 1 ≤ t ≤ s − 1,
Here, for simplicity of notation, we set
The second and third terms of the right-hand side of (5.4) do not contribute the coefficient of w 2 since they contain v(−s, −t). Also, the first term is:
Thus we obtain v(s, s)w(x However, this is a contradiction, since r is assumed not to be an integer. This completes the proof of Proposition 5.1.
Remark 5.4. For later use, let us show the following assertion: Keep the notation in the proof of Proposition 5.1 above. Then, ν 1 = ν 2 = · · · = ν p . Indeed, by the equations of Claim 3, we see that
for every 1 ≤ s ≤ p − 1. Using this equation and (5.5), we can show by descending induction that ν q = ν q+1 for all 1 ≤ q ≤ p − 1, and hence ν 1 = ν 2 = · · · = ν p .
6 Reducibility of M
(1) r for r ∈ Z.
6.1 Notation and proposition. For each p ∈ Z ≥0 , let V p be the following matrix of size p with entries in B
− : V p = v(−s, −t) 1≤s, t≤p .
Since xy = yx for all x, y ∈ B
(1) − , we can consider the determinant det V p of the matrix
where S p denotes the symmetric group of degree p, and sgn(σ) denotes the signature of a permutation σ ∈ S p . In this subsection, we show the following proposition.
Proposition 6.1. Assume that r ∈ Z. Let ν ∈ Z ≥1 and p ∈ Z ≥1 be positive integers satisfying the relation r = 1 − 2ν + p. Then, (det V p ) ν 1 is a singular vector of M
r , that is, v(m, n)(det V p ) ν 1 = 0 for all m, n ∈ Z with m + n > 0. Therefore the L
r -module M
(1) r is reducible. Theorem 2.6 follows immediately from Propositions 3.1, 3.4, 4.1, 5.1, and 6.1 (see also the comment after Theorem 2.6).
6.2 Proof of Proposition 6.1. Let us first show the following lemmas. with r = 1 − 2ν + p.
Corollary 6.5. The ideal I r is the maximal proper ideal of the VOA V J . Therefore the quotient VOA V J /I r is simple.
Proof. It follows from Propositions 4.7 and 6.4 that W r := U(L r )W
(1) r is the maximal proper L r -module of M r . Then we see by Corollary 3.6 that W r is the maximal proper ideal of the VOA V J . So, let us show that I r = W r . The inclusion I r ⊂ W r follows from the fact that the ideal W r contains all (det V p ) ν 1 for p, ν ∈ Z ≥1 with r = 1 − 2ν + p.
Thus, I r is a proper ideal of V J , which implies that I r is a proper L r -submodule of M r (see the proof of Proposition 3.4). Since I r contains all (det V p ) ν 1 for p, ν ∈ Z ≥1 with r = 1 − 2ν + p, it can be easily seen from the definition of W r that I r ⊃ W r . Thus we get I r = W r , thereby completing the proof of the corollary.
