The combination of genetic algorithm and neural network approach ͑GANN͒ has been developed to improve the calculation accuracy of density functional theory. As a demonstration, this combined quantum mechanical calculation and GANN correction approach has been applied to evaluate the optical absorption energies of 150 organic molecules. The neural network approach reduces the root-mean-square ͑rms͒ deviation of the calculated absorption energies of 150 organic molecules from 0.47 to 0.22 eV for the TDDFT/ B3LYP/ 6-31G͑d͒ calculation, and the newly developed GANN correction approach reduces the rms deviation to 0.16 eV.
I. INTRODUCTION
First-principles quantum mechanical methods have become indispensable research tools in chemistry, condensedmatter physics, materials science, and molecular biology. [1] [2] [3] Experimentalists rely increasingly on these methods to interpret their experimental findings. Despite their successes, first-principles quantum mechanical methods are often not quantitatively accurate enough to predict the results of experimental measurements, in particular, on large systems. This limitation is caused by the inherent approximations adopted in first-principles methods. Because of computational cost, electron correlation has always been a difficult obstacle for first-principles calculations. Finite basis sets chosen in practical computations are not able to cover entire physical space and this inadequacy introduces also inherent computational errors. 4 The accuracy of a density functional theory ͑DFT͒ calculation is mainly determined by the exchange-correlation functional being employed, 2 whose exact form is, however, unknown. Therefore, better methods are required.
Nevertheless, the results of first-principles quantum mechanical calculation can capture the essence of physics. For instance, the calculated results, despite that their absolute values may agree poorly with measurements, are usually of the same tendency among different molecules as their experimental counterparts. The quantitative discrepancy between the calculated and experimental results depends predominantly on the property of primary interest and, to a less extent, also on other related properties of the material. There exists thus a sort of quantitative relation between the calculated and experimental results, as the aforementioned approximations to a large extent contribute to the systematic errors of specified first-principles methods. Although it is exceedingly difficult to be determined from the first principles, the quantitative relationship can be obtained empirically.
Recently, Chen and co-workers proposed a neural network based correction method DFT-NEURON to determine the quantitative relationship between the experimental data and the first-principles calculation results. [5] [6] [7] [8] The determined relation will subsequently be used to eliminate the systematic deviations of the calculated results on the optical absorption energy. 5 Hutchison et al. 9 evaluated the absorption energies of 60 heterocyclic organic molecules using Zerner's intermediate neglect of differential overlap/configuration interaction singles ͑ZINDO/CIS͒, ZINDO/random phase approximation ͑ZINDO/RPA͒, Hartree-Fock/CIS ͑HF/CIS͒, HF/RPA, and time-dependent density functional theory/RPA ͑TDDFT/ RPA͒ calculations. They concluded that TDDFT/CIS and TDDFT/RPA methods yield relatively accurate results upon linear regression fit. Chen and co-workers employ the TDDFT/B3LYP calculation to evaluate the absorption energies for those 60 organic molecules, too. Then the raw calculated absorption energies are corrected by the DFT-NEURON method and the multiple linear regression ͑MLR͒ correction approaches. They concluded that the DFT-NEURON method yield more accurate results. In their scheme, the raw calculated absorption energy is the primary descriptor. The number of electrons N e in a molecule is explicitly included as an inputting physical descriptor. The oscillator strength O s is a measure of absorption strength and is selected as the third and last descriptor. After the neural network correction, the root-mean-square ͑rms͒ deviation of the calculated absorption energies of 60 organic molecules is reduced from 0.33 to 0.09 eV for the TDDFT/ B3LYP/ 6-31G͑d͒ calculation. Their result is quite promising.
In neural network calculation, the result is determined on the synaptic weights that are determined iteratively by the neural network training procedure. The synaptic weights include all properties of the neural networks. So the different synaptic weights of the neural networks may result in the different outputs. However, for conventional neural network algorithms, their initial synaptic weights are determined by the educated guess or randomly. These usually lead to slow convergence and poor performance. Also generally the final synaptic weights might be trapped in local optimal solution because of nonlinear multiextreme object function. So an improved procedure to determine the synaptic weights is desirable.
Genetic algorithm 10 ͑GA͒ is an efficient, parallel, and full search method with its inherent virtues of robustness, parallel, and self-adaptive characteristics. It is applicable for searching the optimization result in the large search space. It has been applied in many fields. Genetic algorithm uses biologically derived techniques such as inheritance, natural selection, and crossover. Genetic algorithm is typically implemented as a computer simulation in which a population of abstract representations ͑called chromosomes͒ of candidate solutions ͑called individuals͒ to an optimization problem evolves toward better solutions. So we adopt it to optimize the synaptic weights of neural networks. [11] [12] [13] In the present work, we propose a genetic algorithm and neural network ͑GANN͒ approach to improve the calculation accuracy of absorption energies for 150 organic molecules. The raw calculated absorption energies are evaluated by TDDFT/B3LYP method. In this GANN approach, GA is adopted in searching the optimal initial synaptic weights for neural networks of prespecified topology, while back propagation ͑BP͒ is employed in further training the neural networks to find the optimal final synaptic weights. Most of the 150 molecules we considered in this paper are organic conjugated molecules.
II. DESCRIPTION OF GANN APPROACH
It is proved that neural networks of three-layer architecture can mimic any function. 14 We adopt the three-layer architecture for our neural networks ͑see Fig. 1͒ . This architecture includes an input layer consisting of inputs from the physical descriptors ͑X 1 , X 2 ... ,X m ͒ and a bias, a hidden layer containing a number of hidden neurons ͑Y 1 , ... ,Y n ͒, and an output layer that outputs the corrected value for the property of interest. The numbers of descriptors and hidden neurons are to be determined. The most important issue is to select the proper physical descriptors, which are to be used as the input for the neural networks. The calculated value of absorption energy contains the essence of exact values of absorption energy and is thus an obvious choice of the primary descriptor for correcting values of absorption energy. Other physical descriptors are selected according to their correlation to optical absorption energies. If it is closely related to absorption energies, the property is chosen as a physical descriptor; otherwise, it is not. For the same set of oligomers, when the number of repeating units is small ͑for example, 1 or 2͒, the raw calculated absorption energies are higher than the experimental counterparts, and when the number of repeating units is large, the calculated absorption energies redshift strongly compared to their experimental counterparts. In other words, the oligomer size correlates strongly with the deviation between the raw result and experimental counterparts. The number of electrons N t is thus taken as the second physical descriptor. The oscillator strength O s is a measure of absorption magnitude and is selected as the third descriptor. The dipole moment D m correlated with the oscillator strength and is taken as the fourth descriptor. The number of double bonds N db is selected as the fifth descriptor to reflect the chemical structure of a molecule. The highest occupied molecular orbital-lowest unoccupied molecular orbital energy gap E g affects the longest absorption spectrum and is selected as the sixth descriptor. The orbital energy gap corresponding to the dominant configuration of the excited state E 0 determined the absorption energies and is selected as the seventh descriptor. The corresponding transitional coefficient T c is thus selected as the eighth descriptor. The number of aromatic rings N a is selected as the ninth descriptor to reflect the conjugating degree.
The number of neurons in the hidden layer is varied from 1 to 10 to decide the optimal structure of our neural networks. We find that the hidden layer containing five neurons yields the best overall results. Therefore, the 10-5-1 structure is adopted for our neural networks. The input values at the input layers, x 1 , x 2 , x 3 , x 4 , x 5 , x 6 , x 7 , x 8 , x 9 , and x 10 , are scaled with the raw calculated absorption energy,
, N a , and bias, respectively. The synaptic weights ͕Wx ij ͖s connect the input descriptors ͕X i ͖ and the hidden neurons ͕Y j ͖ while ͕Wy j ͖s connect the hidden neurons and the output Z ͑i =1, ... ,10; and j =1, ... ,5͒. The error BP learning algorithm 15 is used to optimize the synaptic weights. The output Z is related to the input ͕X i ͖ as follows:
Wy j tan sig ͚ͩ different outputs. These usually lead to slow convergence and poor performance. Also generally the final synaptic weights might be trapped in local optimal solution because of nonlinear multiextreme object function.
"In general, any abstract task to be accomplished can be thought of as solving a problem, which, in turn, can be perceived as a search through a space of potential solutions," 16 Whereas traditional search techniques use characteristics of the problem to determine the next sampling point ͑e.g., gradients, Hessians, linearity, and continuity͒, stochastic search techniques make no such assumptions. Instead, the next sampled point͑s͒ is ͑are͒ determined based on stochastic sampling/decision rules rather than a set of deterministic decision rules. Genetic algorithms, more intelligent stochastic search techniques than random restart, improve upon random restart by mimicking the evolutionary process through the use of a "survival of the fittest" strategy. In general, the fittest individuals of any population tend to reproduce and pass their genes on the the next generation, thus improving successive generations. However, some of the worst individuals do, by chance, survive and also reproduce. Genetic algorithm has been shown to solve linear and nonlinear problems by exploring all regions of the state space and exponentially exploiting promising areas through mutation, crossover, and selection operations applied to individuals in the population. 17 So we adopt the GA to optimize the initial values of the synaptic weights.
The following are the procedures where the synaptic weights are optimized by the GANN approach.
Step 1. Set generation counter i =0.
Step 2. Create the initial population, Pop͑i͒, by generating N random the initial values of the neural network's synaptic weights.
Step 3. Determine the fitness of each individual ͑i.e., each initial values of the network's synaptic weights͒ by an evaluation function in the population.
Step 4. Increment to the next generation, i = i +1.
Step 5. Create the new population, Pop͑i͒, by ͑a͒ selecting N individuals stochastically based on the fitness from the previous population, Pop͑i −1͒, and ͑b͒ randomly selecting R ͑R Ͻ N͒ parents to produce children through the application of genetic operators ͑crossover and mutation operation͒.
Step 6. Evaluate the fitness of the newly formed children as in step 3.
Step 7. If i is less than the maximum number of generations to be considered, go to step 4.
Step 8. The best individual is decoded to the values of the network's synaptic weights.
Step 9. The BP algorithm is used to further train the neural networks.
For any genetic algorithm, a chromosome representation is needed to describe each solution or individual in the population of interest. The representation scheme determines how the problem is structured and which genetic operators are used. Each individual ͑or chromosome͒ is made up of a sequence of genes from a certain alphabet. An alphabet could be binary numbers, real ͑floating point͒ numbers, integer Once the initial population ͑of size N͒ is randomly created, each individual is evaluated using an evaluation function to determine its fitness value. Evaluation functions of many forms can be used, subject to the minimal requirement that the function can map the population into a partially ordered set. The evaluation functions for optimizing the initial synaptic weights of neural networks are expressed as follows:
where f k is the fitness of one individual ͑k =1, ... ,N͒; n is the number of overall training examples. Z ik is the training examples' outputs for each random individual; dz lk represents the desired neural network response for the output neuron. E k is the sum of squared errors. After the population ͑of size N͒ has been evaluated, a new population of size N individuals is selected from the previous generation. The selection of individuals to produce successive generations plays an extremely important role in a genetic algorithm. The normalized geometric ranking scheme 17 was used in the GA procedure described in this paper. The individuals in the population are ranked from best to worst according to their fitness value. Then, each individual is assigned a probability of selection based on the normalized geometric distribution,
where qЈ = q / ͑1−͑1−q͒ N ͒, q is the probability of selecting the best individual, r is the rank of the individual ͑where 1 is the best͒, and N is the size of the population.
After the new population is selected, each genetic operator is applied a discrete number of times to create new solutions based on existing solutions in the population. Mutation and crossover are the two basic types of genetic operators. 16 Mutation operators tend to make small random changes in one parent to form one child. Crossover operators combine information from two parents to form two offspring such that the two children contain a "likeness" ͑a set of building blocks͒ from each parent. The application of these two basic types of operators, and their derivatives, depends on the chromosome representation used. Two float operators described by Michalewicz 16 were employed to work with the floating point representation: arithmetic crossover and nonuniform mutation. The "arithmetic crossover" operator produces a complimentary pair of linear combinations produced from random proportions of the parents. The "nonuniform mutation" operator randomly selects one of the variables from a parent and sets it equal to a random number from a nonuniform distribution. 16 The GA moves from generation to generation, repeating steps 4-7 until the termination criterion is met. The stopping criterion used is the specification of the maximum number of generations to iterate through.
After the GA stopped, the BP algorithm is used to further train the neural networks in our method. Many researchers have shown that GAs perform well for a global search but perform very pooly in a localized search. 16, 18 So we proposed this combined GANN approach, where the good approximation performance of NN and effective and robust evolutionary searching ability of GA are applied in hybrid sense. That is, GA is adopted in searching the optimal initial synaptic weights, while BP is employed in further training the neural networks to find the optimal final synaptic weights. This combined algorithm can overcome the GA's shortcomings of the poorly localized adjustive ability. The GANN approach combines the good qualities of the GA and the BP neural networks and is shown to be effective at solving the problem.
III. RESULTS AND DISCUSSION
In order to evaluate the effectiveness of the GANN approach for evaluating the optical absorption energies of 150 organic molecule problem, it was compared with the TDDFT/ B3LYP/ 6-31G͑d͒ calculation and the BP neural network approach on the same problems.
All experimental data are randomly divided into a training set ͑120 molecules͒ and a testing set ͑30 molecules͒. The structures of 150 organic molecules are shown in Table I . The experimental absorption energies and differences between the calculated and experimental absorption energies for the BP neural network ͑BPN͒ and GANN correction results are tabulated in Table II . The raw calculated absorption energy values versus their experimental data are shown in Fig. 2͑a͒ . The vertical coordinate is the experimental absorption spectrum energies, and the horizontal coordinate is the calculated values by DFT. The dashed line is where the vertical and horizontal values are equal. In Figs. 2͑b͒ and 2͑c͒ the horizontal coordinates are for the BPN-corrected and GANN-corrected absorption energies, respectively. Compared to the raw calculated values, the GANN-corrected results are much closer to the experimental values for both training and testing sets. More importantly, the systematic deviation in Figs. 2͑a͒-2͑c͒ is eliminated. The insets are the histograms for the deviations of various approaches in Figs. 2͑a͒-2͑c͒ . Obviously, the raw calculated absorption energies have large systematic deviations, while the BPN-and GANN-corrected absorption energies have smaller systematic deviations. The rms deviation of the BPN approach is slightly larger than that of the GANN approach. This can be shown clearly by the error analysis performed for all 150 organic molecules. For the training set, the rms deviations before and after the BPN correction are 0.48 and 0.20 eV, respectively, while for the testing set, they are 0.41 and 0.28 eV, respectively. For the GANN correction, the rms deviations of the training and testing sets are reduced to 0.14 and 0.24 eV ͑see Table III͒, respectively. The GANN approach improved DFT calculation results in both the training set and the testing set separately. But there exist some data that the relative errors are bigger in the testing set. The reason lies that this kind of sample data is fewer in the training set and the features cannot be extracted in the training procedure of neural networks. The prediction accuracy of this approach can be further improved as more and better experimental data are available. The consistency between the training and testing sets implied that the GANN results could indeed predict the absorption energy with higher accuracy than BPN.
The TDDFT/ B3LYP/ 6-31G͑d͒ calculations are carried out to evaluate the absorption energies of the 150 organic molecules, and their overall resulting rms deviation from the experimental data is 0.47 eV. Upon the traditional BP neural network correction approach, the rms deviation of the calculated absorption energies of 150 organic molecules is reduced from 0.47 to 0.22 eV for the TDDFT/ B3LYP/ 6-31G͑d͒ calculation. With the GANN correction, the rms deviation is reduced from 0.47 to 0.16 eV ͑see Table III͒. In our GANN approach, the BP algorithm is used to further train the neural networks after the GA stopped. Only the GA, the rms deviation result is 0.31 eV for the 150 organic molecules using the optimal initial synaptic weights of neural networks. The rms deviation is reduced to 0.16 eV using the optimal final synaptic weights by the further training of the BP algorithm. The improvement shows that the GANN approach combining the good qualities of the GA and the BP algorithm is effective at solving the problem.
In the procedure of GA running, we find that the best individual has no obvious improvement and the generation is approximately 100 by many experiments. So the maximum number of GA generations is set at 100 and size of the population is N = 150. The final values of the weights Wx ij and Wy j optimized by the GANN approach are shown in Table  IV . We use these weights to evaluate the absorption energies.
IV. CONCLUSION
To summarize, we have developed a promising new GANN approach to improve the results of first-principles quantum mechanical calculations. In this GANN approach, GA is adopted in searching the optimal initial synaptic weights for neural networks of prespecified topology, while BP is employed in further training the neural networks to find the optimal final synaptic weights. It is employed to reduce the errors of calculated absorption energy of 150 molecules. This combined GANN correction approach avoids being trapped at local minima of the traditional BPN approach, thus leading to improved DFT calculation results as compared to those of BPN. The rms deviation of TDDFT calculated absorption of our 150 molecules is reduced from 0.47 to 0.16 eV. Simulation results and comparisons demonstrate the feasibility and effectiveness of the approach. The accuracy of this approach can be further improved as more and better experimental data are available. The larger the experimental database is, the more accurately the GANN approach predicts. In principle, the accuracy of our approach is limited only by the precision and size of the experimental database.
Besides the absorption energy, our GANN approach can be generalized to calculate other properties such as heat of formation, ionization energy, dissociation energy, etc. The GANN approach combines the good qualities of the GA and the BP neural networks and is shown to be effective at solving the problem. This combined GANN approach may be employed practically as predictive tools in materials research and design. 
