We present an algorithm for a pair of pursuers, each with one flashlight, searching for an unpredictable, moving target in a 2D environment (simple polygon). Given a polygon with n edges, the algorithm decides in time O(n 4 ) whether it can be cleared by the pursuers, and if so, constructs a search schedule. The pursuers are allowed to move on the boundary and in the interior of the polygon. They are not required to maintain mutual visibility throughout the pursuit.
Introduction
Consider the following scenario: in a (dark, doorless) polygonal region there are three moving objects (represented as points). Two of them, called the pursuers (also known as 1-searchers), have the task to find the third, called the evader. The evader can move arbitrarily fast, and his movements are unpredictable by the pursuers. Each pursuer is equipped with a flashlight and can see the evader only along the illuminated line segment emitted by the flashlight. The pursuers have perfect knowledge about each other's location. They plan their moves in cooperation and are not required to maintain mutual visibility at all times. The pursuers win if they illuminate the evader with a flashlight. If there is a movement strategy of the pursuers whereby they win regardless of the strategy employed by the evader, we say that the polygon can be cleared by two 1-searchers. In this paper we present an algorithm which, given a polygon with n edges, and m concave regions decides in time O(n 2 + nm 2 + m 4 ) whether it can be cleared by the two 1-searchers, and if so, constructs a search schedule.
The scenario above is a typical problem in pursuit-evasion, a field of recent interest in both robotics and computational geometry. The basic task in pursuit-evasion is to compute motion strategies for one or more pursuers to guarantee that unpredictable evaders will be detected. A key difficulty which makes the problem more challenging than basic exploration is that the evaders can sneak back to places already explored. Efficient algorithms that compute these strategies can be embedded in a variety of robotics systems to locate other robots and people. They can aid mobile surveillance systems that detect intruders using sonars, lasers, or cameras. Mobile robots can be used by special forces in high-risk military operations to systematically search a building in enemy territory before it is declared safe for entry.
The rest of the paper is organized as follows. Section 1.1 gives a brief overview and history of the visibility-based pursuit-evasion problem. We introduce the notation and provide some basic definitions in Section 1.2. Two formal models of the pursuit as a search in a continuous information space are presented in Section 1.3 and Section 2. A discrete representation of the pursuit as a search in a finite graph is presented in Section 3. In Section 4 we present an algorithm which, given a polygon with n edges and m concave regions, decides in O(n 2 + nm 2 + m 4 ) time whether the polygon can be cleared by two 1-searchers and if so, constructs a winning search schedule. We note that the representations in Sections 1.3 and 2 are given only as a conceptual framework and are not directly used by the algorithm in Section 4. Section 5 concludes the paper with a summary and directions for future research.
Related work
Pursuit-evasion in the plane was introduced by Suzuki and Yamashita [SY92] . They considered a single pursuer looking for an evader inside a simple polygon. They defined different kinds of pursuers depending on the number of flashlights that the pursuer is equipped with, e.g., a 1-searcher has one flashlight, a k-searcher has k flashlights, and an ∞-searcher has 360
• -vision. This naturally defines a pursuit-evasion problem for each class of searchers. Independently of [SY92] , Icking and Klein [IK92] defined the "two guard walkability problem", which is a search problem for two guards whose starting and goal position are given, and who move on the boundary of a polygon while maintaining mutual visibility. A solution to the two guards problem was provided in [IK92] , followed by improvements in [Hef96, THL98] . While [SY92, CSY95, LPC00, LSC99, LH01] presented polynomial solutions for deciding searchability of special classes of polygons, the general case single pursuer problem was open for quite a while.
Recently, the authors provided a O(n 3 ) solution for a single 1-searcher in a polygon [SSL00] , a result which they later improved to O(n+m log n+m 2 ) [LSS00] . Park et al [PLC01] presented a polynomial solution for the case of a single 2-searcher and proved that adding more flashlights to a single pursuer does not increase the class of the polygons she can clear. Note that the set of polygons that can be cleared by a single 2-searcher is a proper subset of the set of polygons that can be cleared by two 1-searchers. Figure 4 (a) presents an example of a polygon which can be cleared by two 1-searchers, yet cannot be cleared by a single 2-searcher.
Guibas et al [GLL
+ 97] extended the pursuit-evasion problem to one in which multiple pursuers collaborate in order to clear a polygonal region. They showed that determining the minimal number of pursuers needed to clear a polygonal region with holes allowed is an NP-hard problem. It is not known whether the same problem defined over simple polygons without holes is also NP-hard.
Efrat et al [EGHP + 00] considered pursuit-evasion by a chain of k guards as a generalization of the search with two guards. Their pursuit is subject to the restriction that the first and the k-th guards always move on the boundary while guard i, 1 < i < k moves in the interior of the polygon and maintains visibility with her neighbors, guards i − 1 and i + 1.
Efrat et al [EGHP
+ 00] gave a polynomial algorithm for the k guards problem. Note that the pursuit with two 1-searchers is not a special case of the k guards pursuit since (i) the 1-searchers are not required to maintain visibility all the time, and (ii) for each 1-searcher, the endpoint of the ray of light emitted by her flashlight does not have to move continuously along the boundary of the polygon.
Suzuki et al [STYK01] provided a polynomial-time solution for a version of the pursuit in which a single ∞-searcher is restricted to the boundary of the polygonal region. Vidal et al [VSK + 02] addressed a version of the pursuit-evasion problem that uses probabilistic models.
Notation and preliminaries
In the rest of the paper "pursuer" will be synonymous to a 1-searcher, unless otherwise specified. Also, all polygons are assumed to be simple. The boundary of a polygon P is denoted by ∂P and we assume that ∂P ⊆ P and that ∂P is oriented in the clockwise (also called positive) direction. For two distinct points a, c ∈ ∂P , we write ∂P (a, c) to denote the open interval of all points b ∈ ∂P such that when starting after a in positive direction along ∂P , b is reached before c. We write a ≺ b ≺ c, if b ∈ ∂P (a, c), and also use the notation ∂P [a, c], ∂P [a, c) and ∂P (a, c] for the closed and half-closed intervals on ∂P . Let p 0 , p 1 , . . . , p n−1 denote the vertices on P ordered in the positive direction. The edges of ∂P are e 0 , e 1 , . . ., e n−1 , where edge e i has endpoints p i and p i+1 , and the indices are computed modulo n, e.g., p n = p 0 . Vertex p i ∈ ∂P is a reflex vertex if the angle formed by incident edges e i−1 and e i , in the interior of P , is greater that 180
• (i.e., points p i−1 , p i , and p i+1 , form a left turn). Otherwise, p i is a non-reflex vertex.
We use a standard definition of visibility. For points c, d ∈ P we say that d is visible from c, if every interior point of the line segment cd lies in P − ∂P . Obviously, if one point is visible from another, then the two are mutually visible. Note that no two points on the same edge of P are mutually visible.
Let r ∈ P , q 1 , q 2 ∈ ∂P be three colinear points, see Figure 1 (a). We say that the pair (q 1 , q 2 ) forms a left gap edge relative to r if:
• q 1 is visible from r,
• every open interval which contains q 2 also contains a point visible from r.
Note that we do not require that q 1 and q 2 are mutually visible. Similarly, see Figure 1 (b), the pair (q 2 , q 1 ) forms a right gap edge relative to r if: • q 2 is visible from r,
• every open interval which contains q 1 also contains a point visible from r.
Clearly, the order of r, q 1 and q 2 is important in the definition of a gap edge. However, from now on we will be a bit more casual about the order, if it can be inferred from the context.
Consider q 0 , q 1 , q 2 , q 3 ∈ ∂P ordered in positive direction and p ∈ P . Suppose that r, q 1 and q 2 form a (left or right) gap edge and q 0 and q 3 are sufficiently close to q 1 and q 2 respectively, so that all the points in (q 0 , q 1 ) ∪ (q 2 , q 3 ) are visible from r, see Figure 1 , (a) or (b). Suppose a pursuer is located at r and her lightpoint (the point of the boundary illuminated by her flashlight) is at q 0 . If the pursuer rotates the flashlight clockwise, the lightpoint moves continuously over ∂P before it reaches q 1 . At that moment the lightpoint jumps from q 1 to q 2 . After q 2 the lightpoint moves continuously to q 3 . We call this a lightpoint jump from (r, q 1 ) to (r, q 2 ). The reverse move, from (r, q 2 ) to (r, q 1 ), is also a lightpoint jump. We note that the lightpoint jumps are the only possible discontinuities in the location of the lightpoint.
Semantics of the pursuit
For i = 0, 1 and mutually visible points r i ∈ P , q i ∈ ∂P , we say that pursuer i is in configuration r i , q i if the pursuer is located at r i and her lightpoint is at q i . Naturally then, the positions of both pursuers can be encoded as a pair of configurations, r 0 , q 0 and r 1 , q 1 .
The segments r 0 q 0 and r 1 q 1 partition P into a number of connected components. We call each component a contamination region, consisting of all points of P which are connected by a path within P not crossed by a ray of light.
1 For example, in Figure 2 (a) there are two contamination regions, C 0 and C 1 . For stationary pursuers, an evader can move undetected to every point within a contamination region, hence all the points in a region have the same contamination status. From now on we will simply refer to the region itself as being contaminated if it may contain the evader, or as being clear otherwise.
We can now define the motion of the pursuers as a trajectory in the space P ×∂P ×P ×∂P , parametrized over time. Without loss of generality we can assume that the pursuit starts at time t = 0 with the assumption that the polygon is contaminated. For i = 0, 1, define the functions r i : [0, ∞) → P , and q i : [0, ∞) → ∂P , such that at time t the i-th pursuer is in configuration r i (t), q i (t) . For i = 0, 1, the functions r i and q i are subject to some additional constraints stemming from the semantics of the pursuit:
• At any time t ∈ [0, ∞), r i (t) and q i (t) are mutually visible.
• The position of the pursuer, r i (t), is a continuous function.
• The lightpoint, q i (t), is a piecewise continuous function with discontinuities corresponding to the lightpoint jumps defined earlier.
We define a schedule to be a 4-tuple of functions,(r 0 (t), q 0 (t), r 1 (t), q 1 (t)), satisfying the above constraints. Starting with a contaminated polygon, a given schedule implicitly determines the contamination status of the polygon. That is, at any time t ≥ 0, there is a well-defined set of points in P which are clear. For a fixed polygon, if a schedule starts at time t = 0 with a contaminated polygon and at some time t = T , the polygon is clear, the schedule is called a winning schedule. Definition 1. A polygon P can be cleared by two 1-searchers if there exists a winning schedule for P .
Canonical pursuit
In Section 1.2 we defined a model of the pursuit, called a schedule. Its main advantage is its simplicity, i.e., it explicitly represents the motions of the pursuers. However, it has certain shortcomings. First, a snapshot of the pursuit at a fixed moment of time t, or equivalently, the values (r 0 (t), q 0 (t), r 1 (t), q 1 (t)) alone, do not give us information about the complete status of the pursuit. We need the past trajectory of the four functions to determine the clear and contaminated areas of the polygon.
In this section we consider an equivalent model of pursuit, in which the two 1-searchers stay on the boundary most of the time. While the schedule defined in Section 1.3 corresponds to a trajectory in (P × ∂P ) 2 , the schedule we define in Section 2.2 is similar to a trajectory in a smaller space, (∂P )
4 . In addition, every snapshot of the new representation will give us the complete status of the pursuit: it contains both the pursuers' positions and the contaminated regions of the polygon.
Canonical configurations
We first show how, without causing contamination, we can map an arbitrary configuration to one in which the pursuer is on the boundary. For i = 0, 1, suppose pursuer i is at point r i ∈ P − ∂P , directing the beam at point q i ∈ ∂P , see Figure 2 (b). Shoot a ray starting from r i in the direction opposite of q i and let p i ∈ ∂P be the first boundary point hit by the ray. We say that p i , q i is the canonical configuration corresponding to the configuration r i , q i . If r i ∈ ∂P , then r i , q i maps to itself. 1 are a refinement of the regions C 0 and C 1 which leads us to the following observation.
Observation 2. At any single moment, we can replace a pair of pursuers located in the interior of P with the corresponding canonical pair without causing additional contamination.
We showed how to map an arbitrary configuration into a corresponding canonical one. A natural continuation would be to use the same transformation to map an arbitrary trajectory of a pursuer from P × ∂P onto ∂P × ∂P . Most of the time the continuous motion of r i (t) ∈ P translates into a continuous motion of p i (t) ∈ ∂P , see Figure 3 1 represents a discontinuity in p 1 (t), the projection of r 1 (t) on ∂P , and this jump cannot be simulated by a pursuer moving solely over the boundary.
The solution is to allow the pursuer to move along the segment p , q 1 , is also considered a pursuer jump. Note that in reality the physical location of the pursuer is still continuous but at least for a moment the pursuer had left the boundary. From now on this will be the only circumstance in which the pursuers will leave ∂P .
Canonical schedule
Our next goal is to define a pursuer schedule based on canonical configurations. Recall that we defined canonical configurations as directed line segments of mutually visible points on the boundary. However a lot of the discussion in the rest of the paper will deal with visibility, which is a symmetric relation. Therefore, we do not base the new schedules solely on the original definition of canonical configurations, but we also incorporate an alternative interpretation of canonical configurations as undirected line segments. Let x 0 , y 0 , x 1 , y 1 ∈ ∂P , such that x 0 ≺ x 1 ≺ y 1 , and for i ∈ {0, 1}, x i and y i are mutually visible. Let the order (of y 0 ), k, denote the number of points from {x 1 , y 1 } between x 0 and y 0 , or:
We refer to (x 0 , y 0 , x 1 , y 1 , k) as a visibility tuple. Due to the circularity of ∂P , each tuple has three more equivalent tuples: (y 0 , x 1 , y 1 , x 0 , k ′ ), (x 1 , y 1 , x 0 , y 0 , k ′′ ), and (y 1 , x 0 , y 0 , x 1 , k ′′′ ). The set of all visibility tuples is defined as the visibility space, I v .
Suppose p 0 , q 0 and p 1 , q 1 are two configurations with the property that the light segments p 0 q 0 and p 1 q 1 are a permutation of the light segments x 0 y 0 and x 1 y 1 . The visibility tuple contains exactly the same visibility information as the pair of configurations p 0 , q 0 , p 1 , q 1 . At the same time, the visibility tuple has the advantage that the order of the points x 0 , y 0 , x 1 , and y 1 is completely determined by their position in the tuple and k.
Let X v be the set of all pairs of mutually visible points (x, y) ∈ ∂P × ∂P , such that x < y. The set X v is part of the visibility obstruction diagram (VOD) defined in [SSL00] , as a graphical representation of the visibility relation between pairs of points from ∂P . The only difference is that, since visibility is a symmetric relation, without loss of generality, in this paper we have restricted X v to points above the diagonal. For example consider, the polygon in Figure 4 (a). The corresponding VOD X v is shown as the set of points in the white regions in Figure 4 (b). If for the moment we disregard k, then we can think about a visibility tuple merely as two points in X v . A visibility tuple (8, 27, 9, 26, 2) denotes that the two light segments are 8, 27 and 9, 26 but does not determine the position of the pursuers, i.e., pursuer 0 can be either at point 8 or at point 27 of the polygon in Figure 4 (a). Points (8, 27) and (9, 26) from the set X v shown in Figure 4 (b) represent the positions of the two light segments 8, 27 and 9, 26.
We have replaced a pair of configurations p 0 , q 0 and p 1 , q 1 , i.e., two directed segments, with a visibility tuple (x 0 , y 0 , x 1 , y 1 , k), which no longer stores the direction of the segments, or equivalently, the location of the pursuer. To record this additional information, we need one extra bit for each segment. For i ∈ {0, 1}, define the direction bit d i for pursuer i, such that d i ∈ {0, 1}, and d i = 0, when x i corresponds to a pursuer location, i.e., when
As we mentioned before, one drawback of the schedule defined in Section 1.2 is that it does not explicitly show the status of the contamination regions. We fix this as follows. Since the segments p i q i , or equivalently, x i y i , i = 0, 1, divide the boundary into four regions, four bits will be sufficient to record the contamination status at a given moment of time. Let us number the intervals from 0 to 3 in positive direction, starting from the interval beginning at x 0 . For i = 0, 3, define contamination bit b i ∈ {0, 1}, to be the contamination status of interval i, with b i = 0, when the interval is clear. We refer to
The set of all bits tuples is defined as the bits space, I b .
Consider a fixed moment during a pursuit, and suppose that the two pursuers are in configurations p i , q i , i = 0, 1. Let k, x i , y i , d i , i = 0, 1, and b j , j = 0, 3 be as defined above. Define the canonical information state for the pursuit to be the concatenation of the visibility and the bits tuples:
Note that the information state gives us explicitly a full snapshot of the pursuit at that moment. Consider again the polygon in Figure 4 (a) and its corresponding VOD, Figure 4 (b). A canonical information state (8, 27, 9, 26, 2, 1, 0, 0, 1, 0, 1) denotes that the two pursuers are at points 27 and 9, illuminating points 8 and 26 respectively. The intervals ∂P (9, 26) and ∂P (27, 8) are contaminated. The intervals ∂P (8, 9) and ∂P (26, 27) correspond to the same region which is clear.
A canonical information state is a start if all the contamination bits are 1, corresponding to a contaminated polygon. A canonical information state is a goal if the contamination bits are 0, i.e., the polygon is clear. The set of all canonical information states is the canonical information space, I. Observe that I = I v × I b , i.e., I is a product of the infinite space I v and the finite space I b . After the definition of information states and the introduction of the pursuer jump we can define a canonical schedule to be a piecewise continuous trajectory in the corresponding canonical information space, I, parametrized over time. It is quite similar to a schedule with the restriction that the pursuers move almost always on the boundary and enter the interior only during the pursuer jumps. We can view a canonical schedule as a function
3 ) encodes the information state at time t. Just like in previous definition, a canonical schedule has to also satisfy some conditions derived from the semantics of the pursuit:
• The functions x i (t), y i (t) are piecewise continuous in ∂P , with discontinuities corresponding to jumps, pursuer or lightpoint. Note that the direction bit d i is required to determine the type of a jump for x i (t) or y i (t).
• At time 0 the canonical schedule is in a starting canonical information state.
• The direction bits d i , the contamination bits b j and the order k change only during a jump or during a change in the relative order of x 0 , y 0 , x 1 , y 1 . (We provide a detailed explanation of the types of changes to the information states in Section 2.3.)
A canonical schedule which at some time is in a goal state is called a winning canonical schedule.
In the rest of this section we show that winning schedules are equivalent to the original schedules. That is, we do not reduce the power of the pursuers by restricting them to moving on the boundary most of the time. Proof. First, consider the reverse direction. Note that if we ignore the details of the representation, every canonical schedule is a just a more restricted version of a schedule. So if there exists a winning canonical schedule, then there also exists a winning schedule, therefore the polygon can be cleared by two 1-searchers.
For the forward direction, assume that the polygon can be cleared, so there exists a winning schedule. Consider its corresponding canonical schedule. From Observation 2, at any time, the contaminated regions in the canonical schedule are a subset of the contaminated regions in the original winning schedule. It follows that the canonical schedule is a winning one.
Changes to the canonical information states
In this section we discuss the ways contamination bits change. This will allow us to define a finite set of elementary moves, so that a canonical schedule can be considered a sequence of these elementary moves.
From the definition of a canonical schedule, it follows that it is a piecewise continuous function in I. If we consider every element of the tuple I(t) as a function of time, for most of the duration of the pursuit, it is a continuous function. Only at discrete moments of time, there are relative order changes or discontinuities in x 0 , y 0 , x 1 , or y 1 . These conditions trigger corresponding changes in the other elements of the tuple, the direction bits d i , the contamination bits b j and the order k. We identify the different types of changes to the information state and define those as elementary moves. For a given schedule, let 0 < t 1 < t 2 < . . . be the points of time at which either a jump or a change of order occurs. We call each portion (t i−1 , t i ) of the schedule a type 1 move. Every type 1 move corresponds to a continuous path in the canonical information space, I. On the other hand, the change occurring at each t i corresponds to a jump in I. Details about the different types of elementary moves are provided in the rest of the section.
We assume that at the begging of the move, the information state is
and at the end of the move the information state is
In the following paragraphs we denote the move from This elementary move is purely technical. It represents no real change in the canonical information state, merely a permutation of the positions of the pursuers and the bits. Recall that in the definition of a canonical information state in Section 2.2 we chose x 0 arbitrarily out of {p 0 , q 0 , p 1 , q 1 }. This implies that depending on the choice of x 0 , there are four different canonical information states which represent the same status of the pursuit. In order to account for that fact, we define a move which switches x 0 to be the next point in positive direction out of x 1 , y 0 . (Note that we do not have to consider y 1 as a next point since it is always after x 1 .) Following is an example for a type 0 move from a canonical configuration with k = 0. Let I ′ be the information state before the switch. Depending on the value of k ′ , after the switch the value of I ′′ is as follows:
Type 1: no jumps, no change in the relative order Apart from the x's and the y's, the information states do not change:
j , j ∈ Z 3 A type 1 move followed immediately by its own reverse, leaves the contamination bits intact, regardless of their initial values.
Type 2: clearing a corner
The move occurs at a moment in which one of the light segments, x i y i , becomes arbitrarily small, i.e., during the move points x i and y i merge at (or more precisely, converge arbitrarily close on both sides of) a non-reflex vertex, p.
Since the type 0 moves allows us to reorder the points, without loss of generality, we can assume that x 1 and y 1 merge at p and p ∈ ∂P (x 1 , y 1 ), as shown in the example. Since the underlying contamination region can be made arbitrarily small, we assume that after the move the region incident to p is clear. The forward and the reverse move are identical, so we only describe one:
Type 3: point merge move
The move occurs at a moment in which two endpoints of different light segments merge into a single one and subsequently their relative order changes. As mentioned before, the type 0 move allows us without loss of generality to choose x 0 such that k ′ = 0 and the merge is between y 0 and x 1 . In the forward direction, the move represents a change in the relative order from At the moment in which y 0 = x 1 there is a change in the contamination regions. There were three regions prior to that moment and four regions after that. The newly created region is clear. The tuples change as follows:
Type 4: lightpoint jump
Next we describe moves of type 4 and type 5. They are both similar in the sense that one of the pursuers makes a pursuer or lightpoint jump, while the other pursuer is stationary. The jump results in possible contamination of previously clear regions. (We call this recontamination.) There may also be a simultaneous change in the relative order of the points x 0 , y 0 , x 1 , and x 1 . Without loss of generality, we can choose x 0 such that (i) pursuer 1 is stationary (ii) y 
Type 5: pursuer jump
In the forward direction of this move, (I ′ ⇒ I ′′ ), there is a single pursuer, from y 
Finite representation
In the previous section we defined canonical configurations as a simpler model for the two pursuer problem. Yet the canonical information space is still an infinite one, which makes an exhaustive search for a winning canonical schedule infeasible. In this section we will introduce an equivalent, finite representation of the search space and we will show how to find a winning strategy by an exhaustive search in the finite space.
VHC boxes
Let X = (x, x) and Y = (y, y) be two open intervals from ∂P such that x < x < y and x < y < y. Let B be the region (most often a rectangular box) defined as {(x, y)|x ∈ X, y ∈ Y, x < x < y}. Suppose C = B ∩ X v = ∅. We define B as a vertically and horizontally (VHC) convex box, and also we define C as a VHC core, if both conditions are true:
• for every x ∈ X, the set {y | (x * , y) ∈ C} is a single connected nonempty interval. This condition corresponds to horizontal convexity.
• for every y ∈ Y , the set {x | (x, y * ) ∈ C} is a single connected nonempty interval. This condition corresponds to vertical convexity.
We define eight parameters or extreme points, which will be sufficient to represent C. Let x be the lower boundary of the interval X. If (x, y 1 ) and (x, y 2 ) are the endpoints of the segment {(x, y) | (x, y) ∈ C}, we define them as the extreme points for x. Similarly, there are three other pairs of extreme points, two points for each x, y and y. For example of a VHC box, VHC core, and corresponding parameters, refer to Figure 5 . In the rest of the paper, we will not be interested in the precise shape of C. Instead, the points x, x, y, y, x 1 , x 2 , x 3 , x 4 , y 1 , y 2 , y 3 , y 4 will be sufficient to record the extremums of C. Note that the extreme points need not be distinct and it is possible for a box to have as little as two unique extreme points.
For i = 0, 1, let X i = (x i , x i ), and Y i = (y i , y i ) be open intervals on the boundary ∂P , defining the VHC box B(X i , Y i ). Consider all the intersections of an interval from {X 0 , Y 0 } with an interval from {X 1 , Y 1 }. If at most one of the intersections is nonempty, we say that the two boxes are independent. Otherwise, we say that the boxes are dependent.
The next lemma allows us to determine in constant time whether a particular visibility tuple is feasible.
Lemma 4. Let X 0 , Y 0 , X 1 , and Y 1 be open intervals on the boundary ∂P , defining VHC boxes B(X 0 , Y 0 ) and B(X 1 , Y 1 ). Given an integer k ∈ {0, 1, 2} and the parameters of the two boxes, define the condition
(1)
The condition above can be evaluated in O(1) time. If existing, a tuple I v can be constructed in time O(1) if the boxes are independent and in time O(n) if the boxes are dependent.
Proof. The proof is presented in Appendix A.
Concave regions and red intervals
A maximal nonempty subinterval of ∂P of the form C = (p i , p j+1 ), where all the vertices p i+1 , . . . , p j are reflex vertices, forms a concave region. Obviously, two concave regions cannot overlap and must be separated by non-concave regions (each of which contains at least one non-reflex vertex). Let the k-th concave region of P be (p i , p j+1 ). We define points a k and b k as the midpoints of the edges e i and e j , respectively, and refer to them as critical points. 2 For example, the polygon in Figure 4 (a) has two concave regions, (5, 10) and (22, 29). The midpoints of the edges (5, 6), (9, 10), (22, 23) and (28, 29) are the critical points for the polygon.
The critical points of a polygon P divide ∂P into intervals R 0 , R 1 , . . . , R 2m−1 , where m is the number of concave regions in the polygon. The critical points define a grid of vertical and horizontal lines over X which partition X v into multiple maximal connected subsets. *** 3 *** The next lemma establishes a connection between grid elements and VHC cores.
Lemma 5. Consider the grid over X defined by the critical points and let A be an arbitrary grid element. If C is the intersection of the interior of X v with the interior of A, then C is either empty or it is a VHC core.
Proof. The proof follows directly from the lemmas in Section 3.2 of [LSS02] .
Later in the paper we will show that for each j 0 , j 1 ∈ Z 2m , there is at most one maximal VHC box B(X, Y ), such that X ⊆ R j 0 and Y ⊆ R j 1 . We will describe how given j 0 and j 1 we can compute the extreme points of B(X, Y ) and vice-versa. This will allow us, instead of considering the rather complex shape of X v , to work with the grid elements each of which is by itself has a simple shape as guaranteed by the vertical and horizontal convexity property.
Equivalence classes in I and finite search schedule
In Section 1.3 we defined contamination regions in order to capture equivalence of positions of the evader. In this section we explore similarities between mutual positions of the two pursuers in order to group together equivalent visibility tuples and also equivalent canonical information states.
We define a binary relation on the visibility tuples. Let P be a polygon with a corresponding partition of ∂P into red intervals. Consider a pair of visibility tuples
We say that I 0 v is similar to I 1 v if there exist red intervals R j 0 , R j 1 , R j 2 , and R j 3 , such that, for i ∈ {0, 1},
Clearly, "similar" is an equivalence relation so from now on we just say that I Proof. Follows from the definition of VHC boxes.
We define the directed information state graph G = (V, E) to capture the equivalence classes of the similar relation over I. The set of edges of Define v ∈ V (G) to be a starting (respectively, goal) vertex if v contains a starting (respectively, goal) canonical information state. A winning finite schedule is a path in G from a starting to a goal vertex.
Lemma 7. For a polygon P , there exists a winning canonical schedule, if and only if there exists a winning finite schedule.
Proof. Let I and G be the canonical information space and the information state graph G for the polygon P .
Suppose there exists a winning canonical schedule, i.e., there exists a path π ⊂ I from a starting to a goal information state, such that π consists of elementary moves. The path π can be divided into subpaths π 0 , π 1 , . . . , π k where each π i is a path within the same equivalence class
Since the path π 0 begins at a starting canonical state, then v 0 is a starting vertex. Also, for 1 ≤ i ≤ k, the transition from π i−1 to π i corresponds to an elementary move, so ( Lemma 7 shows how to transform a winning canonical schedule into a winning finite schedule, however, it does not describe how to construct a winning canonical schedule, given only the polygon P .
Algorithm for finding a finite search schedule
In the next section we provide an algorithm which, given P , first constructs the graph G and then performs a breadth-first search in G to find a winning finite schedule. If for a given polygon P and graph G such a schedule exists, it will serve as a description of a winning strategy for the two pursuers. The running time of the algorithm is O(m 4 + m 2 n + n 2 ) where n is the number of edges and m is the number of concave regions of the polygon.
In order to construct the graph G, it is sufficient to construct the vertex set V (G) and the edge set E(G). In the next sections we provide details for both constructions.
Constructing V (G)
In this section, we describe how to construct V (G), given the parameters of all the O(m 2 ) VHC boxes defined by the critical points. Since the parameters of each box will be used in O(m 2 ) different computations, it is helpful to precompute them. Suppose p ∈ ∂P is a critical point. By constructing the visibility polygon for p, we can identify all pairs (q 1 , q 2 ) such that (q 1 , q 2 ) corresponding to a (left or right) gap edge relative to p. We define configurations p, q 1 , p, q 2 , q 1 , p , q 2 , p ∈ X , to be critical gap configurations.
Let c, d ∈ ∂P be mutually visible vertices and x ∈ P be an interior point of the segment cd, see gap edges relative to x, we say that c and d define a bitangent. We call c, d, c
′ } and p = q we define the pair p, q ∈ X as a bitangent configuration.
Lemma 8. For a polygon with n edges and m concave regions, the parameters of all VHC boxes defined by the corresponding red grid can be precomputed in a 2m×2m matrix in O(n 2 ) time. Thus, given the matrix and j 0 , j 1 ∈ Z 2m , in constant time we can determine the red intervals, R j 0 and R j 1 , and the parameters of the VHC box B(X, Y ), where X ⊆ R j 0 and Y ⊆ R j 1 , if such a box exists.
Proof. The lemma summarizes the discussion so far: every extreme point of a VHC box is either a bitangent configuration or a critical gap configuration. By traversing the boundary, in O(n) time we can construct a vector of size 2m which stores the critical points, i.e., the endpoints of the red intervals R j 0 . . . R j 2m−1 . For each critical point in O(n) time we can construct the corresponding visibility polygon which determines the critical gap configurations. So the time to determine the critical gap configurations for all critical points is O(n + 2mn) = O(mn).
In order to determine the bitangent points, for every vertex p i of P we can compute the visibility polygon of p i in O(n) time. Since there are n vertices, the total time to determine the bitangent configurations is O(n 2 ). Thus the total time to determine the parameters of all VHC boxes is O(mn + n 2 ) = O(n 2 ).
Lemma 9. For a given polygon, if the parameters of all the boxes are precomputed, then V (G), the vertex set of the information state graph G, can be constructed in time O(m 4 ).
3 ) be a tuple in which j 0 , j 1 , j 2 , j 3 ∈ Z 2m are the indices of red intervals R j 0 , R j 1 , R j 2 , R j 3 , while k ∈ Z 3 corresponds to the order, and the d i 's and b l 's are the direction and contamination bits correspondingly. We show how to determine whether v ∈ V (G). If the parameters of each box are precomputed as described in Lemma 8, then in constant time we can construct VHC boxes B(X 0 , Y 0 ) and B(X 1 , Y 1 ), where
If any of the two boxes does not exists, then v ∈ V (G), so assume that both boxes exist.
Note that v ∈ V (G) does not depend on the values of the bits d i and b l , but only on the mutual position of the parameters of the boxes, as well as on the value of k ∈ Z 3 . Therefore, using Lemma 4 we can determine the existence of a visibility tuple I v = (x 0 , y 0 , x 1 , y 1 , k) ∈ I v , where (x i , y i ) ∈ C(X i , Y i ), i = 0, 1. But this is equivalent to determining whether there exists a canonical information state I = (x 0 , y 0 , x 1 , y 1 , k, d 0 , d 1 , b 0 , b 1 , b 2 , b 3 ) ∈ I where (x i , y i ) ∈ C(X i , Y i ), which itself is equivalent to determining whether v ∈ V (G).
To construct the set V (G), we consider all possible choices of j 0 , 
Constructing E(G)
In order to construct the edge set, E(G), of the information state graph G, we regard E(G) as a (not necessarily disjoint) union of sets of edges:
is set of edges, such that (v 0 , v 1 ) ∈ E i if and only if there is a type i elementary move from a canonical information state in v 0 to a canonical information state in v 1 . In the rest of the section we will show how to construct each of the sets E i , 0 ≤ i ≤ 5.
Constructing E 0
The edge corresponds the completely technical type 0 move, during which we change the reference point x 0 in a tuple. As a result of the move the order k may change, while the other elements in the tuple are merely permuted, since there is no real motion of the light segments, merely a relabeling of their endpoints.
For 
, which is the result of applying a type 0 move on I 0 . Then
Clearly the condition in Equation 2 can be computed in constant time. In order to compute all the edges in E 0 , we need to consider the all the possible pairs of vertices
Constructing E 1
Intuitively, a type 1 edge represents a move during which pursuer 0 moves between neighboring grid elements while pursuer 1 is stationary. There are no jumps and the relative order of the endpoints of the light segments does not change. Intuitively, a type 2 edge represents a moment during which pursuer 0 clears the corner corresponding to a non-reflex vertex while pursuer 1 is stationary.
So assume that there is a non-reflex vertex p ∈ ∂P which belongs to one of the boxes. Let p − , p + ∈ ∂P , p ∈ (p − , p+) and also define the intervals X = (p − , p) and Y = (p, p + ). Let (p − , p+) be sufficiently small so that B(X, Y ) = C(X, Y ) ⊆ X v is a VHC core. Without loss of generality, possibly after some relabeling, we can assume that p ∈ B(X 1 , Y 1 ) and neither of X or Y overlaps with X 0 or Y 0 . Suppose that (x 0 , y 0 ) is an arbitrary point from C(X 0 , Y 0 ). If pursuer 0 is stationary at (x 0 , y 0 ) while pursuer 1 converges from (p − , p + ) to (p, p), this corresponds to a type 2 move, as described in Section 2.3.
To determine whether (v 0 , v 1 ) ∈ E 2 , we just have to verify that the contamination bits
3 , i = 0, 1, are consistent with the bit changes for a type 2 move. More precisely, let Intuitively an edge in E 3 corresponds to a type 3 move between canonical information states. Each of the pursuers moves continuously but within the same VHC core. The order k changes and there is a possible change in the contamination bits.
If none of X 0 or Y 0 intersects with X 1 or Y 1 , then there can be no overlap between the endpoints of the light segments, thus there can be no type 3 elementary move and (v 0 , v 1 ) ∈ E 3 . So without loss of generality, possibly after some relabeling, we can assume that 
Constructing E 4 and E 5
Intuitively the edges in E 4 and E 5 correspond to the type 4 and 5 jump elementary moves. For every elementary move, given the original canonical information state I 0 and the type of the move we can construct the resulting canonical information state I 1 . Thus our main goal is to determine whether there is a feasible jump between the corresponding visibility tuples I 
Finding a winning finite schedule
We can precomute the bitangent and critical gap configurations in O(n 2 ) time. Given this precomputation, we can construct the graph G in time O(m 4 + m 2 n). Finally, we can run breadth-first search in the graph to find a winning finite schedule. The size of the vertex set, V (G), is O(m 4 ). The size of the edge sets E 0 , E 1 , E 2 and E 3 is also O(m 4 ) since every vertex in V (G) has a constand outdegree for each of those edge sets. Finally, the size of the edge sets E 4 and E 5 is O(m 4 ) as well, since there is a constant number of edges for every jump interval and box B(X 1 , Y 1 ). Thus, the size of E(G) is O(m 4 ); therefore, bread-first search in G will take O(m 4 ) time. It follows that determining the existance and constructing a winning finite schedule can be done in time O(n 2 + nm 2 + m 4 ).
Conclusion
We presented a complete algorithm for a pair of pursuers, each with one rotating flashlight, searching for an moving target in a simple polygon. For a polygon with n edges and m concave regions, the algorithm in time O(n 2 +nm 2 +m 4 ) decides whether it can be cleared by the pursuers, and if so, constructs a search schedule. The algorithm can be implemented and embedded on any moving devices with unidirectional vision (flashlights, lasers, or cameras). A natural direction for extending the current results is designing a similar algorithm for two pursuers with 360
• vision. A more ambitious goal is to provide an algorithm for searching a polygon without holes using any number of pursuers. Another interesting problem is combining the results of our paper with the minimal sensing approach of Sachs et al [SRL02] , i.e., whether the two pursuers can find a winning strategy without prior knowledge of the shape of the polygon.
A Proof of Lemma 4
Assume that X 0 , Y 0 , X 1 , Y 1 and k are as defined in Lemma 4. Also, for convenience, assume that we order the points of ∂P starting from x 0 , the left boundary of the interval X 0 . We breakdown the proof according to the different values of k:
• [k = 0]. We prove the following statement. •
We consider two cases, depending on the mutual position of the boxes. 
