In this paper, we study the problem of monotone (weakly) DR-submodular continuous maximization. While previous methods require the gradient information of the objective function, we propose a derivative-free algorithm LDGM for the first time. We define β and α to characterize how close a function is to continuous DR-submodulr and submodular, respectively. Under a convex polytope constraint, we prove that LDGM can achieve a (1 − e −β − )-approximation guarantee after O(1/ ) iterations, which is the same as the best previous gradient-based algorithm. Moreover, in some special cases, a variant of LDGM can achieve a ((α/2)(1 − e −α ) − )-approximation guarantee for (weakly) submodular functions. We also compare LDGM with the gradient-based algorithm Frank-Wolfe under noise, and show that LDGM can be more robust. Empirical results on budget allocation verify the effectiveness of LDGM.
Introduction
Submodularity, which implies the diminishing return property, is usually defined on set functions. Submodular set function maximization arises in many applications, such as maximum coverage [10] , influence maximization [14] and sensor placement [16] , to name a few. It is NP-hard in general, and has received a lot of attentions [15] . A well-known result is that for maximizing monotone submodular set functions with a size constraint, the greedy algorithm, which iteratively selects one element with the largest marginal gain, can achieve the optimal approximation guarantee of (1 − 1/e) [18, 19] .
Meanwhile, many practical applications involve the objective functions defined over the integer lattice instead of subsets, e.g., budget allocation [1] and welfare maximization [13] . Submodularity is thus also extended to functions over the integer lattice. Note that in this case, submodularity does not imply the diminishing return property, which is called DR-submodularity [22] . The latter is actually stronger, although they are equivalent for set functions. For monotone DR-submodular function maximization with a size constraint, the greedy algorithm can achieve a (1 − 1/e)-approximation guarantee [21] ; while for submodular functions, the generalized greedy algorithm, which can select multiple copies of the same element simultaneously in one iteration, achieves a (1/2)(1 − 1/e)-approximation guarantee [1] .
Recently, submodularity has been further extended from discrete to continuous domains. Submodular continuous functions are a class of generally non-convex and non-concave functions, which also appear in many applications [6] . For maximizing monotone DR-submodular continuous functions with a convex polytope constraint, Chekuri et al. [8] proposed a multiplicative weight update method which can achieve a (1 − 1/e − )-approximation guarantee after O(n 2 / 2 ) steps. Bian et al. [6] considered a down-closed convex constraint, and proposed a Frank-Wolfe (FW) variant algorithm which can achieve a (1 − 1/e − )-approximation guarantee after O(1/ ) iterations. Later, stochastic monotone DR-submodular function maximization under a general convex constraint was studied. Hassani et al. [12] showed that the stochastic gradient method (SGM) can achieve a (1/2 − )approximation guarantee after O(1/ 2 ) iterations, and Mokhtari et al. [17] proposed the stochastic continuous greedy (SCG) algorithm which can achieve a (1 − 1/e − )-approximation guarantee after O(1/ 3 ) iterations. Note that there were also some works focusing on submodular continuous minimization [3, 4, 23] and non-monotone submodular continuous maximization [5, 6] .
All the above mentioned algorithms require access to the gradients of the objective functions or their unbiased estimates. Thus, they cannot be directly applied to non-differentiable functions. In fact, there are many natural applications with non-differentiable objective functions [6] . For the generalized maximum coverage problem, each subset C i (1 ≤ i ≤ n) has a confidence x i ∈ [0, 1] and a monotone covering function p i : R + → 2 V , and the objective function is | ∪ n i=1 p i (x i )|. For the extended text summarization problem, each sentence i has a confidence x i ∈ [0, 1] and a monotone covering function p i : R + → 2 C (where C denotes the set of concepts), and the objective function is j∈∪ipi(xi) c j (where c j denotes the credit of concept j). These two objective functions are obviously non-differentiable. Moreover, in noisy environments where only polluted objective values can be obtained, numerical differentiation is known to be ill-posed [9] , and thus it can be difficult to acquire good gradient estimates.
In this paper, we propose the first derivative-free algorithm for the problem of maximizing monotone (weakly) DR-submodular continuous functions subject to a convex polytope constraint. The idea is to discretize the original continuous optimization problem into an optimization problem over the integer lattice by utilizing the frontier of the vertex set of the polytope, and then apply the greedy algorithm. This approach only requires the oracle access to the function value, and we call it Lattice Discretization Greedy Method (LDGM). We introduce the notion of the submodularity ratio α ∈ [0, 1] and the DR-submodularity ratio β ∈ [0, 1] to characterize how close a general continuous function f is to submodularity and DR-submodularity, respectively. Our main theoretical results can be summarized as follows:
• For monotone (weakly) DR-submodular continuous maximization with a convex polytope constraint, we prove that LDGM can achieve a (1 − e −β − )-approximation guarantee after O(1/ ) iterations.
• For monotone (weakly) submodular continuous maximization with a convex polytope constraint, we prove that in some special situations, LDGM using the generalized greedy algorithm can achieve a ((α/2)(1 − e −α ) − )-approximation guarantee after O(1/ ) iterations. Note that this is the first approximation guarantee for monotone submodular continuous maximization.
• We compare LDGM with FW [6] under noise, and show that LDGM can be more robust to noise.
Empirical results on budget allocation show the superior performance of LDGM.
The rest of the paper is organized as follows. Section 2 introduces the studied problem and also gives some preliminaries. In Section 3, we propose the LDGM method and give its approximation guarantee. Section 4 presents the analysis under noise, and Section 5 gives the empirical studies. In Section 6, we conclude this paper. Appendix can be found in Section 7.
Monotone DR-submodular Continuous Maximization
Notation. Let R, R + and Z + denote the set of reals, non-negative reals and non-negative integers, respectively. For two vectors x, y ∈ R n , let x ∧ y and x ∨ y denote the coordinatewise minimum and maximum, respectively, that is, x ∧ y = (min{x 1 , y 1 }, . . . , min{x n , y n }) and x ∨ y = (max{x 1 , y 1 }, . . . , max{x n , y n }). We use · to denote the Euclidean norm of a vector. The i-th unit vector is denoted by χ i , that is, the i-th entry of χ i is 1 and others are 0; the all-zeros and all-ones vectors are denoted by 0 and 1, respectively. Let [n] denote the set {1, 2, . . . , n}. We denote conv(·) as the convex hull of a set. For x, y ∈ R n , we say x ≤ y if x i ≤ y i for every i;
x < y if x ≤ y and x i < y i for some i.
We study the continuous functions f :
. Without loss of generality, we assume that monotone functions are normalized, i.e., f (0) = 0. For a function f : X → R, submodularity (as presented in Definition 1) does not imply the diminishing return property (called DR-submodularity as presented in Definition 2). DR-submodularity is stronger than submodularity, that is, a DR-submodular function is submodular, but not vice versa. In [6] , it has been proved that submodularity is equivalent to a weak version of DR-submodularity, as presented in Definition 3.
Definition 1 (Submodular [3] ). A function f : X → R is submodular if for any x, y ∈ X ,
According to the equivalence between submdularity and weak DR-submodularity, Definitions 2 and 3, we define the submodulairty ratio α as well as the DR-submodularity ratio β, which measure to what extent a general continuous function f has submodular and DR-submodular properties, respectively. They are generalizations of that for functions over the integer lattice [20] .
Definition 4 (Submodularity Ratio). The submodularity ratio of a continuous function f : X → R is defined as
Definition 5 (DR-Submodularity Ratio). The DR-submodularity ratio of a continuous function f : X → R is defined as
Note that in [12] , the notion of DR-submodularity ratio for differentiable functions was also defined as
∂xi is the i-th component of the gradient. Our definition β does not require the differentiable property. Furthermore, it can be shown that β and γ are equivalent when f has continuous second derivatives in X . Let x, y, i correspond to the value of γ.
where the last equality is because we do not need to care about 0 0 or ∞ ∞ , and the inequality is by the definition of β. Next, we prove that γ ≤ β. For any x ≤ y, i ∈ [n], k ∈ R + , we have
is bounded by its maximum and minimum in X , we have lim m→∞
It is easy to see that β ≤ α. Note that (f (x + kχ i ) − f (x))/(f (y + kχ i ) − f (y)) reaches 1 by letting x = y, so β ≤ α ≤ 1. For a monotone continuous function f , we make the following observations:
Algorithm 1 LDGM Algorithm
Input: A monotone function f : X → R, and a convex polytope constraint P = conv(E) ⊆ R n + Parameter: Number l of steps, lookahead parameter γ Output:
Our studied problem as presented in Definition 6 is to maximize a monotone continuous function f in a convex polytope P. A convex polytope in R n has two equivalent definitions, i.e., V-type polytope defined by the convex hull of a finite number of points in R n , and H-type polytope defined by the intersection of a finite number of half-spaces. There exist algorithms to convert from one to the other, e.g., the reverse search method [2] can find all vertices of a H-type polytope in time linear to the product of the number of vertices, the number of half-spaces and the dimension. Definition 6 (The General Problem). Given a convex polytope P = conv(E) ⊆ R n + , where E is a set of points located in the positive space, it is to maximize a monotone function f :
arg max x∈P f (x)
(1)
The Proposed Approach
In this section, we propose the derivative-free algorithm LDGM for maximizing monotone (weakly) DR-submodular continuous functions with a convex polytope constraint. The procedure of LDGM is presented in Algorithm 1. It first selects those points in E that lie in F rontier(E) (Definition 7), and divides each point by l to form a set E (i.e., line 1). Note that F rontier(E) includes all the points in E that lie in F rontier(P), and it can be obtained by comparing each pair of points in E, which has a time complexity of O(|E| 2 ). After that, the algorithm iteratively adds one point from E with the largest marginal gain until l points are selected (i.e., lines 3-7). Note that l is a parameter that controls step size, and the size of iteration step (v at line 5) is not necessarily the same as the size of lookahead step (γe at line 4). The following analysis in this section assumes γ = 1. Setting γ > 1 would help mitigate impacts from noise, which is shown in section 4.
From the procedure of LDGM, we can see that it discretizes the original continuous optimization problem into an optimization problem over the integer lattice Z E + , and then applies the greedy algorithm. To the best of our knowledge, LDGM is the first algorithm which does not need the information of gradient. Previous algorithms (e.g., FW [6] ) require the gradient or its unbiased estimate. The update policy of LDGM in each iteration is to choose a vertex with the maximal marginal gain, while FW is to solve a linear programming problem. Note that in polytope settings, the update policy of FW can also be seen as to find a vertex using the information of gradient, as it will always find a vertex with linear programming, which is used as the update direction. Moreover,
showing that LDGM and FW perform similarly with infinitesimal step size. However, LDGM does not require any information about gradient.
Approximation Guarantee
Before giving the approximation guarantee of LDGM, we make two assumptions. First, we assume that the objective function f satisfies the Lipschitz condition in F rontier(P), which does not require f to be differentiable. Previous algorithms [6, 12, 17] require that ∇f satisfies the Lipschitz condition everywhere in P, whereas ours only needs Assumption 1 to be satisfied on part of the surface of P, i.e. F rontier(P).
Next, we make an assumption on the radius of P. Assumption 2. The convex body P is bounded, otherwise the maximization is meaningless given that the objective function f is monotone. Thus, there must exsit D ∈ R + such that ∀x ∈ P : x ≤ D.
Let OP T denote the optimal function value. We show in Theorem 1 that LDGM can achieve the approximation guarantee of (1 − e −β − ) after O(1/ ) iterations. Note that we set the lookahead step size γ = 1, as we do not consider noise in this section. Theorem 1. For maximizing monotone (weakly) DR-submodular continuous functions with a convex polytope constraint P = conv(E), LDGM with l iterations and γ = 1 can find a solution
Before giving the proof of Theorem 1, we introduce some lemmas. Lemma 1 extends the definition of DR-submodularity ratio to show diminishing return property exists for arbitrary vector increment. Lemma 2 shows that for the optimization over the integer lattice Z E + , there always exists a point from E, the inclusion of which can bring an improvement on f proportional to the current distance to the optimum on the lattice. Lemma 1. For a monotone continuous function f : X → R, any x, y ∈ X with x ≤ y, and any vector
where the inequality is derived from the definition of DR-submodularity ratio, i.e., Definition 5.
Lemma 2.
Let v * be the best solution one can achieve using l vectors in E, denoted as v * = l i=1 e i , where e i ∈ E. Then for any x ∈ X , there exists a vector e * ∈ E such that
Proof. Let e * ∈ arg max e∈E f (x + e). Then, we have
where the first inequality is by the monotonicity of f , and the second is by Lemma 1.
Based on Lemma 2, we can prove an approximation guarantee w.r.t. the best solution on the lattice Z E + . To further bound the difference between the best solution on the lattice and the true optimal solution x * , we give Lemma 4, which shows that there exists a point on the lattice which is close enough to x * . Note that x * ∈ F rontier(P) due to the monotonicity. Before introducing Lemma 4, we prove a geometry result regarding F rontier(P). It is later used in Lemma 4 to show that there must exist a solution v , in F rontier(P) and on the lattice, close to the global optimal solution x * in Euclidean distance sense. This suggests that the Lipschitz Assumption 1 is only required in F rontier(P).
Proof. When m = 1, obviously the lemma holds. When m = 2, we assume that there exists x = θ 1 x 1 + θ 2 x 2 ∈ F rontier(P) where θ 1 , θ 2 > 0 and θ 1 + θ 2 = 1, but the lemma does not hold, i.e., ∃t ∈ conv(X) such that t / ∈ F rontier(P). We then show this makes a contradiction. Let t = η 1 x 1 + η 2 x 2 , where η 1 , η 2 ≥ 0 and η 1 + η 2 = 1. Since t / ∈ F rontier(P), there exists t ∈ P such that t > t. Let ∆t = t − t and x = x + ξ∆t = (θ 1 − ξη 1 )x 1 + (θ 2 − ξη 2 )x 2 + ξt . Since θ 1 , θ 2 > 0 and η 1 , η 2 ≥ 0, there exists sufficient small ξ > 0 that makes both θ 1 − ξη 1 and θ 2 − ξη 2 greater than 0, and thus x a convex combination of x 1 , x 2 , t . As x 1 , x 2 , t ∈ P, we have x ∈ P. Furthermore, x > x . Thus, we have x / ∈ F rontier(P), which makes a contradiction. Thus, the lemma holds when m = 2. Next we prove it for any m ∈ Z + by induction.
We are to prove that for any
Note that θ i > 0 and η i ≥ 0, so we can always find a sufficient small ξ > 0, such that ∀i ∈ [m] : (1 + ξ)θ i − ξη i > 0, i,e., y ∈ conv(X). From the definition of y, we get x = 1 1+ξ y + ξ 1+ξ x. Note that x, y ∈ conv(X) ⊆ P, x ∈ F rontier(P) and ξ > 0. Since the lemma with m = 2 has been proved, we have conv({x, y}) ⊆ F rontier(P), which implies that x ∈ F rontier(P). As x is chosen arbitrarily in conv(X), we can conclude that conv(X) ⊆ F rontier(P). Now we are ready to prove Lemma 4, which is to bound the difference between the closest solution v on lattice and the global optimal solution x * . Lemma 4. Let x * ∈ F rontier(P) denote a global optimal solution and |E| = m. There exists e 1 , . . . , e l ∈ E such that v = l i=1 e i ∈ F rontier(P) and x * − v ≤ mD/l.
Proof. Let l · E = {r i | r i = l · e i , e i ∈ E}. Suppose x * / ∈ conv(l · E). Since x * ∈ P = conv(E), there exist y 1 . . . y t ∈ E such that x * = t i=1 θ i y i , where θ 1 , . . . , θ t > 0 and t i=1 θ i = 1. As x * / ∈ conv(l · E), there exists i ∈ [t] : y i / ∈ l · E. By the construction of E (i.e., line 1 of Algorithm 1), we have y i / ∈ F rontier(P). So we can find y i > y i in P. Let x = i−1 j=1 θ j y j + θ i y i + t j=i+1 θ j y j > x * . As x is a convex combination of points in P, we know that x is still in P. That is, x ∈ P and x > x * , which makes a contradiction with x * ∈ F rontier(P). Thus, x * ∈ conv(l · E).
Due to x * ∈ conv(l · E), there exist θ i > 0 (i = 1, 2, . . . , m ), m ≤ m and m i=1 θ i = 1 such that x * = m i=1 θ i r i . Note that we have made an assumption that those θ i = 0 correspond to the last m − m terms. We then show that there exists
We first construct an initial x by randomly assigning k i ∈ Z + subject to m i=1 θ i = 1. If currently x does not satisfy ∀i ∈ [m ], |θ i − θ i | ≤ 1/l, suppose there are in total t positions violating the constraint. Let j denote one position violating the constraint, then θ j − θ j > 1/l or θ j − θ j > 1/l. We consider θ j − θ j > 1/l and the other one can be similarly analyzed. Meanwhile, there must exist another position k with θ k − θ k < 0; otherwise, m i=1 θ i > 1/l + m i=1 θ i = 1 + 1/l, which makes a contradiction. Then, we make such a change: θ j := θ j + 1/l and θ k := θ k − 1/l. Thus, θ j becomes closer to θ j . For θ k , we have θ k − θ k ≤ 1/l, which implies that the change at position k will not increase the number t of violations. By repeating this procedure, we can decrease t to 0, i.e., x = m i=1 θ i r i satisfies that m i=1 θ i = 1 and ∀i ∈ [m ], |θ i − θ i | ≤ 1/l. Note that ∀i ∈ [m ] : θ i > 0 and θ i can only be 1/l times an integer, thus ∀i ∈ [m ] : θ i ≥ 0. Let v = x . Then, we have
Finally, we only need to show that v ∈ F rontier(P). Note that ∀i ∈ [m ] : r i ∈ P, and x * = m i=1 θ i r i ∈ F rontier(P) is a convex combination of them with all θ i > 0. According to Lemma 3, conv({r 1 , . . . , r m }) ⊆ F rontier(P). As x ∈ conv({r 1 , . . . , r m }), we have x ∈ F rontier(P). Thus, the lemma holds.
Then, we can prove Theorem 1 by using Lemmas 2 and 4.
Proof of Theorem 1. Let x * ∈ F rontier(P) denote a global optimal solution, i.e., f (x * ) = OP T . Let v ∈ F rontier(P) be the point suggested by Lemma 4. Let v * be the best solution one can achieve using the sum of l vectors in E. According to Lemma 4 and Assumption 1, we get
According to the algorithm procedure and Lemma 2, at the t-th iteration where t = 1, 2, . . . , l − 1,
.
By a simple transformation, we can equivalently get
If the set E produced by line 1 of Algorithm 1 is an orthogonal set, i.e., the inner product of any two vectors from E equals zero, the LDGM variant can be able to handle the weakly submodular case. In LDGM, for the optimization over the integer lattice Z E + , we will apply the generalized greedy algorithm [1] instead of the greedy algorithm. That is, in each iteration, it selects a combination (e, j) (where e ∈ E) such that the average marginal gain by adding j copies of e is maximized. The detailed algorithm procedure and the proof of Theorem 2 are provided in the appendix. with l iterations and γ = 1, where m ≤ |E|.
Discussion
LDGM works well when the constraint is given by V-type polytope and some classes of H-type polytope. Although in general the number of vertices (i.e., |E|) can be exponential given a H-type polytope, many common classes of H-type polytopes have limited vertices. One trivial example having n + 1 vertices is P = {x | |x| 1 ≤ b, x ≥ 0}. In fact for any a > 0, P = {x | a T x ≤ b, x ≥ 0} has n + 1 vertices; for any A ∈ R r×n
Moreover, although the common convex polytope constraint P = {x | a T x ≤ b, 0 ≤ x ≤ c} (where a > 0) can have exponential number of vertices, LDGM with a slight modification can still obtain the (1 − 1/e − )-approximation guarantee after O(1/ ) iterations.
We run LDGM on Q instead of P (so the number of vertices is |E| = n + 1 and |E| = |F rontier(E)| = n), and change line 4 of LDGM from "v := arg max e∈E f (x t +e)−f (x t )" to "v := arg max e∈E,xt+e∈C f (x t + e) − f (x t )" (so the output solution must belong to Q ∩ C = P). With a stronger Assumption 1, i.e., f (·) is Lipschitz continuous with constant L in P instead of only in F rontier(P), we can similarly prove the same approximation guarantee for this case. As Lemma 1 and Lemma 3 have nothing to do with this adaption, we only need to care about Lemma 2 and Lemma 4. We first derive Lemma 5 adapted from Lemma 2. Note that we still set γ = 1 here. Lemma 5. Given the above modification, let v * be the best solution one can achieve using l vectors in E, denoted as v * = l i=1 e i , where e i ∈ E and v * ∈ Q ∩ C. Note that in this case each e i has only one entry that is not zero but a positive value. Then for step t < l in the algorithm, let e * ∈ arg max e∈E f (x t + e) s.t. x t + e ∈ C, we have
Proof. From monotonicity we have
we have for every i that:
where the first inequality is by Lemma 1, and the second is due to l ≤ l as well as the definition of e * .
Similarly to Lemma 4, we derive the following lemma to bound the global optimal solution and its closest feasible solution on lattice. Lemma 6. Using the slightly modified algorithm above, let
Let x * ∈ F rontier(P) denote a global optimal solution and |E| = m. There exists e 1 , . . . , e l ∈ E such that v = l i=1 e i ∈ P and x * − v ≤ mD/l, where l ≤ l is an integer.
Proof. The Lemma 4 present upper bounds for the distance between true optimum x * and its closest point on the lattice v . In this particular case, we first use the same process as in Lemma 4 to construct x = m i=1 θ i r i satisfying m i=1 θ i = 1 and ∀i ∈ [m ], |θ i − θ i | ≤ 1/l. Note that x * = m i=1 θ i r i , and as we run the algorithm under constraint Q, {r i } are in fact vertices of Q. Now the tricky thing is we want every θ i r i ∈ C. Due to C is down-closed and x * ∈ C, we have ∀i : θ i r i ∈ C. Therefore we have θ i > θ i for every θ i : θ i r i / ∈ C. Given that we know |θ i − θ i | ≤ 1/l, we reassign θ i := θ i − 1/l for every θ i where θ i r i / ∈ C, so that θ i ≤ θ i while the property |θ i − θ i | ≤ 1/l still holds. Note that now x ∈ C.
Now we have a solution
showing that x is a convex combination of points in the convex body Q, which is saying x ∈ Q. Thus x ∈ Q ∩ C = P. Let v = x , we have
Thus, the lemma holds.
Now it is basically the same to derive the guarantee (as Theorem 1) for this modified version LDGM. The only difference is that v in Lemma 6 is not necessarily in F rontier(P), which requires a stronger Assumption 1, i.e., f is Lipschitz continuous with constant L in P instead of only in F rontier(P), to derive f (
, we have f (x l ) ≥ (1 − 1/e)f (x * ) − (1 − 1/e)mDL/l. This gives the same guarantee for the common convex
In addition, we can see that LDGM requires a convex polytope constraint, which cannot handle a general convex constraint. In these situations, we can use a polytope with limited number of vertices to approximate the original convex body [7, 11] , and then apply LDGM.
Analysis under Noise
In this section, we compare LDGM with the gradient-based algorithm FW [6] under noise. We consider the problem of maximizing monotone DR-submodular functions with a convex polytope constraint. Let x * be an optimal solution, and x t be the solution after t iterations of the FW algorithm.
Let v * t = x * ∨ x t − x t . Assume that in the t-th iteration of FW, a gradient call at x t introduces a noise term t . That is, instead of using ∇f (x t ) in its update policy, it uses ∇f (x t ) + t . Denote v t as the vector chosen in the t-th iteration of FW, i.e., v t = arg max v∈P v, ∇f (x t ) + t . Suppose FW performs l iterations and uses a constant step size 1/l. Then, we can show the approximation guarantee of FW under noise as follows. For the sake of readability, we assume f (·) is DR-submodular in this section, i.e. β = 1, and it is similar when β is introduced. The proof is inspired from that of Theorem 1 in [6] . Theorem 3. The FW algorithm under noise finds a solution x l ∈ P with
Proof. In each iteration of FW, we have
where the first inequality is due to the monotonicity and coordinate-wise concavity of f , and the second one is by the update policy, i.e., v t = arg max v∈P v, ∇f (x t ) + t . As the FW algorithm assumes L-Lipschitz continuous gradient, we have, for any x, v,
By combining the above two formulas and using
By induction, we can derive that f (
Thus, the theorem holds.
For LDGM, we set γ > 1 to mitigate impacts from noise. The intuition here is that we want the differences among all options (e ∈ E) be sufficient large to avoid being interfered by noises. Let x t denote the solution after t iterations. Let E = {e 1 , . . . , e m }. In each iteration of LDGM, it will make calls to obtain f (x t + e i ) for each e i ∈ E. To analyze LDGM under noise, we assume that in the (t + 1)-th iteration of LDGM, it introduces a noise of t,i to f (x t + e i ), i.e., the actual value returned is f (x t + e i ) + t,i .
Similarly to Lemma 2, Lemma 7 shows that even under noise, the improvement on f in each step is proportional to the current distance to the optimum on the lattice. The difference, aside from noise, is the best solution on lattice v * is substituted by the best solution on a 'sparser' lattice, i.e. v * γ in Lemma 7. To simplify the proof, we assume γ is an integer and l is divisible by γ. Lemma 7. Let v * γ be the best solution one can achieve using l/γ vectors in E, denoted as v * = l/γ j=1 γe ij , where e ij ∈ E. Then for any x t , line 4 in Algorithm 1 finds a vector e i * t ∈ E such that
Proof. The proof is similar to that of Lemma 2. Let e i * t ∈ arg max e i ∈E f (x t + γe i ) + t,i . By the monotonicity and DR-submodularity of f , we can get
That is, we are to compare Err F W t with Err LDGM t . As LDGM uses the function value and FW uses the gradient, they are not directly comparable. Thus, we consider the case where only noisy function value can be obtained, and we use forward difference to estimate the gradient while keeping the two algorithms run with a similar time complexity.
Let f (x) and F (x) denote the exact and noisy function value, respectively. We assume that the additive noise model: f (x) − ≤ F (x) ≤ f (x) + . For LDGM, we easily have
For FW, we use forward difference as the estimate of gradient: for each i ∈ [n],
Since
where L is the Lipschitz condition parameter, we have
We can see that as decreases, Err F W t shrinks with O( √ ) speed, while Err LDGM t shrinks with O( ) speed. Also, by setting large γ, we can reduce impacts from noises. This implies that LDGM may be more robust to noise. 
Empirical Study
In this section, we empirically investigate the performance of LDGM on the budget allocation problem with continuous assignments [6] . Let a bipartite graph G = (V, T ; E) represent a social network, where each source node in V is a marketing channel, each target node in T is a customer, and E ⊆ V × T is the edge set. The goal of budget allocation is to distribute the budget k among the source nodes such that the expected number of target nodes that get activated is maximized. The allocation of the budget can be represented by a vector x ∈ X , where x i is the budget allocated on v i ∈ V . Each source node v i (i ∈ [n]) has a probability p i ∈ [0, 1], and the probability that a target node t ∈ T gets activated is f t (x) = 1 − i:(vi,t)∈E (1 − p i ) xi . By the linearity of expectation, the expected number of active target nodes is t∈T f t (x), which is monotone and DR-submodular [6] . The traditional budget setting is a size constraint, i.e., |x| ≤ B and x ≥ 0, which is a simple polytope. We here generalize it to a convex polytope P.
We compare LDGM with the gradient-based algorithms, FW [6] and SCG [17] . The number of iterations is set to 40 for all algorithms, as using more than 40 iterations will not bring much improvement. For SCG, the step size at t-th iteration is set to be 4 (t+8) 2/3 . To empirically compare these algorithms on budget allocation, we use a bipartite graph G = (V, T ; E) with 50 source nodes, 80 target nodes and 120 edges. For the polytope constraint, we first uniformly randomly choose the vertex set E with 80 vertices, and then let the polytope P = k · conv(E), where k is a parameter we use to control how large is P. The 120 edges between source nodes and target nodes are randomly generated, and we select each p i uniformly from [0, 0.4].
We then consider two different settings. For the noiseless case (a), LDGM has access to the exact function value, and FW and SCG have access to the exact gradient. For LDGM, the lookahead parameter γ is set to be 1. We also enumerate vertices to choose the best vertex as a baseline. For the noisy case (b), we focus on the situation that only noisy function values can be obtained. We assume additive noise uniformly chosen in [−0.5, 0.5], i.e., instead of returning f (x), a function call returns f (x) + . As we want to keep the algorithms with the same computation time, we use forward difference with step size a to estimate the gradient. Note that the choice of a is crucial to have a good estimation, and the tunning process is time-consuming. We tuned a to be 2.8 to let SCG and FW perform nearly the best. In the noise environment, the lookahead parameter γ is set to be 8 in LDGM.
The results are plotted in Figure 1 . We can observe that if without noise, LDGM, FW and SCG perform nearly the same, outperforming the best vertex baseline. When noise is introduced, LDGM is better than all the other algorithms. Note that SCG is always better than FW under noise, which is due to the averaging technique in the update procedure of SCG.
Conclusion
In this paper, we propose a derivative-free algorithm LDGM for maximizing monotone (weakly) DR-submodular continuous functions under a convex polytope constraint. We prove that LDGM can achieve the same approximation guarantee as the best previous gradient-based algorithm. We also show that LDGM can be more robust to noise than gradient-based algorithms. Experiments on budget allocation show the effectiveness of LDGM.
