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Abstract
In this paper we construct the Differential calculus on the Hopf Group Coalgebra in-
troduced by Turaev [10]. We proved that the concepts introduced by S.L.Woronowicz
in constructing Differential calculus on Hopf Compact Matrix Pseudogroups (Quantum
Groups)[7] can be adapted to serve again in our construction.
Introduction
Quantum groups, from a mathematical point of view, may be introduced by making emphasis
on their q−deformed enveloping algebra aspects [1,2], which leads to the quantized enveloping
algebras, or by making emphasis in the R−matrix formalism that describes the deformed group
algebra. Also, they are mathematically well defined in the framework of Hopf algebra [3]. Quan-
tum groups provide an interesting example of non-commutative geometry[4]. Non-commutative
differential calculus on quantum groups is a fundamental tool needed for many applications [5,6].
S.L.Woronowicz [7] gave the general framework for bicovariant differential calculus on quan-
tum groups following general ideas of A.Connes. Also, He showed that all important notions and
formulae of classical Lie group theory admit a generalization to the quantum group case and he
has restricted himself to compact matrix pseudogroups as introduced in [8].In contrast to the
classical differential geometry on Lie groups, there is no functorial method to obtain a unique
bicovariant differential calculus on a given quantum group [9].
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Recently, Quasitriangular Hopf π−coalgebras are introduced by Turaev [10]. He has showed
that they give rise to crossed π−categories. Virelizier [11] studied the algebraic properties of
the Hopf π−coalgebras, also he has showed that the existence of integrals and trace for such
coalgebras and has generalized the main properties of the quasitriangular Hopf algebras to the
setting of Hopf π−coalgebra.
In this paper we will use the concepts introduced by S.L.Woronowicz [7] to construct the Dif-
ferential calculus on the Hopf group coalgebra(introduced by Turaev [10]). We briefly describe
the content of the paper.In section one we give the definition of Hopf group coalgebras [11]. In
section two, we give the main definitions and theorems concerning first order differential calcu-
lus. Section three contains the construction of the π−graded Bicovariant bimodules. Finally, in
section four we construct the first order differential calculus on the Hopf group coalgebra.
Now let us give some basic definitions about Hopf π−coalgebra
1 Hopf Group Coalgebra
Definition 1.1. A π−coalgebra is a family C = {Cα}α∈pi of k−linear spaces endowed with
a family ∆ = {∆α,β : Cαβ → Cα ⊗ Cβ}α,β∈pi of k−linear maps (the comultiplication) and a
k−linear map ε : C1 → k such that
• ∆ is coassociative in the sense that for any α, β, γ ∈ π,
(∆α,β ⊗ id)∆αβ,γ = (id⊗∆β,γ)∆α,βγ ,
• for all α ∈ π,
(id⊗ ε)∆α,1 = (ε⊗ id)∆1,α.
Sweedler’s notation In the case of Hopf group coalgebra Sweedler’s notations have been ex-
tended by Turaev and Virelizier in the following way: for any α, β ∈ π and c ∈ Cαβ , they
defined
∆α,β(c) =
∑
(c)
c(1,α) ⊗ c(2,β) ∈ Cα ⊗ Cβ.
or shortly, if we have the summation implicit
∆α,β(c) = c(1,α) ⊗ c(2,β).
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The coassociativity axiom gives that , for any α, β, γ ∈ π and c ∈ Cαβ,γ
c(1,αβ)(1,α) ⊗ c(1,αβ)(2,β) ⊗ c(2,γ) = c(1,α) ⊗ c(2,βγ)(1,β) ⊗ c(2,βγ)(2,γ).
Let C = ({Cα}α∈pi,∆, ε) be a π−coalgebra and A be an algebra with multiplication m and
unit element 1A. The family ∆ and the map m induce a map
∗ : conv(C,A)⊗ conv(C,A)→ conv(C,A)
defined by the composition
Hom(Cα, A)⊗Hom(Cβ, A)
ρ
−→ Hom(Cα ⊗ Cβ, A⊗ A)
Hom(∆α,β ,m)
−→
Hom(Cαβ, A)
where ρ is the natural injection of Hom(Cα, A)⊗Hom(Cβ, A) into Hom(Cα ⊗ Cβ, A⊗ A)
The map ∗ is called convolution product of f, g
Also, the maps
ε : C1 −→ k and η : k −→ A
induce a map
ηConv(C,A) : k −→ Conv(C,A)
defined by
(ηConv(C,A)(λ))(c) = ε(c)η(λ)
for all c ∈ C1.
Lemma 1.1. The k-space
Conv(C,A) =
⊕
α∈pi
Hom(Cα, A)
endowed with the convolution product ∗ and the unit element ε1A is a π−graded algebra called
the convolution algebra.
Remark 1.1. If we put A = k in the above lemma the π−graded algebra Conv(C, k) =
⊕
α∈pi C
∗
α
is called dual to C and denoted by C∗.
Definition 1.2. A Hopf π− coalgebra is a π−coalgebra H = ({Hα}α∈pi,∆, ε) endowed with a
family
S = {Sα : Hα → Hα−1}α∈pi
of k−linear maps called the antipode such that
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(1) Each Hα is an algebra with multiplication mα and unit element 1α ∈ Hα,
(2) The linear maps
∆α,β : Hαβ → Hα ⊗Hβ,
ε : H1 → k.
are algebra maps for all α, β ∈ A,
(3) For any α ∈ π
mα(Sα−1 ⊗ id)∆α−1,α = mα(id⊗ Sα−1)∆α,α−1 .
Remark 1.2. If H = ({Hα}α∈pi,∆, ε, S) is a Hopf π−coalgebra then axiom (3) says that Sα is the
inverse of IH
α−1
in the convolution algebra Conv(H,Hα−1).
Remark 1.3. (H1,∆1,1, ε, S1) is a classical Hopf algebra
Lemma 1.2. Let H = ({Hα}α∈pi,∆, ε, S) be a Hopf π−coalgebra. then
1. ∆β−1,α−1Sαβ = σHα−1 ,Hβ−1 (Sα ⊗ Sβ)∆α,β for any α, β ∈ π,
2. ε(S1) = ε,
3. Sα(ab) = Sα(b)Sα(a) for any α ∈ π and a, b ∈ A,
4. S1α = 1α−1 for any α ∈ π.
Definition 1.3. Let C = ({Cα}α∈pi,∆, ε) be a π−coalgebra. A right π−comodule over C is a
family M = {Mα}α∈pi of k−linear spaces endowed with a family ρ = {ρα,β : Mαβ−→Mα⊗Cβ} of
k−linear maps (the structure maps) such that
• For any α, β, γ ∈ π
(ρα,β ⊗ id)ραβ,γ = (id⊗∆β,γ)ρα,βγ ∗
• For any α ∈ π
(id⊗ ε)ρα,1 = id ∗∗
Definition 1.4. A π−subcomodule of M is a family N = {Nα}α∈pi where Nα is a k−linear
subspace of Mα such that for all α, β ∈ π
ρα,β(Nαβ) ⊂ Nα ⊗ Cβ
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Definition 1.5. A π−comodule morphism between to right π−comodules M and M ′ over a
π−coalgebra C (with structure maps ρ and ρ′, respectively) is a family f = {fα : Mα −→ M
′
α}
of k−linear maps such that for all α, β ∈ π
ρ′α,β(fαβ) = (fα ⊗ id)ρα,β
Sweedler’s notation
For any α, β ∈ π and m ∈Mα,β we write
ρα,β(m) = m(0,α) ⊗m(1,β) ∈Mα ⊗ Cβ
also the axiom
(ρα,β ⊗ id)ραβ,γ = (id⊗∆β,γ)ρα,βγ
can be written as
m(0,αβ)(0,α) ⊗m(0,αβ)(1,β) ⊗m(1,γ) = m(0,α) ⊗m(1,βγ)(1,beta) ⊗m(1,βγ)(2,γ)
This elements of Mα ⊗ Cβ ⊗ Cγ is written as m(0,α) ⊗m(1,β) ⊗m(2,γ)
2 Basic Definitions of differential calculus
Definition 2.1. Let A = {Aα}α∈pi be a Hopf group coalgebra ,Γ = {Γα}α∈pi be a π− graded
bimodule over A , and
d = {dα : Aα −→ Γα} 2.1
be a family of linear maps. We say that (Γ, d) is a π−graded first order differential calculus
over A if for any α ∈ π
1. For any a, b ∈ Aα
dα(ab) = dα(a)b+ adα(b) 2.2
2. Any element ρ ∈ Γα is of the form
ρ =
n∑
k=1
akdαbk , ak, bk ∈ Aα
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Definition 2.2. Two π−graded first order differential calculi are said to be isomorphic if there
exists a family of bimodule isomorphisms i =
{
iα : Γα −→ Γ
′
α
}
such that
iα (dαa) = d
′
αa, for all a ∈ Aα, α ∈ π.
Let A = {Aα}α∈pi be a Hopf group coalgebra , mα : Aα ⊗ Aα −→ Aα be the multiplication
defined on Aα for each α. Define A
2 = {A2α}α∈pi such that
A2α = {q ∈ Aα ⊗Aα, mα (q) = 0} 2.3
By definition A2α is a linear subspace of Aα⊗Aα for each α ∈ π .On A
2 define an A−bimodule
structure as
For any α ∈ π, c ∈ Aα,
∑
k ak ⊗ bk ∈ A
2
α
c
(∑
k
ak ⊗ bk
)
=
∑
k
cak ⊗ bk 2.4
(∑
k
ak ⊗ bk
)
c =
∑
k
ak ⊗ bkc 2.5
Define D = {Dα}α∈pi by
Dα (b) = 1α ⊗ b− b⊗ 1α,
for all b ∈ Aα, α ∈ π
It is clear that mα (Dα (b)) = 0,i.e.Dα (b) ∈ A
2
α. Moreover
Dα (ab) = 1α ⊗ ab− ab⊗ 1α
= 1α ⊗ ab− a⊗ b+ a⊗ b− ab⊗ 1α
= (1α ⊗ a− a⊗ 1α) b+ a (1α ⊗ b− b⊗ 1α)
= Dα (a) b+ aDα (b)
Proposition 2.1. Let N = {Nα}α∈pi be a π−graded sub-bimodule of A
2,Γ = A2/N , π =
{πα : A
2
α −→ Γα} be the family of canonical epimorphisms , and d = {dα = πα ◦Dα}α∈pi . Then
Γ =
(
{Γα}α∈pi , d
)
is a first order differential calculus over A.Any other π−graded first order
differential calculus over A can be obtained in this way.
Proof. By definition of Γ = {Γα}α∈pi ,Γ is a π−graded bimodule over A.Moreover ,by definition
of d = {dα = πα ◦Dα}α∈pi we find that Γ =
(
{Γα}α∈pi , d
)
is a π−graded first order differential
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calculus over A. It remains to show that any π−graded first order differential calculus over A
can be obtained in this way.
Let Γ =
(
{Γα}α∈pi , d
)
be any other π−graded first order differential calculus over A .We have
for each α ∈ π,
∑
k ak ⊗ bk ∈ A
2
α, c ∈ Aα
∑
k
cakdαbk = c
(∑
k
akdαbk
)
and
∑
k
akdα (bkc) =
(∑
k
akdαbk
)
c +
(∑
k
akbk
)
dαc
=
(∑
k
akdαbk
)
c
i.e. the family π = {πα : A
2
α −→ Γα}defined by the formula
πα
(∑
k
ak ⊗ bk
)
=
∑
k
akdαbk 2.6
is a bimodule morphism.We will show that πα is surjective for each α ∈ π.
Let ρ ∈ Γα such that
ρ =
∑
k
akdαbk, ak, bk ∈ Aα
Define an element q ∈ Aα⊗ Aα by
q =
∑
k
ak ⊗ bk − akbk ⊗ 1α
It is clear that mαq = 0 , i.e. q ∈ A
2
α .Moreover ,
πα (q) =
∑
k
akdαbk − akbkdα1α
=
∑
k
akdαbk
= ρ
therefore πα is surjective for each α ∈ π.
ker π = {ker πα}α∈pi
=
{∑
k
ak ⊗ bk ∈ A
2
α,
∑
k
akdαbk = 0
}
α∈pi
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Taking
N = {Nα = ker πα = {
∑
k
ak ⊗ bk ∈ A
2
α
∑
k
akdαbk = 0}}α∈pi 2.7
then Γ can be identified by A2/N and for any b ∈ Aα
παDα (b) = πα (1α ⊗ b− b⊗ 1α)
= dαb− bdα1α
= dαb.
Definition 2.3. Let Γ =
(
{Γα}α∈pi , d
)
be a π−graded first order differential calculus over A.We
say that Γ =
(
{Γα}α∈pi , d
)
is left covariant if for any α, β ∈ π
∑
k
akdαβbk =⇒
∑
k
∆α,β (ak) (id⊗ dβ)∆α,β (bk) = 0 2.8
for any ak, bk ∈ Aαβ, k = 1, 2, ......, n.
Proposition 2.2. Let Γ =
(
{Γα}α∈pi , d
)
be a left covariant π−graded first order differential
calculus over A.Then there exists a family of linear mappings
∆l =
{
∆lα,β : Γαβ −→ Aα ⊗ Γβ
}
2.9
such that
1. For any a ∈ Aαβ, ρ ∈ Γαβ
∆lα,β (aρ) = ∆α,β (a)∆
l
α,β (ρ) 2.10
∆lα,β (ρa) = ∆
l
α,β (ρ)∆α,β (a) 2.11
2. For any α, β, γ ∈ π
(∆α,β ⊗ id)∆
l
αβ,γ =
(
id⊗∆lβ,γ
)
∆lα,βγ 2.12
3. For any ρ ∈ Γα
(ε⊗ id)∆l1,α (ρ) = ρ 2.13
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4. For any α, β ∈ π
∆lα,βdαβ = (id⊗ dβ)∆α,β (a)
Proof. Let ∆l =
{
∆lα,β
}
α,β∈pi
where ∆lα,β : Γαβ −→ Aα ⊗ Γβ is defined by
∆lα,β
(
n∑
k=1
akdαβbk
)
=
n∑
k=1
∆α,β (ak) (id⊗ dβ)∆α,β (bk)
where ak, bk ∈ Aαβ, α, β ∈ π. Then by definition for each α, β ∈ π ∆
l
α,β is a well defined linear
map.
1. Let a ∈ Aαβ , ρ ∈ Γαβ , ρ =
∑n
k=1 akdαβbk, ak, bk ∈ Aαβ
∆lα,β (ρa) = ∆
l
α,β
((∑
k
akdαβbk
)
a
)
= ∆lα,β
(∑
k
akdαβ (bka)−
∑
k
akbkdαβa
)
=
∑
k
(∆α,β (ak) (id⊗ dβ)∆α,β (bka)−∆α,β (akbk) (id⊗ dβ)∆α,β (a))
=
∑
k
∆α,β (ak) ((id⊗ dβ)∆α,β (bka)−∆α,β (bk) (id⊗ dβ)∆α,β (a))
=
∑
k
∆α,β (ak) ((id⊗ dβ)
(
bk(1,α)a(1,α) ⊗ bk(2,β)a(2,β)
)
− bk(1,α)a(1,α) ⊗ bk(2,β)dβa(2,β))
=
∑
k
∆α,β (ak) (bk(1,α)a(1,α) ⊗ dβ
(
bk(2,β)a(2,β)
)
− bk(1,α)a(1,α) ⊗ bk(2,β)dβa(2,β))
=
∑
k
∆α,β (ak) [(bk(1,α)a(1,α) ⊗ dβbk(2,β)a(2,β) + bk(1,α)a(1,α) ⊗ bk(2,β)dβa(2,β))− bk(1,α)a(1,α)
⊗bk(2,β)dβa(2,β)]
=
∑
k
∆α,β (ak)
(
bk(1,α)a(1,α) ⊗ dβbk(2,β)a(2,β)
)
=
(∑
k
∆α,β (ak) (id⊗ dβ)∆α,β (bk)
)
∆α,β (a)
= ∆lα,β
(∑
k
akdαβbk
)
∆α,β (a)
= ∆lα,β (ρ)∆α,β (a)
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and
∆lα,β (aρ) = ∆
l
α,β
(
a
∑
k
akdαβbk
)
= ∆lα,β
(∑
k
aakdαβbk
)
=
∑
k
∆α,β (aak) (id⊗ dβ)∆α,β (bk)
= ∆α,β (a)
∑
k
∆α,β (ak) (id ⊗ dβ)∆α,β (bk)
= ∆α,β (a)∆
l
α,β
(∑
k
akdαβbk
)
= ∆α,β (a)∆
l
α,β (ρ)
2. Let adαβγb ∈ Γαβγ,with a, b ∈ Aαβγ , then we compute
(∆α,β ⊗ id)∆
l
αβ,γ (adαβγb) = (∆α,β ⊗ id) (∆αβ,γ (a) (id⊗ dγ)∆αβ,γ (b))
= (∆α,β ⊗ id)∆αβ,γ (a) (∆α,β ⊗ id) (id⊗ dγ)∆αβ,γ (b)
= (∆α,β ⊗ id)∆αβ,γ (a) (id⊗ id⊗ dγ) (∆α,β ⊗ id)∆αβ,γ (b)
On the other hand
(
id⊗∆lβ,γ
)
∆lα,βγ (adαβγb) =
(
id⊗∆lβ,γ
)
(∆α,βγ (a) (id⊗ dβγ)∆α,βγ (b))
=
(
id⊗∆lβ,γ
) (
a(1,α)b(1,α) ⊗ a(2,βγ)dβγb(2,βγ)
)
= a(1,α)b(1,α) ⊗ a(2,β)b(2,β) ⊗ a(3,γ)dγb(3,γ)
= (id⊗∆β,γ)∆α,βγ (a) (id⊗ id⊗ dγ) (id⊗∆β,γ)∆α,βγ (b)
3. For α ∈ π let adαb ∈ Γα, a, b ∈ Aα
(ε⊗ id)∆l1,α (adαb) = (ε⊗ id) (∆1,α (a) (id⊗ dα)∆1,α (b))
= ε
(
a(1,1)b(1,1)
)
a(2,α)dαb(2,α)
= ε
(
a(1,1)
)
a(2,α)ε
(
b(1,1)
)
dαb(2,α)
= adαb.
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4. Let a ∈ Aαβ
∆lα,βdαβ (a) = ∆
l
α,β (dαβ (a))
= ∆α,β (1αβ) (id⊗ dβ)∆α,β (a)
= (1α ⊗ 1β) (id⊗ dβ)∆α,β (a)
= (id⊗ dβ)∆α,β (a)
Definition 2.4. Let Γ =
(
{Γα}α∈pi , d
)
be a π−graded first order differential calculus over A.We
say that Γ =
(
{Γα}α∈pi , d
)
is right covariant if for any α, β ∈ π
n∑
k=1
akdαβbk =⇒
n∑
k=1
∆α,β (ak) (dα ⊗ id)∆α,β (bk) = 0 2.14
We say that Γ =
(
{Γα}α∈pi , d
)
is bicovariant if it is left and right covariant.
Proposition 2.3. Let Γ =
(
{Γα}α∈pi , d
)
be a right covariant π−graded first order differential
calculus over A. Then there exists a family of linear mappings
∆r =
{
∆rα,β : Γαβ −→ Γα ⊗ Aβ
}
2.15
such that
1. For any a ∈ Aαβ, ρ ∈ Γαβ
∆rα,β (aρ) = ∆α,β (a)∆
r
α,β (ρ)
∆rα,β (ρa) = ∆
r
α,β (ρ)∆α,β (a)
2.16
2. for any α, β, γ ∈ π
(id⊗∆β,γ)∆
r
α,βγ = (∆
r
α,β ⊗ id)∆
r
αβ,γ 2.17
3. For any ρ ∈ Γα
(id⊗ ε)∆rα,1 (ρ) = ρ 2.18
4. for any α, β, γ ∈ π
∆rα,βdα,β = (dα ⊗ id)∆α,β
Proof. Similar to that of proposition 2.2 , where for any α, β, γ ∈ π ak, bk ∈ Aαβ .
∆rα,β
(∑
k
akdαβbk
)
=
∑
k
∆α,β (ak) (dα ⊗ id)∆α,β (bk) 2.19
11
Proposition 2.4. Let Γ =
(
{Γα}α∈pi , d
)
be a bicovariant π−graded first order differential cal-
culus overA, ∆l,∆r be the families of linear mappings introduced by proposition 2.2,2.3.Then we
have. (
id⊗∆rβ,γ
)
∆lα,βγ (adαβγb) =
(
∆lα,β ⊗ id
)
∆rαβ,γ (adαβγb) 2.20
Proof. Let a, b ∈ Aαβγ
(
id⊗∆rβ,γ
)
∆lα,βγ (adαβγb) =
(
id⊗∆rβ,γ
)
(∆α,βγ (a) (id⊗ dβγ)∆α,βγ (b))
= (id⊗∆β,γ)∆α,βγ (a) (id⊗ dβ ⊗ id) (id⊗∆β,γ)∆α,βγ (b)
On the other hand
(
∆lα,β ⊗ id
)
∆rαβ,γ (adαβγb) =
(
∆lα,β ⊗ id
)
(∆αβ,γ (a) (id⊗ dγ)∆αβ,γ (b))
= (∆α,β ⊗ id)∆αβ,γ (a) (id⊗ dβ ⊗ id) (∆α,β ⊗ id)∆α,βγ (b)
Using the coassociativity property we find that equation 2.20 holds.
3 π−graded Bicovariant bimodules
Throughout this section let A = {Aα}α∈pi be a hopf group coalgebra
Definition 3.1. let Γ = {Γα}α∈pi be a π−graded bimodule over A , ∆
l =
{
∆lα,β : Γαβ −→ Aα ⊗ Γβ
}
α,β∈pi
be a family of linear maps .We say that Γ =
(
{Γα}α∈pi ,∆
l
)
is a left covariant π-graded bimodule
over A if
1. For any a ∈ Aαβ , ρ ∈ Γαβ α, β ∈ π
∆lα,β (aρ) = ∆α,β (a)∆
l
α,β (ρ) (3.1)
∆lα,β (ρa) = ∆
l
α,β (ρ)∆α,β (a) (3.2)
2. For all α, β, γ ∈ π.
(∆α,β ⊗ id)∆
l
αβ,γ = (id⊗∆
l
β,γ)∆
l
α,βγ (3.3)
3. For any ρ ∈ Γα,α ∈ π
(ε⊗ id)∆l1,α (ρ) = ρ (3.4)
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Definition 3.2. Let Γ = {Γα}α∈pibe a π−graded bimodule over A , ∆
r =
{
∆rα,β : Γαβ −→ Γα ⊗Aβ
}
be a family of linear maps .We say that Γ =
(
{Γα}α∈pi ,∆
r
)
is a right covariant π−graded bimod-
ule over A if
1. For any a ∈ Aαβ, ρ ∈ Γαβ
∆rα,β (aρ) = ∆α,β (a)∆
r
α,β (ρ) (3.5)
∆rα,β (ρa) = ∆
r
α,β (ρ)∆α,β (a) (3.6)
2. For α, β, γ ∈ π.
(∆α,β ⊗ id)∆
r
αβ,γ = (id⊗∆
r
β,γ)∆
r
α,βγ (3.7)
3. For any ρ ∈ Γα,α ∈ π
(id⊗ ε)∆rα,1 (ρ) = ρ (3.8)
Definition 3.3. let Γ = {Γα}α∈pi be a π−graded bimodule over A , ∆
l =
{
∆lα,β : Γαβ −→ Aα ⊗ Γβ
}
α,β∈pi
,
and ∆r =
{
∆rα,β : Γαβ −→ Γα ⊗ Aβ
}
be two families of linear maps .We say that Γ =
(
{Γα}α∈pi ,∆
l,∆r
)
is a bicovariant π-graded bimodule over A if
1. Γ =
(
{Γα}α∈pi ,∆
l
)
is a left covariant π-graded bimodule over A.
2. Γ =
(
{Γα}α∈pi ,∆
r
)
is a right covariant π-graded bimodule over A.
3. For all α, β, γ ∈ π.
(∆lα,β ⊗ id)∆
r
αβ,γ = (id⊗∆
r
β,γ)∆
l
α,βγ (3.9)
Definition 3.4. Let Γ =
(
{Γα}α∈pi ,∆
l
)
be a left covariant π-graded bimodule over A .For any
α ∈ π an element ρ ∈ Γα is said to be left invariant if
∆l1,α (ρ) = 11 ⊗ ρ (3.10)
Denote by invΓ = {invΓα}α∈pi the set of all left invariant elements of Γ. Clearly , invΓα is a
linear subspace of Γα for each α ∈ π.
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Lemma 3.1. Let Γ =
(
{Γα}α∈pi ,∆
l
)
be a left covariant π-graded bimodule over A,inv Γ =
{invΓα}α∈pi be the linear subspace of all left invariant elements of Γ. Then there exists a family
P = {Pα : Γ1 −→ Γα}α∈pi (3.11)
of mappings such that
Pα (bρ) = ε (b)Pα (ρ) (3.12)
for any b∈ A1, ρ ∈ Γ1, α ∈ π.
Moreover , for any ρ ∈ Γα , α ∈ π we have
ρ =
∑
k
akPα (ρk) (3.13)
where ak , ρk are elements of Aα , Γ1 respectively such that
∆lα,1 (ρ) =
∑
k
ak ⊗ ρk (3.14)
And equation 3.13 can be uniquely written in this form.
Proof. For any α ∈ π , ρ ∈ Γ1 set
Pα (ρ) =
∑
k
Sα−1 (ak) ρk (3.15)
where
∆lα−1,α (ρ) =
n∑
k=1
ak ⊗ ρk
Recall that for any α, β ∈ π , a ∈ Aβ−1 where ∆β−1α−1,α (a) = a(1,β−1α−1) ⊗ a(2,α)we have
∆α,β
(
Sβ−1α−1
(
a(1,β−1α−1)
)) (
a(2,α) ⊗ 1β
)
= σAβ ,Aα
(
Sβ−1
(
a(1,β−1)
)
⊗ Sα−1
(
a(2,α−1)
)) (
a(3,α) ⊗ 1β
)
= Sα−1
(
a(2,α−1)
)
a(3,α) ⊗ Sβ−1
(
a(1,β−1)
)
= ε
(
a(2,1)
)
1α ⊗ Sβ−1
(
a(1,β−1)
)
= 1α ⊗ ε
(
a(2,1)
)
Sβ−1
(
a(1,β−1)
)
= 1α ⊗ Sβ−1
(
a(1,β−1)ε
(
a(2,1)
))
= 1α ⊗ Sβ−1 (a)
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then we have
∆α,β
(
Sβ−1α−1
(
a(1,β−1α−1)
)) (
a(2,α) ⊗ 1β
)
= 1α ⊗ Sβ−1 (a) (3.16)
For any ρ ∈ Γ1 , α ∈ π set
∆lα−1,α (ρ) =
∑
k
ak ⊗ ρk
∆l1,α (ρk) =
∑
l
bkl ⊗ ρkl
∆α−1,1 (ak) =
∑
m
ckm ⊗ dkm
Using equation 3.3 we have
∑
k,l
ak ⊗ bkl ⊗ ρkl =
∑
k,m
ckm ⊗ dkm ⊗ ρk (3.17)
We compute
∆l1,α (Pα (ρ)) = ∆
l
1,α
(∑
k
Sα−1 (ak) ρk
)
=
∑
k
∆1,α (Sα−1 (ak))∆
l
1,α (ρk)
=
∑
k,l
∆1,α (Sα−1 (ak)) (bkl ⊗ ρkl)
=
∑
k,l
∆1,α (Sα−1 (ckm)) (dkm ⊗ ρk)
=
∑
k,l
∆1,α (⊗Sα−1 (ckm)) (dkm ⊗ 1α) (11 ⊗ ρk)
=
∑
k
(11 ⊗ Sα−1 (ak)) (11 ⊗ ρk)
(using 3.16 for α = 1, β = α)
= 11 ⊗
∑
k
Sα−1 (ak) ρk
= 11 ⊗ Pα (ρ)
This shows that Pα (ρ) is left invariant element in Γα for each α ∈ π.
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To prove 3.12 , let b ∈ A1 , ρ ∈ Γ1 , set
∆α−1,α (b) =
∑
k
bk ⊗ dk
∆lα−1,α (ρ) =
∑
l
cl ⊗ ρl
∆lα−1,α (bρ) = ∆α−1,α (b)∆
l
α−1,α (ρ)
=
∑
k,l
bkcl ⊗ dkρl
Then
Pα (bρ) =
∑
k,l
Sα−1 (bkcl) dkρl
=
∑
k,l
Sα−1 (cl)Sα−1 (bk) dkρl
=
∑
l
Sα−1 (cl) ε (b) ρl
= ε (b)
∑
l
Sα−1 (cl) ρl
= ε (b)Pα (ρ)
To prove 3.13. Let α ∈ π, ρ ∈ Γα.Set
∆l1,α (ρ) =
∑
m
dm ⊗ ̺m
∆lα−1,α (ρk) =
∑
n
bkn ⊗ ρkn
∆α,α−1 (dm) =
∑
l
dml ⊗ cml
where
∆lα,1 (ρ) =
∑
k
ak ⊗ ρk (3.18)
using equation 3.3 we have
(∆α,α−1 ⊗ id)∆
l
1,α =
(
id⊗∆lα−1,α
)
∆lα,1
i.e. ∑
m,l
dml ⊗ cml ⊗ ̺m =
∑
k,n
ak ⊗ bkn ⊗ ρkn (3.19)
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Then using equation 3.4 we have
ρ = (ε⊗ id)∆l1,α (ρ)
=
∑
m
ε (dm) ̺m
=
∑
m,l
dmlSα−1 (cml) ̺m
=
∑
k,n
akSα−1 (bkn) ρkn
=
∑
m
akPα (ρk)
Finally ,to prove the uniqueness of expression 3.13 let P
′
=
{
P
′
α : Γ1 −→inv Γα
}
be another
family of mappings satisfying that for ρ ∈ Γα
ρ =
∑
k
akP
′
α (ρk) (3.20)
where ak , ρk are elements of Aα , Γ1 respectively such that
∆lα,1 (ρ) =
∑
k
ak ⊗ ρk
Let ρ ∈ Γα such that ∆
l
α,1 (ρ) =
∑
k ak ⊗ ρk .Then using 3.13
ρ =
∑
k
akPα (ρk)
But using 3.20 we have
ρ =
∑
k
akP
′
α (ρk)
Subtracting the above two equations we obtain
0 =
∑
k
ak
(
Pα (ρk)− P
′
α (ρk)
)
Assuming that all a,ks all linearly independent we get
Pα (ρk) = P
′
α (ρk) k = 1, 2, ..., n.
which proves the uniqueness of expression 3.13.
Lemma 3.2. Let Γ =
(
{Γα}α∈pi ,∆
l
)
be a left covariant π-graded bimodule over A . Then , for
any α, β ∈ π, ρ ∈inv Γαβ we have
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∆lα,β (ρ) = 1α ⊗ ̺ (3.21)
where ̺ ∈inv Γβ.
Proof. Let α, β ∈ π, ρ ∈inv Γαβ ,then using lemma 3.1 , and since the mappings Pα are onto for
each α ∈ π then there exists an element ξ ∈ Γ1 such that
ρ = Pαβ (ξ) (3.22)
Set
∆lβ−1α−1,αβ (ξ) =
∑
k
ak ⊗ ξk
∆lα,β (ξk) =
∑
l
ckl ⊗ ξkl
∆lβ−1,β (ξ) =
∑
m
bm ⊗ ρm
and
∆lβ−1α−1,α (bm) =
∑
n
bmn ⊗ dmn (3.23)
Using equation 3.3 ∑
k,l
ak ⊗ ckl ⊗ ξkl =
∑
m,n
bmn ⊗ dmn ⊗ ρm (3.24)
Applying ∆lα,β to both sides of 3.22, using 3.24 and 3.16 , we get
∆lα,β (ρ) = ∆
l
α,β (Pαβ (ξ))
=
∑
k
∆lα,β (Sβ−1α−1 (ak) ξk)
=
∑
k
∆α,β (Sβ−1α−1 (ak))∆
l
α,β (ξk)
=
∑
k,l
∆α,β (Sβ−1α−1 (ak)) (ckl ⊗ ξkl)
=
∑
m,n
∆α,β (Sβ−1α−1 (bmn)) (dmn ⊗ ρm)
=
∑
m,n
∆α,β (Sβ−1α−1 (bmn)) (dmn ⊗ 1β) (1α ⊗ ρm)
=
∑
m
(1α ⊗ Sβ−1 (bm)) (1α ⊗ ρm)
= 1α ⊗
∑
m
Sβ−1 (bm) ρm
= 1α ⊗ Pβ (ξ)
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But from lemma 3.1 Pβ(ξ) ∈inv Γβ and hence the lemma is proved.
Let A = ({Aα}α∈pi,∆, ε, S) be a hopf π−coalgebra. Throughtout the next dealing we will
consider that A is endowed with a family of linear maps Ψ = {Ψα : Aα −→ A1} of k-linear maps
such that for each α ∈ π ,Ψα is an algebra map.For each α ∈ π ,define the map Eα to be the
composition
Aα −→ A1 −→ k
i.e.
Eα = εΨα (3.25)
Clearly, for each α ∈ π Eα is an algebra map for let a, b ∈ Aα .Then
Eα (ab) = ε (Ψα (ab))
= ε (Ψα (a) Ψα (b))
= ε (Ψα (a) ) ε ( Ψα (b))
= Eα (a)Eα (b)
Eα (1α) = ε (Ψα (1α))
= ε (11)
= 1k
Moreover, Eα is linear being the composition of two linear maps.
Theorem 3.3. Let Γ =
(
{Γα}α∈pi ,∆
l
)
be a π−graded left covariant bimodule over A,{ωαi }α∈pibe
a basis of invΓα, of all left invariant elements of Γα for each α ∈ π .Then
1. For any α ∈ π ,any element ρ ∈ Γα is of the form
ρ =
∑
i
aiωi (3.26)
where ai
,s ∈ Aα are uniquely determined , ω
,
is ∈inv Γα ,for any α ∈ π .
2. For any α ∈ π ,any element ρ ∈ Γα is of the form
ρ =
∑
i
ωibi (3.27)
where bi
,s ∈ Aα are uniquely determined , ω
,
is ∈inv Γα ,for any α ∈ π .
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3. There exists linear functionals fij ∈ A
′
= ⊕α∈piA
′
α such that for any α ∈ π
ωib =
∑
j
(fij ∗ b)ωj (3.28)
aωi =
∑
j
ωj
((
fij ◦ S
−1
1
)
∗ a
)
(3.29)
where a, b ∈ Aα, ω
,
is, ω
,
js ∈inv Γα .These functionals are uniquely determined by 3.28. They
satisfy the following relations
fij(ab) =
∑
k
fik(a)fkj(b) (3.30)
for any i, j ∈ I , a, b ∈ Aα .Moreover
fij(1α) = δij (3.31)
Remark 3.1. Any functional fij ∈ A
′
= ⊕α∈piA
′
α is of the form fij =
∑
α f
α
ij where
fαij (a) = 0 if a /∈ Aα
Proof. To prove 1: For any α ∈ π let ρ ∈ Γα. Using 3.13 we have that ρ =
∑
i aiωi , with
ω,is ∈inv Γα . To prove uniqueness assume that ρ =
∑
i aiωi. Then , using 3.1, 3.21
∆lα,1 (ρ) = ∆
l
α,1
(∑
i
aiωi
)
=
∑
i
∆α,1 (ai)∆
l
α,1 (ωi)
=
∑
i
(
ai(1,α) ⊗ ai(2,1)
)
(1α ⊗ ξi) , ξi ∈inv Γ1
=
∑
i
ai(1,α) ⊗ ai(2,1)ξi
Applying (id⊗ P1) to both sides of the above equation ,we get
(id⊗ P1)∆
l
α,1 (ρ) = (id⊗ P1)
∑
i
ai(1,α) ⊗ ai(2,1)ξi
=
∑
i
ai(1,α) ⊗ P1
(
ai(2,1)ξi
)
=
∑
i
ai(1,α) ⊗ ε
(
ai(2,1)
)
P1 (ξi)
=
∑
i
ai(1,α)ε
(
ai(2,1)
)
⊗ P1 (ξi)
=
∑
i
ai ⊗ P1 (ξi)
=
∑
i
ai ⊗ ξi
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since P1 (ξi) = ξi for any ξi ∈inv Γ1 .Since ω
,
is ,i ∈ I are linearly independent , then by linearty
of ∆lα,1 , ξ
,
is are also linearly independent and so the coefficients a
,
is are uniquely determined,
and this proves the uniqueness of the decomposition 3.26. To prove 3: For any α ∈ π , let
b ∈ Aα, ωj ∈inv Γα, j ∈ I . Then ωjb admits a decomposition in the of the form 3.26 .Let F
α
ji (b)
be the coefficients preceding ωi in the decomposition 3.26 i.e.
ωjb =
∑
i
F αji (b)ωi (3.32)
Clearly, F αji (b) are linear mappings acting on Aα. For any a, b ∈ Aα ,and any j ∈ I we have∑
i
F αji (ab)ωi = ωjab
=
∑
h
F αjh (a)ωhb
=
∑
h,i
F αjh (a)F
α
hi (b)ωi
using the uniqueness of the decomposition 3.26 we have
F αji (ab) =
∑
h
F αjh (a)F
α
hi (b) (3.33)
for all i, j ∈ I, α ∈ π, a, b ∈ Aα. Let f
α
ji be linear functionals defined on Aα introduced by the
formula
fαji (a) = Eα
(
F αji (a)
)
= ε
(
Ψα
(
F αji (a)
))
(3.34)
Define fji ∈ A
′
by
fji =
∑
α∈pi
fαji
where for any β ∈ π, a ∈ Aβ
fji (a) =
∑
α∈pi
fαji (a) = f
β
ji (a) (3.35)
Applying Eα to both sides of 3.33 and using 3.34 and 3.35 we have
fji (ab) =
∑
h
fjh (a) fhi (b)
for any a, b ∈ Aα, and hence 3.30 is proven. From 3.30 we get
fjimα (a⊗ b) =
∑
h
(fjh ⊗ fhi) (a⊗ b)
i.e.
fjimα =
∑
h
(fjh ⊗ fhi) (3.36)
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Inserting b = 1α in 3.32 we get
ωj =
∑
i
F αji (1α)ωi
i.e.
F αji (1α) = δji1α
Applying Eα to both sides of the above equation ,and summing over α we get
fji (1α) = δji
and hence 3.31 is proven. To prove 3.28 Recall that from equation 3.32 for any α ∈ π, ωj ∈inv Γα,
b ∈ Aα
ωjb =
∑
i
F αji (b)ωi
Applying ∆lα,1 to both sides of the above equation we obtain
∆lα,1 (ωjb) = ∆
l
α,1
(∑
i
F αji (b)ωi
)
(1α ⊗ ξj)∆α,1 (b) =
∑
i
∆α,1
(
F αji (b)
)
(1α ⊗ ξi)
where ξj, ξi ∈inv Γ1 , i, j ∈ I. On the other hand using 3.32
(1α ⊗ ξj)∆α,1 (b) =
∑
i
(
id⊗ F 1ji
)
∆α,1 (b) (1α ⊗ ξi)
Comparing the last two equations we get
∆α,1
(
F αji (b)
)
=
(
id⊗ F 1ji
)
∆α,1 (b)
Applying (id⊗ ε) to both sides of the above equation , using 3.35 we get
F αji (b) = (id ⊗ fji)∆α,1 (b)
= fji ∗ b
Inserting this result into 3.32 we obtain 3.28. In order to prove 3.29 we have to show that
∑
j
(
fji ∗ fhj ◦ S
−1
1
)
= δihε (3.37)
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Let a ∈ A1 .Then
∑
j
(
fji ∗ fhj ◦ S
−1
1
)
(S1 (a)) =
∑
j
(
fji ⊗ fhj ◦ S
−1
1
)
∆1,1 (S1 (a))
=
∑
j
(
fji ⊗ fhj ◦ S
−1
1
)
σA1,A1 (S1 ⊗ S1)∆1,1 (a)
=
∑
j
(fhj ⊗ fji) (id⊗ S1)∆1,1 (a)
=
∑
j
fhim1 (id ⊗ S1)∆1,1 (a)
=
∑
j
fhi (ε (a) 11)
=
∑
j
fhi (ε (S1 (a)) 11)
=
∑
j
fhi (11) ε (S1 (a))
= δhiε (S1 (a))
i.e. ∑
j
fji ∗
(
fhj ◦ S
−1
1
)
= δihε
Similarly , one can check that ∑
j
(
fjh ◦ S
−1
1
)
∗ fij = δhiε (3.38)
From equation 3.28 we have that for any α ∈ π , b ∈ Aα, ωj ∈inv Γα
ωjb =
∑
h
(fjh ∗ b)ωh
Inserting in this equation b =
(
fjh ◦ S
−1
1
)
∗ a for some a ∈ Aα and summing over j we obtain
∑
j
ωj
(
fjh ◦ S
−1
1
)
∗ a =
∑
j,h
(
fjh ∗
((
fjh ◦ S
−1
1
)
∗ a
))
ωh
=
∑
j,h
((
fjh ∗
(
fjh ◦ S
−1
1
))
∗ a
)
ωh
=
∑
j,h
δih (ε ∗ a)ωh
= aωi
Recall that ε ∗ a = (id ⊗ ε)∆α,1 (a) = a , and hence 3.29 follows.
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To prove 2: For any α ∈ π, ρ ∈ Γα,we have from statement 1 and formula 3.29 that
ρ =
∑
i
aiωi, ai ∈ Aα, ωi ∈inv Γα, i ∈ I
=
∑
i,j
ωj
((
fij ◦ S
−1
1
)
∗ ai
)
=
∑
j
ωjbj ,
where
bj =
∑
i
(
fij ◦ S
−1
1
)
∗ ai ∈ Aα, ∀j ∈ I.
For uniqueness:
Assume that for some bi (i ∈ I only finite number of b
,
is are different from zero)we have:∑
i
ωibi = 0
We have to show that all b′is = 0 (i ∈ I ) .Using the uniqueness of decomposition 3.26 we have∑
i
ωibi = 0
Then ∑
i,j
(fi,j ∗ bi)ωj = 0
∑
i
(fi,j ∗ bi) = 0 ∀j ∈ I
Computing the convolution product with fjh ◦ S
−1
1 summing over j and using 3.38
0 =
∑
i,j
(
fjh ◦ S
−1
1
)
∗ (fi,j ∗ bi)
=
∑
i,j
((
fjh ◦ S
−1
1
)
∗ fi,j
)
∗ bi
=
∑
i,j
δhi (ε ∗ bi)
= bi
i.e. bi = 0 for each i ∈ I.
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Theorem 3.3 gives the complete description of left covariant π−graded bimodules . Using
3.28 , 3.1 we have
(∑
i
aiωi
)
b =
∑
i
ai (ωib) =
∑
i,.j
ai (fij ∗ b)ωj (3.39)
∆lα,β
(∑
i
aiωi
)
=
∑
i
∆α,β (ai)∆
l
α,β (ωi) =
∑
i
∆α,β (ai) (1α ⊗ ξi) , ξi ∈inv Γβ (3.40)
If (fij)i,j∈I is a family of linear functionals in A
′
= ⊕α∈piA
′
α satisfying relations 3.30, 3.31,
then considering the left module Γ = {Γα}α∈pi generated by ω
α
i , α ∈ π, i ∈ I , and using the
above formulae to introduce the right multiplication by elements of A , and the left action of A
we obtain a left covariant π−graded bimodule .
Definition 3.5. Let (Γ,∆r) be a right covariant π-graded bimodule over A . An element η ∈ Γα
is said to be right invariant if
∆rα,1 (η) = η ⊗ 11 (3.41)
Denote by Γinv = {Γ
α
inv} the set of all left invariant elements of Γ . Clearly,Γ
α
inv is a linear
subspace of Γα for each α ∈ π.
Theorem 3.4. Let Γ =
(
{Γα}α∈pi ,∆
r
)
be a right covariant π−graded bimodule over A,{ηαi }α∈pibe
a basis of Γαinv of all right invariant elements of Γα for each α ∈ π .Then
1. For any α ∈ π ,any element ̺ ∈ Γα is of the form
̺ =
∑
i
aiηi (3.42)
where ai
,s ∈ Aα are uniquely determined , η
,
is ∈ Γ
α
inv,for any α ∈ π .
2. For any α ∈ π ,any element ρ ∈ Γα is of the form
̺ =
∑
i
ηibi (3.43)
where bi
,s ∈ Aα are uniquely determined , η
,
is ∈ Γ
α
inv,for any α ∈ π .
3. There exists linear functionals gij ∈ A
′
= ⊕α∈piA
′
α such that for any α ∈ π
ηib =
∑
j
(b ∗ gij) ηj (3.44)
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aηi =
∑
j
ηj
(
a ∗
(
gij ◦ S
−1
1
))
(3.45)
where a, b ∈ Aα, η
,
is, η
,
js ∈ Γ
α
inv .These functionals are uniquely determined by 3.44.They
satisfy the following relations
gij(ab) =
∑
k
gik(a)gkj(b) (3.46)
for any i, j ∈ I , a, b ∈ Aα .Moreover
gij(1α) = δij (3.47)
The proof is similar to that of theorem 3.3.
Remark 3.2. Any functional gij ∈ A
′
= ⊕α∈piA
′
α is of the form gij =
∑
α gij
α where
gαij (a) = 0 if a /∈ Aα
Theorem 3.5. Let Γ =
(
{Γα}α∈pi ,∆
l,∆r
)
be a π−graded bicovariant bimodule over A,
{
(ωαi )i∈ I
}
α∈pi
be a basis of invΓ = {invΓα}α∈pi of all left invariant elements of Γ .Then
1. For any i ∈ I, α, β ∈ π, ωαβi ∈ Γαβ
∆rα,β
(
ωαβi
)
=
∑
j
ωαj ⊗ Rji (3.48)
where i, j ∈ π,Rji ∈ Aβ satisfy the following relation
∆α,β (Rji) =
∑
h
Rjh ⊗Rhi (3.49)
and for Rji ∈ A1
ε (Rji) = δji (3.50)
2. For each α ∈ π there exists a basis (ηi)i∈I of all right invariant elements of Γα such that
for ωi ∈ Γα
ωi =
∑
j
ηjRji ∀i ∈ I (3.51)
3. For any j, h ∈ I , a ∈ Aα
Rij (a ∗ fih) = (gji ∗ a)Rhi, i, j ∈ I (3.52)
where fij , gij are functionals introduced in theorems 3.3 , 3.4
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Proof. Using equation 3.9 for any α, β, γ ∈ π we have
(
∆lα,β ⊗ id
)
∆rαβ,γ =
(
id⊗∆rβ,γ
)
∆lα,βγ
Let ωαβγi ∈ Γαβγ (
∆lα,β ⊗ id
)
∆rαβ,γ
(
ωαβγi
)
=
(
id⊗∆rβ,γ
)
∆lα,βγ
(
ωαβγi
)
= 1α ⊗∆
r
β,γ
(
ωβγi
)
i.e.
∆rαβ,γ (ωi) ∈inv Γαβ ⊗ Aγ
Then for ωαβγi ∈ Γαβγ
∆rα,βγ
(
ωαβγi
)
=
∑
j
ωαj ⊗Rji
Applying (id⊗∆β,γ)to both sides of the above equation∑
j
ωαj ⊗∆β,γ (Rji) = (id⊗∆β,γ)∆
r
α,βγ
(
ωαβγi
)
=
(
∆rα,β ⊗ id
)
∆rαβ,γ
(
ωαβγi
)
=
(
∆rα,β ⊗ id
)(∑
h
ωαβh ⊗ Rhi
)
=
∑
j,h
ωαj ⊗ Rjh ⊗Rhi
Comparing both sides of the above equation
∆β,γ (Rji) =
∑
h
Rjh ⊗ Rhi
and hence 3.49 is proven. Let ωαi ∈ Γα
∆α,1 (ω
α
i ) =
∑
j
ωαj ⊗ Rji , Rji ∈ A1
Applying (id⊗ ε) to both sides of the above equation
(id⊗ ε)∆α,1 (ω
α
i ) = ω
α
i
= (id⊗ ε)
(∑
j
ωαj ⊗ Rji
)
=
∑
j
ωαj ⊗ ε (Rji)
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=⇒
ε (Rji) = δji
To prove statement 2: First we have that for Rij ∈ A1, α ∈ π
mα (id⊗ Sα−1)∆α,α−1 = mα (Sα−1 ⊗ id)∆α−1,α = ε1α
By using 3.49 ,3.50 we obtain
∑
h
Sα−1 (Rih)Rhj = δij1α (3.53)
∑
h
RihSα−1 (Rhj) = δij1α (3.54)
For any α ∈ π, j ∈ I, let
ηj =
∑
i
ωiSα−1 (Rij) (3.55)
Multiplying both sides of 3.55 by Rji and summing over j then using 3.53 we obtain∑
j
ηjRji =
∑
i,j
ωiSα−1 (Rij)Rji
= ωi
and 3.51 follows. It remains to show that ηj defined in 3.55 is right invariant
Let ηj ∈ Γα, ηj =
∑
i ωiSα−1 (Rij) , ωi ∈inv Γα, Rij ∈ Aα−1 .
∆rα,1 (ηj) = ∆
r
α,1
(∑
i
ωiSα−1 (Rij)
)
=
∑
i
∆rα,1 (ωi)∆α,1 (Sα−1 (Rij))
=
∑
i
∆rα,1 (ωi)σAα,A1 (S1 ⊗ Sα−1)∆1,α−1 (Rij)
=
∑
i,h,k
(ωh ⊗ Rhi) (Sα−1 (Rkj)⊗ S1 (Rik))
=
∑
i,h,k
ωhSα−1 (Rkj)⊗ RhiS1 (Rik)
=
∑
h,k
ωhSα−1 (Rkj)⊗ δh,k11
=
∑
k
ωkSα−1 (Rkj)⊗ 11
= ηj ⊗ 11
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For any α ∈ π,let η ∈ Γα be a right invariant element .According to theorem 3.3.2
η =
∑
i
ωici , ci ∈ Aα
=
∑
i,j
ηjRjici , Rji ∈ Aα
then
η =
∑
j
ηjbj , bj ∈ Aα (3.56)
If η =
∑
i ωiSα−1 (Rij) ,then using 3.55 we have∑
i,j
ωiSα−1 (Rij) bj = 0
Using 3.3.1 we have ∑
j
Sα−1 (Rij) bj = 0 for each i ∈ I
Multiplying both sides of the above equation by Rji we obtain
bj = 0
for any j ∈ I.
This means that the decomposition 3.56 is unique.
Applying ∆r1,α to both sides of 3.56
∆r1,α (η) = ∆
r
1,α
(∑
j
ηjbj
)
ξ1 ⊗ 1α =
∑
j
(
ξ1j ⊗ 1α
)
∆1,α (bj)
Comparing this formula with 3.56 we get that
∆1,α (bj) = bj(1,1) ⊗ 1α
Applying ε ⊗ id we get that bj = ε
(
bj(1,1)
)
1α.This way we proved that for any α ∈ π ,any
η ∈ Γαinv is unique linear combination of ηj (j ∈ I) .Therefore ,(ηj)j∈I is a basis in Γ
inv
α and
statement 2 is proven.
To prove statement 3 :
Using 3.45 we have for any α ∈ π, a ∈ Aα, ηj ∈ Γ
α
inv
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aηj =
∑
i
ηi
(
a ∗
(
gji ◦ S
−1
1
))
Using 3.55 we get
∑
i
aωiSα−1 (Rij) =
∑
i,h
ωhSα−1 (Rhi)
(
a ∗
(
gji ◦ S
−1
1
))
Using 3.31 we get
∑
i,h
ωh
((
fih ◦ S
−1
1
)
∗ a
)
Sα−1 (Rij) =
∑
i,h
ωhSα−1 (Rhi)
(
a ∗
(
gji ◦ S
−1
1
))
Using 3.3.1 we get
∑
i
((
fih ◦ S
−1
1
)
∗ a
)
Sα−1 (Rij) =
∑
i
Sα−1 (Rhi)
(
a ∗
(
gji ◦ S
−1
1
))
Applying Sα
(
Sα = S
−1
α−1
)
to both sides of this equation ,using that Sα is antimultiplicative
we get:
∑
i
RijSα
((
fih ◦ S
−1
1
)
∗ a
)
=
∑
i
Sα
(
a ∗
(
gji ◦ S
−1
1
))
Rhi (3.57)
We compute
Sα
((
fih ◦ S
−1
1
)
∗ a
)
= S−1
α−1
(
id⊗
(
fih ◦ S
−1
1
))
∆α,1 (a)
= (id ⊗ fih)
(
S−1
α−1
⊗ S−11
)
∆α,1 (a)
= (fih ⊗ id)∆1,α−1
(
S−1
α−1
(a)
)
= S−1
α−1
(a) ∗ fih
Sα
(
a ∗
(
gji ◦ S
−1
1
))
= S−1
α−1
((
gji ◦ S
−1
1
)
⊗ id
)
∆1,α (a)
= (gji ⊗ id)
(
S−11 ⊗ S
−1
α−1
)
∆1,α (a)
= (id ⊗ gji)∆α−1,1
(
S−1
α−1
(a)
)
= gji ∗ S
−1
α−1
(a)
i.e. ∑
i
Rij
(
S−1
α−1
(a) ∗ fih
)
=
∑
i
(
gji ∗ S
−1
α−1
(a)
)
Rhi
Replacing a by S−1
α−1
(a) we obtain∑
i
Rij (a ∗ fih) =
∑
i
(gji ∗ a)Rhi
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And 3.52 follows. Note that if a, Rij, Rhi ∈ A1, then applying ε to both sides of 3.52 and using
3.50 we obtain:
ε
(∑
i
Rij (a ∗ fih)
)
= ε
(∑
i
(gji ∗ a)Rhi
)
∑
i
ε (Rij) ε (a ∗ fih) =
∑
i
ε (gji ∗ a) ε (Rhi)
∑
i
δijε (a ∗ fih) =
∑
i
ε (gji ∗ a) δhi
But
ε (a ∗ fih) = (fih ⊗ id)∆1,1 (a)
= fih
(
a(1,1)
)
ε
(
a(2,1)
)
= fih (a)
Similarly: ε (gji ∗ a) = gji (a) i.e. fij (a) = gij (a), for any a ∈ A1. From which we get that
∑
i
Rij (a ∗ fih) =
∑
i
(fji ∗ a)Rhi (3.58)
.
For any α, β ∈ π, ηj ∈ Γ
αβ
inv, applying ∆
l
α,β to both sides of equation 3.55 we obtain:
∆lα,β (ηj) = ∆
l
α,β
(∑
h
ωhS(αβ)−1 (Rhj)
)
=
∑
h
∆lα,β (ωh)∆α,β
(
S(αβ)−1 (Rhj)
)
=
∑
i,h
(
1α ⊗ ω
β
h
) (
σAβ ,Aα (Sβ−1 ⊗ Sα−1)∆β−1,α−1 (Rhj)
)
=
∑
i,h
(
1α ⊗ ω
β
h
)
(Sα−1 (Rij)⊗ Sβ−1 (Rhi))
=
∑
i,h
(
Sα−1 (Rij)⊗ ω
β
hSβ−1 (Rhi)
)
i.e.
∆lα,β (ηj) =
∑
i
Sα−1 (Rij)⊗ η
β
i (3.59)
Using 3.5 ,3.48
∆rα,β
(∑
i
aiωi
)
=
∑
i
∆α,β (ai)
(
ωαj ⊗ Rij
)
(3.60)
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Theorem 3.6. Let (fij)i,j∈I be the family of functionals defined on A satisfying relations 3.30,
3.31,
(
Rαij
)
i,j∈I
be a family of elements of A = {Aα}α∈pi satisfying relations 3.49, 3.50, 3.58 for
each α ∈ π. Consider the left module Γ = {Γα}α∈pi over A = {Aα}α∈pi generated by ω
α
i , i ∈ I,
α ∈ π for each α ∈ π , and using formulae 3.39, 3.40, 3.60 to introduce right multiplication
by elements of A, left and right actions of A on Γ then Γ =
(
{Γα}α∈pi ,∆
l,∆r
)
is a π−graded
bicovariant bimodule over A.
Proof. Using formula 3.39 to introduce right multiplication by elements of A ,one can easily
check that Γ is also a π−graded right module over A. , i.e.Γ = {Γα}α∈pi is a π−graded bimodule
over A .
Using 3.40 to define a left action of A on Γ ,taking into consideration 3.3.1 we find that
3.1 ,3.2 are satisfied for let ρ ∈ Γαβ , b ∈ Aαβ , α, β ∈ π, using 3.3.1 ρ =
∑
i aiω
αβ
i , ai ∈ Aαβ ,
ωαβi ∈inv Γαβ
∆lα,β (bρ) = ∆
l
α,β
(
b
∑
i
aiω
αβ
i
)
= ∆lα,β
(∑
i
(bai)ω
αβ
i
)
=
∑
i
∆α,β (bai)∆
l
α,β
(
ωαβi
)
=
∑
i
∆α,β (b)∆α,β (ai)∆
l
α,β
(
ωαβi
)
= ∆α,β (b)
∑
i
∆α,β (ai)∆
l
α,β
(
ωαβi
)
= ∆α,β (b)∆
l
α,β
(∑
i
aiω
αβ
i
)
= ∆α,β (b)∆
l
α,β (ρ)
And
∆lα,β (ρb) = ∆
l
α,β
((∑
i
aiω
αβ
i
)
b
)
= ∆lα,β
(∑
i
ai
(
ωαβi b
))
= ∆lα,β
(∑
i,j
ai
(
(fij ∗ b)ω
αβ
j
))
=
∑
i,j
∆lα,β
(
(ai (fij ∗ b))ω
αβ
j
)
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=
∑
i,j
∆α,β (ai (fij ∗ b))∆
l
α,β
(
ωαβj
)
=
∑
i,j
(∆α,β (ai)∆α,β (fij ∗ b))
(
1α ⊗ ω
β
j
)
=
∑
i,j
(
∆α,β (ai)∆α,β
(
b(1,αβ)fij
(
b(2,1)
))) (
1α ⊗ ω
β
j
)
=
∑
i,j
(
∆α,β (ai)
(
b(1,α) ⊗ fij
(
b(3,1)
)
b(2,β)
)) (
1α ⊗ ω
β
j
)
=
∑
i,j
∆α,β (ai)
(
b(1,α) ⊗ fij
(
b(3,1)
)
b(2,β)ω
β
j
)
=
∑
i,j
∆α,β (ai)
(
b(1,α) ⊗
(
fij ∗ b(2,β)
)
ωβj
)
=
∑
i
∆α,β (ai)
(
b(1,α) ⊗ ω
β
i b(2,β)
)
=
∑
i
∆α,β (ai)
(
1α ⊗ ω
β
i
) (
b(1,α) ⊗ b(2,β)
)
=
∑
i
∆α,β (ai)∆
l
α,β (ωi)∆α,β (b)
= ∆lα,β
((∑
i
aiωi
))
∆α,β (b)
= ∆lα,β (ρ)∆α,β (b)
Moreover , using 3.3.1 for any α , β , γ ∈ π , ρ ∈ Γαβγ , ρ =
∑
i aiωi where ai ∈ Aαβγ ,
ωi ∈inv Γαβγ we have:
(∆α,β ⊗ id)∆
l
αβ,γ (ρ) = (∆α,β ⊗ id)∆
l
αβ,γ
(∑
i
aiω
αβγ
i
)
=
∑
i
(∆α,β ⊗ id)∆αβ,γ (ai)∆
l
αβ,γ
(
ωαβγi
)
=
∑
i
(∆α,β ⊗ id) (∆αβ,γ (ai) (1αβ ⊗ ω
γ
i ))
=
∑
i
(∆α,β ⊗ id)∆αβ,γ (ai) (∆α,β ⊗ id) (1αβ ⊗ ω
γ
i )
=
∑
i
((∆α,β ⊗ id)∆αβ,γ (ai)) (1α ⊗ 1β ⊗ ω
γ
i )
(
id ⊗∆lβ,γ
)
∆lα,βγ (ρ) =
(
id⊗∆lβ,γ
)
∆lα,βγ
(∑
i
aiω
αβγ
i
)
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=
∑
i
(
id⊗∆lβ,γ
) (
∆α,βγ (ai)∆
l
α,βγ
(
ωαβγi
))
=
∑
i
(id⊗∆β,γ) (∆α,βγ (ai))
(
id⊗∆lβ,γ
) (
∆lα,βγ
(
ωαβγi
))
=
∑
i
(id⊗∆β,γ) (∆α,βγ (ai))
(
id⊗∆lβ,γ
) (
1α ⊗ ω
βγ
i
)
=
∑
i
(id⊗∆β,γ) (∆α,βγ (ai)) (1α ⊗ 1β ⊗ ω
γ
i )
=
∑
i
(∆α,β ⊗ id)∆αβ,γ (ai) (1α ⊗ 1β ⊗ ω
γ
i )
i.e.
(∆α,β ⊗ id)∆
l
αβ,γ =
(
id⊗∆lβ,γ
)
∆lα,βγ
which means that 3.3 is satisfied.
Finally , for any α ∈ π, letting ρ ∈ Γα , then using 3.3.1 ρ =
∑
i aiω
α
i , ai ∈ Aα, ωi ∈inv Γα
(ε⊗ id)∆l1,α (ρ) = (ε⊗ id)∆
l
1,α
(∑
i
aiωi
)
=
∑
i
(ε⊗ id)∆1,α (ai)∆
l
1,α (ωi)
=
∑
i
(ε⊗ id)∆1,α (ai)∆
l
1,α (ωi)
=
∑
i
(ε⊗ id) (∆1,α (ai)) (ε⊗ id)
(
∆l1,α (ωi)
)
=
∑
i
aiωi
= ρ
i.e. 3.4 is satisfied.
This means that Γ =
(
{Γα}α∈pi ,∆
l
)
is a π−graded left covariant bimodule over A.
Using formula 3.60 to introduce right action ofA on Γ one can easily check that Γ =
(
{Γα}α∈pi ,∆
r
)
is a π−graded right covariant bimodule over A, for let ρ ∈ Γαβ , b ∈ Aαβ, α, β ∈ π, using 3.3.1
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ρ =
∑
i aiωi, ai ∈ Aαβ, ωi ∈inv Γαβ
∆rα,β (bρ) = ∆
r
α,β
(
b
∑
i
aiωi
)
= ∆rα,β
(∑
i
(bai)ωi
)
=
∑
i
∆α,β (bai)∆
r
α,β (ωi)
=
∑
i
∆α,β (b)∆α,β (ai)∆
r
α,β (ωi)
= ∆α,β (b)
∑
i
∆α,β (ai)∆
r
α,β (ωi)
= ∆α,β (b)∆
r
α,β
(∑
i
aiωi
)
= ∆α,β (b)∆
r
α,β (ρ)
Again , for ρ ∈ Γαβ , b ∈ Aαβ, α, β ∈ π, using 3.3.1 ρ =
∑
i aiωi, ai ∈ Aαβ , ωi ∈inv Γαβ . Using 3.44
we get
∆rα,β (ρb) = ∆
r
α,β
((∑
i
aiωi
)
b
)
= ∆rα,β
(∑
i
ai (ωib)
)
= ∆rα,β
(∑
i,j
ai ((fij ∗ b)ωj)
)
= ∆rα,β
(∑
i,j
(ai (fij ∗ b))ωj
)
=
∑
i,j
∆α,β (ai (fij ∗ b))∆
r
α,β (ωj)
=
∑
i,j
∆α,β (ai)∆α,β (fij ∗ b)∆
r
α,β (ωj)
=
∑
i,j
∆α,β (ai)∆α,β
(
b(1,αβ)fij (b2,1)
)
(ωk ⊗Rkj)
=
∑
i,j,k
∆α,β (ai)
(
b(1,α) ⊗ b(2,β)fij (b3,1)
)
(ωk ⊗Rkj)
=
∑
i,j,k
∆α,β (ai)
(
b(1,α)ωk ⊗ b(2,β)fij (b3,1)Rkj
)
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=
∑
i,j,k
∆α,β (ai)
(
b(1,α)ωk ⊗
(
fij ∗ b(2,β)
)
Rkj
)
=
∑
i,j,k,l
∆α,β (ai)
(
ωl
((
fkl ◦ S
−1
1
)
∗ b(1,α)
)
⊗Rji
(
b(2,β) ∗ fjk
))
=
∑
i,j,k,l
∆α,β (ai)
(
(ωl ⊗Rji)
((
fkl ◦ S
−1
1
)
∗ b(1,α) ⊗ b(2,β) ∗ fjk
))
=
∑
i,j,k,l
∆α,β (ai)
(
(ωl ⊗Rji)
(
b(1,α)fkl
(
S−11
(
b(2,1)
))
⊗ fjk
(
b(3,1)
)
b(4,β)
))
=
∑
i,j,l
∆α,β (ai)
(
(ωl ⊗ Rji)
(
b(1,α) ⊗ fjl
(
b(3,1)S
−1
1
(
b(2,1)
))
b(4,β)
))
=
∑
i,j,l
∆α,β (ai)
(
(ωl ⊗ Rji)
(
b(1,α) ⊗ fjl
(
ε
(
b(2,1)
)
11
)
b(3,β)
))
=
∑
i,j,l
∆α,β (ai)
(
(ωl ⊗ Rji)
(
b(1,α) ⊗ ε
(
b(2,1)
)
δjlb(3,β)
))
=
∑
i,j
∆α,β (ai)
(
(ωj ⊗ Rji)
(
b(1,α) ⊗ b(2,β)
))
=
∑
i
∆α,β (ai)∆
r
α,β (ωi)∆α,β (b)
= ∆rα,β (ρ)∆α,β (b)
and thus 3.5, 3.6 are satisfied. Moreover , using 3.3.1 for any α , β , γ ∈ π , ρ ∈ Γαβγ ,
ρ =
∑
i aiω
αβγ
i where ai ∈ Aαβγ , ω
αβγ
i ∈inv Γαβγ we have:
(
∆rα,β ⊗ id
)
∆rαβ,γ (ρ) =
(
∆rα,β ⊗ id
)
∆rαβ,γ
(∑
i
aiωi
)
=
∑
i
(
∆rα,β ⊗ id
) (
∆αβ,γ (ai)∆
r
αβ,γ (ωi)
)
=
∑
i
(∆α,β ⊗ id) (∆αβ,γ (ai))
(
∆rα,β ⊗ id
) (
∆rαβ,γ (ωi)
)
=
∑
i,j
(∆α,β ⊗ id) (∆αβ,γ (ai))
(
∆rα,β ⊗ id
) (
ωαβj ⊗ Rji
)
=
∑
i,j,k
(∆α,β ⊗ id) (∆αβ,γ (ai)) (ω
α
k ⊗Rkj ⊗Rji)
(id⊗∆β,γ)∆
r
α,βγ (ρ) = (id⊗∆β,γ)∆
r
α,βγ
(∑
i
aiωi
)
=
∑
i
(id⊗∆β,γ)
(
∆α,βγ (ai)∆
r
α,βγ (ωi)
)
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=
∑
i
(id⊗∆β,γ) (∆α,βγ (ai)) (id⊗∆β,γ)
(
∆rα,βγ (ωi)
)
=
∑
i,k
(id⊗∆β,γ) (∆α,βγ (ai))
=
∑
i,j,k
(id⊗∆β,γ) (∆α,βγ (ai)) (ω
α
k ⊗Rkj ⊗Rji)
i.e.
(
∆rα,β ⊗ id
)
∆rαβ,γ = (id⊗∆β,γ)∆
r
α,βγ which means that 3.7 is satisfied. Finally, for any
α ∈ π, letting ρ ∈ Γα, then using 3.4.1 ρ ∈ Γα, ρ =
∑
i aiωi where ai ∈ Aα , ωi ∈inv Γα
(id⊗ ε)∆rα,1 (ρ) = (id ⊗ ε)∆
r
α,1
(∑
i
aiωi
)
=
∑
i
(id⊗ ε)
(
∆α,1 (ai)∆
r
α,1 (ωi)
)
=
∑
i
(id⊗ ε) (∆α,1 (ai)) (id⊗ ε)
(
∆rα,1 (ωi)
)
=
∑
i
aiωi
= ρ
i.e. 3.8 is satisfied . This means that Γ =
(
{Γα}α∈pi ,∆
r
)
is a π−graded right covariant bimodule
over A. To prove the bicovariance conditions , for any α, β, γ ∈ π ,ρ ∈ Γαβγ , using 3.3.1 ρ =∑
i aiω
αβγ
i , ai ∈ Aαβγ , ω
αβγ
i ∈inv Γαβγ we compute
(
id⊗∆rβ,γ
)
∆lα,βγ (ρ) =
(
id⊗∆rβ,γ
)
∆lα,βγ
(∑
i
aiω
αβγ
i
)
=
∑
i
(
id⊗∆rβ,γ
) (
∆α,βγ (ai)∆
l
α,βγ
(
ωαβγi
))
=
∑
i
(id⊗∆β,γ) (∆α,βγ (ai))
(
id⊗∆rβ,γ
) (
∆lα,βγ
(
ω.i
αβγ
))
=
∑
i
(id⊗∆β,γ) (∆α,βγ (ai))
(
1α ⊗∆
r
β,γ
(
ωβγi
))
=
∑
i,j
(id⊗∆β,γ) (∆α,βγ (ai))
(
1α ⊗ ω
β
j ⊗Rji
)
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(
∆lα,β ⊗ id
)
∆rαβ,γ (ρ) =
(
∆lα,β ⊗ id
)
∆rαβ,γ
(∑
i
aiω
αβγ
i
)
=
∑
i
(
∆lα,β ⊗ id
) (
∆αβ,γ (ai)∆
r
αβ,γ
(
ωαβγi
))
=
∑
i
(∆α,β ⊗ id) (∆αβ,γ (ai))
(
∆lα,β ⊗ id
) (
∆rαβ,γ
(
ωαβγi
))
=
∑
i,j
(∆α,β ⊗ id) (∆αβ,γ (ai))
(
∆lα,β ⊗ id
) (
ωαβj ⊗Rji
)
=
∑
i,j
(∆α,β ⊗ id) (∆αβ,γ (ai))
(
1α ⊗ ω
β
j ⊗ Rji
)
and hence 3.9 is proved and Γ =
(
{Γα}α∈pi ,∆
l,∆r
)
is a π−graded bicovariant bimodule over
A.
4 first order differential calculus on Hopf Group Coalge-
bras
Let A2 = {A2α}α∈pi be the π−graded bimodule introduced in section 2.We introduce left and right
actions of A on A2 .For any α, β ∈ π let q ∈ Aαβ⊗Aαβ ,and (∆α,β ⊗∆α,β) (q) =
∑
k ak⊗bk⊗ck⊗dk,
where ak, ck ∈ Aα, bk, dk ∈ Aβ, k = 1, 2, ..., n.We set
Φlα,β (q) =
∑
k
akck ⊗ bk ⊗ dk (4.1)
Φrα,β (q) =
∑
k
ak ⊗ ck ⊗ bkdk (4.2)
We compute
(id ⊗mβ)
(
Φlα,β (q)
)
= (id⊗mβ)
(∑
k
akck ⊗ bk ⊗ dk
)
=
∑
k
akck ⊗ bkdk
= ∆α,β (mαβ (q))
= 0
Similarly we have
(mα ⊗ id)
(
Φrα,β (q)
)
= (mα ⊗ id)
(∑
k
ak ⊗ ck ⊗ bkdk
)
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=
∑
k
akck ⊗ bkdk
= ∆α,β (mαβ (q))
= 0
Therfore,
Φlα,β : A
2
αβ −→ Aα ⊗A
2
β (4.3)
and
Φrα,β : A
2
αβ −→ A
2
α ⊗Aβ (4.4)
Clearly, both are linear map. We will show that A2 =
(
{A2α}α∈pi ,Φ
l,Φr
)
is a π− graded bico-
variant bimodule over A.
First , we will prove that A2 =
(
{A2α}α∈pi ,Φ
l,Φr
)
is a π− graded left covariant bimodule over
A.
Let α, β ∈ π, q ∈ A2αβ , q = b⊗ c, then
Φlα,β (aq) = Φ
l
α,β (ab⊗ c)
= a(1,α)b(1,α)c(1,α) ⊗ a(2,β)b(2,β) ⊗ c(2,β)
=
(
a(1,α) ⊗ a(2,β)
)
·
(
b(1,α)c(1,α) ⊗ b(2,β) ⊗ c(2,β)
)
= ∆α,β (a) · Φ
l
α,β (b⊗ c)
= ∆α,β (a) · Φ
l
α,β (q)
and
Φlα,β (qa) = Φ
l
α,β (b⊗ ca)
= b(1,α)c(1,α)a(1,α) ⊗ b(2,β) ⊗ c(2,β)a(2,β)
=
(
b(1,α)c(1,α) ⊗ b(2,β) ⊗ c(2,β)
)
.
(
a(1,α) ⊗ a(2,β)
)
= Φlα,β (b⊗ c) ·∆α,β (a)
= Φlα,β (q) ·∆α,β (a)
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Moreover , for any α, β, γ ∈ π, q ∈ A2αβγ , q = a⊗ b we compute
(∆α,β ⊗ id)Φ
l
αβ,γ (q) = (∆α,β ⊗ id) Φ
l
αβ,γ (a⊗ b)
= (∆α,β ⊗ id)
(
a(1,αβ)b(1,αβ) ⊗ a(2,γ) ⊗ b(2,γ)
)
= a(1,α)b(1,α) ⊗ a(2,β)b(2,β) ⊗ a(3,γ) ⊗ b(3,γ)
(
id⊗ Φlβ,γ
)
Φlα,βγ (q) =
(
id⊗ Φlβ,γ
)
Φlα,βγ (a⊗ b)
=
(
id⊗ Φlβ,γ
) (
a(1,α)b(1,α) ⊗ a(2,βγ) ⊗ b(2,βγ)
)
= a(1,α)b(1,α) ⊗ a(2,β)b(2,β) ⊗ a(3,γ) ⊗ b(3,γ)
i.e.
(∆α,β ⊗ id) Φ
l
α,βγ =
(
id ⊗ Φlβ,γ
)
Φlαβ,γ
Finally , for any α ∈ π, q ∈ A2α, q = a⊗ b
(ε⊗ id)Φl1,α (q) = (ε⊗ id) Φ
l
1,α (a⊗ b)
= (ε⊗ id)
(
a(1,1)b(1,1) ⊗ a(2,α) ⊗ b(2,α)
)
= ε
(
a(1,1)b(1,1)
)
a(2,α) ⊗ b(2,α)
= ε
(
a(1,1)
)
ε
(
b(1,1)
)
a(2,α) ⊗ b(2,α)
= a⊗ b
= q
and thus the conditions of definition 3.1.1 are fulfilled and A2 =
(
{A2α}α∈pi ,Φ
l
)
is a π− graded
left covariant bimodule over A. Similarly , one can check that A2 =
(
{A2α}α∈pi ,Φ
r
)
is a π−
graded right covariant bimodule over A. Finally , we check the bicovariance condition
For any α, β, γ ∈ π, q ∈ A2αβγ , q = a⊗ b we compute
(
id⊗ Φrβ,γ
)
Φlα,βγ (q) =
(
id⊗ Φrβ,γ
)
Φlα,βγ (a⊗ b)
=
(
id⊗ Φrβ,γ
) (
a(1,α)b(1,α) ⊗ a(2,βγ) ⊗ b(2,βγ)
)
= a(1,α)b(1,α) ⊗ a(2,β) ⊗ b(2,β) ⊗ a(3,γ)b(3,γ)
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(
Φlα,β ⊗ id
)
Φrαβ,γ (q) =
(
Φlα,β ⊗ id
)
Φrαβ,γ (a⊗ b)
=
(
Φlα,β ⊗ id
) (
a(1,αβ) ⊗ b(1,αβ) ⊗ a(2,γ)b(2,γ)
)
= a(1,α)b(1,α) ⊗ a(2,β) ⊗ b(2,β) ⊗ a(3,γ)b(3,γ)
which proves that A2 =
(
{A2α}α∈pi ,Φ
l,Φr
)
is a π− graded bicovariant bimodule over A.
On A⊗ A = {Aα ⊗Aα}α∈pi we define two families of linear mappings
r = {rα : Aα ⊗Aα −→ Aα ⊗ A1}α∈pi
t = {tα : Aα ⊗ Aα −→ A1 ⊗ Aα}α∈pi
For any α ∈ π, a, b ∈ Aα we set
rα (a⊗ b) = (a⊗ 11)∆α,1 (b) (4.5)
tα (a⊗ b) = (11 ⊗ a)∆1,α (b) (4.6)
It is clear that rα, tα are bijections for each α ∈ π for example for a ∈ Aα, b ∈ A1 the inverse of
rα is given by
r−1α (a⊗ b) = (a⊗ 1α) (Sα−1 ⊗ id)∆α−1,α (b) (4.7)
Similarly , for a ∈ A1, b ∈ Aα the inverse of tα is given by
t−1α (a⊗ b) = (b⊗ 1α) (Sα−1 ⊗ id) σAα−1 ,Aα∆α,α−1 (b) (4.8)
One can easily show that for each α ∈ π , rα (A
2
α) = Aα ⊗ ker ε , for let α ∈ π , a ∈ Aα, b ∈ ker ε
mαr
−1
α (a⊗ b) = mα ((a⊗ 1α) (Sα−1 ⊗ id)∆α−1,α (b))
= aSα−1
(
b(1,α−1)
)
b(2,α)
= aε (b) 1α
= 0
From which we get r−1α (Aα ⊗ ker ε) = A
2
α i.e.
rα
(
A2α
)
= Aα ⊗ ker ε (4.9)
Similarly , one can prove that
tα
(
A2α
)
= ker ε⊗ Aα (4.10)
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Proposition 4.1. For any α, β, γ ∈ π
(∆α,β ⊗ id) rαβ = (id⊗ rβ) Φ
l
α,β (4.11)
(id⊗∆α,β) tαβ = (tα ⊗ id)Φ
r
α,β (4.12)
Proof. We will prove that for any α ∈ π
rα = (id⊗ ε⊗ id) Φ
l
α,1 (4.13)
tα = (ε⊗ id⊗ id)Φ
r
1,α (4.14)
For any α ∈ π, a, b ∈ Aα, a⊗ b ∈ Aα ⊗Aα
(id⊗ ε⊗ id)Φlα,1 (a⊗ b) = (id⊗ ε⊗ id)
(
a(1,α)b(1,α) ⊗ a(2,1) ⊗ b(2,1)
)
= a(1,α)b(1,α)ε
(
a(2,1)
)
⊗ b(2,1)
= ab(1,α) ⊗ b(2,1)
= (a⊗ 11)∆α,1 (b)
= rα (a⊗ b)
(ε⊗ id⊗ id)Φr1,α (a⊗ b) = (ε⊗ id⊗ id)
(
a(1,1) ⊗ b(1,1) ⊗ a(1,α)b(1,α)
)
= ε
(
a(1,1)
)
b(1,1) ⊗ a(1,α)b(1,α)
= b(1,1) ⊗ ab(1,α)
= (11 ⊗ a)∆1,α (b)
= tα (a⊗ b)
To prove 4.11
(∆α,β ⊗ id) rαβ = (∆α,β ⊗ id) (id⊗ ε⊗ id) Φ
l
αβ,1
= (id⊗ id⊗ ε⊗ id) (∆α,β ⊗ id) Φ
l
αβ,1
= (id⊗ id⊗ ε⊗ id)
(
id⊗ Φlβ,1
)
Φlα,β
=
(
id⊗ (id⊗ ε⊗ id) Φlβ,1
)
Φlα,β
= (id⊗ rβ) Φ
l
α,β
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Similarly ,one can prove 4.12.
Proposition 4.2. For any α ∈ π an element of A2α is left -(right- respectively)invariant if and
only if it is of the form r−1α (1α ⊗ x) (t
−1
α (y ⊗ 1α) respectively)where x ∈ ker ε (y ∈ ker ε respectively) .
Proof. For any α ∈ π , let x ∈ ker ε .We compute
Φl1,α
(
r−1α (1α ⊗ x)
)
= Φl1,α
(
Sα−1
(
x(1,α−1)
)
⊗ x(2,α)
)
= S1
(
x(2,1)
)
x(3,1) ⊗ Sα−1
(
x(1,α−1)
)
⊗ x(4,α)
= 11 ⊗ ε
(
x(2,1)
)
Sα−1
(
x(1,α−1)
)
⊗ x(3,α)
= 11 ⊗ Sα−1
(
x(1,α−1)
)
⊗ x(2,α)
= 11 ⊗ r
−1
α (1α ⊗ x)
i.e. r−1α (1α ⊗ x) is left -invariant element.
Conversly,if r−1α (1α ⊗ x) is left -invariant element for some α ∈ π , let x ∈ ker ε,
a ∈ Aα. Equation 4.11 implies that
(id⊗ rα)Φ
l
1,α
(
r−1α (a⊗ x)
)
= (∆1,α ⊗ id) rα
(
r−1α (a⊗ x)
)
From which we obtain
11 ⊗ a⊗ x = ∆1,α (a)⊗ x
i.e.
∆1,α (a) = 11 ⊗ a
From which we obtain
a = 1α.
Theorem 4.3. Let R be a right ideal of A1 contained in kerε ,N = {Nα}α∈pi, where for
each α ∈ π, Nα = r
−1
α (Aα ⊗R) is a sub-bimodule of A
2 = {A2α}α∈pi . Moreover , let Γ =
{Γα}α∈pi , Γα = A
2
α/Nα,Π = {Πα : A
2
α −→ A
2
α/Nα} be the family of canonical epimorphisms,
d = {dα : dα = Πα ◦Dα} .Then the π−graded first order differential calculus Γ =
(
{Γα}α∈pi , d
)
is
left covariant . Any π−graded left covariant first order differential calculus on A can be obtained
in this way.
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Proof. For any α ∈ π,let R be a right ideal of A1 contained in kerε. We shall prove that
r−1α (Aα ⊗ R) is a sub-bimodule of A
2
α.For any α ∈ π,let q ∈ r
−1
α (Aα ⊗R) ,i.e. q = r
−1
α (b⊗ c) , b ∈
Aα, c ∈ R.For a ∈ Aα
a · q = (a⊗ 1α) q
= r−1α (rα ((a⊗ 1α) q))
= r−1α (rα (a⊗ 1α) rα (q))
= r−1α ((a⊗ 11) rα (q))
= r−1α ((a⊗ 11) (b⊗ c))
= r−1α (ab⊗ c)
∈ r−1α (Aα ⊗ R)
q · a = q (1α ⊗ a)
= r−1α (rα (q (1α ⊗ a)))
= r−1α (rα (q)∆α,1 (a))
= r−1α ((b⊗ c)∆α,1 (a))
= r−1α
(
ba(1,α) ⊗ ca(2,1)
)
∈ r−1α (Aα ⊗ R)
Which proves that Nα = r
−1
α (Aα ⊗R) is a sub-bimodule of A
2
α.
To prove that it is left covariant we have to prove that for any α, β ∈ π, Φlα,β (Nαβ) ⊂ Aα⊗Nβ .
Using 4.11 we have
(id⊗ rβ) Φ
l
α,β = (∆α,β ⊗ id) rαβ
i.e.
Φlα,β =
(
id⊗ r−1β
)
(∆α,β ⊗ id) rαβ
Now ,for any α, β ∈ π, consider Nαβ = r
−1
αβ (Aαβ ⊗R)
Φlα,β (Nαβ) =
(
id⊗ r−1β
)
(∆α,β ⊗ id) rαβ (Nαβ)
=
(
id⊗ r−1β
)
(∆α,β ⊗ id) rαβ
(
r−1αβ (Aαβ ⊗ R)
)
=
(
id⊗ r−1β
)
(∆α,β ⊗ id) (Aαβ ⊗ R)
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=
(
id⊗ r−1β
)
(∆α,β (Aαβ)⊗ R)
⊂
(
id⊗ r−1β
)
(Aα ⊗ Aβ ⊗ R)
= Aα ⊗ r
−1
β (Aβ ⊗ R)
= Aα ⊗Nβ
Conversly , if N =
(
{Nα}α∈pi ,Φ
l
)
is a left covariant bimodule , then , using theorem 3.3.1 and
proposition 4.2 there exsists a family (xi)i∈I of elements of kerε such that for any α ∈ π, q ∈ Nα
can be written as q =
∑
i ai· r
−1
α (1α ⊗ xi) , ai ∈ Aα. But for each i ∈ I we have
ai · r
−1
α (1α ⊗ xi) = (ai ⊗ 1α) r
−1
α (1α ⊗ xi)
= r−1α (rα (ai ⊗ 1α) (1α ⊗ xi))
= r−1α ((ai ⊗ 1α) (1α ⊗ xi))
= r−1α (ai ⊗ xi)
Denoting by Rα the linear span of all x
,
is we obtain that Nα = r
−1
α (Aα ⊗ Rα)
We shall show that all R,αs coincide with R1. From proposition 4.2 we have
invNα = r
−1
α (1α ⊗Rα)
and since Nα is a left covariant bimodule we have
Φlα,1 (invNα) = 1α ⊗inv N1
= 1α ⊗ r
−1
1 (11 ⊗ R1)
Now let r−1α (1α ⊗ xi) ∈inv Nα , xi ∈ Rα
Φlα,1
(
r−1α (1α ⊗ xi)
)
= Φlα,1
(
Sα−1
(
xi(1,α−1)
)
⊗ xi(2,α)
)
= Sα−1
(
xi(2,α−1)
)
xi(3,α) ⊗ S1−1
(
xi(1,1)
)
⊗ xi(4,1)
= 1αε
(
xi(2,1)
)
⊗ S1−1
(
xi(1,1)
)
⊗ xi(3,1)
= 1α ⊗ S1−1
(
xi(1,1)
)
⊗ xi(2,1)
= 1α ⊗ r
−1
1 (11 ⊗ xi)
45
i.e.
xi ∈ R1
=⇒ Rα ⊆ R1
.
Similarly we can show that R1 ⊆ Rα, and hence Rα = R1 for each α ∈ π. Denote by R to any of
the R,αs, then
Nα = r
−1
α (Aα ⊗ R)
It remains to show that R is a right ideal of A1. Let x ∈ R, a ∈ A1, then r
−1
1 (11 ⊗ x) ∈ N1.
r−11 (11 ⊗ x) · a = r
−1
1 (11 ⊗ x) (11 ⊗ a)
= r−11 ((11 ⊗ x) r1 (11 ⊗ a))
∈ N1 = r
−1
1 (A1 ⊗ R)
(N1 is a bimodule)
i.e
(11 ⊗ x) r1 (11 ⊗ a) ∈ A1 ⊗ R
therefore
(11 ⊗ x) r1 (11 ⊗ a) = r1
(
r−11 (11 ⊗ x) (11 ⊗ a)
)
= r1
(
r−11 ((11 ⊗ x)∆1,1 (a))
)
= (11 ⊗ x)∆1,1 (a) ∈ A1 ⊗R
and (ε⊗ id) ((11 ⊗ x)∆1,1 (a)) = xa ∈ R
Theorem 4.4. Let R be a right ideal of A1 contained in kerε ,N = {Nα}α∈pi,where for each
α ∈ π, Nα = t
−1
α (Aα ⊗R) is a sub-bimodule of A
2 = {A2α}α∈pi . Moreover ,let Γ = {Γα}α∈pi , Γα =
A2α/Nα,Π = {Πα : A
2
α −→ A
2
α/Nα} be the family of canonical epimorphisms , d = {dα : dα = Πα ◦Dα} .Then
the first order differential calculus Γ =
(
{Γα}α∈pi , d
)
is right covariant . Any right covariant first
order differential calculus on A can be obtained in this way.
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Proof. For any α ∈ π,let R be a right ideal of A1 contained in kerε. We shall prove that
t−1α (R⊗ Aα) is a sub-bimodule of A
2
α.For any α ∈ π,let q ∈ t
−1
α (R⊗ Aα) ,i.e. q = t
−1
α (d⊗ e) , d ∈
R, e ∈ Aα.For a ∈ Aα
a · q = (a⊗ 1α) q
= t−1α (tα ((a⊗ 1α) q))
= t−1α (tα (a⊗ 1α) tα (q))
= t−1α ((11 ⊗ a) tα (q))
= t−1α ((11 ⊗ a) (d⊗ e))
= t−1α (d⊗ ae)
∈ t−1α (R⊗ Aα)
q · a = q (1α ⊗ a)
= t−1α (tα (q (1α ⊗ a)))
= t−1α (tα (q)∆1,α (a))
= r−1α ((d⊗ e)∆1,α (a))
= t−1α
(
da(1,1) ⊗ ca(2,α)
)
∈ t−1α (R⊗ Aα)
which proves that Nα = t
−1
α (R⊗ Aα) is a sub-bimodule of A
2
α. To prove that it is right covariant
we have to prove that for any α, β ∈ π, Φlα,β (Nαβ) ⊂ Nα ⊗Aβ . Using 4.13 we have
(tα ⊗ id) Φ
r
α,β = (id⊗∆α,β) tαβ
i.e.
Φrα,β =
(
t−1α ⊗ id
)
(id⊗∆α,β) tαβ
47
Now ,for any α, β ∈ π,consider Nαβ = t
−1
αβ (R⊗ Aαβ)
Φlα,β (Nαβ) =
(
t−1α ⊗ id
)
(id⊗∆α,β) tαβ (Nαβ)
=
(
t−1α ⊗ id
)
(id⊗∆α,β) tαβ
(
t−1αβ (R⊗ Aαβ)
)
=
(
t−1α ⊗ id
)
(id⊗∆α,β) (R⊗Aαβ)
⊂
(
t−1α ⊗ id
)
(R⊗ Aα ⊗Aβ)
= t−1α (R⊗ Aα)⊗ Aβ
= Nα ⊗Aβ
Conversly , if N =
(
{Nα}α∈pi ,Φ
r
)
is a right covariant bimodule then , using theorem 3.4.1 and
proposition 4.2 there exsists a family (yi)i∈I of elements of kerε such that for any α ∈ π, q ∈ Nα
can be written as q =
∑
i ai· t
−1
α (yi ⊗ 1α) , ai ∈ Aα. But for each i ∈ I we have
ai · r
−1
α (yi ⊗ 1α) = (ai ⊗ 1α) t
−1
α (yi ⊗ 1α)
= t−1α (tα (1α ⊗ ai) (yi ⊗ 1α))
= t−1α ((1α ⊗ ai) (yi ⊗ 1α))
= t−1α (yi ⊗ ai)
Denoting by Rα the linear span of all x
,
is we obtain that
Nα = t
−1
α (R⊗ Aα)
We shall show that all R,αs coincide with R1. From proposition 4.2 we have
N invα = t
−1
α (1α ⊗ Aα)
and since Nα is a left covariant bimodule we have
Φr1,α
(
N invα
)
= N inv1 ⊗ 1α
= t−11 (R⊗ A1)⊗ 1α
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Now let t−1α (yi ⊗ 1α) ∈ N
inv
α , yi ∈ Rα
Φr1,α
(
t−1α (yi ⊗ 1α)
)
= Φr1,α
(
Sα−1
(
yi(2,α−1)
)
⊗ yi(1,1)
)
= S1−1
(
yi(4,1)
)
⊗ yi(1,1) ⊗ Sα−1
(
yi(3,α−1)
)
yi(2,α)
= S1−1
(
yi(3,1)
)
⊗ yi(1,1) ⊗ 1αε
(
yi(2,1)
)
= S1−1
(
yi(2,1)
)
⊗ yi(1,1) ⊗ 1α
= t−11 (yi ⊗ 11)⊗ 1α
i.e.
yi ∈ R1
=⇒ Rα ⊆ R1
Similarly we can show that R1 ⊆ Rα, and hence Rα = R1 for each α ∈ π.
Denote by R to any of the R,αs, then Nα = t
−1
α (R⊗ Aα)
It remains to show that R is a right ideal of A1.
Let y ∈ R, a ∈ A1, A then t
−1
1 (y ⊗ 11) ∈ N1.
t−11 (y ⊗ 11) · a = t
−1
1 (y ⊗ 11) (11 ⊗ a)
= t−11 ((y ⊗ 11) t1 (11 ⊗ a)) ∈ N1
= t−1α (R⊗A1)
(N1 is a bimodule)
i.e (y ⊗ 11) t1 (11 ⊗ a) ∈ R⊗A1
therefore
(y ⊗ 11) t1 (11 ⊗ a) = t1
(
t−11 (y ⊗ 11) (11 ⊗ a)
)
= t1
(
t−11 ((y ⊗ 11)∆1,1 (a))
)
= (y ⊗ 11)∆1,1 (a) ∈ A1 ⊗ R
and (id⊗ ε) ((y ⊗ 11)∆1,1 (a)) = ya ∈ R
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We shall now formulate the concept of ad−invariance . Let
adα : A1 −→ A1 ⊗ Aα
be such that for any a ∈ A1
adα (a) = tα
(
r−1α (1α ⊗ a)
)
(4.15)
i.e.
adα (a) = a(2,1) ⊗ Sα−1
(
a(1,α−1)
)
a(3,α)
where
(id⊗∆1,α)∆α−1,α (a) = a(1,α−1) ⊗ a(2,1) ⊗ a(3,α) (4.16)
such that
(adα ⊗ id) adβ (a) = (id⊗∆α,β) adαβ (4.17)
Using 4.15 ,and the standared properties of comultiplication and coinverse one can prove 4.17,
for let a ∈ A1.For any α, β ∈ π
(adα ⊗ id) adβ (a) = (adα ⊗ id)
(
a(2,1) ⊗ Sβ−1
(
a(1,β−1)
)
a(3,β)
)
= a(3,1) ⊗ Sα−1
(
a(2,α−1)
)
a(4,α) ⊗ Sβ−1
(
a(1,β−1)
)
a(5,β)
(id ⊗∆α,β) adαβ = (id⊗∆α,β)
(
a(2,1) ⊗ S(αβ)−1
(
a(1,(αβ)−1)
)
a(3,αβ)
)
= a(3,1) ⊗ Sα−1
(
a(2,α−1)
)
a(4,α) ⊗ Sβ−1
(
a(1,β−1)
)
a(5,β)
which proves equation 4.17.
A linear subset T ⊂ A1 is π − ad invariant if adα (T ) ⊂ T ⊗A for any α ∈ π.
Lemma 4.5. Let T be π − ad invariant subset of A1, R be a right ideal of A1 generated by T .
Then R is π − ad invariant.
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Proof. Let a, b ∈ A1,we will prove that for any α ∈ π
adα (ab) =
(
11 ⊗ Sα−1
(
b(1,α−1)
))
adα (a)∆1,α
(
b(2,α)
)
(4.18)
r−1α (1α ⊗ ab) = (1α ⊗ 1α) (Sα−1 ⊗ id)∆α−1,α (ab)
= Sα−1
(
a(1,α−1)b(1,α−1)
)
⊗ a(2,α)b(2,α)
= Sα−1
(
b(1,α−1)
)
Sα−1
(
a(1,α−1)
)
⊗ a(2,α)b(2,α)
=
(
Sα−1
(
b(1,α−1)
)
⊗ 1α
) (
Sα−1
(
a(1,α−1)
)
⊗ a(2,α)
) (
1α ⊗ b(2,α)
)
=
(
Sα−1
(
b(1,α−1)
)
⊗ 1α
)
r−1α (a)
(
1α ⊗ b(2,α)
)
Applying tα to both sides of the above equation we get
tαr
−1
α (1α ⊗ ab) = tα
(
Sα−1
(
b(1,α−1)
)
⊗ 1α
)
tαr
−1
α (a) tα
(
1α ⊗ b(2,α)
)
(4.19)
adα (ab) =
(
1α ⊗ Sα−1
(
b(1,α−1)
))
adα (a)∆1,α
(
b(2,α)
)
(4.20)
Thus for a, b ∈ T, a, b, ab ∈ R,R being an ideal in A1, T being π − ad invariant we find that
adα (ab) ∈ R ⊗Aα
i.e.
adα (R) ⊂ R⊗ Aα
which means that R is π − ad invariant.
Let A2 =
(
{A2α}α∈pi ,Φ
l,Φr
)
is a π− graded bicovariant bimodule over A.By virtue of condition
3 of definition 3.3 we have for any α, β, γ ∈ π
(
Φlα,1 ⊗ id
)
Φrα,β =
(
id⊗ Φr1,β
)
Φlα,β
Applying id⊗ ε⊗ id⊗ id to both sides of the above equation we get
(
(id⊗ ε⊗ id)Φlα,1 ⊗ id
)
Φrα,β =
(
id ⊗ (ε⊗ id⊗ id) Φr1,β
)
Φlα,β
Using 4.13, 4.14
(rα ⊗ id)Φ
r
α,β = (id⊗ tβ) Φ
l
α,β
i.e.
Φrα,β =
(
r−1α ⊗ id
)
(id⊗ tβ)Φ
l
α,β
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Now let x ∈ ker ε. From proposition 4.2 for any α ∈ π we have r−1α (1α ⊗ x) is a left invariant
element then
Φrα,β
(
r−1αβ (1αβ ⊗ x)
)
=
(
r−1α ⊗ id
)
(id⊗ tβ)Φ
l
α,β
(
r−1αβ (1αβ ⊗ x)
)
=
(
r−1α ⊗ id
)
(id⊗ tβ)
(
1α ⊗ r
−1
β (1β ⊗ x)
)
=
(
r−1α ⊗ id
) (
1α ⊗ tβr
−1
β (1β ⊗ x)
)
=
(
r−1α ⊗ id
)
(1α ⊗ adβ (x))
Theorem 4.6. Let R be a right ideal of A1 contained in ker ε and Γ =
(
{Γα}α∈pi , d
)
be the
π−graded left covariant first order differential calculus described in 4.3 .Then Γ =
(
{Γα}α∈pi , d
)
is bicovariant if and only if R is π−ad invariant.
Proof. Let for any α ∈ π R be a right ideal ofA1such thatR ⊂ ker ε andNα = r
−1
α (Aα ⊗R) .Using
theorem 4.3 we see that N =
(
{Nα}α∈pi ,Φ
l
)
is a π−graded left covariant bimodule .Assume that
R is π−ad invariant , let invNα be the set of all left invariant elements of Nα for each α ∈ π.
Then formula 3.78 shows that for any α, β ∈ π
Φrα,β (invNαβ) ⊂inv Nα ⊗Aβ
Now decomposition 3.26 shows that Φrα,β (Nαβ) ⊂ Nα ⊗ Aβ ,and this means that implication
2.14 holds.
Conversly,assume that N = {Nα}α∈pi is a π−graded bicovariant bimodule .This means that
2.14 holds.Then (see proof 4.4) for each α ∈ π, Nα = t
−1
α (R
′ ⊗ Aα) where R
′ be a right ideal of A1
such that R′ ⊂ ker ε.In particular, N1 = t
−1
1 (R
′ ⊗A1) .Using 3.78 and that (ε⊗ id) t
−1
1 (a⊗ b) =
aε (b) ,and (id⊗ ε) r−11 (a⊗ b) = aS1 (b) ,one can easily checks that R = R
′.
So we have for any α ∈ π
r−1α (Aα ⊗ R) = t
−1
α (R ⊗Aα)
tαr
−1
α (Aα ⊗R) = R⊗ Aα
therefore adα (R) = tαr
−1
α (1α ⊗ R)
⊂ tαr
−1
α (Aα ⊗ R) = R⊗ Aα
therefore R is π−ad invariant.
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