Containing a wildfire requires an efficient response and persistent monitoring. A crucial aspect is the ability to search for the boundaries of the wildfire by exploring a wide area. However, even as wildfires are increasing today, the number of available monitoring systems that can provide support is decreasing, creating an operational gap and slow response in such urgent situations. The objective of this work is to estimate a propagating boundary and create an autonomous system that works in real time. It proposes a coordination strategy with a new methodology for estimating the periphery of a propagating phenomenon using limited observations. The complete system design, tested on the high-fidelity simulation, demonstrates that steering the vehicles toward the highest perpendicular uncertainty generates the effective predictions. The results indicate that the new coordination scheme has a large beneficial impact on uncertainty suppression. This study thus suggests that an efficient solution for suppressing uncertainty in monitoring a wildfire is to use a fleet of low-cost unmanned aerial vehicles that can be deployed quickly. Further research is needed on other deployment schemes that work in different natural disaster case studies.
Introduction
In any region undergoing some form of environmental distress, it is very important to detect changes occurring on the ground. In some cases, the environmental incident has spatial changes, and the incident spreads steadily. In other cases, it becomes difficult to follow the incident without knowing how it is evolving. Having a system that follows the event helps rescue human lives, monitor the incident, and allow the human responders to take better actions (as well as deploy assets in an optimal manner to mitigate the incident).
It is of great importance to monitor and respond to natural phenomena (e.g., fires) and national security disasters (e.g., emitting source). One needs to be able to explore a wide area and search for the source of hazardous substance emissions or the expansion of a fire front. In 2016 alone, Federal agencies reported 67,595 fires and an estimated cost of fire suppression of approximately 2 billion U.S. dollars [1] . In addition to financial loss and significant damage to the environment, wildfires threaten the lives of firefighters and civilians during these fire extinguishing operations [2] .
There are two main reasons why a solution to fire tracking needs to be found. The first relates to modeling; it is very challenging to predict the fire frontier as a stochastic phenomenon dependent on weather conditions, terrain, and fuel (flammable materials) [3] .
Secondly, operational aspects are exposed to severe limitations and constraints. The resources to respond to and monitor disasters are still quite limited. In the aviation section of the National Interagency Fire Center's annual summary of wildfire activity in 2012, there were many requests for large air tankers, which were Unable To be Filled (UTF). The number of cases of firefighters needing air tankers that were unavailable reached a high of 48 percent in 2012 [4] (This means that, in 2012, almost half of all requests for tankers to bomb fires were unanswered due to limited resources).
An incident with a dangerous spread area requires immediate exploration. Some examples are distributed fire spots and chemical threats; however, there are many others. This type of scenario requires surveillance to search for threats, but human observers are difficult to deploy because the task is dull, dirty, and/or dangerous. Wildfire monitoring missions are a perfect example of why a solution needs to be developed. Wildfires (and all natural and national threats phenomena) require urgent attention and an efficient response to monitor and contain their spread. Figure 1 shows an example of a progression map of a wildfire incident. The periphery grows in time, and the boundary of the wildfire spreads. Knowing that the terrain is a dominant factor helps to understand the outcome in relation to the vegetation type, and knowing the actual weather explains the direction of propagation. The incident last for almost two days and spread out over a distance of 2km. It points to the necessity for a real-time monitoring system.
. . Existing Monitoring Systems.
Previous studies have examined two different solutions: one on the ground and one in the air. In the first case, ground vehicles are used to explore the area. Use of ground vehicles depends on how passable is the area which needs to be explored. Ground vehicle capability is not necessarily suitable for scenarios with difficult terrain. In the second case, the deployment is in the air, the motion is smooth, and the area can be observed much more efficiently. In addition, most of those scenarios have a critical time factor. The systems phenomena are dealing with time, and because the existing system capabilities are limited, they cannot collect all spatial/temporal information at once. Whenever the observing vehicle is positioned in any one place, the system necessarily misses events in other places within the search area.
Ref. [6] describes existing projects that support disaster management in real time mainly systems that are spacebased (e.g., GlobalStar), or high altitude and long duration (e.g., Global Hawk). The projects reinforce the importance of tracking events like floods and earthquakes, and how the tracking events help to monitor the incidents and handle them effectively from the ground control segment.
Ref. [7] describes remote sensing techniques and sensor packages that have been used on UAVs (Unmanned Air Vehicles). The author argues that these techniques can serve as the main solution for various disasters. Reviewing the literature on the development of UAVs, including projects with different types of sensors (IR/Visual) and platforms (fixed-wing/rotary-wing), he concludes that Multi-UAVs can be used to avoid the drawbacks of approaches that are based on either land or space.
. . Multi-UAV. The ideal mission for a UAV is monitoring a wide area and searching for the source of emission of a hazardous substance or expansion of a fire front. There has been a rising interest in increasing UAV efficiency and reliability. Autonomous vehicles have been used in a variety of applications for surveillance, search, and exploration [8] . In surveillance problems, the target space needs to be surveyed continuously. It differs from a coverage problem, which involves optimal deployment of the sensors for complete coverage of the target area. It also differs from an exploration problem, which deals with gaining more information about the bounded area [9] . This exploration research moves in two directions. The first focuses on how to pinpoint the source of an odor [10, 11] . In this area of research, robots are tasked with detecting, tracking and seeking the odor source efficiently.
The second direction of this exploration research focuses on how to establish the boundary or perimeter of a spreading phenomenon in order to monitor the area and prevent human exposure to risk [12] . Because of the spatial limitations of a single UAV, most research currently focuses on how to monitor large areas by operating multiple inexpensive simple UAVs simultaneously [13] .
Though the studies mentioned above are significant, they focus on exploring the environment using clues (e.g., aerosol diffusion) for tracing emission sources. Moreover, the techniques used to detect the plume or periphery are strongly dependent on the spatial gradient change of the underlying tracked phenomenon. The research presented in our work proposes to explore the area by using approximate inference methods [14] and statistical reasoning [15] . The developed method takes into consideration the operational aspect of the mission in addition to the statistical characteristics of the underlying phenomenon.
. . Coordination. Most of the multi-UAV systems are designed to address problems related to specific research in a particular environment of interest. The UAVs cooperate and share data to obtain information on a certain aspect of the Journal of Robotics 3 environment. Regardless of the number of UAVs and size of the AOI (Area Of Interest), cooperative systems deliver an improved overall picture of the environment through coordination.
The design of cooperative systems mainly discusses the control strategy (e.g., centralized or decentralized) and the level of autonomy. Framework design inspired by a biological system has been a popular concept of research for some time (to name a few [16] [17] [18] ). Nevertheless, achieving such complexity through control techniques is considerably challenging.
There are many studies on multi-UAV cooperative control systems that address coordination issues. These focus on designing a system to control and monitor a region. One of the earliest studies proposed using aerial photographs to monitor fires in order to combat them [19] . The objective was to use aerial photographs to map the fire and then coordinate the team on the ground. In the past few years, the literature has included more and more research of systems utilizing a team of small cooperating UAVs to get better surveillance; that is, better response time in missions where time is critical.
Recent studies have focused on special missions that can be efficiently performed with multi-UAV systems. Some address the problems of formation flight and some the problems of coordination. Fewer studies have been done on reconfiguring the coordination [20] or on coordination where the assigned tasks have uncertainty. This paper demonstrates that if the guidance system accounts for realtime events and is able to adjust the flight formation to incorporate changes, then the trajectories are more effective than traditional methods.
Closely related is the work that has been done on multi-UAV coordination for tracking missions for search and rescue or surveillance [21] . It presents a concept that relies on low altitude and short endurance (UAVs). The work explores tracking a fire line by using a team of UAVs following the perimeter of the wildfire area. The UAVs return periodically to the ground station location for downloading the collected data. The research focused on how to minimize the latency associated with the fire perimeter measurement when it is transferred to the ground station.
In [22] , the design includes a coordination scheme to control a rotary-wing platform (Quadrotor) for a similar mission to the one above. Essentially the motion of the UAV patrols the propagating perimeter. Whenever one UAV approaches another UAV (rendezvous point), deconflict the rendezvous and resolve each UAV next flight direction. That research assumes, however, that the perimeter of the fire is circular. These studies (and similar ones) examine a specific scenario where the focus is on directly tracking the periphery point. This is limited, however, by focusing on the connection between the uncertainty of the spreading perimeter and the maneuverability of the fleet needed to maintain knowledge of the complete perimeter.
. . Observation. In coordination, one of the basic operations is observation sharing. Most of the recent studies in multi-UAV address the problem of partial information. It reflects the "real-world" problem where the UAV has limited communications (range or bandwidth). One UAV can communicate with one that is close by, but not with another that is far away. Ref. [23] presents a variety of research problems in which multivehicle systems agree on the value of observed data (consensus), and explores control strategies and a set of solutions for implementing them. Ref. [24] includes a chapter that suggests various deployment algorithms. They consider a distributed algorithm to address the physical limitations of the communication system for observation sharing.
If a coordination algorithm for an environment with uncertainty is available, the overall system still relies on individual sensing capabilities. Even if the system uses the best or most advanced sensors, the sensors can be restricted by environmental conditions, i.e., the sensors carried by the UAV do not have sufficient range [25] , and the data measured can only be local and quantized.
The inefficiency of current systems with high-levelcontrol creates significant timing difficulties for achieving the mission objectives. The ongoing mission can leave one vehicle loitering, resulting in a high latency of updates. Based on different studies [21] , this represents a large time loss during a mission, with fewer updates, which in some cases can cause the mission to fail in its tracking objective.
. . Propagated Periphery Modeling. Disaster growth models, which predict the spatial and temporal dynamic spread rate, may help in evaluating the situation and deciding on a suitable response in a real-time deployment [3] . Appropriate representation and estimation of the spatial uncertainty can improve the prediction or help in developing a simplified model [26] . A mission with an uncertainty model for the AOI stands to benefit substantially from the predicted confidence envelope approach. For example, in expected high rate of spread (RoS) segments along the AOI perimeter, the allocation can use the availability and priority of the segment to get better results than if it were to assume that all segments along the perimeter are identical. Available UAVs can be redirected to new areas instead of merely loitering.
In one of the biggest wildfire research projects done by the Joint Fire Science Program, the researchers developed fire behavior models for operational use. Their main objective was to develop a detailed dynamic model to predict the physical behavior of the ground phenomenon. They considered two simple fire modeling approaches. In both models, the assumption was that the local spread at a point on the perimeter is perpendicular to the fire perimeter into an unburned environment and that the fire has a local RoS normal to the fire line.
Problem Definition
This research proposes a system design and implementation for quick deployment of a low-cost, low-power fleet of UAVs with a high-level ground control system. The results of this research project introduce the new methods which can serve as high-level-control for operational multiagent systems: a method to estimate a propagated boundary [5] and a scheme for optimal deployment of a fleet of agents in an exploration mission [27] .
The problem is one of optimization with respect to time with sparse measurements detected by a fleet of UAVs. The UAVs have a dynamic process to monitor, as quickly as possible, a periphery represented by a set of Control Points (CPs). The complete system design considers the uncertainty of the bounded phenomenon, where each UAV fleet member carries an on-board sensor to distinguish between inside and outside areas. Figure 2 illustrates the approach taken to represent the boundary with a set of CPs connected by straight lines. Each CP has a nominal spread rate that is considered relative to the origin point of the propagated phenomenon. That is, the spread rate is always pointed outward. The information is being gathered by a UAV to provide the observations that are noted as IN or OUT relative to the enclosed periphery. The optimum policy is derived from the decision of which CP the UAV should approach first to reduce uncertainty.
Periphery Estimation Methods
The estimation methods approach in this research project relies on an earlier developed technique for estimation of propagated boundary with quantized measurements [5] . The monitoring system involves large numbers of possibly randomly distributed inexpensive sensors, with limited sensing and processing. The estimator incorporates observations gathered by multiple observers and uses the Quantized Kalman Filter (QKF) estimation method [28] to update the expected location and unobserved spread rate. This technique has been extended and laid out the groundwork for the Greedy Uncertainty Suppression (GUS) strategy [27] .
The estimation is meaningless in a situation where the available sensors are located inefficiently (e.g., considerably far or colocated). The GUS strategy searches for trajectories that improve the estimated boundary of a propagated phenomenon. The methodology designed for on-line lookahead approaches to rerouting the UAVs is computationally intractable [8] . To improve the performance, even more, one can use the new approach to further suppress uncertainty. The UAV trajectory is changed to continuously reduce the uncertainty in the biggest covariance among all CPs, by flying directly to the tip of the major axis of that ellipse. Figure 3 illustrates the basic concept for reducing the uncertainty autonomously. Each associated uncertainty is represented as an ellipse (of 95% of confidence area). In previous work, it has been observed that reducing uncertainty is related to measuring distance as well as the arbitrary approach angle direction to an arbitrary analyzed CP. Moreover, uncertainty depends on measurements availability. Hence uncertainty grows with time when no significant observations have been incorporated. The UAV can approach a CP along the direction of its maximal uncertainty axis (direction of major axis of the covariance) and reduce the one-dimensional uncertainty. Interestingly the observed property affecting the uncertainty of CP is the line-of-sight direction.
Guidance Logic
. . Overview. The trajectory addresses the monitoring problem by adopting common principles. The first is a bookkeeping. The mission planner keeps track of representative quantities of interest. Reference [29] suggests discretizing Journal of Robotics 5 the target space. Space gridding is typically performed after initial space decomposition which divides the target space into subspaces and later assigns them to different UAVs.
The second fundamental principle is the mission plan. The method considers the UAV deployment stage and preplanned search patterns (e.g., zigzag, spiral, and alternating) in case there is a need to switch back. The third principle is the replanning which adjusts the uncertainty models with observations.
The suggested strategy considers the perpendicular direction of the uncertainty major axis as the next search direction. The periphery is divided into segments based on the number of UAVs and the resolution of the periphery (number of CPs). The planner chooses important CPs which are distributed along the perimeter. Assigning a UAV to one of the CPs will influence the others and reduce the uncertainty accordingly.
Deploying the UAVs is based on the number of available resources. For example, for two UAVs the deployment is to two segments of the predicted polygon where one UAV is assigned to the highest look-ahead uncertainty (weighted by variance and time-to-go) and the second direction is the highest uncertainty on the remaining segments.
Three benefits are gained from that allocation policy: First, the solution avoids flyby trajectories and potential collision. Second, UAVs are not allocated to the same or a close area. Third, the trajectories are being evaluated for dynamic motion feasibility to be carried out by the assigned UAV.
. . Greedy Uncertainty Suppression (GUS)
. GUS strategy tends to minimize the maximum uncertainty over all CPs by incorporating observations over a long period. The policy achieves longer look-ahead with an on-line rerouting logic for the fleet members' task.
The implementation includes two main parts; coordination and allocation. The basic operation leads to coordination involves sharing information of the assigned tasks. The UAVs share their observations with a centralized entity. The observations incorporated sequentially in the estimation process. GUS algorithm is a step by step procedure to determine the best task to each UAV. The notation uses superscript to label UAV and as an index of an arbitrary CP.
The first step relies on a previously developed algorithm [5] (QKF). This procedure includes system coordinates transformation, scalar probability evaluation, and Kalman Filter to estimate the state (̂, ) and covariance (̂, ) of the CPs in the original coordinates frame.
The following steps determined the new policy.
Step 2, sort the CPs estimation by their major variances. After correcting the state (̂, ) and updating the covariances (̂, ) the procedure continues to evaluate the major-axes of the projected uncertainties. By sorting the variances and adjusting the waypoints along the compass line the algorithm generates candidate destinations.
To evaluate all the alternatives, Step 3, run Dubins Vehicle algorithm which also provides the length of feasible trajectories and evaluates the time-to-go for each UAV. The associated trajectory for weighted by the cost function and step 4 assigns the UAV to its best feasible task. The weights of the cost function address the need to consider additional restrictions (for example, deploying the UAVs to one side of the periphery) or tasks. The propagation of the error between predicted and actual boundary can increase with no control. An additional task assigned where UAV had not cross the actual boundary for a long duration. The policy includes a special allocation mode, rerouting toward the origin point and searches for a crossing point. When that step is done the algorithm is back to the default allocation mode.
Monitoring System Architecture
. . Background. For many experimental and operational applications, UAVs can enable or enhance the efforts available to researchers or operational teams. Much work has been done to make UAVs useful in a myriad of scenarios. In some scenarios, operating in the environment requires special skills or training that operational teams do not have; here an autonomous system can enable access that was previously difficult to obtain. In recent years, there has been a rapidly increasing interest in UAVs where the operational problem requires an airborne platform.
Technological progress has made it possible to use inexpensive autopilots on small UAVs. The development of highdensity batteries, long-range and low-power radios, cheap airframes, high-performance microprocessors, and powerful electrical motors all make experimental research or operational team with UAVs more practical than ever [30] . The availability of UAVs as a fast deployable resource allows teams to explore many new kinds of scenarios such as wildfire. The flexibility of the system design further allows for quick changes, reducing the project workload.
A modern UAV system consists of an on-board control system (i.e., autopilot) and Ground Control Station (GCS). The autopilot utilizes various sensors, communication modules, a power supply unit, and embedded software to control the UAV. The autopilot software is the real-time implementation of the guidance, navigation and control algorithm; one of the demands on designing a rapid prototype testbed is to enable control algorithms, discussed briefly in [31] .
Autopilots control and guide the UAVs in flight. They rely on data gathered by various sensors and on a central processing unit (CPU), which carries out the instructions of the program. The objective of an autopilot system is to consistently guide the UAVs to follow reference paths or navigate through several waypoints. A UAV autopilot system is a closed-loop control system consisting of two parts: the state observer and the controller. A typical observer is designed to estimate the state (e.g., attitude) from sensor measurements (gyro, accel); advanced control techniques are used in the UAV autopilot systems to guarantee smooth, desirable trajectory navigation. This paper focuses on the design of a multi-UAV system that is used in this research project and future projects. The emphasis is on the need for multi-UAV coordination and high-level-control. Ref. [31] provides a review of the existing autopilot and the migration process from the previous successful rapid prototyping concept to a new design.
SLUGS (Santa Cruz Low-cost Unmanned Aerial Vehicle Guidance, Navigation & Control System) is a platform that includes autopilot software and hardware components that enable a flexible environment for research in GNC applications [32] . The SLUGS was designed primarily for GNC research, and it has already been used in many flight tests. It is also part of the experimentation with fixed-wing UAV systems, presented in the following section.
The SLUGS II design improves on previous SLUGS design because it provides rapid prototyping control for multi-UAV systems. The control design process is made up of many iterations that can be verified and validated through both simulation in the Simulink environment and with autocode generation.
. . So ware Design. The complete autopilot algorithm is implemented in Simulink using block diagrams and Matlab toolboxes (MPLAB X -Microchip Integrated Development Environment (IDE), and dsPIC -digital signal controllers support for Embedded Coder). Simulink blocks and Matlab routines are effective software that can be used to modify the algorithm and verify the design. Once the model is updated in the Simulink environment, it then generates the new code with the updated features. The R&D work in a model based environment makes the programming phase easier. Simulink includes tools that automatically generate and compile the code. The code is then deployed directly to the autopilot hardware [33] .
SLUGS II modifies the design process to add a verification step for the generated code in a flexible and friendly environment that is committed to the sequence of events in software rather than to guarantee strong real-time performance execution of the code. Figure 4 demonstrates the code generation process and the design validation is discussed in detail in the implementation section.
The software design, as presented in Figure 5 , introduces the first order constraints of a dynamical system where the vehicles are mobile and the environment domain changes.
The models are software oriented implementations in which the execution processes guarantees to reconstruct the outcome; hence, the process is deterministic. The UAV model in the software is a mathematical representation of the actual motion of nonholonomic systems. The propagation model helps anticipate the boundary location in time. The developed model represents the firefront propagation of a wildland fire. The implementation of this model is a greedy evaluation; each point out of a set of grid points along the periphery is evaluated. Wind velocity and ground slope are incorporated into the propagation model. The model combines the wind velocity and ground slope directly to each grid point of the boundary.
. . Hardware Design. The literature on COTS autopilots suggests that the minimum requirements for a research autopilot are robustness and attitude accuracy, enough for low altitude flight surveillance. Hardware must include sensors on-board and software for an attitude solution [34] . This hardware design makes an important contribution to the research framework because it introduces a new design. The SLUGS embedded system features two Microchip dsPIC33F microcontrollers. That design allows SLUGS to implement more complex and effective Guidance, Navigation and Control (GNC) algorithms. It provides a high level of safety and fault tolerance features, and it is designed such that the autopilot system would have more than enough processing power. However, it means more maintenance for the research autopilot Integrated Development Environment (IDE), and increased cost.
SLUGS II simplifies the existing design by using on a reliable commercial-off-the-shelf (COTS) hardware. The AUAV3 is a commercial open-hardware development board (all PCB layouts are provided) [35] . It features a single Microchip dsPIC33EP with twice the clock rate of the dsPIC33F. The AUAV3 board (see Figure 6 ) comprises peripheral circuits for IMU, Magnetometer, Barometer and the standard communication interfaces (SPI, CAN, UART and 2 ). Researchers have examined using the AUAV3 to replace the in-house SLUGS hardware. Ref. [31] discusses the SLUGS II Simulink model migration process in more detail, and the steps for verifying and validating the performance with a series of flight tests.
The design of SLUGS II is such that it can be adapted to various different scales. It provides a solution for multiple UAVs in the testing environment when they are needed for research or development. The major challenges of research in multi-UAV are handling duplicate systems with low maintenance cost, reliability, and researchers' insufficient skills. The UAV is linked with continually changing technology so that new infrastructure needs to be assessed and adopted in order to improve the existing system. The system design can help with this maintenance by enhancing the new R&D autopilot environment, eliminating the need to maintain multiple platforms can reduce overhead costs and development difficulties. Figure 7 presents the basic hardware configuration per any single UAV employed by the monitoring system. The AUAV3 autopilot controls the GPS receiver, telemetry (recorded by a logger and transmitted to the GCS), remote-control (RC) inputs for a pilot safe mode and radio transceivers (3DR Radio) for manual and autonomous flight modes.
Monitoring System Implementation
. . SLUGS II Components. The AUAV3 addresses the issue of the skills needed to develop or maintain in-house hardware. Commercial hardware is constantly being updated, and for the R&D autopilot, this is an opportunity to put all the efforts into developing GNC algorithms and utilizing lowcost COTS hardware. The old hardware is difficult to integrate with newer sensors and sensing technology. Complex applications require a flexible and adaptive R&D autopilot to keep up with a dynamic environment.
The UAV model integrated within the Simulink development model is another challenging component. It needs specialized skills to tune and adjust to different platforms.
Porting the X-Plane simulator improves the development effort and further reduces costs. Different airplane models can be found on the local simulator database instead of tuning the aerodynamic coefficients of a six-degree-of-freedom (6DOF) model by hand.
Two components are migrated as part of SLUGS II design. The benchmark configuration takes the MatrixPilot open-source autopilot and deploys the code on the AUAV3 board. Performance benchmarking ensures that the migrated components perform as well as or better than the old components. The new configuration is then evaluated in multi-UAV software in the loop (MSIL) simulation and in real flight tests.
Once the assessment of the AUAV3 board is completed, the Simulink model is then modified. The model adjusts to the new dsPic configuration. This integration phase includes eliminating the blocks that handle communication between the separate processors, improving the modeling style, optimization, removing dead code, and identifying incompatible porting issues. Configuring the Simulink model to the new AUAV3 board is based on the Microchip dsPIC toolbox (a new revision of the Lubins Blockset [36] ). Although the complete process requires significant manual work, the main intellectual property (IP) of the R&D autopilot remains almost untouched.
In the final phase, the newly migrated autopilot is subjected to rigorous testing using test cases applied to the original design (SLUGS) and MatrixPilot [37] . Apart from the functional load testing, testing is carried out to ensure that the necessary performance level is achieved. The migrated autogenerated code is deployed, and parameters are finetuned for the new airframe (BixlerII).
. . Ground Control Station.
The GCS is one of the most important components in a UAV system. It provides an operational interface to monitor and control the assigned task to the multiple UAVs. It presents any additional information that does not require the autopilot to complete its task; however, it supports the user who monitors the mission to coordinate with other systems for better decision making. The GCS includes indications for the mission showing the relevant spatial data (i.e., geodetic coordinates) associated with the map of the area of interest (see Figure 8) .
The GCS communicate with the UAVs using a bidirectional data link (X-Bees transceivers). It runs on a mobile laptop computer that can easily be transported to the test site.
A complete process that supports a multi-UAV configuration is needed to be considered by the autopilot system for real-time identification and task allocation. To support a multi-UAV configuration, the SLUGS II design extended the tools for software verification. The multi-UAV IDE offers code verification with complete software in the loop (SIL) simulation.
. . Multi-UAV So ware in the Loop. MSIL simulation is a higher level of fidelity for the final steps of developing the high-level-controller. MSIL simulation allows running the SLUGS II research autopilot on a computer before running it on the target processor. It communicates with a simulator for simulating high-fidelity flight dynamics (X-Plane). The MSIL simulation is meant to run a single or multi-UAV configuration and support the external interfaces and builtin internal calls (for example, memory, timing and peripheral libraries) of every instance of the SLUGS II autopilot code.
The MSIL software includes the generated code, which is compiled together with a handling layer (real-time wrapper software). The RT Wrapper interfaces with the external software through a User Datagram Protocol (UDP) socket or a serial port. The MSIL simulation controls the simulated GPS, telemetry and remote-control (RC) inputs for a real RC controller (training mode). The autopilot researcher benefits from the ease of integrating the original generated code and having an easy, friendly environment for debugging.
The GCS unit controls the UAVs through a communication bridge to ensure two-way communication between the GCS and the SLUGS II autopilot. The autopilot can directly manage information from the serial port (or in case of MSIL from the buffer of the serial port). The RT Wrapper (in Figure 9 ) is responsible for managing the buffers and for distributing the MAVlink messages between real UAVs or simulated modules.
The coordination algorithm is executed in Matlab and works as an extension of the GCS. The RT Wrapper creates a tunnel between Matlab and the SLUGS II software through a physical communication link (UDP) using the MAVlink protocol.
. . Multi-UAV Hardware in the Loop. The Multi-UAV hardware In the Loop (MHIL) simulation runs the SLUGS II software stack on the AUAV3 flight controller using raw sensor data fed in from the simulated environment running on the desktop PC. HIL simulation replaces the UAV and the environment with a simulator (the simulator has a highfidelity aircraft dynamics model and environment model for wind, turbulence, etc.) The physical autopilot hardware (AUAV3) is configured exactly as for flight and connects to a computer running the simulator rather than the aircraft. In this sense, the AUAV3 does not know it is flying a simulation. Figure 10 shows the MHIL setup. The involved units in the MHIL configuration are depicted along with their associated interfaces. The AUAV3 and the GCS are connected physically by a telemetry link. The autopilot is connected to a computer running the simulator. The simulator is fed by the servo commands and responds with sensory values from the simulated airplane model. The generated sensor values are similar to the IMU output and injected to the navigation algorithm as the UAV autopilot flies the high-fidelity flight situation.
In the end, all of the various functionalities must work both as individual subsystems, but also integrated as part of the entire system: experiment with the UAV design, the basic multi-UAV flight formation, and the monitoring system control. Each one is a step in validating the complete system design which addresses the full multi-UAV monitoring problem.
The system architecture can be utilized in a centralized or a decentralized scheme of operation to enable coordination and information sharing. In a centralized system configuration, the UAVs relay real-time information between each other through the GCS. Alternatively, the UAVs could transmit real-time information between group members (a decentralized scheme configuration).
Simulation Results
. . Periphery Estimation Evaluation. The simulation is designed to evaluate all major components which involve in the GUS strategy. The environment conditions are being simulated based on a model of a propagated wildfire with a random and bounded spread rate (3 ± 0.1 [ / ] ). UAVs allocation is being implemented in a separate component which incorporates the observations gathered by the simulated UAVs.
The UAV dynamics model subject to constant-speed of 20 [ / ] which is the approximated speed of the platform that has been developed and examined for the experimental stage of this research. Moreover, the centralized controller comprises the QKF estimator which fuses the observations, and it is based on a previously derived technique. The following simulated scenarios explored the efficiency of the suggested concept.
The initial setup attempts to adhere to the real problem, and therefore a real-time data received from the CAL FIRE (San Mateo Santa Cruz Unit for the Martin Incident) is used. For example, the initial AOI is large (1 × 1 ) and the time scale is long (i.e., hours). Figure 11 shows the actual periphery with two UAVs deployed from both sides of it.
The propagation model used in the simulation is simplified. However, it allows investigating the major properties of fire spreading. The dynamic expansion of the boundary, the environmental effects (i.e., wind and slope) and the feasibility are all considered in the implementation and are utilized for different scenarios. Figure 12 demonstrates the scenario with running GUS. A local error bar represents the uncertainty of each CP. The size of an error bar is correlated with the size of the perpendicular and tangential variances.
The performance measure offered in [5] accounts for two performance indicators: errors and uncertainty. The errors indicator comprised the mean-square-error, where the errors are between the predicted and the actual periphery. The uncertainty indicator is simply taking the mean of the CPs' major variances. Both indicators are weighted equally in the combined performance measure, √∑ ( 2 + 2 ). In the figures, uncertainty is represented by an error bar in the global coordinates system, and the performances are evaluated relative to the perpendicular component of the local predicted periphery. Figure 13 shows the combined performance measure with its two performance indicators.
If there were no errors and no uncertainty, then the traditional periphery tracking was an optimal approach. In practice, the uncertainty grows with time, and although errors are reduced to a minimum when the UAV crosses the CP, the spread rate is not observable, and the errors continue to grow shortly after updating the location with the nearby CP. The resulting trajectories and performance improve the benchmark strategy results (see [27] ). Figure 14 demonstrates that the GUS and the benchmark have very different performance for a scenario with a wind. The GUS reduces the uncertainty much more over the time of the mission.
SLUGS II Validation
. . System Configuration. The platform used for the first flight tests was a Phoenix R/C aircraft; later the platform was changed to a Hobby King Bixler 2 (demonstrated in Figure 15 ). Both of the planes are low-cost foam kits and have a flying weight of approximately 2 lbs. The Phoenix and the Bixler 2 both feature a pusher propeller configuration that reduces vibration and increases overall robustness for a belly landing (neither aircraft has landing gear). The wings and fuselage are reinforced with carbon fiber tubes that provide ample rigidity to the airframe [38] . The aircraft is hand launched for take-off. The Bixler 2 wings are almost an elliptical platform with curved winglets for increased flight efficiency. The power plant for the Bixler 2 aircraft is a 1200 kV brushless DC electric motor. The power source used is a 2200mAh Lithium Polymer battery. This battery provides sufficient current for the electric motor, servo, and the AUAV3 autopilot board, through the Electronic Speed Controller (ESC). The ESC provides a 5.0 volt supply to the servos and the AUAV3 autopilot through the Battery Eliminator Circuit (BEC) and also provides a control signal and power to the brushless motor. The BEC is designed to keep servos R/C receiver running while the baking has dropped too far in voltage to power the motor. The SLUGS II autopilot, like most other autopilots, uses a ProportionalIntegral-Derivative (PID) control method for the low-level control loops [32] . The flight controller is developed as a Simulink model, and although it is relatively easy to alter its structure, it requires extensive knowledge about the inner and outer loop structure to redesign the controls. The simulation tests were devoted to validating the viability of the flight controller as flyable. This part of the testing covers the tuning process of the PID gains for the various autopilot control loops. Figure 16 shows the outcome of the integration with the basic real-time components; autopilot, the UAV platforms, and the GCS a moment before performing a field test.
. . Flight Test. The goal of the SLUGS II validation is to support the R&D monitoring system development. The validation relies on several factors, including flight controller and path following performances. The flight controller has been extensively tested within the simulation. The environment supports parameter tuning which can accommodate hardware changes and flight mode extensions.
The most important feature of the SLUGS II autopilot for the R&D monitoring system is its autonomous waypoint navigation capabilities. The ground operator, through the GCS interface, can specify a sequence of waypoints to define the path the vehicle should follow. Figure 17 describes an example of a running scenario with four waypoints and shows how the vehicle follows the desired path while tuning PID gain parameters. Figure 17 shows that initially, the gains were too low, and the system had a slow response.
Conclusions
In summary, this paper has presented the design for monitoring system with a core methodology for coordinating a fleet of UAVs to suppress the uncertainty of a generic ground phenomenon. The coordination technique integrated with a R&D monitoring system which was designed carefully to improve the estimation of a propagated periphery supports decision making in an operational scenario.
The system design comprises the major components of a R&D monitoring system: high-level-controller, flight control, and ground control. The development process of the UAV flight controller (autopilot) has been improved with COTS board and a new development environment for software validation. The SLUGS II autopilot obtains the same functionality in the migrated Simulink model as found in the original model. The generated code uses on average a 60% CPU loading. The reserve computation time leaves enough computational resources for further enhancement and evolution. MSIL simulation tests the generated code in a flexible and friendly environment that is committed to the sequence of events in the software rather than to guarantee strong real-time performance execution of the code. The system is designed to be agnostic as to the type of phenomenon that is being tracked and can be made to work well for a number of different scenarios.
Wildfire incidents are an example of a stochastic phenomenon, and knowing the fire boundary with high certainty would improve decision making by the ground team.
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