Empirical research in DEM 
Introduction
As a digital representation of a topographic surface, digital elevation models (DEM) are routinely used in various applications such as terrain analysis, hydrological modeling, and energy flux study. Although much research on DEMs has been conducted since the 1950s, there is still a lack of consensus regarding the fundamental question in DEM accuracy assessment: What are the error components of a DEM? How is each component, as well as the overall accuracy, assessed? In the literature, error variance and root mean squared error (RMSE), which are rooted in error propagation theory, have been widely applied (Tempfli, 1980; Li, 1993; Aguilar et al., 2006) . However, substantial challenges, both theoretical and practical, present themselves to the applicability of these methods (Wise, 2000; Liu and Hu, 2007) . For example, while error propagation theory assumes that DEM errors are random and independent, many empirical studies have observed that DEM errors are actually correlated with terrain morphology and sampling density (Torlegard et al., 1986; Östman, 1987; Fisher, 1991; Hunter and Goodchild, 1995; Kyriakidis et al., 1999; Holmes et al., 2000; Lopez, 2002; Aguilar et al., 2005; Bonin and Rousseaux, 2005; Oksanen and Sarjakoski, 2006) . The inability of error propagation theory to account
Accuracy Assessment of Digital Elevation Models based on Approximation Theory
Peng Hu, Xiaohang Liu, and Hai Hu for the spatial and structural characteristics of DEM errors suggests that an alternative framework for DEM accuracy assessment is necessary.
This paper introduces approximation theory adapted from computational science to examine the errors in DEMs interpolated by three linear polynomial interpolation methods, namely linear interpolation in 1D, Triangulated Irregular Network (TIN) interpolation, and bilinear interpolation in a rectangle. These linear interpolation functions can be applied to generate a DEM from the contour lines and spot elevations in a topographic map as well as from lidar point data. In the following sections, we first review the nature and composition of DEM error to lay the foundation of our discussion on approximation theory, then, derive the theoretical formulas for each error component in the three interpolation methods. Based on these formulas, the theoretical reasons underlying the correlation between DEM error and terrain morphology, source data density, and interpolation method are revealed for the first time.
DEM Error Components
Since an interpolation-generated DEM consists of a set of grid points, an overview of DEM error should first address the point scale. Supposing T is a DEM point whose unknown true elevation is z T . Given an interpolation method, the interpolated elevation using error-free source data is denoted by H T . In reality, H T is rarely the elevation value Z T recorded in a DEM because of the errors in the source data. The relationship between H T and Z T can be written as:
To expedite the discussion on approximation theory, this paper assumes that the gross error and systematic error in the source data have been removed to leave random error only. Under this assumption, d T is equivalent to the amount of random error in the source data propagated to a DEM point through the interpolation function, and will henceforth referred to as the propagation error. The total error of a DEM point T, denoted by ⌬Z T , is the difference between the true elevation (z T ) and that interpolated by DEM (Z T ), i.e., where R T ϭ z T Ϫ H T is called interpolation error because it is entirely due to the imperfectness of the interpolation function and has nothing to do with the source data. Equation 1 shows that the total error at a DEM point consists of two components: interpolation error and propagation error. Both errors depend on the interpolation function, hence, they may not be independent of each other. It can be further shown that interpolation error is systematic error whereas propagation error is random error (Liu and Hu, 2007) . As the sum of these two error components, DEM error at the point scale is a combination of random and systematic error.
That DEM error emerges from dual sources directly challenges the appropriateness of error propagation theory where the variances of the total error (⌬Z T ), the interpolation error (R T ), and the propagation error (d T ) are related as follows (Tempfli, 1980; Li, 1993; Aguilar et al., 2005) :
Equation 2 is the theoretical root of error variance and Root Mean Squared Error (RMSE), which have been widely used to describe the point and overall accuracy of a DEM since the 1980s. However, Equation 2 hinges on the critical assumption that interpolation error (R T ) and propagation error (d T ) are both random errors and independent of each other. Since interpolation error is actually systematic error and may not be independent of propagation error, the applicability of Equation 2 to DEM accuracy assessment is questionable. A detailed discussion on the challenges, both theoretical and practical, to error propagation theory and their implications to the existing methods on DEM accuracy assessment has been presented by Liu and Hu (2007) .
Approximation Theory
Approximation theory is used in computational science to study how to approximate a complex function z(x) using simpler functions Z(x) and quantitatively characterize the errors introduced therein. For example, supposing function z(x) ϭ sin x is to be approximated by linear polynomial Z(x) ϭ ax ϩ b based on a set of reference points. A typical strategy is to apply piecewise interpolation which divides z(x) ϭ sin x into segments, each of which is then approximated by a line. The accuracy of the approximation in a segment (denoted by S j ) is measured by the largest error at a point in this segment, i.e., max ƒ z(x) Ϫ Z(x) ƒ, x ⑀ s j . The overall accuracy of the approximation is then measured by the largest error of any point in the entire domain, i.e., 
In the remainder of the paper, we derive max ƒ R T ƒ and max ƒ d T ƒ for three linear polynomial interpolation methods, namely linear interpolation in 1D, TIN interpolation, and bilinear interpolation in a rectangle. These methods are widely used to interpolate DEM from topographic maps or lidar point data. A full introduction to these methods has been provided by Kyriakidis and Goodchild (2006) . 
Propagation Error in Linear Interpolation
Equation 3 is based on error-free source data. In reality, the measured elevations of A and B usually contain random errors d a and d b . By taking these random errors into account, the actual interpolation result Recall that propagation error is defined as
Equation 4 shows that the propagation error in a DEM point is bounded by the larger error at an endpoint. By extending this conclusion to the entire DEM and letting ƒ d node ƒ denote the maximum error in a reference point, it can be seen that ƒ d T ƒ ƒd ƒ ƒd node ƒ . This suggests that the random errors in the source data are not amplified during their propagation through linear interpolation in 1D to a DEM point.
TIN Interpolation
TIN interpolation is also a piecewise polynomial interpolation in that it models terrain as consecutive triangle facets. Suppose T is a DEM point in triangle abc (Figure 1b) . Under the assumption that the triangle vertices are error-free, TIN interpolation can be written as (5) i.e., for each triangle patch, the propagation error at a DEM point is bounded by the largest error in the triangle vertices. Extending this conclusion to the entire DEM and letting the maximum error of all reference points be ƒ d node ƒ , there should be ƒ d T ƒ ƒd ƒ ƒd node ƒ . It can be seen that the random error in source data is not amplified during its propagation to a DEM point through TIN interpolation.
Bilinear Interpolation in a Rectangle
Bilinear interpolation in a rectangle approximates a terrain patch as a rectangle. Given the four vertices of a rectangle whose true elevations are z a , z b , z c , z d , respectively (Figure 1c ), the interpolated elevation of a DEM point T using error-free source data is: (6) where v a , v b , v c , and v d are areal proportions of the subrectangles constructed using T. Let the random errors in the
The propagation error at T is thus:
which means that the propagation error at a DEM point in a rectangle patch is bounded by the maximum error in the four vertices. Extending this result from one patch to the entire terrain and letting ƒ d node ƒ denote the largest error in the source data, there is ƒ d T ƒ ƒd node ƒ . From the above derivation, it can be seen that while propagation error depends on the accuracy of the source data, it is also affected by the mathematical form of the interpolation function utilized. When linear polynomials are applied, the propagation error at any DEM point is bounded by the largest error in the source data, i.e., ƒ d ƒ ƒd node ƒ . In contrast, if higher-order polynomials are applied, there is the risk that the errors in the source data will be amplified.
Interpolation Error in Linear Interpolation Methods (RT)
Interpolation error R T is the difference between the true elevation and the elevation interpolated using error-free source data. For each terrain patch, there exist locations where the maximum difference between the interpolation function and the corresponding terrain occurs. Let ƒ R i ƒ denote the maximum difference in patch i. The interpolation error of a DEM point R T should be bounded by the largest ƒ R i ƒ among all patches, i.e., ƒ R T ƒ ƒR i ƒ max{ƒ R i ƒ }. The derivation of interpolation error is a classic topic in numerical analysis and involves advanced calculus. Interested readers are referred to the numerous references available such as Atkinson and Han (2004) .
Assumptions
From the perspective of approximation theory, the actual terrain z(x, y) is approximated by two functions: the first is DEM Z 1 (x, y) whose domain is the set of evenly spaced DEM points; the second is the source data Z 2 (x, y), i.e., the contour lines and spot elevations from topographic maps or lidar data. Topographic maps are the products of surveying and mapping efforts which aim to understand the topographical surface, so it is reasonable to perceive them as an approximation of the terrain. In order to derive the interpolation error bound, we make three assumptions regarding z(x, y), Z 1 (x, y), and Z 2 (x, y).
The first assumption is that source data Z 2 (x, y) is a fairly accurate approximation of terrain z(x, y) in spite of the measurement errors. Specifically, we assume that Z 2 (x, y) is able to provide the structural characteristics of the topographical surface (e.g., ridges and valleys) in a sufficiently accurate manner. This assumption is reasonable considering that Z 2 (x, y) is the basis for constructing DEM Z 1 (x, y). If the source data is of poor quality, it is impossible for the resultant DEM Z 1 (x, y) to approximate the terrain accurately. Another reason for this assumption is that terrain z(x, y) is an unknown function. However, with Z 2 (x, y) being an accurate approximation, the mathematical parameters of this unknown function become computable. Note DEM Z 1 (x, y) is constructed based on Z 2 (x, y), thus the errors in Z 2 can be propagated to Z 1 . This is the propagation error previously discussed.
The second assumption regards terrain z(x, y). Piecewise polynomial interpolation uses consecutive patches to approximate terrain. Each patch can be further divided into smaller patches depending on the desired DEM accuracy and the density of source data. For each terrain patch, we assume that there exists an interval [a, b] which contains this patch and on which terrain z(x,y) is twice or more continuously differentiable. The first-order derivative of terrain describes how fast the elevation changes, i.e., the slope gradient. The secondorder derivative of terrain describes the how fast the slope gradient changes, i.e., the concavity or convexity. Higher-order derivatives do not correspond to geographical concepts directly, but they are indicators of terrain complexity. In essence, the above assumption requires that the concavity (or convexity) or the complexity of each terrain patch is computable.
The third assumption regards the relationship between Z 1 (x, y) and Z 2 (x, y). For a DEM point T, it is assumed that its elevation is interpolated by only the reference points which are used to construct the terrain patch on which T is located; no other source data are involved. Such an assumption is necessary to compare the effectiveness of different interpolation methods because it standardizes the input to the methods. For piecewise linear interpolation functions in Figure 1 , this assumption can be easily satisfied. For example, the elevation of a DEM point T in TIN interpolation (Figure 1b ) depends on the three triangle vertices only. If T is located on the boundary between two adjacent patches, it can be interpolated by either patch. However, the interpolated values should be exactly the same. The above three assumptions are for the analysis of interpolation error only. They are not required to study the propagation error. Since interpolation error is defined as the discrepancy between the true elevation and the interpolated elevation using error-free source data, errors in the source data are not taken into account in the remaining discussion of interpolation error. In other words, the elevations of the reference points are considered error free.
Linear Interpolation in 1D
Linear interpolation in 1D is the method used in visual interpretation of topographic maps. Given a point lying between two adjacent contour lines, a contour line and a reference point, or two reference points, a flow path passing through the point can be constructed. This path is the line on which linear interpolation in 1D can be conducted. Linear interpolation is easy to understand and computationally efficient. It also guarantees that the interpolated elevation is always bounded by the elevations of the endpoints. The practical challenge is how to delineate the flow path. While human eyes are good at identifying the path, rigorous computer implementation remains difficult.
To derive the interpolation error of a given patch i, we shall rewrite linear interpolation in 1D in a new form. Letting z(x) be the actual flow path, Z(x) is its approximation by linear interpolation in 1D (Figure 2) . Z(x) is constructed based on point x 0 and x 1 whose true elevations are The interpolation error for a DEM point T on the flow path, denoted by R T as in previous discussions, is the difference between the true elevation z(T ) and the approx-
, R T ϭ z(T ) Ϫ Z(T ). Its error bound is thus .
Let h i ϭ ƒ x 1 Ϫ x 0 ƒ be the interval of patch i, and M 2i ϭ max(zЉ(j)) be the second order maximum norm of z(x) of patch i. For x 0 Ͻ x Ͻ x 1 , it can be seen by simple geometry or calculus that . The interpolation error of a DEM point in patch i is therefore bounded by . Generating this relationship from one patch to all patches, the result is:
where M 2 ϭ max {M 2i } is the largest second-order maximum norm over the entire terrain, and h ϭ max {h i } is the largest interval between two reference points, i.e., h ϭ max {ƒ
shows that the interpolation error at a point in a DEM interpolated by linear interpolation in 1D is bounded.
TIN Interpolation
The derivation of the interpolation error in TIN interpolation is much more complex compared to linear interpolation in 1D. To expedite the discussion, the derivation detail is moved to Appendix I. Essentially, if we use M 2i to denote the second-order maximum norm of terrain patch i and h i to denote the longest edge of the corresponding triangle, the result is . By generalizing the result from one patch to all triangle patches, the result is , where is the maximum norm of second-order derivative of all triangle patches, and is the longest triangle edge or equivalently the largest interval between two reference points used to construct a triangle.
Bilinear Interpolation in a Rectangle
Bilinear interpolation in a rectangle can be perceived as a two-step process: first x is assumed fixed so that terrain z(x, y) becomes a function of y, interpolation is then conducted along the y direction only; next y is assumed fixed so that interpolation is conducted along the x direction only. Because of this property, the interpolation error of bilinear interpolation in a rectangle can be derived based on the previous results of the interpolation error of linear interpolation in 1D in Equation 7. Due to the complexity of the derivation process, the derivation details are moved to Appendix II. Essentially, the interpolation error of a DEM point T is , where h i is the longer edge of rectangle patch i, i.e., h i ϭ max {|y 1 Ϫ y 0 |,|x 1 Ϫ x 0 |}, M 2i is the second-order maximum norm of patch i, i.e.,
. M 4 is the fourth-order maximum norm of patch i,
Extending the result from one patch to all patches, the interpolation function of bilinear interpolation in a rectangle is obtained as where h is the longest edge of any rectangle, and M 2 ,M 4 are the second-and fourth-order maximum norm of the entire terrain, respectively.
The results of the interpolation error, propagation error, and total error in a DEM interpolated by the above three linear polynomial functions are summarized in Table 1 .
Results and Discussion
In the literature, many researchers have observed that DEM error is correlated with terrain morphology and sampling density (Wood, 1994; Aguilar et al., 2005) . However, the underlying theoretical reasons have never been articulated. The approximation theory presented in this paper clarified this issue for the first time. DEM error is a combination of propagation error and interpolation error. When the source data has high vertical accuracy, propagation error is small, and therefore DEM error is dominated by interpolation error. From Table 1 , it can be seen that interpolation error depends on two factors: M 2 or M n which are essentially descriptors of terrain morphology, and h which describes source data density because it measures the interval between two reference points. The characteristics of DEM errors observed in the literature are thus explained.
For a given study area, the value of M 2 or M n is a fixed value. If the terrain is very complex or source data are sparsely distributed, M 2 h 2 will be a large value. Under such circumstances, none of the interpolation methods in Table 1 will be effective. This explains the observation by some researchers that DEM accuracy is more affected by terrain complexity and sampling density than interpolation function (Aguilar et al., 2005) . However, interpolation error can still be reduced if the maximum interval h is decreased by inserting new reference points. In practical applications, source data density does not need to be uniform throughout a study area. Rather, it can be adjusted depending on terrain complexity. In the case that high density source data is available and the vertical accuracy of the source data is high, the interpolation error and the propagation error are both likely to be small. Consequently, any of the three interpolation methods in Table 1 is likely to result in an acceptable DEM. This is why interpolation method is less important when generating a DEM from lidar point data.
While the impact of interpolation error is little if source data is very sparse or very dense, it does play an important role in DEM generation. From Table 1 , it can be seen that the propagation errors in the three linear polynomial methods are nearly the same. However, their interpolation errors vary significantly. Linear interpolation in 1D has much higher potential to result in a more accurate DEM than the other two methods. This result is interesting considering that TIN is currently the dominant approach to interpolate a DEM. To
explore the rigorous implementation of linear interpolation in 1D is thus a promising direction for future research on DEM generation. For the purpose of DEM quality control, the error bounds in Table 1 can be compared with a predefined criterion to determine whether a DEM is acceptable. For example, USGS (1998) DEM standard requires that the maximum permitted error at a point in its Level II DEM is 50 meters. If the error bound is found smaller than the permitted value, the DEM is guaranteed to be acceptable. From Table 1 , we know that DEM error depends on four factors: errors in the source data, the interpolation function, second or higher order maximum norm of terrain, and the maximum interval in the source data. To a DEM producer, the interpolation method and the source data should be known. The main challenge is to compute the second or higher order maximum norm (M 2 or M n ) of the unknown terrain function. In numerical analysis, the value of M 2 or M n is usually computed from a table instead of the mathematical function. For example, we would like to compute M 2 for the function y ϭ sin x. In lieu of calculus, a table consisting of a list of y values corresponding to a set of x can be constructed. Second-order divided difference is then computed based on the table to result in the value of M 2 . For the definition of the first and second order divided difference and their calculation details, Atkinson and Han (2004) have provided detailed discussions. In the context of DEM, the mathematical function of the terrain is unknown. However, source data is an approximation of it. Recall in the previous Assumptions subsection, we made three assumptions, one of which is that source data Z 2 (x, y) is a fairly accurate approximation of terrain z (x, y) despite the measurement errors. The key reason for this assumption is to enable the computation of M 2 based on source data Z 2 (x, y). Interpolation-generated DEMs usually use topographic maps as the source data. Topographic maps, where the terrain structure information is embedded in the contour lines and spot elevations, typically must pass quality control. Unless outdated, they are a valuable source for inferring the second-or higher-order derivatives of a terrain. The computation detail is beyond the scope of this paper. However, M 2 occurs in areas where slope gradient changes the fastest. A trained interpreter of topographical maps should be able to identify such areas on the map.
Summary and Conclusions
Availability of a rigorous accuracy assessment framework is a milestone in the development of any technology. As one of the most important products of geospatial information technology, DEM serves myriad applications which directly impact our society. Since the 1980s, error propagation theory has been used as the dominant framework to assess DEM accuracy. However, its assumption that all errors in a DEM point are random and independent of each other is 
contradicted by the empirical observation that DEM error is not random but correlates with terrain morphology and sampling density. In this paper, we presented approximation theory as a new perspective from which to assess the point and overall accuracy of an interpolation-generated DEM. This new framework differs drastically from error propagation theory: while error propagation theory describes the point and overall accuracy of a DEM by variance, approximation theory uses the largest error of any DEM point over the entire terrain. In other words, error propagation theory is based on statistics whereas approximation theory is based on calculus. Based on this new framework of approximation theory, three linear polynomial interpolations methods were examined. It is pointed out that interpolation error depends on terrain morphology, source data density, and interpolation method whereas propagation error depends on the vertical accuracy of the source data as well as the interpolation function. Among the three linear polynomial interpolation methods examined, the propagation errors are nearly the same whereas the interpolation error in linear interpolation in 1D is the smallest. This finding suggests that the development of a rigorous implementation of linear interpolation in 1D is a key to improve the accuracy of interpolation-generated DEMs. Li, Z., 1993 
Appendix I: Interpolation Error of TIN Interpolation
To derive the interpolation error of a DEM point T, let P 1 P 2 be a horizontal line passing T and intersecting the triangle edges as shown in Figure 3 . Supposing z(x, y) is the actual terrain, Z(x, y) is the triangle patch, (x, y) is line P 1 P 2 . The interpolation error of R T of DEM point T can be written as:
Since P 1 and P 2 are on the triangle, their true elevations can be written as z(P 1 ) and z(P 2 ) respectively. Similarly, since P 1 and P 2 are also on line z(x, y), their elevations can be written as z(P 1 ) and z(P 2 ). It can be seen that z(P 1 ) ϭ z(P 1 ) and z(P 2 ) ϭ z(P 2 ). The error bounds of z(T) Ϫ z (T) and z(T) Ϫ Z(T) are derived separately. the triangle, h P1P2 is the interval between P 1 and P 2 , i.e. h P1P2 ϭ ƒ P 1 Ϫ P 2 ƒ . If we denote the longest edge of the triangle as h, it can be easily seen that h P1P2 h. The above equation can thus be rewritten as On the other hand, T can also be interpolated by triangle P 1 P 2 A 3 . Since triangle P 1 P 2 A 3 and triangle A 1 A 2 A 3 define the same plane, the triangle functions determined by them should be the same. Since A 1 A 2 A 3 defines Z(x, y) , the function defined by P 1 P 2 A 3 must also be Z(x, y). The value of P 1 and P 2 can thus be written as Z(P 1 ) and Z(P 2 ). Since T is located on edge P 1 P 2 , its elevation can be interpolated by:
Combining Equations a3 and a4 together, the result is:
The terms z(P 1 ) Ϫ Z(P 1 ) and z(P 2 ) Ϫ Z(P 2 ) are the interpolation error at P 1 and P 2 when approximating z(x, y) using Z(x, y). Because P 1 and P 2 are located on line A 1 A 3 and A 2 A 3 , their values can be interpolated by linear interpolation in 1D, i.e., Applying the error bound of linear interpolation derived in the Results section, there is , i ϭ 1,2, where M 2 Ј is the maximum norm of second-order directional derivatives of the triangle, and h is the longest edge of the triangle. Mathematically, it can be shown that M 2 Ј Ͻ 2M 2 where M 2 is the second-order maximum norm of the triangle. Therefore, Combing Equations a2 and a5 together, the interpolation error of a DEM point in a triangle patch is given by .
