Acoustic Doppler velocimetry (ADV) is a popular technique for quantifying turbulent fluid flows in aquatic, marine, and laboratory environments. The technique relies on the Doppler shift principle to measure the velocity of suspended scattering particles that are assumed to move passively with the flow. Descriptions of ADV principles of operation are given by Lohrmann et al. (1994 ), Sontek (1997 ), and Voulgaris and Trowbridge (1998 . The velocimeter employed in this evaluation is a SonTek 16 MHz MicroADV with the ADVField signal processing hardware enclosed in a splash-proof housing. This is a newer generation instrument that is advertised as having better spatial and temporal characteristics than the original SonTek 10 MHz and 5 MHz Ocean probes. These attributes make the 16 MHz model ideal for laboratory and turbulence measurements; however all of the models are available with ADVField processors enabling the probe to be used in the field. Acoustic instruments have a sampling volume (located at the intersection of the transmitting and receiving beams) that is large compared to the smallest scales of motion in turbulent flows. This limits the resolution and signal-to-noise (SNR) performance of the instrument, particularly in flows with smallscale turbulence and large velocity gradients. Thus, the ADV technique is subject to certain limitations in different flow regions and conditions. In this study, we evaluate ADV system performance by using the instrument to measure controlled laboratory flows. ADV results are compared to laser Doppler velocimetry (LDV) measurements in the same flow and to direct numerical simulations (DNS) of similar flows. The mean flow rates are designed to mimic those typically found in natural marine and aquatic systems so as to provide a useful guide for users interested in field and laboratory study. 
Acoustic Doppler velocimetry (ADV) is a popular technique for quantifying turbulent fluid flows in aquatic, marine, and laboratory environments. The technique relies on the Doppler shift principle to measure the velocity of suspended scattering particles that are assumed to move passively with the flow. Descriptions of ADV principles of operation are given by Lohrmann et al. (1994) , Sontek (1997) , and Voulgaris and Trowbridge (1998) . The velocimeter employed in this evaluation is a SonTek 16 MHz MicroADV with the ADVField signal processing hardware enclosed in a splash-proof housing. This is a newer generation instrument that is advertised as having better spatial and temporal characteristics than the original SonTek 10 MHz and 5 MHz Ocean probes. These attributes make the 16 MHz model ideal for laboratory and turbulence measurements; however all of the models are available with ADVField processors enabling the probe to be used in the field. Acoustic instruments have a sampling volume (located at the intersection of the transmitting and receiving beams) that is large compared to the smallest scales of motion in turbulent flows. This limits the resolution and signal-to-noise (SNR) performance of the instrument, particularly in flows with smallscale turbulence and large velocity gradients. Thus, the ADV technique is subject to certain limitations in different flow regions and conditions. In this study, we evaluate ADV system performance by using the instrument to measure controlled laboratory flows. ADV results are compared to laser Doppler velocimetry (LDV) measurements in the same flow and to direct numerical simulations (DNS) of similar flows. The mean flow rates are designed to mimic those typically found in natural marine and aquatic systems so as to provide a useful guide for users interested in field and laboratory study.
Acoustic Doppler velocimetry-ADV is often used in studies of turbulent processes in limnology (e.g., Cornelisen and Thomas 2004; Tritico and Hotchkiss 2005; Venditti and Bauer 2005) , oceanography (e.g., Yahel et al. 2002; Talke and Stacey 2003; Butt et al. 2004) , and benthic ecology (e.g., Eckman et al. 1990; Friedrichs et al. 2000) . The technique has been employed in a range of flow conditions, including natural stream environments (Lane et al. 1998; Mutz 2000; Carollo et al. 2002) , estuaries (Kim et al. 2000) , natural and artificial wave environments (Osborne et al. 1997; Doering and Baryla 2002) , and artificial channels (Cheng and Chiew 1998; Car-bonneau and Bergeron 2000; Nikora and Goring 2000; Lawless and Robert 2001) . ADV is typically used to measure mean velocities, the strength of the velocity fluctuations away from the mean (turbulence intensities), and temporal correlations between the directional components of these fluctuations (turbulent Reynolds stresses).
Laser Doppler velocimetry-The LDV technique (see Adrian and Thompson 1993; Albrecht et al. 2003 ) is similar to ADV in that it relies on the Doppler shift principle to measure the velocity of suspended scattering particles in the flow. However, laser Doppler instruments have smaller sampling volumes than acoustic Doppler instruments due to the fact that light waves are much shorter in wavelength than sound waves. LDV is a commonly used technique for the characterization of boundary layer turbulence, primarily because the measurement volume is nonintrusive and small relative to the scales of motion in turbulent flows. This allows the user to make highly spatially and temporally resolved measurements throughout the boundary layer, including the near-bed region. While generally not practical for field use, LDV is used extensively to examine turbulent flow in laboratory flumes (e.g., Nezu and Rodi 1986; Crimaldi et al. 2002) .
This study adds to a collection of work from researchers reporting on the accuracy and performance characteristics of ADV systems. Early evaluations of ADV directly compared the technique with results from LDV Lohrmann et al 1994) , although this was a mostly qualitative assessment of its performance. While these comparisons generally showed favorable agreement, the techniques were not tested in challenging conditions, such as in the near-bed region, and there was no objective comparison with known flow statistics. A similar study conducted by Voulgaris and Trowbridge (1998) produced a "ground-truth" estimate of true flow characteristics in a water flume. The estimate was derived from both ADV (10 MHz model) and LDV measurements and was used as a baseline of comparison for the instruments. The ADV measurements compared favorably with the "ground-truth" estimate, however the LDV measurements differed significantly. Most of the data were above 10 mm from the bed, although one experiment set that did include data points as close as 3 mm to the bed suffered from a failure of the LDV instrument and, therefore, direct comparison and ground-truthing was unavailable. Finelli et al. (1999) extended the evaluation of ADV to the near-bed region by comparing the technique to hotfilm velocimetry. It was shown that accurate knowledge of the sample volume size and location is necessary for making measurements near the bed. Good agreement between the two instruments (within 5%) was found above 10 mm from the bed, however, below this point ADV velocities were as much as 80% lower. Similar to other reports on accuracy of ADV, the comparison gave an evaluation relative to another measurement technique without an objective method of independent evaluation. Furthermore, turbulent fluctuations were not included in the hot-film velocimetry results. The authors expressed the need for further research to be done in evaluating performance within 1 cm of the bed.
In this paper, we present direct comparisons of ADV and LDV data in the same flow. We also provide DNS results of comparable flows by Spalart (1988) . While the DNS cannot capture all the finer details of our laboratory flow, the agreement between the theoretical predictions and our LDV measurements is shown to generally be excellent. This provides additional confidence for the LDV results to be used as an independent baseline in evaluating ADV performance. The aim of the study is to provide an evaluation of ADV at flow rates typical of what might be found in natural environments, including an evaluation of data from the near-bed region. An independent evaluation of measurement volume size and location was also performed, which allowed for precise alignment between the ADV sampling volume, the bed of the flume, and the LDV. The results of this paper will help researchers to understand the accuracy of acoustic Doppler systems, especially within a turbulent boundary layer.
Error sources-Before proceeding to our study, we first review error sources related to the ADV technique. ADV is subject to several sources of error related to the size of the measurement volume and the nature of the acoustic system. Firstly, positioning errors of the sampling volume can result in interpretation errors in both turbulence statistics and mean velocities when measuring flows in the near-bed region. Finelli et al. (1999) developed a method for mapping the vertical size and position of the sample volume by systematically moving the instrument vertically over an acoustic target and quantifying the signal response. The results of the mapping procedure found the sample volume to be significantly larger (12.5-15.8 mm, depending on setup) than reported by the manufacturer, and their determination of the sample volume position differed from that reported by about 4 mm. These discrepancies are especially problematic when making measurements near the bed where large gradients are present. Another source of error in ADV measurements is Doppler noise, which is intrinsic to the technique and can add a significant positive bias to the velocity power spectrum . This "white noise" can be identified as an added noise floor in the high frequency region of the spectrum. Typically, Doppler noise does not bias the mean velocity measurements or the Reynolds stresses (as long as the noise is uncorrelated between the channels upon which the statistic is based and the signal strength is equal between the receiving beams). However, the effects do change the unidirectional statistics associated with the fluctuating time series (e.g., turbulence intensities). Increased spatial averaging can reduce this type of noise, however the corresponding loss in resolution may offset any improvements in accuracy. Thus, the instrument is typically set up with a nominal sample volume size that represents an optimization between an acceptable noise level and the ability to resolve pertinent spatial scales. Voulgaris and Trowbridge (1998) compared two meth-ods of removing noise from ADV data in post-processing. The first method was spectral analysis, removing the noise tail in the power spectrum. The second method used the results of the ground-truthing technique but was potentially biased high due to inclusion of errors related to the ADV and LDV techniques. Voulgaris and Trowbridge (1998) also identify errors resulting from limitations in the ability of the system to resolve the Doppler shift of the acoustic pulse and errors due to mean velocity shear within the sample volume.
Materials and procedures
Laboratory facility-The experiments were performed in a recirculating water flume at the University of Colorado. The flume test section features a glass bed and walls and is 15 m in length and 1.25 m across. A stainless steel rod that trips the turbulent boundary layer is mounted 0.30 m downstream from the beginning of the test section. At the end of the test section, different size weir plates are used to adjust the running depth of the flow. Two digitally controlled pumps ensure accurate and repeatable flow conditions.
Acoustic Doppler velocimeter-The SonTek 16 MHz MicroADV system used in this study has a 40-cm down-looking threedimensional (3D) stem. The manufacturer specifies a nominal sample volume height of 9 mm and a distance of 50 mm from the transmitter to the center of the sample volume. The system components include the probe, signal processing hardware, and communication and power cables. The processing module is available as either the ADVLab model (PC card) or the ADVField model (splash-proof housing or submersible canister). Any probe of a given frequency can be used with a processing module of that frequency, provided that the cables and connectors are compatible (SonTek 1997). The system was operated at a 10 Hz sampling rate using firmware version 8.04. The ADV cannot resolve frequencies above 4 or 5 Hz as seen by a flattening at the noise floor of turbulence spectra (Carlson 2003) . Sampling at 10 Hz captures all signal content up to 5 Hz. Sampling at a higher frequency than 10 Hz would not provide any improvement in resolution, and would merely provide redundant data that were not statistically independent from the 10 Hz data. The instrument has five userselectable velocity range settings. At each measurement point in a profile, we used the minimum velocity range such that the mean velocity and fluctuations recorded by the instrument were within the bounds of that range.
Laser Doppler velocimeter-The LDV is a Dantec Dynamics 2-component fiber optic system with a 112 mm diameter probe, and uses a BSA F60 processor running Flow Software version 4.0. The probe has an 800 mm focal length with an expansion ratio of 1.5, producing a measurement volume 0.080 mm in diameter and 1.17 mm in length. The longer dimension is aligned horizontally, perpendicular to the mean flow direction. The LDV probe contains both transmitting and receiving optics, and operates in backscatter mode. It is mounted on a 3D automated traverse that is controlled through the BSA software. The LDV is driven with 700 mW of argon-ion laser power.
Procedure-LDV velocity measurements rely on light scattered from a measuring volume formed by the intersection of two or more laser beams. The intersecting beams create a pattern of interference fringes, and the calibration of the instrument is based on the spacing of the fringes. The spacing depends only on the laser wavelength, which is known, and the beam crossing angle, which can be accurately measured. We calibrated the LDV by calculating the beam crossing angle from measurements of the beam spacing at a given distance from the intersection at the measurement volume. Error associated with this calibration was less than 1%.
The manufacturer tested the ADV alignment prior to data acquisition. The instrument output was also calibrated to match mean free stream velocities reported by our LDV at a mean flow rate of 14.5 cm/s. SonTek made this adjustment by redefining the transformation matrix in the configuration file, and it represented a change of less than 5% relative to the original factory settings. The configuration file is loaded by the HorizonADV software and is used for transforming the raw measurements into an orthogonal coordinate system. The size and location of the sample volume was determined using the mapping procedure detailed by Finelli et al. (1999) . To do this, the instrument is systematically lowered over a fine crosshair while measuring the signal response. The resulting SNR ratio reported by the instrument varies as a Gaussian with crosshair position; the peak of the Gaussian corresponds to the sample volume center. This information was used to calibrate a vertical scale and align the ADV and LDV sampling volumes for comparative measurements. ADV and LDV measurement locations are always referenced from the center of their sample volumes (i.e., a measurement location of 2 cm indicates that the center of the sample volume is located 2 cm from the bed).
The flow tests were conducted at two flow settings for comparison with Spalart's (1988) data at Re θ = 670 and Re θ = 1410. Table 1 contains the setup parameters and flow conditions for each recorded data set. Twenty-minute sample records from each point in the flow were used to produce profiles of velocity and calculate turbulence statistics. The LDV profiles consisted of 29 points spaced logarithmically from 0.50 mm to 250 mm above the bed. The ADV profiles consisted of 21
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Accuracy of ADV measurements 25 points spaced logarithmically from 3 mm to 240 mm above the bed. The sampling time (and by extension, the averaging period) is designed to be sufficient in extent to ensure sufficient statistical convergence. The ADV and LDV were operated independently because they have different particle seeding requirements for optimum performance. The seeding particles used for the ADV are larger than those for the LDV, and their presence in the flume causes the LDV to report lower peak turbulence statistics. The flow depends only on temperature, flow depth, and pump settings, the latter two of which we have precise control over. Temperature effects are very minimal and are removed in the nondimensionalization scheme by using a temperature-dependent value for the kinematic viscosity, v. Although the profiles were not taken simultaneously, the facility provides extremely stable flow conditions over time and highly repeatable statistics. There are narrow vertical regions within an ADV profile where anomalous readings may occur due to acoustic interference with the bed. This occurs when the time for the first acoustic pulse to travel from the transmitter to the boundary and back to the transmitter is equal to the pulse lag plus the time for the second pulse to travel from the transmitter to the sample volume and back to the transmitter (Carlson 2003) . We avoided sampling in the regions where these interferences can occur.
Data quality was monitored through SNR and correlation (COR), which the ADV provides as feedback in real-time as well as in recorded data. In Fig. 1 , we present typical profiles of SNR and COR, plotted against z (mm), the measurement height above the bed. The profiles are averaged over the sampling period and across the three transmit beams. Although not presented here, we found the individual response of the three beams to be quite similar.
Assessment
Sample volume mapping-Sample volume mapping addresses two issues related to positioning of ADV systems: (a) quantifying the location of the sample volume in relation to the transmitter and (b) quantifying the vertical extent of the sample volume. The procedure provides an independent method of determining the size and position. The vertical extent of the sample volume is identified as the region where the signal strength is large relative to background noise (Sontek 1997) . Fig. 2 displays the signal response as a function of sample volume position. We chose to define the edges of the sample volume at e -3 of the peak signal, as this results in a conservatively large estimate of the vertical extent. For comparative purposes, e -3 corresponds to bounds at 5% of the peak signal whereas e -2 corresponds to bounds at 14% of the peak signal. From the mapping procedure, we found the ADV sample volume to be 1.3 cm in vertical extent and centered 4.4 cm from the probe tip. This compares with nominal measurements of 0.9 cm and 5 cm reported by the manufacturer, respectively. With a 1.3 cm measuring volume, an instrument height of 0.7 cm would place the lower edge of the sampling volume just above the bed surface. Finelli et al. (1999) and what the instrument reports. Error in vertical placement of the sample volume due to user error is estimated to be within 0.02 cm.
Results
The velocity signal is decomposed according to Ũ =U+u(t), where U is the mean velocity and u(t) is the fluctuating component. The mean velocity is also described nondimensionally as U + = U/u τ , where the shear velocity, u τ , is a measure of shear stress at the bed. It is obtained by fitting the mean velocity profile to the law-of-the-wall, as shown in Fig. 4 . The shear velocity used in nondimensionalized statistics was derived from the LDV data; however the difference between LDVderived and ADV-derived shear stress values was less than 1% for the slow flow case and 3% for the fast flow case. Vertical location is specified in terms of the nondimensional wall unit z + , defined as z + = zu τ /v, where z is the distance from the bed to the center of the sample volume and v is the kinematic viscosity. (Figs. 3b-6b ) flow cases. For the Re θ = 670 flow case, the ADV mean velocities were within 5% of the LDV mean velocities when the center of the sample volume was at or above about 1 cm from the bed (Fig. 3a and Fig. 4a ). For the Re θ = 1410 flow case, 5% accuracy was achieved above about 0.7 cm from the bed (Fig. 3b and 4b ). This vertical location is consistent with our mapping results. A 0.7 cm sampling height would place the bottom of the measurement volume (1.3 cm total vertical extent) just above the bed of the flume. However, for the Re θ = 670 flow case, the ADV results began to lose accuracy above where the sample volume would be expected to interfere with the bed. ADV measurements of mean velocity can be biased due to averaging spatial gradients, interfering with the static bed, or some combination of the two. One explanation for the discrepancy is the changing shape of the velocity boundary layer as Reynolds number varies. As the shape of the profile changes within the sample volume, spatial averaging could lead to accuracy differences in the velocity calculation. Voulgaris and Trowbridge (1998) investigated this effect by comparing an area-integrated velocity to the instrument's arithmetic average and found it to be only on the order of 0.1%, significantly less than the discrepancy reported by our ADV. They attributed velocity underestimation to problems in aligning the sample volumes of the LDV and ADV. This is a reasonable conclusion given that they did not conduct a sample volume mapping to verify the size and location of the sample volume. However, we experienced , and is plotted against dimensionless z + on the left axis (z + = zu τ /ν) and dimensional z on the right axis (cm). The smooth line is direct numerical simulation (DNS) by Spalart (1988 the sample volume, then measurements taken above 0.7 cm should be free from this bias. It is conceivable, however, that the signal response from a large static object such as the wall is more pervasive (and therefore extends further) than predicted by a much smaller acoustic target. Finelli et al. (1999) reported that the mean velocities were accurate to within 1 cm of the bed for mean freestream flows of approximately 20 cm/s and 40 cm/s. They then provided some simple calculations showing that velocity underestimation within 1 cm of the bed is greater than what would be predicted based on spatial resolution. It is likely that the full extent of errors in mean velocity measurements is due to some combination of factors related to the sample volume size.
In addition to mean velocities, statistics such as turbulence intensities and Reynolds stresses are commonly calculated using ADV velocity records. In Fig. 5 , we present streamwise (u 2 --) and vertical (w 2 --) turbulence intensities, normalized by the shear velocity squared, u 2 τ, and plotted in terms of wall units (z + , left-hand axes) and dimensional distance from the wall (z, right-hand axes). The LDV data are generally in close agreement with the DNS results for both flow cases. The flow statistics in the flume (as quantified by the LDV) deviate from the DNS results in places due to details of the flow in our flume. In particular, the flow in the flume has a weakly turbulent freestream (with nonzero turbulence intensities), whereas the DNS results have a laminar freestream (with turbulence intensities asymptoting to zero). So, whereas the DNS results are useful for verifying that the flow in the flume has a well-behaved boundary layer, the actual details of the local flow statistics in the flume are best quantified by the LDV results. The turbulence intensities calculated from ADV data follow three broad generalizations: (1) they are artificially low, (2) the error increases close to the bed, and (3) the magnitude of the errors (and the distance from the wall at which they appear) is larger for the faster flow case. These generalizations are all consistent with data averaged within a large sample volume, which (1) spatially averages some energy out of the flow, (2) is biased by the presence of a solid boundary close to the sample volume, and (3) averages mean spatial gradients, which are more severe in faster flows. Near-bed errors in ADV measurements are well known and have been reported elsewhere. However, the distance from the wall to which the errors persist is surprising, especially in the faster flow case. In this case, the turbulence intensities deviate markedly from the LDV results as far as 3 to 4 cm from the wall. In addition, the vertical location of the peak streamwise intensity value is significantly overestimated by the ADV. This is due to the ADV measurement volume interfering with the bed at locations where the LDV and Spalart report the highest streamwise turbulence levels. The interference causes values at these locations to be greatly underreported due to incursion of the static bed into the sample volume. The ADV is more accurate in estimating the vertical location of the peak intensity in the w-direction due to the vertical structure , and is plotted against dimensionless z + on the left axis (z + = zu τ /ν) and dimensional z on the right axis (cm). The smooth line is DNS by Spalart (1988) .
of the boundary layer. The presence of the solid boundary means that turbulent fluctuations in the vertical direction peak at larger distances from the bed. ADV measurements can be made at the higher locations without suffering from interference between the sample volume and the bed. Voulgaris and Trowbridge (1998) also reported better accuracy in the vertical direction. Fig. 6 contains Reynolds stresses (uw --) calculated with ADV data, again compared with LDV data and DNS results for both the Re θ = 670 (Fig. 6a) and Re θ = 1410 (Fig. 6b) flow cases. The LDV data show that the Reynolds stresses in the flume are similar to that predicted by the DNS results, with the exception of larger values in the freestream, and smaller values near the Reynolds stress peak. When comparing the Reynolds stresses calculated from the ADV data with those from the LDV, the agreement is seen to be very good for distances from the wall greater than 1 to 2 cm. Below that location, the ADV Reynolds stresses are underpredicted, and the error is larger closer to the wall and for the faster flow case.
Spectral analysis-Accurate experimental estimation of turbulence statistics relies on adequate spatial and temporal resolution in the measurement technique, combined with a sufficiently high SNR ratio. Although turbulence statistics are typically calculated in the time domain for the sake of convenience, an evaluation of the spatial, temporal, and noise characteristics of data from a particular technique can be more conveniently examined in the frequency domain. Time series data are easily converted into the frequency domain using Fourier techniques, whereby the frequency (or, alternatively, wavelength) content of a particular statistic can be determined. The power spectral density (PSD) calculation (e.g., Bendat and Piersol 1984) converts the time history of a statistic into frequency space, showing how contributions to the variance are distributed with respect to their frequency (or wavelength) content. Typically, the PSD is normalized such that it integrates to the variance of the input signal. From the spectral perspective, spatial and temporal characteristics of the instrument resolution are more readily observed, as are telltale signatures of noise content. A typical turbulence spectrum rolls off at high frequencies due to viscous dissipation at small spatial scales. White noise, on the other hand, is characterized by a flat spectrum. A noisy turbulence spectrum, therefore, is often characterized by a flattening of the spectra at high frequency in the region where the SNR ratio of the instrument response is very low. Power spectral densities of the streamwise and vertical components of the fast flow case, measured at a height of 0.7 cm above the bed are displayed in Figs. 7 and 8, respectively. Plotted in Figs. 7a and 8a are a comparison between the ADV (gray line) and LDV (black line) data. Figs. 7b and 8b demonstrate the identification of the ADV noise floor with a horizontal line. For the present flow conditions and instrument configurations, the ADV was able to resolve signal up to about 4-5 Hz. In this case, an ADV sampling rate of 10 Hz is sufficiently high to capture all signal fluctuations resolved by the instrument. This noise is inherent to the instrument and contributes to the variance reported. Thus, theoretically the true signal is the signal reported from the instrument minus the noise signal.
We implemented a correction algorithm discussed in Lemmin and Lhermitte (1999) and employed by Voulgaris and Trowbridge (1998) . The method involves subtracting off the high frequency noise floor in the PSD and was invoked over a subset of data from both instruments. The effect of this filtering depends on the magnitude of the noise floor relative to the signal at that location. The LDV signal has a very small noise component and therefore filtering does not have a significant effect on the LDV data. The effect of filtering ADV data are more considerable due to the higher noise levels inherent to acoustic instruments. A greater portion of the instrument response is noise and the effect of removing it is to reduce the energy content in the data reported from the instrument. The unfiltered ADV data already underreports turbulence levels in the flow prior to filtering, which means that removal of noise brings the data farther from the LDV and Spalart data. Presented in Fig Spectral comparison between LDV and ADV data indicates that the large sample volume is not solely responsible for underreported turbulence statistics. The energy cascade model predicts a range of eddy sizes from large, low frequency turbulent motions progressing down to small, high frequency motions at the Kolmogorov microscale. Thus, in a spectral representation of flow characteristics, there is a relationship between frequency and eddy size. The ADV technique cannot be expected to resolve scales of motions that are on the order of the sample volume size and smaller. If the ADV were only underreporting energy at scales smaller than the sample volume, then the PSD would drop off at a frequency corresponding to a length-scale on the order of the sample volume size. However, the magnitude of the ADV PSD is smaller than that of the LDV over the full frequency range of the plot (excepting only the lowest frequencies). Therefore, energy is being , and is plotted against dimensionless z + on the left axis (z + = zu τ /ν) and dimensional z on the right axis (cm). The line is DNS by Spalart (1988) .
underreported over a wide range of spatial scales, even those much larger than the sample volume.
Discussion
ADV performance is evaluated by comparing results with an independent measure of known flow statistics. We found that, in general, ADV employed in turbulent boundary layers is not as accurate as previously reported, and the region where inaccurate results are obtained extends farther from the bed than previously reported. We also give results from ADV sample volume mapping in which we found the measurement volume to be larger and located differently than specified by the manufacturer. This finding is consistent with previous studies. The results from the mapping procedure provide the means for accurate placement of the measuring region. However, locating the lower edge of the sample volume above the bed is not a sufficient condition to guarantee accurate results. At 0.7 cm above the bed, the ADV measured mean velocities to within 5% accuracy only for the Re = 1410 flow case. For the Re = 670 flow case, 5% accuracy was achieved only to within 1 cm of the bed. Results for turbulence statistics show that ADV inaccuracies can extend much farther from the bed, up to about 4 cm in some cases. Because the nature of these inaccuracies is to underreport statistics, the high noise level inherent to ADV contributes to the signal in a way that makes reported turbulence statistics appear better than they would without the addition of noise to the signal. Therefore, we conclude that noise filtering is not a beneficial or worthwhile approach to improving accuracy of results from the ADV technique.
Comments and recommendations
The ADV technique is limited largely due to a sample volume that is (1) larger than the smallest scales of motion in most turbulent flows and (2) large compared to the distances from the bed where near-wall measurements are commonly required. Furthermore, ADV measurements can be biased at distances from the bed that are outside the theoretical and experimental extent of the sample volume. Interference between the bed and sample volume causes the SNR reported by the instrument to increase in proportion to the amount of interference, which can give users a false level of confidence in results. This point underscores the importance of conducting sample volume mapping before data acquisition. Mean velocities can be accurately measured to within 1 cm of the bed. ADV users should exercise caution, however, when reporting turbulence statistics. These results indicate that the accuracy within the 1 to 3 cm range is somewhat dependent on the flow itself. For slower flows, turbulence statistics may be accurate to as close as 1 cm from the bed, however for faster flows the same level of accuracy may only be possible 3 to 4 cm from the bed. Further research is needed to provide an objective evaluation of ADV performance while taking measurements in turbulent flows with a rough substrate, as this will add additional complexity in aligning the ADV and interpreting results.
