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The self-assembly of colloidal particles provides promising bottom-up routes to
three-dimensional structures from simple building blocks. Colloidal open crystals are
periodic ordered structures composed of low-coordinated colloidal particles, thus hav-
ing a maximum density less than what is achieved at close packing. The study of
colloidal open crystals has drawn much interest in recent years because of their attrac-
tive photonic, phononic and mechanical properties, giving rise to a variety of potential
applications.
This thesis extensively uses Brownian dynamics simulations of triblock patchy par-
ticles, complemented by a global optimisation method for structure prediction, to es-
tablish the versatility of a hierarchical self-assembly scheme encoded in triblock patchy
particles to realise a variety of colloidal open crystals via colloidal molecules. The
scheme employs a hierarchy of patch-patch interactions programmed into designer tri-
block patchy particles and tunes the range of these interactions along with the patch
sizes. The key to the success of this bottom-up route to yield colloidal crystals is the
self-limiting growth of small colloidal clusters, known as colloidal molecules, in the first
stage of assembly. The thesis presents a detailed analysis of crystallisation pathways
into a variety of colloidal open crystals, namely body-centred cubic, simple cubic and
tetrastack crystals and explores any bias towards the cubic or hexagonal polymorph in
the case of the tetrastack crystal. In the light of the synthetic realisability of triblock
patchy particles and the versatility of the hierarchical self-assembly pathways estab-
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Whilst colloidal suspensions have been in use for thousands of years in paints and inks
discovered in tombs of the ancient Egyptians, the study of colloidal systems, and the
origin of the term ‘colloid’, can be said to have begun in the 19th century with Thomas
Graham [1]. In an experiment studying diffusion of particles through parchment, the
British Chemist observed that ‘true solutions’ diffused easily through the parchment,
whilst some solutions appeared to be ‘glue-like’ and did not pass so easily through the
parchment. Graham coined the term ‘colloids’ for the latter, deriving from the Greek
word for glue, ‘κóλλα’. In modern usage, colloidal dispersions include a wide range
of systems, varying in terms of the dispersed phase and the continuous phase. The
present body of work is concerned with colloidal suspensions, having solid particles
dispersed in a liquid medium. The solid particles are significantly larger in size than
what comprises the liquid medium; the particles are typically in the range from 1 to
1000 nm.
Self-assembly refers to the spontaneous emergence of ordered structures or patterns
from simpler building blocks [3]. Examples of self-assembly are widespread in nature
[4], at times leading to structural hierarchy, for example in bones as illustrated in figure
1
Figure 1.1: Multiple levels of structural hierarchy in bone. Image reproduced from
Gautieri et al. [2].
1.1. Self-assembly offers a bottom-up route to yield a desired structure if the required
information can be encoded in the building blocks of choice for them to self-assemble
into the target structure [5] Such a bottom-up approach has the potential of offering a
low-cost fabrication route in contrast to ‘top-down’ approaches, such as micro-robotics,
nano- and micro-lithographic methods, all of which are typically time intensive and
can be prohibitively expensive for large scale applications [6]. Colloidal particles are
promising building blocks for programming self-assembly to yield a target structure
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following a bottom-up route because the interactions between colloidal particles can be
manipulated [7, 8, 5]. A thorough understanding of the interactions between colloidal
particles is critical to the design of building blocks for their programmed self-assembly
into a target structure. Encoding hierarchical self-assembly, which often proceeds in
stages to produce higher-order structures, in colloidal building blocks is therefore an
area of both fundamental and practical interests [9].
1.1 Colloids as Big Atoms
Colloids as “big atoms”, a portrayal established by the pioneering work of Einstein and
Perrin in the early 20th century [10, 11], have appealed as model systems for studying a
range of physical phenomena over the years [12]. For example, colloidal model systems
have played a key role in developing our fundamental understanding of thermodynamics
and kinetics of phase transitions as well as the glass transition [13, 14, 15, 16, 17]. In
a seminal experimental study in 1986 [13], the observation of crystallisation of nearly
hard-sphere colloids from a fluid phase at a higher volume fraction, as shown in figure
1.2, firmly established the phenomenon of hard-sphere freezing, originally predicted in
computer simulation studies in the 1950s [18, 19]. This experimental validation also
lent support to the concept of entropy-driven phase transitions [20], the origin of which
dates back to the work of Onsager [21].
The experimental study by Pusey and van Megen realised nearly hard-sphere in-
teractions with sterically stabilised polymethylmethacrylate (PMMA) spheres in the
presence of refractive index matching [13]. They investigated a number of samples with
different concentrations of the particles. As the concentration increased, there was a
transition from the fluid phase to crystal phase through a region having the two phases
in coexistence; a glassy state was observed at still higher concentrations, as evident in
3
Figure 1.2: Several samples of suspensions of nearly hard-sphere colloids with the
concentration of the particles increasing from right to left, illustrating crystallisation
at moderate concentrations. Reproduced from Pusey and van Megen [13].
figure 1.2.
Hard spheres with purely excluded volume interactions form face-centred cubic
(FCC) and hexagonal close-packed (HCP) crystals, both having 12 nearest neighbours
but differing in the stacking of close-packed planes. The calculations of the free-energy
difference between the two crystal phases proved challenging. It is now well-established
that the the FCC crystal of hard spheres is only marginally more stable relative to the
corresponding HCP crystal [22]. As a result of this marginal free-energy difference,
random stacking faults are observed in hard-sphere crystals in simulations and experi-
ments, even for crystals grown slowly [23].
In a computational study, Auer and Frenkel investigated the nucleation of hard-
sphere colloids, predicting absolute crystal nucleation rates and characterising the
structure of the critical nucleus [24]. They observed large discrepancies between the
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calculated nucleation rates and those measured experimentally. Moreover, they noted
that in contrast to the prediction of classical nucleation theory, the critical nucleus was
found to have a random hexagonal close-packed (rHCP) structure, which transformed
into the stable FCC structure at a later stage [24]. They suggested that this was a
manifestation of Ostwald’s step rule, which relaxes the requirement of the nucleation
of the thermodynamically stable phase directly [25].
The size of the colloidal particles lends themselves to facile direct observation,
providing a gateway to understanding crystallisation processes in great detail [26, 27,
15, 28]. Gasser et al. studied the nucleation and growth of nearly hard-sphere colloidal
crystals in real space using confocal microscopy and were able to identify the critical
nuclei and follow their evolution [15]. They found the critical nuclei to have non-
spherical shape and rHCP structure. In a more recent study, Tan et al. experimentally
investigated the crystallisation pathways in systems of hard-sphere as well as soft-sphere
colloids, involving homogeneous nucleation [28]. The kinetic pathways they observed
with single-particle resolution revealed the emergence of relatively ordered precursor
structures with different symmetries, which subsequently transformed into metastable
solids [28].
As alluded to earlier, while sterically stabilised PMMA spheres remain the closest
realisation hard-sphere interactions the experimental these particles ‘hard spheres’,
an element of softness in the interparticle interactions is invariably present, requiring
the use of an effective hard-sphere diameter [29]. A feature of all sterically stabilised
systems is that the compressibility of the stabilisation material can impact the range of
the repulsion. In a recent review, Royall et al. noted that the compressibility of polymer
chains could extend the effective hard-sphere radius by as much as 10% [29]. As such,
these particles are frequently referred to as ‘nearly hard spheres’ in literature [13, 15].
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It is also of interest to note here that while studies of nearly hard-sphere colloidal
systems in the spirit of colloids as big atoms have played a crucial role to develop of
our fundamental understanding of various phenomena occurring in atomic systems,
observations, which present contrasts to atomic systems, have also been made even
with isotropic interactions. For example, Leunissen et al. found that the stoichiometry
of colloidal crystals formed by oppositely charged particles was not governed by charge
neutrality [30].
1.2 Colloidal Molecules
Since the term “colloidal molecules” was coined by van Blaaderen [31] in the context
of pioneering work by Manoharan et al. [32], considerable efforts have been undertaken
to investigate finite systems of spherical colloidal particles [33, 34, 35, 36]. Manoharan
et al. followed an emulsion route to study the packing of small numbers of polystyrene
microspheres driven by capillary forces [32]. They observed a variety of polyhedra for
finite numbers of microspheres, a selection of which is shown in figure 1.3. In this
case, the packing was observed to minimise the second moment of mass distributions
[32]. As the concept has matured since its inception, the particles are viewed as atoms,
the attractive interactions that bind the particles together as bonds, and the different
structures observed at equilibrium as isomers [36].
Meng et al. discussed the entropic contributions towards the formation of clusters
of spherical colloidal particles with a hard core and a very short-ranged attraction in
the context of their experimental observations [34], which also motivated subsequent
theoretical work [37]. In this case, the energetic contribution is derived from the
nearest-neighbour contacts. Of all the isomers having identical numbers of nearest
neighbours, highly symmetric isomers are disfavoured because of rotational entropy
6
Figure 1.3: Structures of finite numbers of microspheres, as determined experimentally.
Adapted from Manoharan et al. [32].
[34]; vibrational entropy also makes a contribution to the free energy, which governs
the overall stability.
Malins et al. found that geometric frustration inhibited the access to the ground
state structures with the maximum number of nearest-neighbour contacts for small col-
loidal clusters, which they investigated in a Brownian dynamics study with competing
interactions, including a short-ranged attraction and a long-range repulsion [33]. The
authors found that for high attractive interaction strengths the average bond lifetime
approached the simulation run time, and these finite systems became non-ergodic. For
those with 7 or more colloidal particles the yields of the structures were influenced by
geometric frustration in this non-ergodic regime: geometric frustration led to kinetic
trapping.
Kraft et al. developed a synthetic route to colloidal molecules, where cross-linked
polystyrene spheres with liquid protrusion undergoes coalescence of the protrusions
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[38]. By controlling the size of the liquid protrusions on the polymer spheres, they
achieved control over the geometry of the colloidal molecules formed.
Named after the two-faced Roman god, Janus particles are typically spherical in
shape and have two different hemispheres that are different in terms of the surface
chemistry [39]. Hong et al. developed a route to synthesise Janus particles, which were
hydrophobic on one half and charged on the other half, and demonstrated clustering
of these colloidal Janus particles [40]. Chen et al. investigated the clustering behaviour
of Janus colloidal spheres experimentally [41]. In this study, the Janus particles were
comprised of a charged hemisphere on one face and a hydrophobic hemisphere on
the other. The salt concentration of the medium was increased to reduce the range
of the screened electrostatic repulsion, and hence trigger clustering. Notably, these
authors observed the growth of triple helices, also called Bernal spirals, by face-sharing
tetrahedra [41].
Colloidal clusters, where colloidal particles are chemically fused to form simple
polyhedra, have been designed to mimic not only the geometry of small molecules
(e.g. tetrahedral geometry of CH4 and octahedral geometry of SF6) but also a crude
approximation of their valence [42, 43]. Wang et al. described the colloidal clusters
formed as sp2 and sp3 hybridised, driving home the similarities between the colloidal
clusters and their molecular counterparts. By incorporating 1-7 bonding sites around a
spherical centre, DNA patches were formed at target locations, where the core particle
remained non-bonding. The size of the bonding sites was controlled by the protrusion
of the DNA coated components, offering a handle to govern the bonding properties
of the colloidal cluster. By mixing clusters with different valencies, they were able
to replicate bonding geometries prevalent in organic chemistry, such as the colloidal
analogues of ‘Cis’ and ‘Trans’ bonds. The authors noted that large-scale synthesis of
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colloidal particles with more than one binding site by this method suffered from the
issue of polydispersity.
1.3 Colloidal Open Crystals
Colloidal open crystals are periodic ordered structures composed of low-coordinated
colloidal particles, thus having a maximum density less than what is achieved at close
packing [44]. There has been much interest in recent years on the study of colloidal
open crystals because they have a range of photonic, phononic and mechanical proper-
ties [45, 46, 47], giving rise to a variety of potential applications [48]. In particular, the
cubic diamond and cubic tetrastack lattices on the colloidal scale have served as target
structures for colloidal self-assembly over the years as they support complete 3D pho-
tonic bandgaps, preventing photons of certain frequencies from propagating through
the crystals irrespective of their polarisations [49, 50]. Such a bottom-up approach
offers a low-cost route to photonic crystals compared to top-down fabrication methods
[51]. However, rather low-coordination numbers of the particles in these open crys-
tals, which make them mechanically unstable or leave them on the verge of mechanical
instability as per the Maxwell counting rule [52], pose a challenge.
1.3.1 Self-Assembly of Colloidal Open Crystals
Over the last two decades, synthetic advances have made available a rich variety of
colloidal building blocks, capable of offering highly directional interactions suitable for
low-coordinated structures. In their 2007 Nature Materials paper, Glotzer and Solomon
discuss the wide array of anisotropic building blocks synthetically available then [8],
a representative collection of which is shown in figure 1.4. Branched particles, with
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the example shown in the top row of figure 1.4 from Chen et al. [53] grown from gold
nanocrystals, allow the formation of a variety of different particle geometries. Chen et
al. report the formation of a variety of different particle shapes, including tadpole-like
or teardrop-like monopods, 90o L-shaped, 180o I-shaped, and 120o V-shaped multipods.
In the third row, faceted polyhedra are displayed. These particles also deviate from the
spherical colloidal particles discussed before. Gold cubes have been fabricated [54], and
the dynamics of cubic colloids has been studied and phase diagrams investigated [55, 56]
with respect to crystallisation. Glotzer et al. discuss the possibility of combining these
various threads of anisotropy, permitting a wide range of potential exotic colloidal
interactions to occur.
In one of the early studies of the so-called “patchy particles” [57], Zhang et al.
demonstrated the self-assembly of a diamond crystal from a disordered phase in com-
puter simulations that dealt with model particles, involving a hard spherical core with
the surface of the spheres decorated with circular patches arranged tetrahedrally [58].
These particles are shown schematically in figure 1.5, where the size of the patches is
defined by the angle δ. Although computational studies of the self-assembly of diamond
crystals from patchy particles have received much attention [59, 60], the experimen-
tal realisation of diamond crystals has proved elusive, presumably due to the level of
precision required for the particle synthesis.
In a seminal work, Granick and co-workers demonstrated that a colloidal kagome
lattice, a 2D open lattice where each particle is bonded to 4 neighbours, can be self-
assembled from spherical triblock Janus particles, as shown in figure 1.6 [61]. The
triblock Janus spheres these authors considered had two attractive hydrophobic patches
on the opposite poles across a charged middle band. The patches, fabricated using
glancing angle deposition method [62], have tunable patch sizes, through which the
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Figure 1.4: Figure from Glotzer et al. [8] showing representative experimental develop-
ments in anisotropic colloidal particles. Across the rows, the colloidal building blocks
are shown schematically to highlight their different anisotropy attributes. Combining
these various threads of anisotropy allows a wide range of exotic colloidal interactions.
‘valency’ of each patch could be controlled. By controlling the salt concentration in
the medium and hence the range of screening electrostatic repulsion between the middle
bands, self-assembly pathways were induced.
The authors noted that it was crucial to optimise the strength of the patch-patch
interactions to allow for corrections of wrong contacts formed along the self-assembly
pathways [61]. These pathways typically involved initial formation of web-like struc-
tures, including triangular bonding and strings with dangling bonds, and subsequent
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Figure 1.5: Patchy hard spheres with spherical patches arranged tetrahedrally. Left
shows the elementary particle and the geometry of the patches. The centre shows the
assembly of these particles into a diamond-like structure following the slow anneal-
ing protocol, with no seeding Right shows the rotation states present for tetrahedral
colloidal molecules. Reproduced with permission from Zhang et al. [9]
maximisation of contacts, leading to a network structure of irregular voids. It was
observed that the growth of the crystal structure proceeded via metastable intermedi-
ates, in contrast to the prediction of the classical nucleation theory [61], and more in
keeping with Ostwald Step rule. Subsequent computational study, motivated by this
work, observed the self-assembly of a kagome lattice at low temperatures and pressures
[63].
In a notable contribution, Mao et al. rationalised the mechanical stability of the
kagome lattice supported by the triblock Janus spheres in terms of entropic contri-
butions [64]. Using an analytical theory founded on lattice dynamics, it was shown
that a contribution from the rotation entropy stabilised the open lattice and another
contribution from the vibrational entropy led to the selection of the open lattice over
its closed-packed counterpart [64].
Sciortino and co-workers performed crystal structure prediction for Janus colloids
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Figure 1.6: Experimental route to growth of Kagome lattice from triblock Janus col-
loids. a) Triblock Janus spheres hydrophobic on the poles (black, with an opening
angle of 65o) and charged in the equator section (white), are allowed to sediment in
deionized water. Then NaCl is added to screen electrostatic repulsion, allowing self-
assembly by short-range hydrophobic attraction. b) Fluorescence image of a colloidal
kagome lattice (main image) and its fast Fourier transform image (bottom right). Scale
bar is 4 mm. The top panel in c shows an enlarged view of the dashed white rectangle
in b. Dotted red lines in c highlight two staggered triangles. The bottom panel in
c shows a schematic illustration of particle orientations. Reproduced with permission
from Springer Nature [61].
[65]. Vissers et al. modelled these Janus particles through the Kern-Frenkel potential,
discussed in greater detail in chapter 2, which describes the repulsive face as a hard-core
interaction and the attractive face via square-well attraction. They used an attractive
range of 20% of the particle diameter, suggesting an experimental analogue would be
closer to the nanoscale range than the microscale, but still firmly within the colloidal
regime. They justified this range as it restricted the coordination shell of the colloidal
particles to their nearest neighbours only. They mapped a phase diagram to describe
the stability of the Janus crystals. This phase diagram is shown in figure 1.7, where
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Figure 1.7: Phase diagram for Janus particles with interaction range 0.2σ. (a) The
temperature-pressure representation. Units are in kBT/ε and βPσ
3 for temperature
and pressure, respectively, where β = 1
kBT
and σ is the diameter of the colloidal par-
ticle. The pressure is plotted on a logarithmic scale. The labels denote crystal I
(FCC), II (HCP), W (HCP with ‘wrinkles’, a stacking defect), and the hexagonal-
close-packed crystal with random orientations (rHCP). (b) The representation in the
density-temperature plane. Units are in ρσ3 and kBT/ε for density and temperature,
respectively. The dotted line on the left boundary of the wrinkled bilayer sheet phase
denotes an upper bound for the fluid-sheet coexistence region. Reprinted from Vissers
et al., with the permission of AIP Publishing [65].
all dense stable crystals are based on an underlying FCC or HCP structure except the
wrinkled sheets phase, which has roughly 25% less density than the FCC and HCP
crystals. The authors suggested the use of multiple patches in order to generate stable
crystal structures with still lower densities.
In a computer simulation study, Reinhart and Panagiotopoulos investigated the
phase space of triblock patchy particles in 3D [66]. They used a modified Kern-Frenkel
potential, where each patch is an attractive square well potential with a repulsive hard
core. Figure 1.8 shows a wide variety of crystal structures predicted for these triblock
patchy particles, with equal-size patches on the poles. While close-packed crystal
structures were reported, the authors identified an area of phase space, supporting
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Figure 1.8: Snapshots of each of the stable solid structures for the two-patch Kern-
Frenkel model. Top and bottom rows are different views of the same structures, rotated
by 90o to show the three-dimensional arrangement of the particles. From left to right,
the crystals are hexagonal and cubic tetrastack, hexagonal close packed, face centered
cubic, perovskite, and body centred tetragonal. Each snapshot has N = 192 parti-
cles. Reprinted from Reinhart and Panagiotopoulos [66], with the permission of AIP
Publishing.
stable open crystals of various kinds, including tetrastack and perovskite. The authors
predicted competing polymorphs especially for the tetrastack lattice, with a marginal
preference for the cubic tetrastack in terms of the free energy [66].
In an earlier work, Romano and Sciortino [67] used spherical triblock patchy particle
with triangular patches on the opposite poles. They considered the triangular patches
in the staggered arrangement to selectively stabilise cubic tetrastack structure and
carried out Monte Carlo simulations to demonstrate the success of their “patterning
symmetry” concept. While conceptually appealing, it has proven elusive so far from the
perspective of experimental realisations, presumably due to the challenge of fabricating
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Figure 1.9: Colloidal Cluster Assembly: Colloidal clusters formed from central (Red,
A), interacting shell (blue, B) and glue (yellow, C) particles. By tuning the particle
sizes and interaction strengths, along with the shapes of the colloidal molecules (a-c), a
variety of crystal structures can be targeted. Shown are BCC, SC and cubic diamond
(d-f) [68]. Copyright (2016) American Chemical Society.
patch geometry to such a level of sophistication [67].
The use of DNA-mediated interactions allows the chemist significant control over
colloidal interactions. Zanjani et al. [68] described a route to a simple cubic crystal
using cubic colloidal clusters with the introduction of a third ‘glue’ colloidal particle.
Their system is therefore described by the following: ‘A’ particles at the core; ‘B’
particles at the patch sites forming an octahedra around the central A particle; ‘C’ glue
particles. This is shown in figure 1.9. In this computational study, by manipulating
the interparticle interaction matrix and relative sizes of the three particles, the authors
were able to demonstrate the self-assembly FCC, HCP, body-centred cubic (BCC)
and simple cubic crystals when grown around appropriate seeds. In order to dissuade
the formation of BCC crystal while targeting simple cubic crystal, they proposed two
strategies, both focused on removing the energetic degeneracy of the central and corner
lattice sites in BCC. The first involved shrinking the B particles and enabling A-C
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interactions, thus favouring linear chains where the C particle was able to get closer
to the central A particle. The strength of A-C interactions could be manipulated by
controlling the density of DNA strands on the particles. The second approach used a
lock-and-key approach, where half of the A-B cubes were prepassivated: C particles
were already bound to the 6 faces of the cube. The remaining half of the A-B cubes
had unbound faces and were therefore able to form a NaCl structure, where the A
particles sit on simple cubic lattice points.
1.4 Hierarchical Self-Assembly of Colloids
In 2011 Miszta et al. [69] reported on multi-stage hierarchical self-assembly in a col-
loidal system. The group previously published a ”one-pot” approach to the formation
of monodisperse branched colloidal nanocrystals with the geometry of an octapod [70].
In their 2011 work, they discussed how these octapods, coated with hydrophobic sur-
factant molecules, interacted predimantly via van der Waals interactions and when
dissolved in an appropriate solvent, formed linear chains. These chains are the first
level of assembly, where each octapod in the chain is ‘interlocked’ with its two neigh-
bouring octapods. The chains were observed to reach lengths of over 25 octapods, or
35 nm in length. The authors reported that no other superstructures beyond the inter-
locked chains were present in toluene, suggesting that the geometry of the octapods, or
alternatively the interactions caused by this shape, lead to a good level of selectivity.
The second level of assembly was observed when acetonitrile was added to a system
of octapod chains. The addition of this solvent precipitated out a 3D superstructure,
where the chains of octapods came together to form a small crystals with octapods
sitting on a tetragonal unit cell. The internal structure of the ordered 3D assemblies
suggested that these were formed by aggregation of linear chains, rather than clustering
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of individual octapods, while the acetonitrile increased the effecive van der Waals
attraction that the octapods experience to one-another, essentially locking in the chains
and reducing the frequency of octapod dissociation. These crystals, whilst an excellent
example of multistage asembly, were prone to defects due to the non-uniform chain
length in the first stage of assembly. The authors noted that in the 3D crystals observed,
multiple vacant sites in the 3D structure were visible via SEM imaging.
Examples of multistage hierarchical self-assembly are shown on the nanoscale by
Groschel et al.[71] , who showcased recent advances in the design of multicompartment
micelles, MCMs. The surfaces of the different compartments can be functionalised
with different ‘nanoenvironments’ and are typically spherical or capsular in shape.
The formation of targeted MCMs from block copolymers is hindered by the many
possible MCMs that are kinetically accessible. Successful higher-order assembly relies
upon the monodispersity of the first stage of assembly. Through careful control of
polymer solvation, Groschel et al. promote the formation of targetted MCMs which
then assemble in later stages into 2D lattices and linear chains.
The design of appropriate building blocks for multistaged assembly of pyrochlore
and cubic diamond was approached using landscape engineering by Ma and Ferguson
[72]. In this approach, a large number of design parameters for spherical colloidal par-
ticles decorated with nanodots are investigated via Langevin dynamics, followed by the
generation of free-energy surfaces. Each ‘candiate’ or combination of nanodot binding
strengths and locations is rated by a fitness metric, which is based on the relative sta-
bility between the target structure and its nearest competitor. Using an evolutionary
algorithm the strongest candiates influenced the next generation of candiates, with
multiple generations run to find optimal system parameters. Ma and Ferguson identi-
fied parameters for nanodot location and binding strengths that avoid kinetic traps and
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favoured targeted crystal formation, but fabrication challenges have so far prevented
experimental validation of these results.
While triblock patchy particles with equal-size patches on the poles have received
considerable attention in recent years, control over patch sizes in experimental fabri-
cation has opened up the prospects of realising different bonding topology [73]. In a
recent experimental study, Chen et al. synthesised triblock patchy particles with asym-
metrical patch sizes and triggered their staged self-assembly pathways by varying the
ionic strength of the medium in a stepwise manner [74]. Such pathways provided a
route to higher-order structures, where small clusters formed in the first stage acted as
the secondary building blocks for the second stage. While their experimental protocol
was selective for the wider patches to interact before the narrower patches came into
play, the first stage of assembly led to a distribution cluster sizes, as shown in figure
1.10. The second stage of assembly driven by the interaction between narrower patches
then produced a porous network rather than an open lattice.
Figure 1.10: Schematics of a two-stage self-assembly route for triblock patchy parti-
cles with asymmetrical patch sizes, producing a higher-order network structure via a
distribution clusters. Reproduced from Chen et al. [74].
An alternative approach to hierarchical self assembly is presented in a computa-
tional study by Grunwald et al., who used isotropic colloidal spheres and tuned their
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sizes and binding affinities to initially form small clusters of well-defined size and com-
position with the aid of glue particles [75]. The authors referred to these clusters with
an effective patchy interactions as “metaparticles”, which then engage in a second stage
of assembly, thus yielding a variety of superstructures, including porous crystals. The
authors envisaged colloidal nanoparticles coated with DNA to be an experimental real-
isation of the building blocks they considered with control over binding affinities. It is
of interest to note that this computational study treated the metaparticles to be rigid
bodies while simulating the second stage of assembly, thus simplifying a multi-scale
design problem [75].
In a series of computational studies of finite systems of colloidal magnetic parti-
cles with off-centred dipoles, Morphew and Chakrabarti established a set of design
rules for encoding hierarchical self-assembly, while addressing the challenges that arise
from both thermodynamic and kinetic considerations in the context of such multi-scale
design problem [76, 77, 78]. In this series of studies, they demonstrated that col-
loidal particles with embedded magnetic dipole first self-assembled into trimers, which
then went on to form hollow spherical structures. They also demonstrated two-stage
self-assembly of tubular structures via square planar subunits [77]. In the context of
two-stage self-assembly into thermodynamically favoured hollow spherical structures,
they remarkably observed that the structure, which derived the most energetic stabil-
ity from the first stage of assembly and the least from the second stage of assembly,
was most kinetically accessible. The rationale they offered to explain this observation
provided the foundation for the hypothesis that a hierarchy of interaction strengths
realised with triblock patchy particles could be used to programme hierarchical self-
assembly [79]. This hypothesis was validated in a computational study by Chakrabarti
and co-workers, demonstrating the hierarchical self-assembly of a colloidal open crys-
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Figure 1.11: Schematic illustration of a hierarchical self-assembly scheme encoded in
triblock patchy particles to yield a colloidal open crystal of cubic diamond symmetry
via tetrahedral colloidal molecules. Reproduced from Morphew et al. [79].
tal with the cubic diamond symmetry from triblock patchy particles via tetrahedral
clusters, as shown schematically in figure 1.11. The formation of tetrahedral clusters
exclusively during the first stage of assembly was crucial for the success of realising a
crystal upon the completion of the second stage.
1.5 Colloidal Self-Assembly: Thermodynamics and
Kinetics
Self-assembly of an ordered structure from colloidal particles typically occurs through
an interplay between attractive and repulsive interactions. A detailed understanding
of colloidal interactions is thus crucial for programming colloidal self-assembly to yield
a desired ordered structure. The target structure is required to be both thermodynam-
ically most favoured and kinetically accessible for designer colloidal particles for the
success of programmed self-assembly [80]. The free-energy landscape provides a theo-
retical framework to describe the thermodynamics and kinetics of self-assembly. The
potential energy landscape, which is easier to explore, also provides useful information,
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especially at low temperatures.
1.5.1 Brownian Dynamics and Colloidal Interactions
If the difference in mass between the solvent and the colloidal particle is small enough
that the change of momentum after a collision is non-negligible, ‘random’ Brownian
motion can be observed. Such ‘solvent-particle’ interactions were first recorded by
the botanist Brown in 1828 whilst studying pollen, whose observations were used by
Einstein to help develop molecular theory [81, 10]. The equations used to model the
movement of Brownian particles are described in the Langevin equation, which extends
Newton’s equation of motion with contributions from Stokes’ law to model friction,
along with additional fluctuating forces to model the collisions between the mass and
solvent particles. Further discussion around the Langevin equation can be found in
chapter 2.
A variety of potentials have been used to describe the large numbers of possible
colloidal interactions. These are discussed in detail in chapter 2 but a brief overview
is provided here. Charge-stabilised colloidal particles are described by the DLVO
theory [82, 83]. Here, particles are attracted to one-another by relatively longer-
ranged van der Waals interactions, while like-like surface charges provide a relatively
shorter-ranged repulsion. The depletion interaction, describing the apparent attraction
between uncharged colloidal particles caused by the addition of small depletant parti-
cles, is described with the Asakura–Oosawa model [84]. Here the available volume
accessible to the added depletants is greater when the larger colloidal particles are
closer together, as the exclusion zones around the colloids overlap. When discussing
interactions between patchy particles, discussed in detail below, a square well potential
is often used. The Kern-Frenkel potential [85] describes how the relative orienta-
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tions of the patches govern the potential energy contributions. Plots of these three
potentials, which are discussed in further detail in chapter 2 are shown in figure 1.12.
Figure 1.12: Plots showing interaction potentials. (a) the DLVO potential, reproduced
from Trefalt and Borkovec [86] CC BY 4.0. (b) The depletion interaction, providing an
effective entropic attraction term. Reproduced from Binder et al [87]. (c) The Kern-
Frenkel [85] potential, providing square-well attraction corresponding to the patches
making a ‘contact’.
1.5.2 Self-Assembly and the Kinetic Crossover
As discussed by Jack, Hagan and Chandler [88] amongst others [89, 3, 90, 91], successful
self-assembly requires cooperative thermodynamics and kinetics. The themodynamic
requirement for a system to self-assemble into the ordered structure is that it exists
as the lowest free-energy minimum, , while the kinetic requirement highlights the need
for the system to reach this minimum in a timescale suitable for the application. As
the temperature of the system is lowered, the thermodynamic term drives the system
towards adopting the ordered state, but the exploration of different metastable minima
will be reduced. Jack et al. referred to a “kinetic crossover”, taking place across a
temperature window beyond which lowering the temperature decreases the successful
formation of the target structure. Identifying this region highlights the phase space
around which the self-assembly will be most successful.
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In order to identify this region, Jack, Hagan and Chandler employed the fluctuation-
dissipation theorem, which describes the response to perturbations away from but close
to equilibrium in terms of the relaxation of spontaneous fluctuations at equilibrium [92].
How the system responds to these perturbations differs depending on the location of
the current state point relative to the kinetic crossover. By calculating the fluctuation-
dissipation ratio, Jack et al. were able to distinguish between systems above and
below the kinetic crossover region in the context of assembly of viral capsids and of
crystallisation of sticky disks. Crucially, this analysis in terms of the fluctuation-
dissipation theorem can be applied from observations made early in the simulation
lifetime, able to provide insight to the chemist as to what area of the phase space
will lead to successful self-assembly without running longer simulations. As such, may
short simulations can be run to identify effective assembly conditions.
This idea is represented in figure 1.13, reproduced from a later paper Klotsa and
Jack [89]. In this paper the group investigated the self-assembly of hard-sphere square-
well particles using Monte Carlo, using the fluctuation-dissipation theorem to identify
likely candidates of parameter space that would lead to successful crystallisation. This
new utilisation provided generality to the application of fluctuation-dissipation theorem
to investigating crystallisation phase-space. In a later paper Klotsa and Jack [93]
proposed a method to automatically adapt the manipulation of system changes using
fluctuation-dissipation theorem as the simulations were run, enabling a feedback loop
to identify the most optimal protocol. They found that this approach quickly locates
interaction parameters for which assembly is effective.
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Figure 1.13: A Fluctuation-Dissipation theorem, Klotsa et al [89]. Here n is the
average number of bonds per particle for simulations of various bond strengths. From
information obtained between the vertical dashed lines, the group can identify which
simulation states will lead to a fluid, which will assemble successfully and which will
become trapped in a dissordered state. Reproduced with permisison.
1.5.3 Energy Landscapes
As alluded to above, understanding the thermodynamics of the system is crucial to
correctly identifying the parameter space most likely to lead to the targeted crystalline
structure. The potential energy landscapse of a system is defined by a mathematical
function that describes its potential energy as a function of its degrees of freedom.
Typical points of interest on these energy landscapes are stationary points, where the
gradient in multiple directions is zero, as these describe minima and transition states
of the system.
Examples of such surfaces are shown in figure 1.14, where the top image shows
a potential energy landscape for a proton exchange interaction. In this system, the
potential energy is a function of just the two interparticle distances, RAB and RBC . In
the bottom figure,a free energy surface is shown where the free energy G of a protein
folding reaction is plotted against parameters Q and P . Three routes navigating the
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energy surface are shown in yellow (fast folding), red and green (both slower folding),
matching experimental observations of different rates of protein folding [95]. We note
that in this case, there are multiple possible pathways towards the same folded free-
energy minimum. Understanding of the energy landscape in order to predict and
explain the alternate reasonable trajectories a system may take is critical for successful
design of targeted self-assembly pathways.
Analysis of potential and free energy landscapes is crucial for crystallisation studies
[96, 94, 97], where information about equilibrium thermodynamic properties can be
extracted and lowest energy pathways between energy minima can be calculated, often
displayed through disconnectivity graphs [98, 99]. Multiple methods exist for calculat-
ing the free energy landscape, such as umbrella sampling [100, 101] and metadynamics
[102], but these are beyond the scope of this thesis. Interested readers are directed
towards reference [94] for in-depth disccussion surrounding energy landscapes. The
methods used to navigate the potential energy landscape relevant to this thesis are
described in section 2.6.
1.5.4 Thermodynamic Integration
For a system with fixed volume, temperature and number of particles (NVT), the
Helmholtz free energy is minimised for a system at equillibrium. If we wish to know
what the system would look likle at equilibrium, calculating the free energy at various
points in the phase diagram will let us describe the system and identify points of
interest.
Calculation of free energy is dependent on both the parameters defining the point
in phase space and the accessibility of that point from other state points [103]. There
are multiple methods available to calculate free energy, such as the Gibbs ensemble
26
method [104] and Gibbs-Duhem integration [105], but the approach typically used for
calculating free energy differences for the generation of phase diagrams is thermody-
namic integration. For this method, a similar system of known free energy is used
as a reference. The free energy difference between the known system and the sys-
tem of interest is then calculated along a pathway between the two. This pathway
is usually created following Kirkwood’s coupling parameter methods. An overview of
this method is provided in reference [103], with illustrative applications for colloidal
systems provided by Hynnien and Panagiotopoulos in reference [106], where phase dia-
grams of charged colloids are calculated through thermodynamic integration methods,
and Muller and Daoulas [107] who calculate the free energy difference along a reversible
path connecting the disordered and the self-assembled ordered state.
27
Figure 1.14: Representations of a potential (top) and free energy (bottom) landscape.
The top figure shows the potential energy, V , as a function of two order parameters,
RAB and RBC . The bottom figure shows multiple possible trajectories for the folding
of lysozyme, each exploring different areas of the energy landscape. Reproduced with
permisison from Wales [94].
28
1.5.5 Law of Correspondent States
The law of correspondent states, introduced by van der Waals, is the observation that
real gases at corresponding states behave similarly. According to this law, all simple
fluids obey the same reduced equation of state if the thermodynamic variables that de-
scribe the equation of state is scaled with respect to their values at the critical point.In
their 2000 paper, Noro and Frenkel [108] discussed how this law could be adapted to
predict the topology of the phase diagram for suspensions of colloidal particles having
isotropic interparticle interactions with different ranges of attractions.
Following this work, Foffi and Sciortino generalised the extended law of correspond-
ing states to consider patchy particles interacting via anisotropic potentials close to
the liquid-gas critical point.[109]. Whilst the extended law of correspondent states
suggested by Noro and Frenkel does not generically hold for non-spherical potentials,
Foffi and Sciortino suggested that the application of thermodynamical pertubation the-
ory developed by Wertheim [110] allows for the possible generalisation in the limit of
one bond per patch. In this theorem the shape of the patches is not considered and
it is assumed that each patch acts as as an independent interacting unit. Foffi and
Sciortino considered patchy particles with 3, 4 and 5 patches for a variety of different
patch ranges and sizes. Their work showed that the generalised law of corresponding
states is obeyed by patchy particles with same number single-bond patches.
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1.6 Thesis Outine
In this context, the overall aim of this thesis is to investigate the versatility of the
hierarchical self-assembly scheme encoded in triblock patchy particles to realise colloidal
open crystals via colloidal molecules. To this end, the objectives are as follows:
1. to explore the formation of distinct colloidal molecules of well-defined size and
shape upon the completion of the first stage of self-assembly;
2. to explore routes to a variety of colloidal open crystals, exploiting different va-
lences of the colloidal molecules using the patch width as a control parameter;
3. to investigate whether hierarchical self-assembly pathways can make colloidal
open crystals kinetically accessible;
4. to characterise dynamical pathways to colloidal open crystals in detail to glean
mechanistic insight especially into polymorph selection.
The thesis is organised as follows: Chapter 2 provides an overview of the methodol-
ogy, describing a variety of computational techniques employed to carry out the present
body of work. Chapter 3 explores hierarchical self-assembly of triblock patchy par-
ticles via octahedral colloidal molecules and reports the formation of body-centred
cubic crystals. Chapter 4 then explores whether a simple cubic crystal can be self-
assembled from these triblock patchy particles via octahedral colloidal molecules. In
Chapter 5, we devise a bottom-up route to tetrastack crystals via tetrahedral colloidal
molecules and rationalise our observation that in this case hierarchical self-assembly
pathways promote crystallisation in preference to an amorphous phase. In Chapter 6,
we present an analysis of the pathways to tetrastack crystals, discussing a competition
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between cubic and hexagonal polymorphs. Finally, Chapter 7 provides a summary of




In this chapter we will discuss the underlying models and theory for the simulation
of colloidal suspensions. We highlight interaction potentials of interest and discuss
the Brownian dynamics, global optimisation and crystal identification techniques used
throughout this body of work.
2.1 Particle Stabilisation
In order to form targeted structures such as system-spanning networks and crystals,
the colloidal particles must be stabilised against various pathways to phase separation.
Processes such as sedimentation and aggregation that drive the system to phase separa-
tion are often in direct competition with the pathways to the formation of the targeted
network [111] . Irreversible aggregation is typically referred to as coagulation, where
the formation of many small aggregates from the dispersed state is permanent. Where
the aggregation forces are weaker and can be overcome through mixing or stirring the
phase transition is referred to as flocculation [112].
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Steric Stabilisation and Gravitational Forces
One technique to stabilise the system is steric stabilisation, involving the chemical
bonding of many long-chained groups to the surface of the particle [113]. When the
coated particles are far apart, the chains attached have the freedom to rotate into a
large number of configurations. If the particles come closer together then the number
of accessible states of the chains decreases, lowering the entropy of the system. This
provides the system with an entropic driving force to remain apart, without imposing
any long-range repulsion. The range of this repulsion is therefore dictated by the
lengths of the chains attached to the nanoparticle. An example of the potential energy
contributions from steric repulsion of surface polymers is shown in figure 2.1, where
the length of the polymer chains, n, can be seen to extend the repulsion, preventing
the particles from moving closer together and hence minimising the potential energy
gain from the van der Waals attraction present in the system.
As well as attractive and repulsive forces, particles are also subjected to a gravi-
tational force courtesy of Earth’s gravitational field. Sedimentation and creaming can
occur when the colloidal particles are heavier, or lighter, than the solvent they are
suspended in. The sedimentation velocity vs, the velocity at which a particle will fall






where ∆ρ is the difference in density, g is the gravitational constant and η0 is the solvent
viscosity. If ∆ρ is negative, the particle undergoes creaming, and the magnitude of ∆ρ
dictates the speed of the phase transition. To stabilise the system against sedimentation
and creaming, the system must be density matched to the solvent [112, 115].
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Figure 2.1: Potential energy plot showing steric repulsion (red) and van der Waals
attraction (blue), with total interparticle potential in black, for two different monomer
lengths (n) in the polymer chains. Reproduced from Bishop [114].
2.2 The DLVO Potential
A complex interplay of attractive and repulsive forces exists for colloidal particles sus-
pended in polar solvents. Colloidal particles exhibit attraction to each other, typically
the product of London dispersion forces [116]. As well as this short-range attrac-
tion, particles suspended in polar solvents typically acquire a layer of charged ions at
their surface. This charge can arise from from dissociation and adsorption of ionisable
groups present at the surface-liquid interface [117]. Oppositely charged counterions in
the solvent will be attracted to the net charge and form a second layer around the
first charged sphere. The formation of this second layer effectively neutralises the long
range repulsion, where the range of this repulsion can be influenced by the addition of
salt.
The theoretical framework to describe these interactions is known as DLVO the-
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ory [82, 83]. This theory presents a description of the interactions between a pair of
charged, spherical colloidal particles interacting through the forces described above.







where Hm is the Hamacker constant, a system dependant constant which scales the
interaction strength, a is the radius of the two identical spheres, n is the concentration of
electrolyte solution, γ is the particles surface potential, κ is the inverse of the thickness
of the double layer and H is the surface-surface distance [118]. The components of
this potential are shown in figure 2.2 where the long ranged attraction is shown, along
with the shorter ranged repulsion. The height of the maximum and its position can be
controlled through manipulating various variables present in the equation, typically by
changing n and Hm, and the barrier to coagulation can even be completely removed
leading to widescale aggregation of particles [118]. Appropriate care must be taken to
choose system parameters to avoid this scenario if control of the aggregation pathways
is required.
Whilst the DLVO theory works well for charged particles at long distances, dis-
crepancies were noted at smaller separations [114]. A computationally less expensive
alternative to modelling the repulsion in the DLVO potential for colloidal particles
which shares the same form is the Yukawa potential:
VY ukawa(rij) = εY
exp(−κ(rij − a))
rij/a
Here, the strength of the repulsion is scaled by εY , and the range dictated by κ. The
Yukawa potential has been found to show good correlation with experimental colloidal
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As discussed in the previous chapter, a variety of potentials are frequently used to
describe attractions between colloidal particles. In the sections below a mathematical
overview is provided of some potential interactions frequently used in this field.
2.3.1 Depletion
An example of such an attractive interaction is the entropically driven depletion in-
teraction. Small, neutral hard-sphered ‘depletion agents’ with radii RD are added to
the system. The colloidal particles themselves have a radii RC . RD << RC . As both
the depletion agents and colloidal particles are hard spheres, there will be a volume of
space around the larger spheres called an ‘exclusion zone’ where the depletion agents






The total volume excluded will be the concentration of colloidal particles multiplied by
the equation 2.1, assuming [D] > [C]. When two of the larger, colloidal particles come
together, their exclusion zones can overlap before the electrostatic or steric repulsion
begins to repel the spheres. In such a scenario the total volume excluded to the
depletion particles in the system will decrease, increasing the entropy of the system
and giving rise to an effective attraction, driving the formation of clustering. This
is shown pictorially in figure 2.3. The range of the depletion attraction is the radius
of the depletant particles, which are significantly smaller than the colloidal particles.
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Figure 2.3: Depiction of the excluded volume decreasing when two particles approach
one another.
As such, the potential energies of clusters are essentially dictated by the number of
contacts each colloidal particle has in the limit of very short range attractions [120].
















for σ < r < σc + σp
0 for r ≥ σc + σp
(2.2)
where q = σp/σc is the size ratio and zp is the fugacity of the polymers. The range of
the depletion attraction is thus governed by the size of polymers, which is significantly
smaller than the colloidal particles. The depletion attraction is therefore relatively
short-ranged. The depth of the potential increases linearly with the fugacity, which
is related to their chemical potential, and hence depends on the concentration of the
polymers.
2.3.2 The Kern-Frenkel Potential
Many of the patchy particle simulation papers discussed in the preceding chapter use
the Kern-Frenkel potential to model patch-patch interactions [85]. In this model, at-
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tractive patches are present on the surface of spheres interacting via the hard-sphere
potential. As such, this potential takes into consideration the particles orientation as
well as translation, as only patch-patch interactions are attractive. The potential is
shown below:
Vij(rij,ni,nj) = Vhssw(rij)  f(rij,ni,nj) (2.3)
where Vhssw is the square-well potential described by:
Vhssw(rij) =

∞ for r < σ
−εsw for σ ≤ r < λσ
0 for λσ ≤ r
(2.4)
where the range of the attractive well is λ and the depth εsw. The orientational depen-
dence is given by:
f(rij,ni,nj) =
 1, if ni  r ij ≥ cos θ0 and −nj  r ij ≥ cos θ00, otherwise (2.5)
where ni is defined by the spherical angles wi = (θi, ϕi) in an arbitrarily oriented
coordinate frame and describes the orientation of the centre of the patch, r ij is the
interparticle angle under the same coordinate system and θ0 is the size of the patch.
From this potential, we can see that any overlap between hard spheres would cause an
infinite repulsion, while only correct patch-patch orientation would allow the attractive
aspect of the square-well potential to come into force. A figure showing the Kern-
Frenkel potential is shown in the previous chapter, figure 1.12 (c).
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2.3.3 Anisotropic Triblock Patchy Particles
The designer triblock patchy colloidal particles we use as our elementary building blocks
for hierarchical self-assembly are spherical in shape with two circular patches A and B
at opposite poles, modelled as rigid bodies. The patches A and B can differ in terms
of their surface coverage, characterised by the angles α and β respectively which define
their half-patch widths.
The patches A and B can both interact with themselves and one another. Here,
εAB is the depth of the potential due to the patch A - patch B interaction when the
two patches face each other. The effective potential for a pair of patchy particles Vij is
given by






where rij = rj − ri is the separation vector between triblock patchy particles i and j,
ri is the position vector for the geometric center of the patchy particle i and rij the
magnitude of the vector rij. Ωi and Ωj describe the orientations of particles i and j,





where κ is the inverse Debye screening length and εY is the Yukawa contact potential.
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The angular dependence of the patch-patch interaction is described by Vpp′ :
Vpp′ (rij,Ωi,Ωj) = εpp′
1
4
[1 + Φ (rij,Ωi,pi)] [1 + Φ (rji,Ωj,pj)] , (2.8)
Φ (rij,Ωi,pi) =

−1, cos θijpi < cos δ,
− cos
(
π [cos θijpi − cos δ]
1− cos δ
)
, cos θijpi ≥ cos δ.
(2.9)
Here pi is a normalised vector from the centre of the spherical particle i in the direction
of the centre of patch p on it and thus depends on Ωi; cos θijpi is the scalar product
of the vectors r̂ij and pi. Here, δ = α, β and hence the parameter cos δ controls the
width of a patch.




−1, if (rij − λ) < 0,
−1
2
[1 + cos (π (rij − λ) s)] , if 0 ≤ (rij − λ) ≤ s−1,
0, if (rij − λ) > s−1,
(2.10)
where λ is the largest separation at which the patch p - patch p′ attraction is at its
strongest and the parameter s controls the range over which this attraction vanishes.
In the present study, λ was set to 1.01σ. We used reduced units: the length in the
units of σ, the energy in the units of εY, the temperature in the units of εY/kB, with
the Boltzmann constant kB taken to be equal to one. The parameter σ provides an
estimate for the size of the charge-stabilised patchy particles in the absence of a hard
core. We show how the potential varies for particles with different range parameters,
s, and patch strengths, ε, in figure 2.4.
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Figure 2.4: The effective pair potential for the patchy particles under consideration
as a function of separation for three different orientations - strong-strong, strong-weak
and weak-weak. The following parameters are kept constant: εAA = 5, εBB = 1, α =
80o, β = 40o, κ = 100. The isotropic component, given by the Yukawa potential VY ,
is shown separately in yellow.
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2.4 Orientation
As we have seen, when handling particles with patches and other forms of anisotropy
we must keep track of the particles rotation. We use a rigid-body description for our
colloidal particles, where operations on our particles typically include a translational
and rotational step. Manipulation of the translational components of a simulated
colloidal particle is straightforward by tracking the centres of mass of particles with
Cartesian coordinates. Depending on the nature of anisotropy, multiple methods of
handling the rotational components present themselves. An in-depth discussion around
the correct handling of orientations is discussed by Chakrabarti and Wales, but briefly
below we discuss rotation matrices and angle axis [121]. A rotation of a rigid body can
be described by a single three dimensional vector, p, of which the direction indicates
an axis to rotate about, and the magnitude indicates the angle by which to rotate:
p = [p1, p2, p3] = θp̂, where p̂ is the unit vector. This compact form is simple to
understand but in order to increase the efficiency of the optimisation for calculating
the derivatives with respect to rotation, we transform this into a rotation matrix R. A
rotation matrix is an orthonormal 3 by 3 matrix comprised of 3 perpendicular vectors.








To calculate the rotation matrix from the angle axis from an angle axis vector p we
can use Rodrigues’ rotation formula:
R = I + (1− cos θ)p̃p̃ + sin θp̃
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2.5 Particle Movement and Equations of State
When simulating particles undergoing Brownian motion some level of coarse-graining
can be undertaken, without which the simulation time needed for the evolution of
the system would be restrictive [122]. The appropriate level of coarse-graining will
differ depending on the properties the scientist wishes to observe. We are primarily
interested in the dynamics of the larger colloidal particles; the evolution and structural
properties of the solvent, which are many orders of magnitude smaller than the colloids,
are typically not tracked [123]. Instead, the force of the constant stochastic collisions
of the solvents with the larger particles is described in the Langevin equation, 2.11,
as ξi. The Langevin equations for translation and rotation, shown in equations 2.11
and 2.12 respectively are used to describe Brownian motion. In these equations, the








= −ζrtwi + Ti(t) + ξrti (t) (2.12)
Here, m is the mass of the colloid, v and w are the translational and orientational
velocity at time t respectively, ζtr and ζrt are the translational and rotational coeffi-
cients of friction respectively, Fi(t) and Ti(t) the force and torque applied to particle i,
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and ξi(t) is the contribution of the solvent particles random collisions to the translation
and rotation of the larger colloidal particle and I is the moment of inertia. The friction





, where kB and T are the Boltzmann constant and temperature respectively.
The force and torque terms are described below in equations 2.14 and 2.15, and
are dictated by the derivative of the potential used. Another level of coarse-graining
is used here through the use of pair potentials, where we neglect N -body interactions
where N > 2. This common coarse-graining technique provides considerable speedup





Vij(rij, ei, ej) (2.14)
Ti = −ei × Oei
∑
j 6=i
Vij(rij, ei, ej) (2.15)
where Vij is the interaction potential while ei and ej describe the orientations of the
particles, where applicable.
The Brownian dynamics method does not use the inertia of the colloidal particles,
as the forces from the viscous solvent are assumed to damp the momentum of the larger
colloidal particles. This framework is referred to as ‘overdamped’. The movement of
the particles can therefore be evolved using the following equation in the overdamped
45
limit, neglecting hydrodynamic effects:






∇(V (x)) + ξtr
)
∆t (2.16)
where x is the particle position, Dtr0 = translational diffusion coefficient at infinite
dilution, ∇(V (x)) is the force on the particle, and ξtr is the random translational
force. The red terms are due to particle-particle interactions while the blue terms are
from interactions with the solvent particles.
The orientation of the particles is propagated using:
ei(t+ ∆t) = ei(t) +
Drt0
KBT
∆tTi(t)× ei(t) + (ξrt)× ei(t) (2.17)
Here Drt0 and ξrt are the rotational diffusion coefficient and random rotational force
respectively. The diffusion constants at infinite dilution are given by Stokes law for







where η is the viscosity coefficient of the solvent, and σ the colloidal particle diameter.
The random displacement terms above describe the influence of the frequent colli-
sions of the smaller particles, causing the larger colloids to rotate and translate. This
random force is undirected as the assumption of the model is that there is no order
to which the solvents collide with the larger particle. This force is also described as
‘memoryless’ in that only the current state of the system is relevant to calculate the
following step [124]. We generate these displacements from a Gaussian distribution
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with means and covariances detailed below:
〈ξtr〉 = 0, 〈ξrt〉 = 0
〈ξtri  ξtrj 〉 = 2∆tDtr0 δij, 〈ξrti  ξrtj 〉 = 2∆tDrt0 δij
We use a soft matter program called PASSION, software developed in-house to cal-
culate our Brownian dynamics trajectories [125].
2.6 Global Optimisation
As well as investigating the Brownian dynamics of colloidal systems, in this thesis
we explore the potential energy surface to identify global minima. Here, the potential
energy surface refers to a multidimensional surface that describes how the potential en-
ergy varies as variables such as the particle positions and orientations are manipulated.
As an example, for a system of two isotropic particles in one dimension, interacting
purely through a distance-based potential such as Lennard-Jones, the only variable
that will change the potential energy of these particles will be the distance between
them. As such, the system can be described with a one dimensional potential energy.
An example representation of a potential energy surface is shown in figure 2.5,
where we have labelled points of interest. Here, x is a vector that contains all the
coordinates of the system, and V (x) is our potential energy function. Points at which
the change in potential energy is 0 with respect to our variable x, ∇V (x) = 0, are
called stationary points. These stationary points are of significance as the force of the
system, F , is equal to −∇V (x), and so parameter space with ∇V (x) = 0 corresponds
to systems where the force acting on the system is also 0, suggesting these structures
are in mechanical equilibrium.
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Figure 2.5: An example potential energy surface, with labelled stationary points (a, d)
and minima (b,c).
These stationary points, labelled a-d in figure 2.5, can be differentiated by calcu-
lating the second derivative with respect to x, at which point minima will be identified
with only positive second derivatives (b,c) and maxima, or saddle points, can be clas-
sified with a negative second derivative (a,d). If we again discuss the relationship
between force and potential energy, these minima on the potential energy are regions
of parameter space that when small displacements are applied, the system will attempt
to ‘correct’ itself or minimise back into the state from before. These systems can be
described as mechanically stable.







Stationary points where all second derivatives are positive are minima, which is mathe-
matically equivalent to a Hessian matrix with no negative eigenvalues. Other stationary
points are referred to as n-th order saddle points, where n is the number of negative
Hessian eigenvalues, or negative second derivatives.
Now that we are able to describe a position on the potential energy surface, we
describe a method called ‘basin hopping’ to locate the potential energy minima. This
method performs a hypersurface deformation, where each point x on the potential
energy surface V is mapped to the nearest local minimum. We then use a Monte Carlo-
like ’walk’ to transition between these regions of the reduced surface. This deformation
is shown in figure 2.6. This transition process is described below:
1. Perturb the system
2. Local minimisation
3. Accept or reject perturbed configuration
The perturbation involves translational and rotational displacements, the initial
size of which is an input parameter for the algorithm. In step 2 we use the limited-
memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) minimiser to reach local min-
ima, a quasi-Newton method for which interested readers are directed towards reference
[126]. This provides us with two energies - the initial, Va, and post-minimisation, Vb.
If the post-minimisation energy is lower than the initial, Vb < Va, the move is accepted
and subsequent proposed moves are made from this new configuration. However, if the
energy is greater we use the Metropolis criterion where the ’upwards’ step in energy
is accepted if ξ < exp[∆V/(kBT )], where ξ is a uniformly distributed random number
between 0 and 1. Here, T is a fictitious temperature which the user defines to adjust
the probability of accepting these ‘unfavourable’ steps, in order to increase the area of
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Figure 2.6: A representation of the hypersurface deformation to permit basin-hopping
(dashed line), local minimisation (red) and perturbation steps (blue) along the potential
energy surface (black). Reproduced from Morphew [127].
the potential energy landscape explored. This cycle constitutes a single ’step’ in the
program. We typically begin the simulation with a random distribution of particles.
2.7 Simulation Improvements
In order to increase the number of particles in each simulation that we investigated,
throughout the degree various improvements to the PASSION simulation framework
were implemented. Increasing the number of particles in each simulation allows us
to probe the effect of the simulation size on the trajectories followed, and investigate
multiple crystallisation events in the same system.
In order to reduce the CPU time needed to run the simulations, we must reduce the
number of expensive mathematical operations undertaken. In all simulations we use
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a radial cutoff for the pairwise particle potential energy calculations. The square root
function is typically one of the slowest arithmetic operations and so when calculating
inter-particle distances via rij • rij = ||rij||2, we compare the squared value with the
squared value of the radial cutoff, RC [122]. This cutoff is set where the potential energy
contribution at that distance is negligible and no greater than that of the numerical
precision of the computer variable it is stored in, in the order of 10−10. Using this
cutoff reduces the number of potential energy calculations drastically for the short-
ranged potentials used in this thesis. However, there are additional steps that can
be taken to improve the speed of the simulation without impacting on the numerical
stability of the system.
2.7.1 Verlet Neighbour List
Using a neighbour list we can reduce the number of particle-particle distances that
are calculated. As well as the interaction ‘shell’ defined by using a distance cutoff, we
introduce a second shell of a greater distance RN . Particles in this wider shell do not
currently interact with the chosen particle. As the system evolves the particles move
around, with the maximum displacement of any particle since the construction of the
neighbour list , |Rmax|, tracked. Particles that are in the wider shell can move close
enough to contribute to the potential energy, and those within the initial cutoff can
migrate out, but crucially when |Rmax| ≥ RN −RC the neighbour list is recalculated.
This means that no particle can move from outside the neighbour shell to inside the
cutoff without triggering a regeneration of the neighbour list where it will be included.






Figure 2.7: a) Schematic showing the neighbour list for a single particle. b) 2D
schematic showing various environments for a cell list implementation.
2.7.2 Cell List
An alternative to neighbour list is the cell list, where the simulation space is partitioned
into equally sized cells. These cells, which in our system are cubic but are not required
to be so, have dimensions ca = cb = cc ≥ RC . A particle in cell 0 in figure 2.7b will
only interact with the cells directly neighbouring it, cells 1-8. The figure is shown in
2D for clarity. When calculating potential energy we can therefore be sure that only
particles inside the current cell and those of its neighbours will contribute, as all other
cells are too far away.
2.7.3 OpenMP
As discussed above, continued development in computer hardware has rapidly extended
the computational power available to the theorist. The significant investment by insti-
tutions into massive multi-core supercomputers has lead to the development of parallel
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programming libraries better able to utilise this power. Two such libraries, OpenMP
and OpenMPI, were used to extend PASSION from a single process executable to one
which can be run over 100s of CPUs across various nodes in a supercomputing fa-
cility. OpenMP boasts an ease of implementation where serial code can be wrapped
with directives. These directives are commented code around loops that the compiler
interprets and automatically generates the required parallel code. In this way the
programmer can simply add or remove a compiler flag to swap from serial to parallel
executable creation.
In both OpenMP and OpenMPI the same terminology is used for distributing work-
loads. We used the master-worker approach, where the ‘master’ thread will spawn
‘slave’ or ‘worker’ threads that perform operations in parallel and return a variable,
or list of variables, to the master to be consolidated with the other worker’s results.
When transitioning from a single- to multi-process program the developer must con-
sider the implications of memory management and randomness. For shared memory
approaches, such as OpenMP, the developer has control through the use of attributes
such as shared and private to enforce correct memory usage. Private variables are
stored in separate memory locations for each thread and so will not suffer from race
conditions, where multiple threads are trying to access or update the same memory at
once and the order they complete would impact the end result. However, the creation
and destruction of private variables within the worker threads does create overhead, a
slowdown or setup cost, when initialising. Shared memory, by contrast, is accessible
to each worker thread at the same memory location. As this memory is already allo-
cated the overhead is significantly cheaper, but as mentioned care must be taken when
updating this variable inside the parallel regions. The programmer may use directives
such as atomic to force only a single thread at a time to operate a section of code, or
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flush to update all threads to the shared memory value.
An example usecase for our Brownian dynamics code for private and shared memory
is the potential energy calculation step. Here, the chosen particle identifiers, i and j
can be private, as each thread will be operating on different pairs and so will need a
different value for i and j. However the arrays of particle positions and orientations
can be passed as shared variables, as they will not be updated and are the same
for each thread. This reduces the overhead of creating the threads and reduces the
memory footprint, as only one copy of the positions and orientations is allocated for
the program. At the end of the calculation, the potential energy and other variables
will be passed back to the master thread.
2.7.4 OpenMPI
While initial speed up was observed after implementing neighbour list with OpenMP, in
order to maximise the number of particles that we can simulate in a realistic timeframe
we developed an MPI compatible version of PASSION with cell list. Compared to the
shared memory approach OpenMP, MPI is a distributed memory framework where each
thread manages their own storage of data. Similar master-worker methodology can be
used here, where the master thread will broadcast the input variables for the task that
the worker nodes need to operate with, and will then wait for their responses. As all
memory is managed by the threads, the worker nodes can be distributed to different
hardware, overcoming the limitation of OpenMP of operating on a single computer.
The downside to this approach is the introduction of overhead for broadcasting and
receiving data, and that the changes to the codebase for implementing OpenMPI are
much more significant than for OpenMP.
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2.7.5 Visualisation Suite
Alongside the expansion of the computational framework and analysis programs, a
visualisation program, UniVis [128], was developed in order to provide high detail,
accurate representations of our system post-simulation. Previous methods to produce
high-quality representations of the simulation snapshots used PovRay, a raytracing
program [129]. Whilst this method produced publication-grade images, the time taken
to render each image, around 10 minutes for large systems, did not provide real-time
feedback. UniVis uses the raw positions and orientation files, custom 3D meshes and
is easily extendable through C# scripting in the Unity3D framework.
2.8 Simulation Protocols
The details of the simulation performed in each system are detailed below, in table
2.1. Global Optimisation calculations were performed on desktop workstations with
i7-6700 CPU @ 3.40GHz processors. For the Brownian Dynamics simulations we used
BlueBEAR, the University of Birmingham’s HPC facility, and Athena/HPCM+, a
Tier 2 computing facility. Information on this BlueBEAR can be found here. The
simulations were performed on Intel Broadwell servers, using 7 of the 20 available cores
for MPI PASSION. More information on the BlueBEAR configuration can be found here.
Athena/HPCM+ provides Intel Xeon E5-2680v4 at 2.40 GHz servers with 128 GB of
memory. Simulations were run using 7 cores for MPI PASSION. The time units used
are in reduced units, t =
σ2
Dt0
, where σ is the diameter of the particle and Dt0 is the
translational diffusion coefficient at infinite dilution. The systems were equilibrated
at T ∗ = 1 from an initial face-centered lattice and well-separated configurations were
chosen as starting points for independent cooling runs. Volume fraction, φ, is calculated
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from the volume of the spheres, assuming a hard sphere, over the total volume of the






For SC and BCC we use the following system parameters: εAA = 5, εBB = 1, α =
85o, β = 40o, S = 1, κ = 100 following their definition in section 2.3.3. For tetrastack
we used the following: εAA = 5, εBB = 1, α = 80
o, β = 40o, S = 5, κ = 100.
2.9 Analysis of crystal structures
Alongside traditional methods for identifying long-range order, such as analysis in terms
of radial distribution functions and structure factors, various methods have been devel-
oped to ‘fingerprint’ crystal structures. One such method is through the calculation of
the Steinhardt order parameters, ql [130]. These order parameters are widely used in
literature for the analysis of crystal structures, and have become the standard method
of identification [131, 132, 133, 134]. Often referred to in literature also as bond or-
der parameters (BOPs), bond-orientational order parameters (BOOs), the Steinhardt
order parameters describe the local environment of a chosen particle, providing quan-
titative measures. These values for particles in a known perfect crystal are typically
documented for comparison. In practice, distributions of ql values sampled at thermal
equilibrium are compared with the corresponding reference distributions [135].
In this approach, the neighbours of a particle i are identified to be all particle j
located within a separation rc, and there exists a bond between particles i and j, whose
orientation is defined by r̂ij, the unit vector of the separation vector rij. If Nb(i) is the








N = 864 BCC
T ∗ 1 0.8 0.5 0.4 0.2 0.16 0.15
t 100 200 100 100 100 200 200
N = 864 BCC
‘Instant Quench’
T ∗ 1 0.2
t 100 200
N = 864 SC
T ∗ 1 0.8 0.6 0.5 0.4 0.3 0.28 0.26 0.24
t 100 100 100 100 100 200 200 200 200
T ∗ 0.22 0.2 0.18 0.16 0.15 0.14
t 200 200 200 600 200 200
N = 864 SC
‘Instant Quench’
T ∗ 1 0.2 0.15
t t 800 1400
N = 8788 SC
T ∗ 1 0.8 0.6 0.5 0.4 0.3 0.28 0.26 0.24
t t 100 100 100 100 200 200 200 200
0.22 0.2 0.18 0.16
200 200 200 550
N = 864 TD
T ∗ 1 0.8 0.6 0.5 0.4 0.3 0.2 0.19 0.18
t 40 40 40 40 80 80 80 80 80
T ∗ 0.17 0.16 0.1575 0.155 0.1525 0.15 0.14
t 80 80 80 80 80 1920 80
N = 4000 TD
T ∗ 1 0.8 0.6 0.5 0.4 0.3 0.2 0.19 0.18
t 40 40 40 40 80 80 80 80 80
T ∗ 0.17 0.16 0.1575 0.155 0.1525 0.15 (0.145)
t 80 80 80 80 80 860 460
Table 2.1: Table documenting the simulation protocols followed for Brownian Dynamics
calculations. For BCC, the simulations were performed on BlueBEAR. For Simple
Cubic (SC), the simulations were performed on Athena/HPCM+. For Tetrastack (TD),
the simulations were performed on Athena/HPCM+. T ∗ is the reduced temperature
and t is the reduced time unit. The final step in the N = 4000 at 0.145 T ∗ was ran
in parallel to the simulation at 0.15 T ∗, branching off after 460 t. This is explained in
detail in chapter 6.
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BCC FCC HCP Simple Cubic
Im3̄m Fm3̄m P63/mmc Pm3̄m
n = 8 n = 14 n = 12 n = 12 n = 6
q2 0 0 0 0 0
q3 0 0 0 0.076 0
q4 0.509 0.036 0.19 0.097 0.764
q5 0 0 0 0.252 0
q6 0.629 0.511 0.575 0.484 0.354
q7 0 0 0 0.311 0
q8 0.213 0.429 0.404 0.317 0.718
q9 0 0 0 0.138 0
q10 0.65 0.195 0.013 0.01 0.411
q11 0 0 0 0.123 0
q12 0.415 0.405 0.6 0.565 0.696
Table 2.2: Table of ql values from perfect crystals: BCC, FCC, HCP and Simple Cubic.
n is the number of neighbours considered for each value calculated. For BCC crystal,
the set of second nearest neighbours can be excluded from consideration or included








Here, Ylm(r̂ij) ≡ Ylm(θij, φij) are the spherical harmonics corresponding to the polar
and azimuthal angles, θij and φij, respectively, of the bond rij between particle i and
its neighbour j.
These ql values depend on the angle between the points of interest, which for our
system are the neighbouring particles within bonding distance, and are independent
of a reference frame [135]. Typically, q4 and q6 are used as they can distinguish for
hexagonal and cubic structures, though values from l = 2 → 12 are used in literature
[134]. Ideal ql values are shown in table 2.2.
Bond order parameters are used to qualify a particle as ‘solid’ by comparing its local
environment with that of its neighbours. If a particle is in the same environment as a set
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fraction of its neighbours, typically 2/3, then the particle can be considered solid-like.
When following the nucleation and growth of Lennard-Jones crystals through molecular
dynamics, ten Wolde et al. used the scalar product S to quantify the similarity of a
particle’s q values to those of their neighbours [132]:













? = 1 (2.22)
For two particles i and j, the real part of the scalar product q̃i · q̃j, Sij, thus provides a
measure of how similar their local environments are. ten Wolde et al used a threashold
value of Sij > 0.5 to established a “connection” between particle i and its neighbour
j, with particles with over 7 connections being deemed as ‘solid-like’ [132].
As well as obtaining a measure of the local environment of individual particles, a













While the Steinhardt order parameters in their original form are still extensively
used in literature, Lechner and Dellago put forward a modification to consider average
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k=0 loops over all neighbours of particle i as well the particle itself.
In this approach, one thus takes into consideration the second shell of neighbours in
the calculation of the average local bond-order parameters. In the original paper that
introduced the modification and throughout this thesis, these averaged local bond order
parameters are denoted with an overbar, as shown in equations 2.26 and 2.25 [135]. The
extension of the calculation to include the second shell of neighbours allows for more
information about the local environment of the particle to be accounted for, leading
to often a more effective distinction between different crystal structures as evident in
figure 2.8.
Whilst these bond order calculations provide excellent insight into the makeup of
the system, their calculation is much more intense than the more simple methods
discussed at the start of this section. For quick insight into the state of the system,
we generate radial distribution functions and follow the energy of the system to look
for discontinuities. We use the orientational order parameter, defined in equation 2.27,
to identify octahedral and tetrahedral clusters formed by the triblock patchy particles,
thus enabling us to count the number of octahedra and tetrahedra present in the system.
For a single particle, we identify the 5 (or 3 for tetrahedra) nearest neighbours, using
the minimum image convention. We calculate the geometric centres for these 6 (or 4)
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Figure 2.8: Local environments of particles in three crystal structures and the liquid
phase for the Lennard-Jones system, using the traditional Steinhardt order parameter
(a) and averaged local bond order parameters, as introduced by Lechner and Dellago
[135]. Image reproduced from Lechner et al. [135].












The values for qord can range from 1 to -3, with a value for qord for 6 particles on the
vertices of a perfect octahedron at 0 or a value of 1 for 4 particles on the vertices of
a tetrahedron [136]. We use a cutoff of qord = 0 ± 0.02 to identify our octahedra and




Triblock Patchy Particles via
Octahedral Colloidal Molecules
3.1 Introduction
Colloidal molecules are capable of offering highly directional interactions and are thus
promising building blocks for realising colloidal open crystals via self-assembly - the
tunability of these interactions offers a vast parameter space to explore in the hunt
for self-assembly pathways [137]. Hierarchical self-assembly pathways via colloidal
molecules are appealing from the perspective of their processability; the feasibility
of triblock patchy particles forming colloidal molecules with tetrahedral and octahe-
dral symmetry following a staged assembly route is well-established [74]. However,
the assembly at the first stage produced a distribution of cluster sizes, which severely
reduced the likelihood of realising colloidal crystals in the next stage [74]. Building
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on the success of programming two-stage self-assembly of a colloidal crystal from the
triblock patchy particles via self-limiting tetrahedral clusters in silico, here we investi-
gate the generality of the design principles [79]. In particular, we explore hierarchical
self-assembly pathways via octahedral colloidal molecules.
3.2 Method
3.2.1 Global optimisation for a finite system
We began our approach by identifying an optimal set of potential parameters that
support distinct octahedral subunits. To this end, we predicted the global minima on
the potential surfaces for a finite system of N = 48 triblock patchy particles for different
sets of parameters, using basin-hopping global optimisation runs. Figure 3.1 shows the
global minimum on the potential energy surface corresponding to the following set of
parameters: εAA = 5εY, εBB = 1εY, α = 85
◦, β = 40◦, s = 1 and κ = 100 where,
as defined in section 2.3.3, εAA and εBB are the strengths of the A and B patches
respectively, α and β are the patch angles, s relates to the range of the interaction,
κ is the inverse Debye screening length and εY is the Yukawa contact potential. It
is apparent that the structure consists of distinct octahedral subunits. Note that the
set of parameters, εAA = 5, εBB = 1, α = 80
◦, β = 40◦, s = 5 and κ = 100, is
known to support distinct tetrahedral subunits [79]. In the present case, a larger width
(85◦ > 80◦) for the patches forming stronger bonds and a longer range for the patch-
patch interactions (a smaller value of s) favour larger coordination for the subunits.
The formation of these subunits involves the stronger interactions between the patches.
The weaker patches offer valences to these subunits, i.e. octahedral colloidal molecules.
Here the weaker patches are narrow enough to allow for only two weaker patches to
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optimally interact, forming a single “bond” or contact, thus bringing together two
octahedral subunits.
Figure 3.1: A representation of the global minimum for N = 48 elementary particles,
which form 8 6-membered octahedra through their strong patches and sit on a cubic
lattice through their weaker patches.
We next used Brownian dynamics simulations to investigate a system of N =
864 triblock patchy particles under periodic boundary conditions. The system, when
following the gradual cooling protocol described in table 2.1 in chapter 2, is expected
to undergo staged self-assembly, encoded by the use of a hierarchy of strengths for
the patch-patch interactions. A question of interest is whether the first-stage of self-
assembly occurs in a self-limited way, giving rise to a fluid of monodisperse octahedral
clusters exclusively. In both pathways the system begins from a high temperature
(T ∗ = 1) melt of a particles on an FCC lattice. For the slower annealing protocol, the
temperature is gradually lowered, where each temperature was run for at least 2 × 107
steps with a timestep of 5 ×10−6 yielding a minimum time of 100 τ . The temperatures
chosen were to allow the gradual formation of octahedra while the weaker patch is
unable to form bonds of significant lifetime. The temperature profile followed was 1.0,
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0.8, 0.5, 0.4, 0.2, 0.16, 0.15 T ∗, with simulation times listed in table 2.1. We performed
eight independent runs. The simulation was performed at a volume fraction of φ = 0.3.
In the rapid quenching simulations we simulate four independent runs. We begin from
the same equilibrated melt but drop down to T ∗ = 0.2, the temperature at which the
weaker patch begins to form bonds of strength strong enough to withstand the thermal
displacements.
3.3 Annealing
Figure 3.2 plots the average potential energy per particle against the temperature as
we cool the system. The figure also shows the number of octahedral clusters found
in the system versus the temperature. This number is averaged over the last 100
‘snapshots’ dumped along the dynamical trajectory at each temperature, where two
successive snapshots are separated by 1000 simulation steps. The method to calculate
the number of octahedra present is discussed below.
We use the orientational order parameter, defined in the method chapter and again
below in equation 3.1, to identify octahedral clusters formed by the triblock patchy
particles, thus enabling us to count the number of octahedra present in the system.
For a single particle, we identify the 5 nearest neighbours, using the minimum image
convention. We calculate the geometric centres for these 6 particles and then calculate












The values for qoct can range from 1 to -3, with a value for qoct for 6 particles on the
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Figure 3.2: Average energy per particle (blue) and number of octahedra (green)
throughout the annealing protocol for one configuration, from a single trajectory
(shown in blue in figure 3.3).
vertices of a perfect octahedron at 0.[136] We use a cutoff of qoct = 0± 0.02 to identify
our octahedra. This cutoff is rationalised from observations reported in chapter 4.
It is evident in figure 3.2 that as the temperature is gradually reduced, the average
potential energy per particle falls with a concomitant growth in the number of octa-
hedral clusters. These octahedral clusters are presumably formed via the interaction
between wider and stronger patches. It is confirmed by visual inspection of typical
configurations. At low temperatures, the number of octahedral clusters rises to a level
of saturation around 130, close to the maximum possible value of N/6 = 144. However,
the average energy per particle continues to fall as the bonds become stronger and the
bond lifetime becomes longer. There appears no obvious signature for a second stage
of assembly from this plot.
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Figure 3.3: Potential energy at T ∗ = 0.2 for four configurations.
Figure 3.3 shows the time evolution of the running average of the potential energy
per particle along four independent dynamical trajectories at temperature, T ? = 0.2.
The running average of the potential energy per particle at any instant of the time
is calculated by taking the average over its last 100 values dumped. A rapid drop in
this running average is evident for each of the trajectories over a short time window
around t = 20, indicating the possibility of a structural transition. We probe this likely
structural transition in detail later.
The time evolution of the running average of the potential energy per particle along
four additional independent dynamical trajectories at T ? = 0.2 after following the same
annealing protocol was also followed, and was largely similar. A snapshot of a typical
configuration of the system obtained at this temperature after equilibration is shown
in figure 3.4.
We note that from the previous figure 3.2 the number of octahedra at the start
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Figure 3.4: A visualisation of the A-B 85-40 system after annealing protocol, showing
the crystalline BCC. The cubic simulation box has been rotated to show crystallinity.
The yellow band indicates the Yukawa repulsion, with the stronger, wider patches
shown in red, and the weaker smaller patches shown in blue.
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of this temperature drop is around 90, or 5
8
of saturation, and does not need a fully
saturated system of octahedra to begin the second stage of assembly. We probe this
hypothesis further in section 3.4.
Figure 3.5 shows the radial distribution functions for the centres of the octahedral
clusters identified to be present in the system at two temperatures studied across
T ? = 0.2. The radial distribution function at T ? = 0.4, shown in blue, shows the
presence of a short-range order typical of a liquid in the fluid of predominantly of
octahedral clusters. At T ? = 0.15, shown in orange, the radial distribution function
shows more structured feature, with more pronounced and persistent peaks, indicating
the emergence of long-range order. The drop to lower intensities between peaks suggests
that the octahedra are sitting at preferred separations akin to solid-like environments.
The peak positions for an ideal crystal can be worked out analytically from the
lattice points and compared to those observed in order to help characterise the system.
In table 3.1, we compare the values observed to those in the perfect crystal. We see
a good match, indicating two-stage self-assembly into a body-centred crystal from the






Table 3.1: A comparison between the ideal spacing between lattice points for a BCC
crystal, shown in the left column, against the approximate peak positions for our BCC
crystal in the RDF shown in figure 3.5. The distances shown for the ideal BCC lattice
points have been scaled so that the first distance matches that of the first peak.
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Figure 3.5: Radial distribution function for the centres of octahedra at T ∗ = 0.15
(orange) and T ∗ = 0.4 (blue).
3.3.1 Bond Order Parameters
We confirm our crystal identity by using bond order parameters. These order param-
eters, used throughout this thesis, let us fingerprint our system by carefully choosing
input parameters to compare the local environment to literature values. These order
parameters are used widely in literature to classify and quantify colloidal crystallisation
[130, 132, 138]. We note that the input parameters to these calculations, such as the
use of either a fixed distance cutoff or number of neighbours and use of first or second
shell neighbours (q or q̄) can make a significant difference to the values obtained and
should be justified in full to avoid confusion. This is discussed in detail by Mickel et
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al [134].








where Nb(i) is the number of neighbours of particle i located within a distance rtc
corresponding to the location of the first peak of the radial distribution function, and
Ylm(r̂ij) ≡ Ylm(θij, φij) are the spherical harmonics corresponding to the polar and

















Here we use a fixed radial cutoff distance to count the number of neighbours for an
octahedral cluster to assign its local environment. This cutoff distance is set at 3.2σ.
This value is chosen based on the radial distribution function observed at T ? = 0.15, as
seen in figure 3.5. Such a cutoff distance allows for contributions from the 14 nearest
neighbours when the particles are sitting on the lattice points. The results of this
analysis are shown in figure 3.6 for configurations at T ? = 0.4 and T ? = 0.15. We
can compare these results to those in the literature to identify the crystal structure
self-assembled in this case to be BCC: q̄4 and q̄6 of 0.05 and 0.425 were observed
respectively for an undercooled Lennard-Jones BCC crystal which match well with our
low-temperature results shown in green and red, respectively. The distributions at the
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higher temperature, shown in blue and orange, are not characteristic of any crystalline
structure.














Figure 3.6: Probability distribution for q̄l bond order parameters for our crystalline
system at low temperature (T ∗ = 0.15, l = 4 and 6 green and red bars respectively) and
liquid at higher temperature (T ∗ = 0.4, l = 4 and 6 blue and orange bars respectively).
3.4 Rapid quenching
As well as subjecting the system to gradual annealing protocol, we performed four
Brownian dynamics simulations following rapid quenching to lower the temperature
of the system down to T ? = 0.2 from T ? = 1. We chose this temperature as we
observed crystallisation to occur at T ? = 0.2 upon relatively slow annealing, allowing
for octahedral clusters to gradually form and then nucleate into a crystal. At this
temperature, the narrower patches that form weaker bonds are able to form bonds
with a much greater lifetime. We investigated the possibility that the A-B bonds could
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Figure 3.7: Potential energy and number of octahedra at T ∗ = 0.2 from instant quench
runs. The small energy discontinuity around t = 80 suggests a phase change.
disrupt the formation of octahedral clusters. The likelihood of forming A-B bonds
is higher in these rapid quench runs, as in the gradual annealing protocol results in
the saturation of the wider patches forming stronger bonds, leaving fewer of them to
interact with the narrower patches.
In figure 3.7, we show the average potential energy per particle and the number
of octahedral clusters formed along such a dynamical trajectory at T ? = 0.2 upon
rapid quenching, beginning at the point at which the temperature was first dropped
to T ? = 0.2. Here we can see that immediately after the temperature drop, octahedral
clusters begin to form, and the potential energy drops as well. After a rapid drop
in U/N , it continues to fall steadily as the number of octahedral clusters rises before
showing another drop over a short time window to practically reach a plateu.
It is at this point that the crystallisation occurs. This is confirmed by the analysis
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of the bond order parameter presented in figure 3.8. The positions of the peaks after
the structural transition confirm that a BCC crystal was formed.











Figure 3.8: BCC bond order parameter for instant quench runs at T ∗ = 0.2. Blue and




In this study, we identify a set of parameters that facilitates the selective growth of
octahedral clusters from triblock patchy particles. This is achieved in the first stage
of self-assembly via the interactions between the wider patches, α = 85o, which bind
strongly. These octahedra form with very high yield compared to competiting polyhdra
due to the selection of appropriate bond angles and strengths, parameters gleaned
from global optimisation simulations. Subsequent to the growth of these octahedral
colloidal molecules, the weaker patches come into play at lower temperatures to bind
the octahedra together, where the geometry of the octahedral clusters dictates the
centres of these octahedra sit on a BCC lattice. The narrow patches limit the bonds
formed in the second stage of assembly to involve the interactions between only two
such patches.
The success of this two-stage self-assembly scheme encoded in triblock patchy par-
ticles to yield a crystal via octahedral colloidal molecules further validates the general-
ity of our design principles. Through this design we exploit a hierarchy of interaction
strengths to program two-stage self-assembly pathways and the interplay between patch
sizes and the range of interactions between patches to make the growth of colloidal
molecules self-limiting in the first stage.
The two-stage self-assembly pathways programmed with a hierarchy of strengths
for interactions between patches is generally envisaged to be triggered by gradual
cooling, to allow for annealing of defects. It is remarkable that in this case even
a rapid quenching yields a BCC crystal from triblock patchy particles through hi-
erarchical self-assembly pathways via octahedral colloidal molecules. The presence
of long-range patch-patch interactions presumably facilitates the navigation through
metastable structures. It should be noted that these longer range attractions between
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Colloidal Molecules into an Open
Crystal
4.1 Introduction
The simple cubic (SC) crystal, with a packing fraction, φ, of 0.52 corresponding to
touching spheres along the edges of the cube, is significantly less dense than FCC and
HCP crystals, where φ = 0.74. The mean coordination number drops from 12 at close
packing to 6 for a simple cubic lattice. Figure 4.1 shows the three Bravais lattices
that have a cubic symmetry. Maxwell’s mechanical stability criterion, where particles
connected with central force bonds in a periodic lattice must have a mean coordination
number that equals or exceeds 2d, d being the dimensionality of the lattice, explains the





Figure 4.1: Conventional unit cells of three Bravais lattices of cubic symmetry: (a)
face-centred cubic (a), body-centred cubic and (c) simple cubic.
Previous investigations have shown the simple cubic crystal to possess a small pho-
tonic band gap of around 5% [139]. However, realisation of the structure on the col-
loidal scale experimentally has proved to be challenging as with hard-spheres colloids
the system collapses into FCC and HCP crystals. Experimental techniques such as
photoelectrochemical etching of macroporous silicon to create spherical voids at sim-
ple cubic lattice points are able to produce inverse simple cubic structures with band
gaps [140]. This route, however, involves expensive and time-consuming fabrication
protocol. Moreover, the sensitivity of the photonic properties to small imperfections
could result in complete closing of the photonic band gap. Another route to open
crystals involves self-assembly pathways in a binary system to overcome the risk of
collapsing to close-packed structures. One such attempt used a binary system of op-
positely charged colloidal hard spheres to form a caesium chloride structure [30]. This
structure is formed of two interpenetrating simple cubic structures of opposite charge,
with particles lying on a body-centred cubic lattice. It was suggested that removal of
one type of charged particles, an experimentally feasible option, would leave a simple
cubic crystal behind [141].
In order to drive the formation of simple cubic crystals we must therefore provide
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further motivation for particles to sit on a simple cubic lattice, or dissuade particles
from forming BCC. Zanjani et al. increase the cost of particles in the central BCC
lattice point relative to the simple cubic positions by using colloidal clusters formed
of colloids of different particle sizes, along with ‘glue’ particles [68]. Rossi et al. use
superspheres, cubes with rounded edges, to provide an entropic penalty to forming
BCC over simple cubic [56].
Self-assembly of colloidal particles offers an enticing bottom-up route to colloidal
open crystals. In the previous chapter, we have demonstrated that a relatively open
colloidal crystal, where octahedral clusters sit on body-centred cubic lattice points, can
be self-assembled from designer triblock patchy particles following two-stage assembly
pathways. Since a BCC lattice can be envisaged as two interpenetrating simple cubic
lattices, a pertinent question is whether hierarchical self-assembly of these triblock
patchy particles into a simple cubic crystal structure can be achieved at lower volume
fractions and if so whether the self-assembly pathways involve the formation of a BCC
crystal as a precursor. These questions are addressed in this chapter.
4.2 Results
We chose to investigate the same designer triblock patchy particles that we studied in
the previous chapter. These triblock patchy particles are designed to form octahedral
clusters bound by stronger patches. For the same set of parameters, that is εAA = 5,
εBB = 1, α = 85
◦, β = 40◦, s = 1 and κ = 100, crystal structure prediction by GlOSP
confirms that a simple cubic crystal structure formed by octahedral clusters is indeed
a local minimum on the crystal energy landscape. As defined in section 2.3.3, εAA and
εBB are the strengths of the A and B patches respectively, α and β are the patch angles,
s relates to the range of the interaction, κ is the inverse Debye screening length and
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εY is the Yukawa contact potential. Note that here a relatively large patch width for
the stronger patch, defined by α = 85◦ and a longer range for the interaction between
patches promote larger coordination, thereby facilitating the formation of octahedral
clusters over tetrahedral clusters. Figure 4.2 shows the simple cubic crystal structure
that we found.
Figure 4.2: Octahedral simple cubic crystal structure formed by designer triblock
patchy particles. Here each octahedral cluster formed by the triblock patchy parti-
cles sit on simple cubic lattice points.
4.2.1 Simulation Protocols
We next investigate, using Brownian Dynamics simulations, whether a simple cubic
crystal can indeed be self-assembled following two-stage assembly pathways and if so
our objective is to investigate such pathways in detail to glean mechanistic under-
standing. To this end, we studied two system sizes, one containing N = 864 designer
particles and the other with N = 8788, at a range of volume fractions within a cubic
box under periodic conditions.
We follow a similar annealing protocol to Morphew et al where we gradually re-
duce the temperature of the system once it has equilibrated, where equilibration is
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characterised by the potential energy of the system reaching a point where it remains
unchanged as the system is evolved over time [79]. We investigated volume fractions,
φ, of 0.16 - 0.19 in steps of 0.01 for N = 864 & 8788 elementary particles. At each
volume fraction at least 3 independent runs were started from an equilibrated FCC
melt at T ∗ = 1.0. We calculated the number of octahedra and average energy per
particle at each temperature step. The temperature protocol followed and timescales
are shown in table 2.1.
4.2.2 N = 864
The results for φ = 0.17, N = 864 are shown in figures 4.3 and 4.4. The presence of
the octahedra is determined by calculating the order parameter q [142, 136]:












where Nb = 6 is the number of particles in the cluster under consideration and ψjk is
the angle subtended at the centre of the cluster by the two vectors joining the centre
to particles j and k. In the case of a perfect octahedron, q = 0 [136]. In the present
study, a range of values 0 ± 0.02 was used, thus allowing for thermal fluctuations, for
a cluster of six particles deemed to have formed an octahedron.
Figure 4.3 shows how the average energy per particle evolves as the temperature
is gradually reduced. There occurs first a gradual drop in the average energy per
particle over a broad temperature range due to the formation of octahedral clusters
via the interaction between stronger patches. The concurrent growth in the number
of octahedra present in the system approaching the maximum possible value of N/6 is
also apparent in figure 4.3. As noted previously, the formation of octahedral clusters
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in preference to tetahedral clusters is favoured by wider patch width and longer range
for the patch-patch interactions, both of which facilitate larger coordination.
Around T ? = 0.16, there appears a weak discontinuity in the average energy per par-
ticles, signalling another structural transition. The radial distribution functions, shown
in figure 4.4, were calculated across this temperature to investigate this transition. The
growth of additional peaks at the lower temperature suggests that crystallisation oc-
curs – a long-range order that was not present at T ? = 0.18 develops in the system at
T ? = 0.16.




























Figure 4.3: Average energy per particle and number of octahedra formed in a system
of N = 864 triblock patchy particles as a function of temperature.
82










Figure 4.4: Radial distribution functions for the centres of octahedral clusters at two
temperatures: T ? = 0.18 (blue) and T ? = 0.16 (orange) for N = 864.
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4.2.3 N = 8788




























Figure 4.5: Average energy per particle and number of octahedra formed after equili-
bration along the annealing protocol for N = 8788.
We also carried out Brownian dynamics simulations with a system of N = 8788
triblock patchy particles at four different volume fractions in order to investigate path-
ways for crystallisation in detail. The data corresponding to the volume fraction of
φ = 0.17 are presented here as in the case for N = 864 for comparison. We use the
same threshold value for identifying the formation of an octahedral cluster. The av-
erage energy per particle and the number of octahedral clusters present in the system
are shown in figure 4.5, revealing mostly similar features as observed in 4.3. Note that
the low-temperature transition becomes sharper as expected for the bigger system size,
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confirming the first-order nature of the phase transition.
Figure 4.6: Radial distribution functions of elementary particles for N = 8788 particles,
showing the system before (blue) and after (orange) network formation.
We first use the radial distribution function of the centres of the octahedral clusters,
as shown in figure 4.7, to confirm that indeed a simple cubic crystal is self-assembled
here. The values for the inter-particle distances for particles on a perfect simple cubic
lattice were calculated and scaled based on the distance between two octahedra in
the simple cubic crystal structure predicted by GlOSP for our designer triblock patchy
particles. These are shown as dashed guide lines in figure 4.7. The correspondence
between the peaks in the radial distribution function and the dashed lines showing
the ideal separations in a perfect crystal provides convincing evidence that the centres
of the octahedral clusters formed by the triblock patchy particles in the first stage of
assembly sit on a simple cubic lattice in this case. A snapshot of the system at a
temperature below the first-order transition is shown in figure 4.8, clearly revealing
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Figure 4.7: Radial distribution function for the centres of octahedra for N = 8788.
Guidelines for a zero-temperature simple cubic crystal are shown, with the peak posi-
tions multiplied by the position of the first peak
the formation of a simple cubic crystal by the designer triblock patchy particles via
octahedral clusters.
Using the above criteria we can make the following assignments, shown in table
4.2. This data suggests volume fractions of 0.17 and 0.18 are effective at producing
simple cubic crystals, with over 60% of the crystalline octahedra being identified as
simple cubic. There is also a clear correlation between average energy and number of
simple cubic octahedra, where simulations where the energy is less than -7.10 all have
significant crystalline growth. Table 4.2 also highlights the growth of defects at higher
packing fractions. At the highest density investigated with 8788 particles, φ = 0.19,
we observe a small but not-insignificant growth of BCC crystalline clusters. These
clusters are spread throughout the simple cubic crystal but are typically less than 5%
of octahedra formed are in such environments. The largest clusters observed in this
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Figure 4.8: A snapshot of a typical configuration obtained for a system of N = 8788
designer triblock patchy particles at φ = 0.17 and T ? = 0.16. Here, the triblock
patchy particles are shown without patches as red spheres if they belong to the largest
crystalline cluster, and green spheres if they do not. The method to identify crystalline
clusters is detailed in section 4.3.
volume fraction in a BCC environment are in the order of 10s of particles.
4.3 Classification of network
In order to identify the crystal structures self-assembled, we use the Steinhardt bond
order parameters [130]. Our protocol for assigning the crystallinity of octahedra is
defined as follows:
1. Identify the number of octahedral clusters present in the system
2. Count the number of solid-like octahedra using equation 4.2
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3. Calculate the largest cluster of solid-like octahedra
4. Assign the solid-like octahedra in the largest cluster to a crystalline environment
using ql values as detailed in table 4.1
Here we use the complex conjugate of bond orders approach to defining a particle
as solid-like. The coherence of a particle’s local bond-order parameter value to that
of its neighbours indicates a solid-like particle [132, 143, 144, 67, 79]. A solid-like
particle can then be assigned a crystalline environment via traditional ql approaches.
A particle is only considered solid-like if it has NSB ≥ CSB where NSB is the number
of neighbours that meet the similarity condition, and we set CSB to 4. Our protocol
follows prescription in line with previous studies investigating pathways to FCC and
HCP crystals, setting CSB to
2
3
NCB, where NCB is the number of bonds a particle has
in the perfect crystal [143, 132]. The equation to calculate the components of q̃l(i),







The equation to calculate the similarity between two particle’s environments is q̃l(i)·
q̃∗l (j) > 0.7. The value of 0.7 is slightly higher than what was used in previous studies
investigating pathways to FCC and HCP crystals (0.5 and 0.65, respectively) due to
the fewer number of bonds present in SC [132, 144]. These works used l = 6 for the
similarity calculation, but we find that for simple cubic l = 4 provides better distinction
between liquid- and solid-like environments. Particles that satisfy this criterion and
NSB > CSB, are considered solid-like and their identity is assigned via ql. The values for
ql used for the purpose of assignments are shown in table 4.1. These values are based
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on ideal values, calculated by Mickel et al. , allowing for deviations due to thermal
fluctuations [134].
Crystal (Number of Bonds) l qlower qhigher qcrystal
FCC/HCP/Icosahedra (12) 6 0.4 0.7 0.575/0.484/0.663
SC (6) 6 0.6 0.8 0.764
Table 4.1: ql assignments for solid-like octahedra. qcrystal values from [134].
We use an alternative prescription for the assignment of a BCC environment where
we utilise q̄l values. This follows the previous methodology introduced by Lechner et
al to utilise the second neighbour shell [135]. It has been shown by Morphew et al to
offer clear assignments for BCC formed from self-assembled octahedra [79]. We use the
bounds of 0 < q̄4 < 0.1 and 0.4 < q̄6 < 0.5 to characterise our octahedra to be in the
BCC environment.
89
ID NO NSO NCSO NSC NX NSC/NCSO U/N
φ = 0.16
1 1339 316 149 45 0 - -7.05
2 1352 1114 1098 609 0 55.5% -7.21
3 1339 1133 1128 717 0 63.6% -7.21
φ = 0.17
1 1331 299 292 128 1 43.8% -7.06
2 1349 125 72 18 0 - -7.05
3 1357 1190 1183 729 0 61% -7.22
φ = 0.18
1 1367 1043 1037 658 0 63.5% -7.21
2 1358 1015 938 612 1 65.2% -7.20
3 1376 1038 1029 644 0 62.6% -7.19
φ = 0.19
1 1373 1112 1110 794 13 71.5% -7.22
2 1372 960 928 573 1 61.2% -7.20
3 1368 842 836 512 12 62.3% -7.19
Table 4.2: Assignments for N = 8788 particles for φ = 0.16 to 0.19 from top to bot-
tom. NO is number of octahedra in system, NSO is number of solid-like octahedra,
NCSO largest cluster of solid-like octahedra identified, NSC is number of simple cu-
bic octahedra identified in the largest cluster of solid-like octahedra, NX is the total
number of octahedra identified in any FCC, HCP or BCC environments, and U/N is
average energy per particle. NSC/NCSO percentages only calculated where NSC > 100.
Simulation state after 110 million simulation steps at T ∗ = 0.16.
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Figure 4.9: Energy per particle over 50 t, T ∗ = 0.16, φ = 0.17 for N = 8788.
4.4 Crystallisation pathways
Whilst it is informative to look at the assignment of the crystal structure once the
system is equilibrated following crystallisation, we must investigate the state of the
system as it evolves over time in order to investigate how crystallisation occurs. We
identified a time window of interest at T ? = 0.16 by monitoring the running average
of the potential energy per particle along the dynamical trajectory (data not shown).
We probe the system over this time window of duration about 50 t, by dividing it
into shorter time intervals, each of length 0.5 t. Figure 4.9 shows how the energy per
particle, averaged over the shorter time intervals, evolves through this time window.
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4.4.1 N = 8788
We probe the evolution of the largest crystalline cluster formed by the octahedral col-
loidal molecules along trajectory 3 through this time window of interest and assign the
local environments of the colloidal molecules in these clusters, as summarised in fig-
ure 4.10. We observe that the number of octahedral colloidal molecules remains fairly
constant, reinforcing the fact that the stronger bonds formed by the wider patches
during the first stage of assembly are long-lived and persistent over the timescale of
observation. The size of the largest cluster of solid-like octahedra, NCSO, grows al-
most in unison with the number of solid-like octahedra, NSO, identified in the system,
suggesting that nucleation in this case involves the growth of a single nucleus. We
also note that the number of octahedral molecules detected in FCC, HCP and BCC
environments within the largest crystalline cluster remains low throughout this time
window, suggesting that the crystal growth does not proceed through a precursor hav-
ing any of those morphologies. This contrasts with the current understanding of the
formation of an FCC crystal from colloidal isotropic spherical particles, which are said
to grow from BCC critical nuclei following Ostwold’s step rule [132, 145].
4.4.2 N = 864
We also probed in detail how crystallisation occurs in a system of N = 864 triblock
patchy particles at a higher volume fraction of φ = 0.21. In this case, we also observe
a noticable growth in NX due to octahedral molecules being also present in the BCC
environment. The trajectory analysis is shown in figure 4.11, where we observe the
numbers of octahedral molecules in BCC and simple cubic environments to grow in
parallel. Although the growth of BCC environments appears to occur prior to that of
simple cubic environment, the signature is not unambiguous; the latter subsequently
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Figure 4.10: Time evolution of the structural composition of the largest cluster formed
by the octahedral colloidal molecules along a section of a dynamical trajectory over
which crystallisation occurs. Here trajectory 3 corresponding to φ = 0.17 is probed at
T ? = 0.16. The labels are the same as in table 4.2.
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becomes dominant.
Figure 4.11: Time evolution of the structural composition of the largest cluster formed
by the octahedral colloidal molecules along a section of a dynamical trajectory over
which crystallisation occurs. Here a trajectory for a system of N = 864 triblock patchy
particles at φ = 0.21 is probed. The labels are the same as in table 4.2.
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4.5 Conclusion
In this chapter, we demonstrate a novel bottom-up route to a simple cubic crystal
through hierarchical self-assembly of triblock patchy particles via octahedral clusters.
We employ a hierarchy of patch-patch interaction strengths to induce two-stage self-
assembly pathways upon cooling. The width of the patches making stronger bonds
and the range of interactions over which these patches interact are tuned to ensure
the formation of self-limiting octahedral clusters in the first stage of assembly. The
weaker patch is chosen to be narrow enough to form only one bond. For such a set
of parameters, we show that simple cubic crystals can be exclusively self-assembled
over a range of volume fractions in preference to body-centred cubic crystals, which
are realised at higher volume fractions. The selective growth of an open crystal over
a competing close-packed system provides inspiration for the hunt for self-assembly
pathways towards other open crystals, as discussed in the following chapters.
We also investigate the crystallisation pathways along dynamical trajectories ob-
tained from a number of independent simulation runs at different volume fractions.
We find that the formation of simple cubic crystals proceeds directly from the fluid
phase of octahedral clusters, without the formation of any different crystal structure
as a precursor. This crystallisation pathway is in contrast to simulation work by ten
Wolde and Frenkel towards the formation of FCC, which is shown to nucleate via BCC
critical nuclei [131]. We note that in each of the cases presented for N = 8788 and
N = 864, the size of the largest cluster follows closely the number of solid-like octahe-




Formation of Tetrastack Crystal via
Tetrahedral Colloidal Molecules
5.1 Introduction
Photonic crystals have long served as attractive targets for programmed self-assembly
of colloidal particles [146, 147, 148]. These crystals are periodically structured optical
media generally with a photonic band gap, corresponding to a range of frequencies for
photons prohibited to propagate through these media [45]. Colloidal particles are par-
ticularly appealing building blocks for bottom-up routes to photonic crystals as their
size is comparable to the wavelength of visible light, providing access to photonic band
gaps (PGB) in this region. Of the limited number of three-dimensional (3D) crystals
known to have a complete photonic band gap, cubic diamond and cubic tetrastack are
especially sought-after as they require a relatively low refractive index contrast for the
band gap to emerge [49, 50, 148]. These 3D crystals have rather open structures, mak-
ing them elusive for being realised through bottom-up routes [58, 59, 60]. One of the
challenges arises from the task of making these low-coordinated crystals mechanically
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stable for designer colloidal building blocks. In particular, the tetrastack lattice with
a mean coordination of 6 is on the verge of mechanical instability as per Maxwell’s
argument [64, 52].
For a bottom-up route to be a viable means of fabrication of a desired colloidal open
crystal, the target structure is required to be not only thermodynamically favoured for
the building blocks of choice, but also kinetically accessible via self-assembly pathways
in preference to metastable structures [80, 149, 78]. In the context of self-assembly
of tetrahedral patchy particles into a diamond crystal, kinetic traps are known to
arise from the competition from an amorphous phase with random tetrahedral network
structures [150]. The presence of competing cubic and hexagonal polymorphs yet again
increases the challenge of forming these colloidal crystals via self-assembly pathways
for photonic applications [67, 151, 152]. This issue of polymorph selection in the case
of tetrastack lattices will be investigated in detail in the next chapter.
Here we devise a new bottom-up route to tetrastack lattices, relying upon hierarchi-
cal self-assembly pathways for designer triblock patchy particles and explore whether
such pathways promote crystallization. A tetrastack lattice is comprised of vertex-
shared tetrahedra [50, 147] and can thus be conceived to be realized by a two-stage
self-assembly of triblock patchy particles via tetrahedral clusters. The key to the suc-
cess of such a staged assembly scheme is the self-limiting formation of tetrahedral
clusters in the first stage.
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5.2 Results
5.2.1 Crystal structure prediction
We initially employed the basin-hopping algorithm for global optimisation on crystal
energy landscapes to predict the crystal structures for the triblock patchy particles
considered here in search of the parameter space that could possibly support tetrastack
crystals. In the present study, we restrict ourselves to the triblock patchy particles
that have two equal-size patches on the poles. The size of the patches is chosen to
ensure that each patch can make contacts with three other patches in order to form
a tetrahedron, as shown in Figure 5.1a. We consider such triblock patchy particles of
two types: one type has two identical A patches, interacting with a strength εAA = 1
so that the triblock patchy particles retain the head-tail symmetry in addition to the
cylindrical symmetry. The second type involves two different patches, A and B, having
different strengths for the interactions between patches such that εBB = 0.2εAA = 1.
For simplicity we fix εAB =
√
εAAεBB. We call the former AA-triblock patchy particles
and the latter AB-triblock patchy particles, the latter lacking the head-tail symmetry
despite having the patches of the same size. 1
Figure 5.1b shows characteristic 16-particle motifs of the two polymorphs that we
identify as the global minima on the crystal energy landscape for our designer AB-
triblock patchy particles for a range of parameters. These polymorphs have identical
lattice energies. The global minima of the AA-triblock patchy particles are near-
identical to those found for the AB ones, with only subtle differences to bond lengths.
It is noteworthy that the lattices formed by the AB-triblock patchy particles have
two distinct sets of tetrahedra, one strongly bound and the other relatively weakly
1Thanks to Abhishek Rao and Andreas Neophytou for crystal structure prediction input and
discussion.
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bound, of slightly different volumes. The two polymorphs, both comprised of vertex-
shared tetrahedra, differ in the relative arrangements of the tetrahedra as apparent in
Figure 5.1b. In the cubic polymorph, all four strongly bound tetrahedra are staggered
relative to the weakly bound tetrahedron formed by the interactions between B patches.
In contrast only three of the four strongly bound tetrahedra are staggered relative to
the weakly bound tetrahedron in the hexagonal polymorph, the fourth one being in an
eclipsed arrangement.
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Figure 5.1: Tetrastack crystal structures formed by triblock patchy particles via tetra-
hedra in the presence of a hierarchy of interactions. (a) Designer triblock patchy
particles with equal-size patches on the poles. Patch A, colored red, formed stronger
contacts relative to those formed by patch B, colored blue. (b) Characteristic 16-
particle motifs of the cubic (left) and hexagonal (right) tetrastack structures. In the
cubic tetrastack structure, each of the four strongly bound tetrahedra formed by A
patches are staggered relative to the weakly bound tetrahedron formed by B patches.
In the hexagonal polymorph, one of the four strongly bound tetrahedra is in an eclipsed
arrangement relative to the weakly bound tetrahedron, while the remaining three are
staggered. (c) Portrayal of the the cubic and hexagonal tetrastack structures formed
by the triblock patchy particles under consideration, highlighting that both of these
polymorphs consist of alternating layers of two-dimensional kagome and triangular
planes.
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5.2.2 Brownian dynamics Simulations
For these two systems, AA and AB, which only differ in the presence of patch strength
hierarchy, we carried out Brownian Dynamics simulations to investigate whether two-
stage self-assembly pathways can yield the tetrastack crystal structures that we identi-
fied to be stable on the crystal energy landscapes. To this end, we considered a system
of N = 864 triblock patchy particles in a cubic box at a volume fraction of φ = 0.3
under periodic boundary conditions, implementing the minimum image convention.
The system was initially melted at temperature T ? = 1 from an FCC lattice at the
chosen volume fraction and equilibrated. Four configurations well separated along the
dynamical trajectory were then subjected to gradual cooling, allowing the system to
equilibrate at each step. The timescales and temperature protocols followed are shown
in table 2.1. Additional simulations for a larger system size of N = 4000 are discussed
in the following chapter.
5.2.3 Following Crystallisation
To investigate the initial stage of the simulation we count the number of tetrahedra
identified in the system. We use the same equation for identifying tetrahedra as we
used for counting octahedra, shown in 5.1. To count tetrahedra only three neighbours












At a temperature at which a patch-patch bond becomes thermodynamically stable we
observe a rise in the number of tetrahedra, indicating a phase transition. Figure 5.2
shows the number of tetrahedra and potential energy per particle against temperature
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for a single trajectory. Here we can clearly see the correlation between the number
of tetrahedra and potential energy of the system, with the almost symmetrical figure
showing that the stability shown from the potential energy drop is caused by tetrahedra
formation. We observe the multiple stages of the simulation signalled by drops in
energy, with the first occurring between T ∗ =0.6 and 0.2 where the strong tetrahedra
are formed. The second stage is a significantly larger drop between T ∗ = 0.16 and 0.14,
where the weaker patches are activated and a percolating network is formed between
tetrahedra. We show the potential energy against time for three trajectories in figure
5.3, showing that multiple independent trajectories follow this two-stage pathway to a
percolating structure.



























Figure 5.2: Plot showing the number of tetrahedra and potential energy of the system
per particle, for one trajectory against temperature. Blue shows the average energy
per particle and green shows the percentage of tetrahedra formed. This system utilises
the hierarchy of interaction strengths to achieve staged self-assembly.
Shown in figure 5.4 is the number of tetrahedra and average energy of the system for
the non-hierarchy run, where εA = εB = 1εY . Here we can see that in contrast to figure
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Figure 5.3: Average potential energy per particle against temperature for 3 trajectories
for N = 864 AB particles. All three trajectories exhibit multistage assembly.
5.2 there is only a single phase transition, beginning around T ∗ = 0.16 and continuing
to T ∗ = 0.1. We observe the number of tetrahedra increase rapidly, but rather than
reaching a plateau of around 210 tetrahedra, the system continues to develop more
tetrahedra, beginning to tail off around 300. This is in contrast to that observed in
the AB hierarchy pathway, where only three of the 6 bonds per triblock particle are
satisfied and each particle is an element in a single tetrahedra. From visual inspection
we can see that the system has not formed a crystal and the tetrahedra remain in a
dissordered state.
To further probe the state of the networked system we analyse the radial distribution
plots. Sharp peaks which extend the length of the simulation box would indicate a
repeating structure, while broad peaks suggest inhomogeneity. We show the radial
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Figure 5.4: Plot showing the number of tetrahedra and potential energy of the system
per particle, for one trajectory against temperature. Blue shows the average energy
per particle and green shows the percentage of tetrahedra formed. This system does
not use the hierarchy of interaction strengths and follows a different pathway to a
percolating, non-crystalline structure.
distribution function for the two configurations used in the cycle analysis in figure 5.5,
where we can see that the AA system has short-range but not long-range order. We
contrast this with the AB plot, shown in blue, which exhibits pronounced peaks that
extend to the end of the simulation box. To investigate the differences between the
two networked states, we perform graph analysis to investigate cycle counts.
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Figure 5.5: Radial distribution plot for AA and AB triblock patchy particle systems
at at T ∗ = 0.14 and T ∗ = 0.1 for AB and AA systems respectively. We observe the
long range order for the hierarchy system, but not for the alternative except for the
formation of tetrahedra, present in both systems as dictated by the patch sizes.
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5.2.4 Cycle analysis
The formation of cycles is crucial in the pathway to crystallisation. We use patch
hierarchy to control the sizes of cycles formed, which influences the accessibility of
competing polymorphs. To test this hypothesis we use graph analysis to follow the
number of cycles formed, and their properties, throughout the simulation.
Method
We calculate the distribution of rings, with lengths Rl ∈ [4 − 8], in a system of N
particles using a graph-theoretical approach [153]. We describe our patchy particle
system as a periodic undirected graph, where each vertex represents a particle center
and the edges represent a bond between two particles. To calculate the number of
cycles, we import our crystal as a graph, defining particles as nodes and drawing edges
between particles if they meet a cutoff distance, which we set to σ 1.4. For each
particle, we create a subgraph by performing a depth-first-search of fixed depth ∆ = 4,
importing edges between nodes in this subgraph. The depth of 4 allows us to probe
cycles with lengths up to 9 (∆×2 + 1). For each node in the subgraph we calculate all
‘simple’ paths between nodes, where a simple path is a path with no repeated nodes.
When there is more than one simple path between nodes i and j we say that a cycle
is formed between them. Once we have looped over all particles and have a list of
all cycles identified in the network, we loop through every cycle to remove cycles that
contain other cycles. This is the same definition of a cycle as a closed path in this
graph (i.e., a path whose first and final vertex are the same). We then define a ring
as a cycle that forms part of the minimum cycle basis in our periodic graph. For each
vertex in the graph we calculate all distinct paths with Rl edges using a depth-first
search traversal, up to the chosen maximum Rl, making sure to prune paths with edges
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between non-adjacent vertices and those whose first and last vertex are not the same.
This provides us with a count of rings with lengths Rl, each vertex is a part of.
2
Figure 5.6: Results of cycle calculation following the growth of rings of set sizes. a)
A comparison between the number of rings and their sizes for AA- and AB-triblock
systems. The AA system is at T ∗ = 0.1, while the AB system is at T ∗ = 0.15 for
N = 864. b,c) A visual representation of the 6- and 8-membered rings present in the
tetrastack crystal, with highlighted middle bands in a lighter shade for particles that
form the 6 (b) and 8 (c) rings.
Results
Shown in 5.6 b and c are representations of the 6 and 8 membered rings that are found
in the tetrastack crystal. The formation of 6 membered cycles is critical to the growth
of the crystal, as any 5 or 7 membered cycles would introduce defects that would distort
the crystal. Crucially, this figure shows that in the system without hierarchy, despite
2Thanks to Francesco Sciortino and Andreas Neophytou for providing the cycle identification code.
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Figure 5.7: A 5 membered cycle of tetrahedra. Strong bonds are drawn as red lines be-
tween particle centres, with weak bonds drawn in blue. A hierarchy of patch strengths
requires an AB bond (shown in purple) for a 5 membered cycle, which is energetically
disfavoured as the system is held at a high temperature to saturate the AA patch in-
teractions first. The particles shown as translucent would be part of this strong-weak
tetrahedra hybrid, and their bonds are not shown for clarity.
the relatively similar number of tetrahedra that are forming as shown in figure 5.4, these
tetrahedra are not sitting on the tetrastack lattice. We observe that the hierarchy of
patch strengths prevents the growth of these disfavoured cycles. In the hierarchical
assembly, the formation of rings will only begin once the second stage is triggered by
transitioning to a lower temperature, at which point the system is comprised entirely of
tetrahedra. As these tetrahedra interact with one another to form cycles, the cycle size
is restricted to even-numbered cycles, as an odd-numbered cycle length would require
a free particle to bridge a strong-weak interaction. This is shown in figure 5.7, where
the purple bond would be a hybrid of strong and weak patches interacting. Such a
bond is weaker than a strong-strong bond and by saturating all the strong bonds in
the first stage of assembly we prohibit this bond from forming.
In figure 5.8, we show how the number of rings evolves as the trajectories are
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equilibrated at T ∗ = 0.15, the transition temperature. The growth of the 6- and 8-
membered rings for trajectory 1 appears to come at the cost of 4- and 5-membered
rings, where the period of rapid growth for the former occurs at a similar time to the
decline of the latter. This is also the case for trajectory 3, which also sees a decrease
of aproximately 33% of the 7-membered rings. We note that for clarity cycles of 3-
membered rings are not shown. Trajectory 2 shows a much more gradual increase in 6-
and 8-membered rings. We investigate the differences between these two trajectories
in the following chapter.
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Figure 5.8: Evolution of ring statistics for three trajectories at N = 864, φ = 0.3. In
all cases the number of 6- and 8-membered rings increase with time at the expense of
rings of other sizes, but the rate of growth in trajectory 2 shows a much slower growth.
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5.3 Conclusion
We here employ a hierarchical self-assembly scheme encoded in triblock patchy parti-
cles to establish a novel bottom-up route to tetrastack crystals, which are comprised
of vertex-shared tetrahedra. The hierarchical self-assembly pathways proceed in two
stages, forming self-limiting tetrahedra upon completion of the first stage en route to
tetrastack crystals. In this assembly scheme, we exploit a hierarchy of patch-patch
interactions to induce the staged assembly upon cooling, while the formation of self-
limiting clusters in the first stage is achieved by the choice of patch size and the range
of patch-patch interactions.
Critically, in comparison to previous chapters, the two patch angles are identical
as α = β so that the elementary particles have appropriate symmetry for the target
tetrastack crystal. We investigate the importance of patch strength hierarchy and find
it to be critical, despite crystal structure predictions indicating that on the potential
energy landscape there is minimal difference.
In the context of the self-assembly of triblock patchy particles with a large patch
size considered here, we find that the tetrastack crystal structures are in competition
with disordered network structures. Our results demonstrate that the hierarchical
self-assembly pathways followed by our designer triblock patchy particles promote the
formation of six- and eight-member rings present in the perfect crystal structures as
opposed to five- and seven-member rings, and thus help negotiate the kinetic traps
to yield the target crystals. Without the patch strength hierarchy these five- and







Polymorph selection is of much importance for many practical applications, from phar-
maceutical products to photonics [154, 67]. Many active ingredients of pharmaceutical
products have multiple polymorphs with differing bioavailability, influencing the effec-
tiveness of the drug [154]. Even water, consisting of only two elements, can crystallise
into a considerable number of ice polymorphs depending on the conditions [155].
The applications of colloidal open crystals realisable via self-assembly pathways are
often impaired by the fact that the free energy differences between the target crystal
structure with exciting physical and optical properties and polymorphs that lack these
properties, are very small [60, 66]. For example, the difference in free energy between
the cubic and hexagonal polymorphs for the diamond crystal is reported to be as small
as 0.02kBT by Romano et al. [60] when investigating the crystallization of tetrahedral
patchy particles, meaning that without introducing some sort of additional driving
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force, either through the addition of glue particles [68], or adapting the anisotropy of
the interactions, making a polymorph selectively grow in a system is challenging.
In particular, the selective self-assembly of cubic tetrastack crystal is believed to
be of immense importance for photonic applications, as only the cubic polymorph has
so far been known to host a complete photonic band gap [67, 151]. As noted in the
introductory chapter, the patterning symmetry concept prescribed the use of staggered
triangular patches rather than the conventional circular patches on the poles of triblock
patchy particles to exclusively yield the cubic tetrastack [67]. A hexagonal tetrastack
structure was instead selectively self-assembled in a more recent computational study
by introducing large star polymers, commensurate with the void symmetry [151]. The
star polymers in this case acted as structure-directing agents to promote an entropic
bias towards the formation of the hexagonal tetrastack lattice, where octahedral and
tetrahedral voids have different arrangements as compared to the cubic polymorph.
However, these design principles have proved difficult to put in practice because of
the synthetic challenges involved, where the use of a structure-directing agent, if not
optimal, could destabilise the open crystals relative to their closed-packed counterparts.
Crystallisation pathways are known to impact polymorph selection [156]. Under-
standing crystallisation pathways in detail helps us control nucleation and growth of
a crystal and at times can offer a route to polymorph selection. In this chapter, we
investigate whether the two-stage self-assembly pathways that we have devised in the
previous chapter to yield the tetrastack crystal leads to the selection of the cubic or
hexagonal polymorph or promotes any bias towards one of these polymorphs.
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6.2 Cubic and Hexagonal Tetrastack
Two polymorphs of the tetrastack crystal can be formed through the self-assembly
protocol provided in chapter 5 - cubic and hexagonal. By considering the tetrastack
structure as a layering of kagome and triangular planes, we can distinguish the poly-
morphs as shown in figure 6.1a, where in cubic tetrastack, the kagome layers pack in an
alternating ABCABC fashion and in the hexagonal structure pack with ABAB order.
Alternatively, we can distinguish the polymorphs by considering the orientation of
bonds between strong and weak tetrahedron. Each elementary particle in the tetrastack
crystal will form six bonds - three strong-strong (red-red) and three weak-weak (blue-
blue). For the hierarchy of bond strengths approach shown in chapter 5, the strong
patches will form first, followed by the weaker patches, forming two parallel planes of
elementary particles around the central triblock colloid. This structure of 7 particles
can be compared to the molecular structure of ethane, where our particles sit in be-
tween every bond. When considering these 7 particles we can describe the system as
eclipsed or staggered with respect to the dihedral angle between two particles in the
different planes and the centres of tetrahedra. Should the system be eclipsed, these
dihedral angles will be 0◦, 120◦ and 240◦, and in a staggered environment 60◦, 180◦ and
300◦. In organic chemistry this is typically visualised through Newman projections or
Ramachandran plots.
For a tetrahedra formed from weak-weak interactions this central tetrahedra will
be interacting with four other tetrahedra, where the number of tetrahedra in staggered
and eclipsed conformations can differentiate cubic and hexagonal tetrastack. In cubic
tetrastack, every tetrahedra is staggered with respect to the central weak tetrahedra,
while in hexagonal one of the four tetrahedra is in an eclipsed conformation.This is
shown in the top half of figure 6.1a. In 6.1b we show the relationship between the
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polymorphs of tetrastack, diamond and close-packed crystals. Here we can see how the
centres of tetrahedra lie on cubic diamond lattice points, and that if we consider only
the strong tetrahedral centres, those formed from strong-strong patch interactions, that
these centres lie on FCC and HCP lattice points for cubic and hexagonal tetrastack
respectively. As the crystalisation pathways for these close packed systems has been
well studied, an interesting line of enquiry is along the influence of these colloidal




Figure 6.1: Polymorphs of tetrastack: a) left column, cubic, right column, hexagonal.
The top row shows the staggered and eclipsed elementary particles with their patches
shown, with the top-right tetrahedra different between the two. The bottom row shows
the layering of triagonal and kagome lattices. b) The relationships between tetrastack,
diamond and close-packed crystals. In the top row the centres of mass of the elementary
particles are shown for tetrastack, with lines drawn to show ‘bonds’. In the middle row
the centres of the tetrahedra are shown, as they lay on a cubic diamond lattice. In the
bottom row we show how the centres of tetrahedra formed through strong-strong (AA)
bonds sit on close-packed lattices. Subfigure b adapted from Ovito manual [157].
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6.3 Following Nucleation and Growth

















Figure 6.2: Radial distribution functions for triblock patchy particles along trajectory
1 as time evolves. From t = 200 we see a development of long range order.
We first identify the sections of the trajectories of interest by probing the radial
distribution functions and potential energy throughout the transition temperature,
T ∗ = 0.15. In figure 6.2, we show how the radial distribution function evolves along
the trajectory, showing the development of long range order between t = 200 and
300. We can confirm the transition occurs through this time period by consulting the
potential energy plot over time, as shown in the blue plot in figure 6.3, showing a clear
transition in the first 500 t.
Also shown in figure 6.3 are two other configurations run at the same system con-
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figuration. The blue and green plots, trajectories 1 and 3 respectively, follow a similar
path with a sharp decrease in potential energy, while the orange plot begins with a
steep decent and then follows a much gentler gradient towards the lower potential en-
ergy. These different profiles suggest alternative pathways are being followed. We also
note that the rate of the potential energy drop is significantly slower for this crystal
formation than in the simple cubic and body-centered cubic pathways discussed in
chapters 4 and 3, where the nucleation for a similar number of particles completed in
roughly 100 t.
6.4 Assigning Tetrastack Polymorphs
We devised an assignment scheme based on the local environments of the particles in
the structure self-assembled from our designer triblock patchy particles. The scheme
first identifies whether a particle is in a crystalline environment based on its number of
neighbours and then assigns each crystalline particle to be staggered or eclipsed using
the calculated values of the Steinhardt bond-orientational parameters q4 and q6. If
the calculated values do not satisfy certain conditions appropriate for a particle to be
labelled as staggered (Condition I: 0.32 < q4 < 0.43 and 0.65 < q6 < 0.83) or eclipsed
(Condition II: 0.13 < q4 < 0.23 and 0.35 < q6 < 0.47), the particle is left unlabelled.
The eclipsed particles are assigned to be in hexagonal environment, while the staggered
particles are further classified into cubic, hexagonal or interfacial environment based
on its number of eclipsed neighbors. The scheme is presented in detail with the help
of a decision tree shown in Figure 6.4.
The range of values we used for the bond-orientational order parameters, q4 and
q6, to label the particles as being in a staggered or eclipsed environment are effectively
centered on the corresponding values in the perfect crystal structures. In the perfect
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cubic tetrastack crystal, we identified all the staggered particles to have the following
bond-orientational order parameter values: q4 = 0.375 and q6 = 0.741.
However, only three quarters of the particles in a perfect hexagonal tetrastack
crystal are in a staggered environment (with the same set of values for q4 and q6), the
remaining being in an eclipsed environment. For these eclipsed particles forming the
triangular layers along the [001] axis, the bond-orientational order parameter values
were found to be q4 = 0.181 and q6 = 0.411.
6.4.1 Bond Order Assignments
We investigate the difference between these two separate pathways by looking at the
growth of hexagonal, cubic and interfacial elementary particles. This analysis is pre-
sented in figure 6.5, where we observe a clear connection with the timeline of growth
of crystalline elemental particles and the potential energy shown in figure 6.3.
For all three trajectories at t = 0 the system begins with a greater number of
particles at the interface between cubic and hexagonal than either polymorph. For
trajectories 1 and 3 we observe the sharp increase in number of interfacial and cubic
particles over a period of 250 t, with a much more reserved growth for the hexagonal
environment. However, for trajectory 2 there is no large increase in a similar timeframe,
with the growth between 600 - 1000 t the largest region of increased crystallinity.
We note that for trajectory 1, post 1000 t we see the drop in cubic environment and
growth of interfacial and hexagonal identifications. These changes in local environment
suggest the potential for for conversion between the two polymorphs post-nucleation.
As we shall see in the next subsection, these conversions take place without the size
of the network increasing, suggesting that these environment changes are not due to
the addition of surface particles joining the crystal with that environment. We see
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a similar, but much more subtle, effect in trajectory 3, where post nucleation the
number of hexagonal is slowly rising while cubic is declining. In all three trajectories,
the cubic polymorph is the first crystal to grow to a cluster of significant size. This
idea of conversion between crystalline environments could be seen as a manifestation
of Ostwald’s step rule, where the system does not nucleate to the bulk crystalline state
but through steps in structures with small free energy differences [25]. We emphasise
that this hypothesis remains to be tested through rigorous free energy calculations.
6.4.2 Largest Cluster
In figure 6.6 we show the size of the three largest clusters of elementary particles identi-
fied in any crystalline (cubic, hexagonal or interfacial) environment for each trajectory.
These clusters are generated through a depth first search network analysis, where the
particles are nodes in the graph and links exist between nodes if the elementary parti-
cles are less than 1.2 σ apart. This range is justified for the drop in intensity after the
first peak in the radial distribution functions shown in figure 6.2.
For trajectory 1 we see the rapid growth of the largest cluster (blue), which eclipses
in size the second (orange) and third (green) largest clusters over t = 100 and dominates
the rest of the system, with the crystal growing from this initial nucleation point. We
note that the system appears to go though a period of arrest between 500 - 900 t,
identified through the size of the largest cluster remaining fairly constant and the lack
of change of crystalline environments shown in figure 6.5.
For trajectory 2 we observe a remarkably different plot. From t = 750 we observe
the rapid growth of a cluster as shown by the increase in largest cluster to contain
approximately 15% of all elementary particles. However, instead of following the same
pathway as the first trajectory, this largest cluster shrinks in size and decays to a
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cluster size of 5%. This pattern repeats itself twice more for this trajectory, where
rather than growing to a system-spanning network, the cluster instead rises and then
decays in size centered around t = 1200 and 1700. At the end of the simulation, the
largest cluster only contains 20% of all elementary particles, significantly less than the
other two trajectories.
Trajectory 3 falls somewhere between these two extremes, where after the rapid
increase in size to contain 30% of elementary particles at 850 t, the cluster decays and
then grows to a system spanning network by t = 1250.
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Figure 6.3: Evolution of the potential energy of a system of N = 864 triblock patchy
particles along three independent dynamical trajectories at T ∗ = 0.15, φ = 0.3. The
blue plot shows the trajectory for which the radial distribution functions are plotted
in figure 6.2. The potential energy shown here is a moving average over 500 snapshots
of the instantaneous energy, where the value plotted is the average of the previous 249
and next 250 energies.
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Figure 6.4: Decision tree for tetrastack polymorph identification based on two con-
ditions; Condition I: 0.32 < q4 < 0.43 and 0.65 < q6 < 0.83 and Condition II:
0.13 < q4 < 0.23 and 0.35 < q6 < 0.47. This scheme was developed in collabora-
tion with Andreas Neophytou and Dwaipayan Chakrabarti.
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Figure 6.5: Compositions of the self-assembled crystal structures obtained for three
dynamical trajectories shown in figure 6.3. Trajectory 1 (top) and 3 (bottom) follow
similar pathways while trajectory 2 follows a much slower growth, but clearly develops
a bias towards one polymorph over the other.
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Figure 6.6: The size of the three largest clusters of elementary particles identified in any
crystalline (cubic, hexagonal or interfacial) environment for dynamical trajectories 1-3,
top-bottom. The clustering is based on distance cutoff of 1.2 σ for elementary particles
identified as hexagonal, cubic or interfacial. The pathways shown for trajectories 1 and
3 suggest single nucleation and growth, while trajectory 2 does not grow steadily, with
the size of the largest cluster fluctuating.
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6.5 Simulation Size Effects
As well as performing the Brownian dynamics simulations for 864 particles, we investi-
gated the nucleation and growth of N = 4000 triblock patchy particles into tetrastack
via tetrahedral colloidal molecules. This system follows the same annealing protocol
as detailed in chapter 5 for N = 864. We performed 4 simulations starting from an
equilibrated melt of an FCC lattice.
The potential energy and number of tetrahedra as the temperature of the system
is lowered for one trajectory is shown in figure 6.7. Here we can see that the plot takes
the same form as those shown in chapter 5 where we observe multiple stages, initially
forming roughly 1000 tetrahedra then going on to form a larger number. However, for
this system we see much fewer tetrahedra forming in the second stage of assembly, and
when we compare the radial distribution functions from the centres of tetrahedra in
figure 6.8 we can see that we clearly have not reached a crystalline state for the larger
particle simulations. We note that the average energy per particle for the N = 4000
system remains around -5.8 εY, while the crystalline N = 864 systems all finish below
-6 εY. Even when we attempt to under-cool the system by dropping the temperature
further, we still do not see any signs of crystallisation. For the 4 trajectories we followed
after 460 t we lowered the temperature from T ∗ = 0.15 to T ∗ = 0.145 to promote the
formation of the second stage of assembly by relatively strengthening the weaker bonds.
We ran these simulations in parallel to the ones at T ∗0.15 and show the plot of potential
energy in figure 6.9. We show these under-cooled simulations with dashed lines in the
same colour as the simulations that they take their starting configurations from. In
this plot we can see that the average energy per particle does fall as time is evolved,
particularly for the configuration shown in blue, but that this energy does not reach
the -6 εY we observe for the N = 864 simulations which have crystallised.
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Figure 6.7: Potential energy and number of tetrahedra against temperature for N
= 4000. Whilst it shows the same characteristics as N = 864, the system does not
crystallise into a tetrastack lattice.
Figure 6.8: Radial distribution function for N = 864 (orange) and N = 4000 (blue) at
T ∗ = 0.15 after t = 2000 and 800 respectively. The low intensity of peaks beyond r =
2 suggests the system is not crystalline.
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Figure 6.9: Average energy per particle for four trajectories at N = 4000 at T ∗ =
0.15. Despite the long simulation time, we do not observe crystallisation throughout
these simulations. Under-cooling trajectories are shown with dashed lines where the
configuration was dropped in temperature to T ∗ = 0.145 and run in parallel, but still
did not reach crystallisation.
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6.6 Conclusion
In this chapter, we have investigated the two-stage self-assembly pathways to the
tetrastack crystal, which we devised in the previous chapter, in some detail from the
perspective of polymorph selection. We observed two distinct crystallisation pathways,
one with the nucleation and steady growth of a single large crystalline cluster into a
mixed phase of cubic and hexagonal tetrastack with a slight preference towards the
cubic environment, and a second pathway, which followed a much slower nucleation
process involving the formation of multiple nuclei, many of which were relatively short
lived and did not grow enough. We note that this second pathway, observed for trajec-
tory 2, shows a much greater bias towards the cubic polymorph than the hexagonal,
with the relative ratio of 4:1 in contrast to comparable proportions of particles locally
in cubic and hexagonal environments found for trajectories 1 and 3. It would be of
interest to calculate the free-energy barriers for the second stage of assembly in order
to glean further mechanistic understanding.
Our analysis would have been much more insightful if we observed crystallisation
along the dynamical trajectories simulated for a system of N = 4000 triblock patchy
particles. Despite our sustained efforts, including under-cooling the system past the
temperature at which crystallisation occurred for the system size of N = 864, we have
not observed crystallisation along these trajectories yet. The relatively short-ranged
interactions between patches driving the second stage of self-assembly, as compared
to the ones at play with octahedral colloidal molecules studied in Chapter 4, is a
likely contributing factor here. Typically (though not exclusively [158, 159]) periodic
boundary conditions cause deviations from bulk properties where long-range interac-
tion potentials are used[160, 122], introducing the possibility of particles interacting
with themselves or influencing the dynamics of their neighbours - this is not the case
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here, where the range of the potential is significantly smaller than the simulation box
length. Were longer simulation times feasible, we could test the applicability of Clarke’s
observation [160] that faster quenching rates used for small samples are equivalent to
much slower cooling rates for macroscopic samples. Simulations could also be run
in a truncated octahedron or rhombic dodecahedron [122] to investigate the affect of
running the simulation in a cubic box.
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Chapter 7
Conclusions and Further Work
7.1 Summary
The overall aim of the present thesis was to investigate the versatility of a hierarchical
self-assembly scheme encoded in triblock patchy particles in order to form a variety
of colloidal open crystals via distinct colloidal molecules. Self-assembly lends itself to
targeting open crystals which are inaccessible from traditional top-down approaches.
The flexibility available in synthetically realisable triblock patchy particles through
patch size, strength and interaction range manipulation provides a wide design space
for hierarchical building blocks. By targeting open crystals with interesting optical and
mechanical properties, we provide insight into the formation of said crystals through
colloidal molecules formed through multiple stages of self-assembly. The task of encod-
ing the appropriate information in the elementary building blocks in order to tackle the
challenges arising from multiple time- and length-scales along the two-stage assemblies
presented here required the investigation of stable structures as well as navigation of
the kinetic pathways.
In Chapter 3 we detailed the search for colloidal crystals through two-stage assem-
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bly, via self-assembled octahedral building blocks. We identified a set of parameters
supporting the self-limiting growth of octahedral colloidal molecules in the first stage,
where a relatively wide patch size, α = 85o, was able to accommodate up to 5 bonding
interactions. By incorporating a significant energy penalty for bonding to the weaker
patch we promote the saturation of strong-strong bonds. By designing the weaker
patch with a much narrower patch, β = 40o, we are able to drive the second stage
of assembly to occur by accommodating only a single weak-weak bond, while the ge-
ometry of the colloidal molecule assembled in the first stage of assembly dictates the
long-range structure adapted by these octahedra yielding a BCC crystal.
Having established two-stage self-assembly pathways for our designer triblock patchy
particles via octahedral colloidal molecules, in Chapter 4 we apply this design route
to the targeted growth of a simple cubic crystal. In this chapter, we explored and
identified the the phase space that favours the growth of an open lattice. At lower
volume fractions, the two-stage self-assembly pathways yielded a simple cubic lattice,
in which the coordination number is less as compared to a BCC crystal.
In Chapter 5 we discussed the targeted assembly of the tetrastack crystal through
self-assembled tetrahedral building blocks. Building on earlier work performed by
Chakrabarti and co-workers, we devised a two-stage self-assembly route to tetrastack
crystals, relying upon the assembly of tetrahedral colloidal molecules in the first stage
in a self-limiting manner [79]. Through a patch strength hierarchy of εA = 5εB, once
these tetrahedra are formed the second stage of assembly is triggered in which the
tetrahedra assemble onto a tetrastack lattice. We highlighted the importance of the
patch strength hierarchy by comparing the crystalline growth with non-hierarchy routes
where the strength of both patches were equal, which did not lead to crystallisation.
Through an application of graph theory enabling cycle analysis, the two-stage assembly
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route was observed to promote crystallisation, suppressing the formation of 5- and 7-
membered rings as opposed to 6- and 8-membered rings present in the perfect crystals.
Finally, in Chapter 6 we investigated whether the hierarchical self-assembly path-
ways that we devised to yield the tetrastack crystal would promote any bias towards
the cubic or the hexagonal polymorph. To this end, a prescription for analysing the
configurations to distinguish between the local environments in these polymorphs was
devised, using the Steinhardt bond order parameters. Our observations revealed that
a bias towards one polymorph could develop depending upon the crystallisation path-
way followed; in particular, slow crystallisation appeared to promote a bias towards
the cubic polymorph, which was known to be slightly more stable polymorph for a
related model. However, we did not observe selection of any polymorph exclusively.
The work contained within this thesis has contributed towards the publication of two
papers [79, 153] in a high impact journal, showcasing the significance of this work,
and provides a framework for the investigation of other open crystals and hierarchical
self-assembly.
7.2 Outlook
Perovskite structures are of potential interest for numerous applications due to the
wide range of functional properties they exhibit. The perovskite framework can be
considered as vertex sharing octahedra; we therefore envisage that the hierarchical
self-assembly scheme presented in this thesis for the formation of crystal structures via
octahedral colloidal molecules could be exploited, by the widening of the second patch.
In the present body of work, we have throughout used the Steinhardt bond order
parameters to identify transitions between fluid and crystalline phases and distinguish
between local crystalline environments. Whilst these order parameters work well for
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close-packed crystals, it is apparent that the introduction of thermal fluctuations can
introduce issues when using a fixed-distance cutoff and significant adaptation is re-
quired to identify open crystals, as shown in chapters 4 and 6. In fact, the appropriate
choice of order parameter and the selection of neighbours and cutoffs has been described
as more of an art, than a science [161]. Rather than manually calculating appropriate
ranges for order parameters, an alternative approach could involve the application of
machine learning techniques to identify local environments [162]. Through unsuper-
vised learning, a number of crystalline matter of interest can be given to a model to
train, through which the neural network will identify key descriptors to characterise
the local environment of the particles. Further investigations to develop such an ap-
proach are expected to offer new insights into distinguishing various crystal polymorphs
effectively and characterising early stages of nucleation.
The development of the software simulation package PASSION from serial to OpenMPI-
compliant code has opened up the possibility to investigate much larger system sizes
in a realistic timeframe, as seen in chapter 4 where we were able to investigate nearly
9000 elementary particles through multiple stages of hierarchical assembly. There is,
however, still scope for further development. Machine learning has prompted an ex-
plosion of innovation in graphics card programming, with the development of Fortran
interfaces to the CUDA language opening the door to exploit code that runs on graph-
ical processing units (GPUs) with thousands of cores. An adaptation of PASSION to
utilise modern GPU hardware could massively expand the number of particles that can
be simulated in realistic timeframes or allow simulations to probe much further along
the trajectory for current system sizes, e.g. N = 4000.
This thesis has investigated designer spherical triblock patchy particles, incorporat-
ing a hierarchy of interaction strengths. Here highly directional interactions between
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the particles arise from surface chemistry. However, there is much scope further investi-
gations, including shape anisotropy [8]. For example, colloidal rods that can accommo-
date patches could provide an exciting new route to control porosity of colloidal open
crystals [163]. Finally, building on the present body of work, a pursuit for bottom-up
routes to multilevel structural hierarchy would be a worthwhile exercise.
135
Bibliography
[1] T Graham. X. Liquid Diffusion applied to Analysis. Philosophical Transactions
of the Royal Society London, 151:183–224, 1861.
[2] A Gautieri, S Vesentini, A Redaelli, and M J Buehler. Hierarchical structure and
nanomechanics of collagen microfibrils from the atomistic scale up. Nano Letters,
11(2):757–766, 2011.
[3] G M Whitesides and B Grzybowski. Self-assembly at all scales. Science (New
York, N.Y.), 295(5564):2418–21, 2002.
[4] S Zhang. Fabrication of novel biomaterials through molecular self-assembly. Na-
ture Biotechnology, 21:1171–1178, 2003.
[5] L Cademartiri and K J M Bishop. Programmable self-assembly. Nature Materi-
als, 14(1):2–9, 2015.
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