INTRODUCTION
Protein complexes are involved in many biological processes, mediating diverse functions that include transport, signal transduction, and gene regulation. Experimental evidence shows that not only binary complexes but also multimeric complexes play crucial roles in such functions. The importance and the abundance of protein interactions and complexes have been recently further highlighted by large-scale protein-protein interaction maps, electron microscopy, and electron tomography data of cells. 1-3 Structure information of the complexes provides a crucial insight about the mechanisms that regulate their functions and assembly. However, solving multimeric protein complex structures by experimental methods, such as X-ray crystallography, is often found to be more difficult than the structure of single protein chains. Thus, the development of computational protein docking prediction methods of multimeric complexes is extremely important and beneficial to the biology community.
In the past years, many protein docking methods have been developed as evidenced by the growing number of participants in the critical assessment of prediction of interactions (CAPRI). 4 However, the majority of methods have focused on the assembly of two protein structures, also known as pairwise docking. 5-13 Despite the abundance 14 and biological importance of multimeric protein complexes, surprisingly, only a handful of methods have been developed for multimeric protein complex prediction. Moreover, all of them except for CombDock 15 limit their application to specific types of complexes, for example, homomeric and/or symmetric complexes 16-18 or they require additional data to restrict the conformation search space . 19 Additional Supporting Information may be found in the online version of this article. Abbreviations: CAPRI, critical assessment of prediction of interactions; 3DZD, 3D Zernike descriptor; GA, genetic algorithm; RMSD, root mean square deviation.
Grant sponsor: National Institute of General Medical Sciences of the National Institutes of Health; Grant numbers: R01GM075004, R01GM097528; Grant sponsor: National Science Foundation; Grant numbers: DMS0800568, EF0850009, IIS0915801 *Correspondence to: Daisuke Kihara; Department of Biological Sciences, College of Science, Purdue University, West Lafayette, IN 47907. E-mail: dkihara@purdue.edu.
In this study, we present a novel multiple protein docking algorithm, Multi-LZerD. It adopts a multi-stage approach, where the first stage performs a coarse-grained conformation search of pairwise docking candidates, followed by a combination of pairwise solutions using a genetic algorithm (GA). The conformation space is not limited to symmetric conformations, unlike most of the other methods. Generated multimeric complex structures are evaluated using an atomic detailed physics-based scoring function. Finally, structure refinement is applied to the resulting complex structures.
For the initial stage of pairwise docking, the procedure uses LZerD, which was developed previously by our group. 20 LZerD uses the 3D Zernike descriptor (3DZD), a mathematical rotational invariant surface shape representation. The 3DZD was shown to be effective at identifying complementary surface shapes from two proteins as docking interface regions. Although Multi-LZerD is based on pairwise docking predictions of all pairs of component proteins, it can also handle protein complexes where some pairs are not in contact with each other. This is made possible by representing a protein complex conformation using a spanning tree structure, where each protein (node) is only required to be connected to one of the other component proteins by an edge. The GA is designed to rearrange the tree structure by switching edges and reconnecting nodes.
Multi-LZerD is able to find near-native conformations for multimeric protein complexes of different docking topologies. It handles a considerably large number of pairwise combinations and is able to combine lowranked pairwise predictions to obtain the correct multiple docking structures.
In the following sections, we will provide a detailed description of each stage in the pipeline coordinated by Multi-LZerD. Then, we will describe the multiple docking results as well as further improvements that can be added to the methodology. The programs in MultiLZerD and the datasets used are made available for academic users at our laboratory website, http://kiharalab. org/proteindocking.
MATERIALS AND METHODS
Multi-LZerD provides a generic procedure for multiple protein docking that does not rely on the prior availability of biological information (e.g., symmetry or interaction sites). A general procedure can serve as a versatile basis that can incorporate additional stages to utilize more sources of information. The Multi-LZerD algorithm is overviewed in Figure 1 . Given a set of protein structures which are known to form a complex, the first step employs a pairwise protein docking program, LZerD, to create a large number of docking conformations (decoys) for each pair of proteins. Note that we also compute docking decoys for pairs that may not actually interact in the complex, since we do not know beforehand the pairs that interact and the ones that do not. In Figure 1(A) , an example of a complex with four chains (A-D) is shown. Pairwise decoys are clustered to reduce redundant conformations.
Using the pairwise decoys as building blocks, a population of whole complexes is constructed. These initial full complex decoys are subject to iterative recombination and modification by a GA. 21 A physics-based scoring function is used after each iteration to assess the quality of multimeric decoy structures. Finally, after a number of iterations, the final set of decoys is clustered and representative complex structures are refined. Detailed descriptions of each stage are given in the subsequent sections.
LZerD: local 3DZD-based pairwise docking program Pairwise docking decoys are constructed using LZerD. 20 Candidate poses are sought for two input protein structures by applying geometric hashing. 22 LZerD uses the 3DZDs, a rotational invariant mathematical surface representation of proteins, 23,24 to capture the shape complementarity of protein docking interfaces. To compute the 3DZD, a 3D grid function, f(x), that represents a local protein surface, is expanded into a series, in terms of Zernike-Canterakis basis 25 : (r,W,u) can be converted to polynomials, Z m nl (x), in Cartesian coordinates. Now 3D Zernike moments of f(x) are defined by the expansion in this orthonormal basis, that is, by the formula:
The rotational invariance is obtained by defining the 3DZD series F nl , as norms of vectors X nl :
The parameter n is called the order of 3DZD, which determines the resolution of the descriptor. An order of n 5 10 is used for docking. Thus, surface shape is represented as a vector of coefficients in the series expansion. The shape complementarity of two surface regions is quantified with the correlation coefficient of the vectors. Besides the shape complementarity term, we use a term for evaluating the direction of surfaces by using normals, a term for the interface surface area and a term for atom clashes (penalty term), all of which are combined linearly to rank docking poses (this score is later referred to as the shapebased score). LZerD is a geometric shape-based docking program; however, it can handle a certain degree of protein flexibility due to the controllable resolution of protein surface representation by the 3DZD. For each pair of component proteins 54,000 docking decoys are generated.
LZerD provides possible docking arrangements of two chains. It can be thought of as a shape-based screening process which will be later complemented by a more rigorous evaluation of multimeric conformations using a physics-based score.
Clustering decoy structures
The pairwise docking decoys for each pair of chains are clustered based on the root mean square deviation (RMSD) of Ca atoms. The procedure implemented is based on the clustering ideas conceived in ClusPro. 26 Two complexes are considered to be neighbors if they are closer than a threshold value (5.0Å and 10.0Å in our experiments). Once the clusters are created, the decoy with the best shape-based score is selected out of each cluster as a representative structure. The other members in the clusters will be deleted. The process typically reduces the number of pairwise predictions to around 15,000-20,000 representative decoys.
Figure 1
The Multi-LZerD algorithm. (A) Overview of the algorithm. The process is divided into 3 sections: generation of pairwise docking predictions using LZerD, construction of candidate multimeric structures progressively improved using a GA and a refinement stage based on Monte Carlo optimization. (B) GA operations performed to modify existing complexes. Mutation (Panels B1, B2, B3) consists of randomly selecting an edge for removal followed by a random selection of another edge and prediction that allows the graph to be connected again. Crossover (B4, B5) follows a similar procedure, but it can only reconnect the graph using the edges in the parents. The number on each edge (arrow) specifies a pairwise docking decoy of the two connected chains.
Conformation search using a GA
The conformation space of a whole protein complex structure is explored by altering combinations of pairwise docking decoys. A whole complex conformation is represented by a spanning tree where a node denotes a component protein chain and an edge between two nodes specifies one of the pre-computed decoys of the two proteins that defines the relative conformation between the two. A spanning tree requires that each node is connected to at least another node by an edge and thus can define a single conformation of the whole complex. We found that the spanning tree representation is very suitable for constructing a multiple docking complex from pairwise decoys because not all pairs of nodes need to be connected. Since an edge is only used to express relative transformations between a subunit pair, the tree representation allows us to reconstruct different types of topological arrangements (e.g., fully connected, linearly connected complexes).
Multi-LZerD applies a GA to the population of spanning trees, each of which defines a different whole complex conformation. 27 A stochastic search strategy is chosen because finding a maximum scoring tree has been shown to be NP-Hard. 15 To start the process, the program creates an initial population of M randomly generated spanning trees. M is set to 200 in this work. These are subject to the application of two GA operations, mutation and crossover [ Fig. 1(B) ]. Mutation deletes one of the spanning tree edges and then selects a new edge randomly to reconnect the graph. It is possible that the same edge is selected again. For a newly selected edge, one of the pairwise docking decoys for the two proteins is randomly selected. The rest of the edges remain unaltered [ Fig. 1 (B1-B3)]. Crossover takes two candidate structures and creates a new individual by combining edges from the two parents [ Fig. 1(B4,B5) ]. It will first create an empty graph and randomly select edges from the parents until a spanning tree is created. For each generation of the GA, 2M (i.e., 400) operations are performed.
At this point, Multi-LZerD computes two values for each new candidate: the number of clashes between atoms (atoms closer than 3.0Å to other atoms) and the fitness score evaluated by the physics-based score (next section). A candidate complex structure is discarded if the number of clashing atom pairs exceeds a threshold value. Different thresholds were tested during our experiments that range between 200 and 600 clashing atoms. Subsequently, the remaining new individuals are mixed with the previous population, which are subject to clustering using the procedure described in the previous section. Only the top M ranked individuals by the physicsbased score are kept. In case the clustering procedure reduces the population to less than M, randomly selected structures are added to complete the population for the next generation. The process is repeated for 3000 iterations and the last M candidates will be subject to the refinement stage.
Physics-based score
LZerD uses a shape-based scoring scheme for ranking pairwise docking decoys. In contrast, whole multimeric protein complexes generated by the GA are evaluated and ranked with a physics-based scoring function. The function linearly combines the following terms: van der Waals, where repulsive and attractive parts of the term are considered separately 12 ; an electrostatics term, which considers repulsive/attractive and short-range/long-range contributions separately 28 ; a hydrogen and disulfide bond term 29 ; two solvation terms 30,31 ; and a knowledge-based atom contact term. 32 Weighting factors for the linear combination of the terms were trained on two datasets, the ZDOCK benchmark 2.0, 33,34 which contains 84 pairwise unbound-unbound and boundunbound docking structures, and also on 851 proteinprotein dimeric complexes used by Huang and Zou to train their scoring function. 35 The combination of weight values was determined by logistic regression, where docking decoys with an interface RMSD of 2.5Å or less were classified as correct predictions.
Structure refinement and final selection
The final population is clustered an additional time using a threshold value of 10.0Å . As the last step in Multi-LZerD, each of the complex structures in the final population is subject to a structure refinement procedure. The procedure employs a Monte Carlo energy minimization with the Metropolis criterion, which randomly chooses one of the chains and applies a small perturbation of rotations and translations. A translation is a move of up to 0.1Å to each of the three directions and a rotation is up to 0.05 radians to each of the three angles in a single step. The perturbation is tried 2000 times.
Comparison with related methods
The first phase in Multi-LZerD shares similarities with CombDock 15 since it is also based on the combination of pairwise docking predictions using a shape-based score. They both try to search the combinatorial space; however, the search procedure used by both methods is significantly different. The approach adopted by CombDock relies on the greedy selection of spanning trees to reduce the number of conformations explored. On the other hand, Multi-LZerD uses a stochastic approach to pursue incremental optimization of candidate structures.
In addition, the scoring method differs between them because Multi-LZerD employs a more rigorous physicsbased scoring during the combinatorial search. Also it uses the 3DZD, which allows a certain level of soft-docking through the shape-based score. In contrast, CombDock uses a single non-polar buried surface area term combined with the other solely shape-based criteria. In the results section, we demonstrate that these differences allow MultiLZerD to perform considerably better in unbound docking scenarios.
HADDOCK is another multimeric docking method. 19 The main difference between Multi-LZerD and HAD-DOCK is that the latter is an information-driven approach that requires the specification of interaction sites as constraints, which can be either experimental or predicted information. We could not use HADDOCK for comparison with Multi-LZerD because it did not run without additional interaction site information or by specifying all the surface residues as potential docking interface residues. Saladin et al. also created an open source molecular docking library, PTOOLS. 36 The authors provided an example of their library usage for three protein docking. However, since it was shown as an example of combining source code in the library, they are not integrated for multiple docking and thus the protein complex structure can be constructed only when correct docking poses are known beforehand.
Availability of the software and the datasets
The Multi-LZerD program is made freely available for the academic community at our laboratory website, http://kiharalab.org/proteindocking. In addition, the docking program, LZerD, which is the base of PI-LZerD, is also made available at http://kiharalab.org/proteindocking. Our benchmarks were executed on a Linux machine running Ubuntu 10.04, kernel version 2.6.32-31, with an Intel i7 processor at 2.67GHz, with 12 GB of main memory. The execution time for LZerD is, on average, 3-4.5 h to generate pairwise docking predictions. Once pairwise docking predictions are prepared, the running time for Multi-LZerD, is 30 s to a minute per generation. In addition to the programs, the datasets used in this study are also made available at the same web site.
RESULTS
We have benchmarked Multi-LZerD on eleven multimeric complexes taken from the 3D Complex database 14 (Table I ). This set includes complexes with three, four, and six chains, which have a variety of topologies (the pattern of interacting chains). According to the 3D Complex database, interacting chains are defined as those that have at least 10 contacting residues, where a residue pair is defined as in contact if an atom pair is closer than the sum of their van der Waals radii plus 0.5Å . Both bound and unbound cases have been tested to examine MultiLZerD's ability to identify correct complexes in the vast conformation space and also the possibility to manage conformational change, which is present in typical unbound docking scenarios. The following sections will show different analyses that were performed to assess the validity of our approach as well as its performance compared with existing methods.
Shape-based and physics-based scoring functions
Our pairwise docking program, LZerD, uses a scoring function that is mainly based on shape-based components (e.g., shape complementarity). In this work, we extended the scoring function to incorporate more rigorous physics-based scoring components that, while considerably more expensive to compute, can provide a higher accuracy. Our first task was to compare these two types of scoring schemes in terms of their performance at identifying near-native docking structures. Figure 2 shows examples of ranking results for pairwise docking decoys between two interacting protein chains, A-C and B-D in 1NNU, by the two scores. There are 54,000 decoys for each case, which were computed by LZerD. The same decoy sets were ranked using the two scores and then the number of near-native structures (RMSD 4Å ) (y-axis) within certain ranks (x-axis) were calculated.
In both cases, the physics-based score clearly outperforms the shape-based score. In the case of the decoys of A and C chains, the physics-based score ranked almost two times (129 vs. 62) more near-native decoys than the shape-based score within the top 1000 ranks. As for the chain pair of B and D, the physics-based score obtained 101 near-native decoys within top 1000 while the shapebased score obtained 40 hits. Since it is clear that the physics-based score is superior to the shape-based score at identifying near-native structures, we used the former for ranking multimeric complex structures in the conformation search stage by GA. The shape-based score is still used in the pairwise docking stage (LZerD), since the aim of the initial stage is to provide candidate structures for the later GA search and does not need more time consuming scoring and ranking. Table II shows the summary of the predictions by Multi-LZerD on the eleven multimeric protein complexes. The global Ca RMSD and the fnat value of the best model in the last generation of the GA as well as the RMSD of the model after the refinement are shown. The fnat is the fraction of native residue-residue contacts in a predicted conformation, where atoms are considered to be in contact when they locate closer than 5.0Å to each other. 37 The GA optimization was performed for 3000 generations with a population size of 200. The structures of the refined models are superimposed on the native structures in Figure 3 .
Docking performance
A near-native structure with an RMSD of less than 2.5Å was obtained for 10 of 11 test cases and the additional case was predicted at a RMSD of 4.39Å . It is noteworthy that Multi-LZerD managed to generate good predictions for all the complexes with different topologies including the ones whose nodes (protein chains) are not fully connected, for example, linearly connected complexes, such as 1A0R and 1VCB (Table I ). This indicates that the scoring scheme (the physics-based score) has successfully identified the correct topology with less interacting pairs among all the other conformations explored in the GA-based search. It is also encouraging to find that correct pairwise decoys were selected even from very low pairwise ranks, because they yield a good overall score as a whole complex when combined with the other pairwise decoys. For example, a correctly selected pairwise conformation for chains A and C in 2AZE was ranked at 918; and the conformation for the chains A-C in 1LOG was selected with a rank of 25,714. As an example, we further investigated the case of 2AZE. The 1st ranked decoy of A-B was present in the population starting at generation 20 in the GA optimization (albeit not with the A-C decoy at rank 918). The A-C decoy 918 was sampled once at generation 459, however, it was dropped from the subsequent population because it was not linked with the A-B decoy 1. Later, at generation 759 the A-C decoy 918 was sampled again along with the A-B decoy 1, yielding the prediction that ultimately becomes the best one found. This shows how a correct pairwise decoy ranked low can be identified when combined with the appropriate complement.
Turning our attention to the refinement, all the structures have improved by applying the refinement procedure. The range of the improvements is from 0.07Å (1RHM) to 1.73Å (1QGW). Importantly, the refinement has never deteriorated the input structures, which is not trivial in general in the protein structure prediction field. 38, 39 The results in Table II show that all the fnat values fall into the high or medium accuracy for the CAPRI protein interaction prediction criteria. 4 The fnat values of 1RHM, 1QGW, 6RLX, and 1I3O are relatively lower than the others. The fnat is sensitive to the structure details and can quickly deteriorate by slight changes of docking orientation. This is especially true for multiple docking cases (see also the predicted structures in Figure 3 ; they all look reasonably fine). The fnat could be improved by applying a more delicate structure refinement procedure, for example, one that uses a physics-based scoring function specifically optimized to be sensitive to subtle changes in conformation. These are left as future work.
We have also compared our results against predictions generated by CombDock, since it is the only multiple docking method that can be directly compared with our approach (Table II) . Comparing the RMSD values, Multi-LZerD and CombDock perform similarly well in the 10 cases for which Multi-LZerD finds a near-native prediction. Also, our approach manages to get a considerably better result for the more challenging 6RLX case. In terms of the score rank of the hits, CombDock had more near-native predictions (within 2.5Å RMSD) at the first rank.
Although improvement by Multi-LZerD by CombDock was not observed in the bound cases, our method shows significantly better performance in the unbound docking cases (Table III) . Unbound docking benchmark studies, in general, use monomer conformations solved in an isolated state to simulate most of the actual blind docking situations. Unbound docking predictions are more difficult than bound docking predictions due to conformational change of monomer structures between their bound and unbound form. For all the chains in the bound dataset, we searched unbound monomer conformation in the PDB, but none of them were available. Therefore, we performed homology modeling for the subunits of the complexes. Homologous protein structures for the tested proteins were searched by BLAST 40 against the PDB and the structures were modeled by SWISS-MODEL server. 41, 42 Of the eleven complexes, we modeled six of them for which templates were available. The rank in terms of the physics-based score in the last GA generation. c The best global Ca RMSD is shown.
The templates used are 2QNS, 3FB4, 1LQB, 3PD1, 1XF6, and 1LOA, respectively, for modeling chains in 1A0R, 1NNU, 1VCB, 1RHM, 1QGW, and 1LOG. A detailed description of the structures used as templates is provided in Table IV. As shown in Table IV , the template structures used for modeling are in their bound form, however, they are in different crystal structures, complexed with different bound counterparts or the topologies of the template complexes are different from the targets. The RMSDs of resulting modeled chain structures and target chains range from 0.07 to 1.88Å with an average of 0.876Å . There are cases that the template is the same protein (i.e., 100% sequence identity) to the target chain, but the conformation of those templates is not closer to the targets (the average RMSD is 0.882Å ) as compared with the average RMSD of all the modeled Figure 3 Visualization of native structures and best prediction obtained by Multi-LZerD. For each test case, chains are shown using different colors for native (blue, red, yellow, green, cyan, purple) and predicted (light blue, salmon, orange, light green, teal, pink).
subunits. In the case of 1A0R, 2QNS served as a good template for chains B and G but not for chain P because the length of 1A0R-P and 2QNS-C is very different (188 residues and eight residues, respectively). Thus, chain P is kept in its bound form. Three different cases were created using the modeled chains, which are labeled 1A0Rbg, 1A0Rb, and 1A0Rg. The lower case suffixes indicate the chains whose structures are substituted by models. For example, 1A0Rbg indicates that chains B and G are homology models while chain P is kept in its bound form. For 1NNU, the A chain of 3F4B was used to model all four chains. 1NNU-A and 1NNU-B are identical and aligned at residue 8-235 of 3F4B-A, while chain C and D of 1NNU are aligned at residue 257-316 of 3F4B-A. A similar situation occurred with 1RHM where the two protein units are matched to distinct parts in 3PD1 chain A (1RHM-A and 1RHM-C aligned at the residue 1-147 of 3PD1-A, while the B and the D chain aligned at the residue 148-249. The unbound datasets are made available for download to use at http://kiharalab.org/proteindocking/. The same procedure that was applied to the bound cases was executed using these 10 modeled cases (Table III) .
It is observed that Multi-LZerD was able to obtain a near-native conformation for all but one case, 1A0Rbg. For the case of 1A0Rbg, despite a larger RMSD of 6.65Å obtained, the overall conformation is correct as indicated by a comparable fnat of 0.30 to the other predictions with a small RMSD. Table III also shows that the refinement step consistently makes improvements. In particular, models for 1NNUcd and 1NNUabcd are significantly refined by 0.88Å and 0.73Å RMSD, respectively. Moreover, it is shown that Multi-LZerD outperforms CombDock in eight cases among the 10 unbound cases in terms of the RMSD of the predicted structures. In the two cases, 1LOGabcd and 1RHMabcd, for which CombDock achieves a lower RMSD, Multi-LZerD also produces near-native structures (an RMSD of 1.75Å and 1.38Å , respectively) and the RMSD difference between Multi-LZerD and CombDock models is less than 0.5Å . CombDock was able to find three near-native structures, however, it produced decoys that are considerably far from the native structure for the rest of the seven cases. The superior performance of Multi-LZerD with respect to CombDock is consistent with our previous study of pairwise protein docking by LZerD. We showed in that article that LZerD performs overwhelmingly better than PatchDock, 10 the base pairwise docking algorithm used in CombDock, in unbound docking cases, while they perform similarly on bound cases.
The main reason for Multi-LZerD's better performance in unbound cases could be due to the more rigorous The rank in terms of the physics-based score in the last GA generation. c The best global Ca RMSD is shown.
physics-based scoring function, compared with the score used by CombDock, and also because of the 3DZD used by Multi-LZerD, which is tolerant to a certain level of conformational change that occurs between unbound and bound structures.
Correlation between the RMSD and the physics-based score
The scoring function can select near-native structures from a pool of generated decoys if it correlates well to the RMSD values of decoy structures. Here, we examined the physics-based score and the RMSD of the 200-structure population in the final generation of the GA simulations. The cases for 2AZE, 1RHM, 1A0R, and 1NNU are shown in Figure 4 and the data for the rest of the complexes are shown in Supporting Information Figure S1 . A lower value is better in this scoring function. The population contains structures of various topologies, for example, structures of fully connected topology (where every pair of chains interact) exist in the population for 1A0R, which has a linear topology (Table I) .
It can be seen that the scoring function clearly discriminates the correct (i.e., nearest to native) predictions as the lowest energy in the cases of 2AZE, 1A0R, and 1RHM. For the case of 1NNU, the nearest native structure is found at the fourth rank (Table II) . Thus, the The sequence identity between the template used for homology model and the target protein.
Figure 4
RMSD and physics-based scores in final GA generation. Each panel shows the relationship between the Ca RMSD and corresponding score after 3000 GA optimization generations A, 2AZE; B, 1RHM, C, 1A0R, and D, 1NNU, respectively. Additional plots are shown in Figure S1 for the rest of the test cases.
physics-based score performed reasonably well at identifying near-native structures. It is worth noting that these plots correspond to the final 200 complexes in the GA optimization. This means that the scoring function was able to discard a considerable number of incorrect predictions up to the 3000th generation. As a final remark, it may appear from the plots as if the sampling around the near-native structures is not sufficient, but this is an artifact of the clustering procedure that selects a representative for each cluster.
GA optimization convergence
We also investigated how the GA converges toward a good prediction. Ideally, as the simulation progresses, it is expected that the score keeps lowering until convergence, which is associated with the quality improvement of the predicted structure (i.e., a lower RMSD). Figure 5 shows the score and the RMSD for the best prediction (the lowest RMSD structure) at each GA generation in four docking predictions, 2AZE (panel A), 1RHM (B), 1A0R (C), and 1NNU (D). In addition, data for the rest of the protein complexes in the dataset are provided in Supporting Information Figure S2 . In all the cases, the lowest RMSD structure in the population reaches close to native in the GA optimization starting from the initial structures of 15-20Å RMSD. Furthermore, the close to native structures appear relatively quickly, for example, within 100 generations in three cases and within 200 in two other cases. The decrease of the score and the RMSD occur concurrently in general, although there are situations where a decrease of the score did not associate with a Figure 5 The evolution of the score and the RMSD. Each panel shows the best RMSD prediction in the population at each step of the GA generation for A, 2AZE; B, 1RHM; C, 1A0R; and D, 1NNU, respectively. Although the maximum number of generations of GA was set to 3000, the plots show up to a generation when it converges to a near-native solution. Plots for the rest of protein complexes in Table I are shown in Supporting Information Figure S2 .
drop of the RMSD value. This is due to the imperfect scoring function, as we have also observed in Figure 4 and Supporting Information Figure S1 .
Finally, it is noticed that a sharp drop in the score and the RMSD occurs frequently in the plots. For example, in the case of 2AZE, no essential change was observed up to the 500th generation followed by a drastic improvement of the score and the RMSD. This may be due to the combinatorial nature of the multiple docking optimization; namely, fitting structure pieces of certain chain pairs triggers identification of correct compatible structures of the other pairs in an ''allosteric'' fashion. 
Prediction accuracy of subcomplexes in decoys
In this section, we further investigate whether a subset of chains is correctly arranged in entire complexes. Even when the global RMSD of a whole predicted complex is not small, we observe quite often cases that a subcomplex within the whole complex is correctly predicted. Such predictions would also be useful in practice since, for example, interface residues are predicted correctly in the subcomplexes. 43
In Figure 6 , we show examples of the distribution of the number of decoys that contain subunits predicted within an RMSD of 4.0Å (called subcomplex hits). For each decoy, we identified a subcomplex hit with the largest number of chains. Decoys in the final population generated by the GA optimization are separated into six bins according to the global RMSD to the native structure and subcomplex hits are counted for decoys in each bin. The total number of decoys shown in the four panels is different because they are clustered. Figure 6(A) shows the case of a three-chain complex, 1A0R. For this com- plex, we have one decoy that is correctly predicted within an RMSD of 4.0Å [the left most bar in Fig. 6(A) ]. An interesting observation is that all the decoys including those that have a global RMSD of 20.0Å or higher contain a correctly predicted two-chain subcomplex. Looking at the intermediate results in the GA optimization, we found that the B-G chain pair was correctly predicted earlier in the optimization while the correct relative orientation of the P-chain to the B-G pair was found in a later generation. Figure 6 (B,C) show results of four chain complexes, 1NNU and 1QGW, respectively. For both 1NNU and 1QGW, all the decoys contain at least a two-chain subcomplex hit. In the case of 1NNU, the B-D subcomplex was correctly predicted in 125 decoys (89.3%) in the final population and the A-C subcomplex was correctly predicted in all the decoys. There is one decoy with an RMSD of over 20Å , yet it has a three-chain subunit within 4.0Å . A similar behavior is shown for 1QGW. The B-D chain subcomplex was correctly predicted in all decoys while the A-C pair is correctly docked in 66.7% of the decoys. Finally, the results for 1I3O, a six-chain complex, are shown in Figure 6 (D). Remarkably, we found that up to five chains are correctly assembled in all except four decoys, and the rest of the four decoys have four chains that are assembled within 4.0Å . For 1I3O, the problem was the chain F, which was misplaced in the majority of the decoys. Since the overall complex structure is large, misplacing a single chain can result in a large global RMSD.
In Figure 7 , examples of decoys are shown that have a high overall RMSD yet contain a correct subcomplex of an RMSD of less than 4.0Å . Figure 7 (A) is a decoy of 1A0R (three-chain complex) with a global RMSD of 23.59Å . Despite the large RMSD, the relative orientations of chain B (green, native; blue, predicted) and G (yellow, native; red, predicted) are correctly predicted. Chain P is shown in gray. Figure 7 (B) is a decoy of 21.7 Å global RMSD for 1NNU (four chain complex). In this decoy, three chains, A, C, and D, are correctly assembled. The analysis shows that the majority of the decoys contain correctly predicted subcomplexes, even when their global RMSD shows a large value. The number of decoys with a correctly predicted subcomplex for the bound (Table II) and the unbound (Table III) docking experiments is summarized in Supporting Information Table SI. In the bound docking dataset (Supporting Information Table SIA) , remarkably, at least two chains were correctly assembled in all the decoys of all the target proteins except for 1VCB and 6RLX. In the case of unbound docking experiments (Supporting Information Table SIB), the majority of the decoys have at least a two-chain subcomplex hit. Even for 1A0Rbg (three-chain complex), whose best global RMSD ended up with a 6.78Å RMSD (Table III) , two chains were correctly docked in 10% of the decoys.
Decoys with correct subcomplexes will be practically useful since interface residues of the subcomplexes are correctly identified. This observation also indicates the importance of examining subcomplexes in multiple docking predictions. Conventional measures, for example, RMSD or fnat, are designed to evaluate the accuracy of single protein models or pairwise protein docking models. Thus, naively applying the measures to multiple docking results would miss the meaningful difference between partially correct decoys from the totally incorrect decoys.
DISCUSSION
In this work, we have proposed a multi-layered approach for multimeric protein docking prediction, Multi-LZerD, which combines a coarse-grained pairwise pose search, a combinatorial complex conformation search, clustering, physics-based scoring, and structure refinement. Unlike almost all of the other existing methods, the application of Multi-LZerD is not restricted to symmetric multimers nor does it need extra information for limiting the conformation search space.
The benchmark results show that our approach has successfully obtained near-native structures for 10 bound docking cases tested, with a single case with medium quality 23.59 prediction, and all but one unbound case. By representing the protein complex conformation using a spanning tree, Multi-LZerD can assemble multimeric protein complexes of any topology from pairwise solutions. Remarkably, the approach could assemble correct structures even when some of the correct pairwise decoys are ranked very low in the decoy pool. Because the stateof-the-art pairwise protein docking methods are not yet able to consistently return a near-native structure within the top few ranks, considering a large number of pairwise predictions is essential for successful overall prediction. As noted before, the population size used in the GA was 200 per generation, which is a very small amount compared with the total combinatorial space. The mutation and the crossover operations on spanning trees were effective in exploring the vast conformation space. Furthermore, we observed that the majority of decoys with an apparent overall RMSD contain accurately predicted subcomplexes, which will be still useful for practical use.
The current version of Multi-LZerD can be enhanced in several directions. First, it is not difficult to implement options to take additional information, such as symme-try, interacting pairs, or interface residues, into account. Of course such information is not generally available, but it will reduce the conformation search space significantly in case it is available. Second, we are planning to implement a more thorough refinement procedure. The current refinement step was shown to improve an input complex structure constantly by up to 0.84Å in the benchmark set. However, it is designed to make small improvements by perturbing the docking structure by a small distance and angle. More extensive refinement may be needed especially when the initial pool of pairwise decoys does not contain near-native solutions. An idea is to perform several rounds of optimization of docking orientation of each individual chain, with respect to the rest of the complex structure, by detaching it from the complex and then re-docking them using the pairwise docking procedure. This is similar to an optimization approach for multiple sequence alignments implemented in one of the best multiple sequence alignment programs, MUSCLE. 44 Third, GA is suitable for parallel computing, thus fully taking advantage of high-performance computing should increase its execution-time performance.
Despite the fact that a significant number of heterooligomeric protein complexes are known to play important roles in a cell, multimeric protein-protein docking has been fairly unexplored yet. Computational protein docking needs to shift from classical pairwise to the multimeric realm, as experimental structural data and omics data have already shifted their focus.
