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Abstract
In this paper we describe the integral transform that allows to write solutions of one partial differential
equation via solution of another one. This transform was suggested by the author in the case when the
last equation is a wave equation, and then it was used to investigate several well-known equations such as
Tricomi-type equation, the Klein-Gordon equation in the de Sitter and Einstein-de Sitter spacetimes. A
generalization given in this paper allows us to consider also the Klein-Gordon equations with coefficients
depending on the spatial variables.
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0 Introduction and Statement of Results
In this paper we give some generalization of the approach suggested in [28], which is aimed to reduce equations
with variable coefficients to more simple ones. This transform was used in a series of papers [10, 11], [28]-
[33] to investigate in a unified way several equations such as the linear and semilinear Tricomi equations,
Gellerstedt equation, the wave equation in Einstein-de Sitter spacetime, the wave and the Klein-Gordon
equations in the de Sitter and anti-de Sitter spacetimes. The listed equations play an important role in the
gas dynamics, elementary particle physics, quantum field theory in curved spaces, and cosmology.
Consider for the smooth function f = f(x, t) the solution w = wA,f (x, t; b) to the problem
vtt −A(x, ∂x)v = 0, v(x, 0; b) = f(x, b), vt(x, 0) = 0, t ∈ [0, T1] ⊆ R, x ∈ Ω ⊆ R
n, (0.1)
with the parameter b ∈ I = [t0, T ] ⊆ R, t0 < T ≤ ∞, and with 0 < T1 ≤ ∞. Here Ω is a domain in R
n,
while A(x, ∂x) is the partial differential operator A(x, ∂x) =
∑
|α|≤m aα(x)D
α
x . We are going to present the
integral operator
K[w](x, t) = 2
∫ t
t0
db
∫ |φ(t)−φ(b)|
0
K(t; r, b;M)w(x, r; b)dr, x ∈ Ω, t ∈ I, (0.2)
which maps the function w = w(x, r; b) into solution of the equation
utt − a
2(t)A(x, ∂x)u−M
2u = f, x ∈ Ω , t ∈ I. (0.3)
In fact, the function u = u(x, t) takes initial values as follows
u(x, t0) = 0, ut(x, t0) = 0, x ∈ Ω .
Here φ = φ(t) is a distance function produced by a = a(t), that is φ(t) =
∫ t
t0
a(τ) dτ , while M ∈ C is a
constant. Moreover, we also give the corresponding operators, which generate solutions of the source-free
equation and takes non-vanishing initial values. These operators are constructed in [29, 30] in the case of
A(x, ∂x) = ∆, where ∆ is the Laplace operator on R
n, and, consequently, the equation (0.1) is the wave
equation. In the present paper we restrict ourselves to the smooth functions, but it is evident that similar
formulas, with the corresponding interpretations, are applicable to the distributions as well. (For details see,
e.g., [29].)
In order to motivate our approach, we consider the solution v = v(x, t; b) to the Cauchy problem
vtt −∆v = 0, (t, x) ∈ R
1+n, v(x, 0; b) = ϕ(x, b), vt(x, 0) = 0, x ∈ R
n, (0.4)
with the parameter b ∈ I ⊆ R. We denote that solution by vϕ = vϕ(x, t; b); if ϕ is independent of the second
time variable b, then we write simply vϕ(x, t). There are well-known explicit representation formulas for the
solution of the problem (0.4). (See, e.g., [24].)
The starting point of the approach suggested in [28] is the Duhamel’s principle (see, e.g., [24]), which has
been revised in order to prepare the ground for generalization. Our first observation is that the function
u(x, t) =
∫ t
t0
db
∫ t−b
0
wf (x, r; b) dr , (0.5)
is the solution of the Cauchy problem utt −∆u = f(x, t) in R
n+1, and u(x, t0) = 0, ut(x, t0) = 0 in R
n , if
the function wf = wf (x; t; b) is a solution of the problem (0.4), where ϕ = f . The second observation is that
in (0.5) the upper limit t− b of the inner integral is generated by the propagation phenomena with the speed
which equals to one. In fact, that is a distance function. Our third observation is that the solution operator
G : f 7−→ u can be regarded as a composition of two operators. The first one
WE : f 7−→ w
is a Fourier Integral Operator, which is a solution operator of the Cauchy problem for wave equation. The
second operator
K : w 7−→ u
is the integral operator given by (0.5). We regard the variable b in (0.5) as a “subsidiary time”. Thus,
G = K ◦WE and we arrive at the diagram of Figure 1.
Figure 1: Case of wave equation A(x, ∂x) = ∆ Figure 2: Case of general A(x, ∂x)
Based on the first diagram, we have generated in [31] a class of operators for which we have obtained
explicit representation formulas for the solutions, and, in particular, the representations for the fundamental
solutions of the partial differential operator. In fact, this diagram brings into a single hierarchy several
different partial differential operators. Indeed, if we take into account the propagation cone by introducing
the distance function φ(t), and if we provide the integral operator (0.5) with the kernel K(t; r, b;M), as in
(0.2), then we actually generate new representations for the solutions of different well-known equations with
x-independent coefficients. (See, for details, [31].)
In the present paper we extend the class of the equations for which we can obtain explicit representation
formulas for the solutions, by varying the first mapping. More precisely, consider the diagram of Figure 2,
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where w = wA,ϕ(x, t; b) is a solution to the problem (0.1) with the parameter b ∈ I ⊆ R. If we have
a resolving operator of the problem (0.1), then, by applying (0.2), we can generate solutions of another
equation. Thus, GA = K◦EEA. The new class of equations contains operators with x-depending coefficients,
and those equations are not necessarily hyperbolic.
In this paper we restrict ourselves to the Klein-Gordon equation in the de Sitter spacetime, that is
a(t) = e−t in (0.1). Recently the equations in the de Sitter and anti-de Sitter spacetimes became the focus
of interest for an increasing number of authors (see, e.g., [1]-[3], [6]-[8], [9], [14]-[17], [19] -[21], [23, 26, 27, 34]
and the bibliography therein) which investigate those equations from a wide spectrum of perspectives. The
creation of a tool for the investigation of the local and global solvability in the problems for these linear and
nonlinear equations appears to be a worthwhile undertaking. We believe that the integral transform and
the representation formulas for the solutions that we derive in this article fill up the gap in the literature on
that topic.
To formulate the main result of this paper we need the following notations. First, we define a chronological
future D+(x0, t0) and a chronological past D−(x0, t0) of the point (x0, t0), x0 ∈ R
n, t0 ∈ R, as follows:
D±(x0, t0) := {(x, t) ∈ R
n+1 ; |x− x0| ≤ ±(e
−t0 − e−t) }. Then, for (x0, t0) ∈ R
n ×R, M ∈ C, we define the
function
E(x, t;x0, t0;M) := 4
−MeM(t0+t)
(
(e−t0 + e−t)2 − (x− x0)
2
)M− 1
2
(0.6)
×F
(1
2
−M,
1
2
−M ; 1;
(e−t0 − e−t)2 − (x− x0)
2
(e−t0 + e−t)2 − (x− x0)2
)
,
where (x, t) ∈ D+(x0, t0)∪D−(x0, t0) and F
(
a, b; c; ζ
)
is the hypergeometric function. (For definition of the
hypergeometric function, see, e.g., [4].) When no ambiguity arises, like in (0.6), we use the notation x2 := |x|2
for x ∈ Rn. Thus, the function E depends on r2 = (x − x0)
2, that is E(x, t;x0, t0;M) = E(r, t; 0, t0;M).
According to Theorem 1.12, the function E(r, t; 0, t0;M) solves the following one dimensional Klein-Gordon
equation in the de Sitter spacetime:
Ett(r, t; 0, t0;M)− e
−2tErr(r, t; 0, t0;M)−M
2E(r, t; 0, t0;M) = 0 .
The kernels K0(z, t;M) and K0(z, t;M) are defined by
K0(z, t;M) := 4
−MetM
(
(1 + e−t)2 − z2
)M 1
[(1− e−t)2 − z2]
√
(1 + e−t)2 − z2
(0.7)
×
[(
e−t − 1 +M(e−2t − 1− z2)
)
F
(1
2
−M,
1
2
−M ; 1;
(1 − e−t)2 − z2
(1 + e−t)2 − z2
)
+
(
1− e−2t + z2
)(1
2
+M
)
F
(
−
1
2
−M,
1
2
−M ; 1;
(1− e−t)2 − z2
(1 + e−t)2 − z2
)]
,
K1(z, t;M) := 4
−MeMt
(
(1 + e−t)2 − z2
)− 1
2
+M
F
(
1
2
−M,
1
2
−M ; 1;
(1 − e−t)2 − z2
(1 + e−t)2 − z2
)
. (0.8)
The equation (0.3) is said to be an equation with imaginary (real) mass if there is minus (plus) in front
of M2; however M ∈ C. For the Klein-Gordon equation with imaginary mass we have the following result.
Theorem 0.1 For f ∈ C∞(Ω×I), I = [0, T ], 0 < T ≤ ∞, and ϕ0, ϕ1 ∈ C
∞
0 (Ω), let the function vf (x, t; b)
be a solution to the problem{
vtt −A(x, ∂x)v = 0 , x ∈ Ω , t ∈ [0, 1− e
−T ] ,
v(x, 0; b) = f(x, b) , vt(x, 0; b) = 0 , b ∈ I, x ∈ Ω ,
(0.9)
and the function vϕ = vϕ(x, t) be a solution of the problem{
vtt −A(x, ∂x)v = 0, x ∈ Ω , t ∈ [0, 1− e
−T ] ,
v(x, 0) = ϕ(x), vt(x, 0) = 0 , x ∈ Ω .
(0.10)
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Then the function u = u(x, t) defined by
u(x, t) = 2
∫ t
0
db
∫ φ(t)−φ(b)
0
vf (x, r; b)E(r, t; 0, b;M) dr + e
t
2 vϕ0(x, φ(t)) (0.11)
+ 2
∫ φ(t)
0
vϕ0(x, s)K0(s, t;M)ds+ 2
∫ φ(t)
0
vϕ1(x, s)K1(s, t;M)ds, x ∈ Ω, t ∈ I ,
where φ(t) := 1− e−t, solves the problem{
utt − e
−2tA(x, ∂x)u−M
2u = f, x ∈ Ω , t ∈ I,
u(x, 0) = ϕ0(x) , ut(x, 0) = ϕ1(x), x ∈ Ω .
(0.12)
Here the kernels E, K0 and K1 have been defined in (0.6), (0.7) and (0.8), respectively.
We note that the operator A(x, ∂x) is of arbitrary order, that is, the equation of (0.12) can be an evolution
equation, not necessarily hyperbolic. Then, the problems in (0.9) and (0.12) can be a mixed initial-boundary
value problem involving the boundary condition. Indeed, assume that Ω ⊂ Rn is domain with smooth
boundary ∂Ω, and that ν = ν(x) is a unit normal vector. Let α = α(x) and β = β(x) be continuous
functions, α, β ∈ C(∂Ω). If v = v(t, x) satisfies the boundary condition
α(x)v(x, t) + β(x)∂νv(x, t) = 0 for all t ∈ [0, 1− e
T ], x ∈ ∂Ω ,
then the function u = u(x, t) fulfills the same boundary condition
α(x)u(x, t) + β(x)∂νu(x, t) = 0 for all t ∈ I, x ∈ ∂Ω .
Next, we stress that interval [0, 1 − e−T ] ⊆ [0, 1], which appears in (0.9), reflects the fact that de Sitter
model possesses the horizon [12]; existence of the horizon in the de Sitter model is widely used to define an
asymptotically de Sitter space (see, e.g., [2, 26]) and to involve geometry into the analysis of the operators
on the de Sitter space (see, e.g., [5, 19, 22, 25]).
Although the next statement is a straightforward consequence of Theorem 0.1, we present it as a separate
theorem having in mind the importance of the equation with real mass. In the next theorem we use the
following kernels
E(x, t;x0, t0) := E(x, t;x0, t0;−iM), (0.13)
K0(z, t) := K0(z, t;−iM) , (0.14)
K1(z, t) := K1(z, t;−iM) , (0.15)
which were introduced in [29].
Theorem 0.2 For f ∈ C∞(Ω × I), I = [0, T ], 0 < T ≤ ∞, and ϕ0, ϕ1 ∈ C
∞
0 (Ω), let the function
vf (x, t; b) be a solution to the problem{
vtt −A(x, ∂x)v = 0 , x ∈ Ω , t ∈ [0, 1− e
−T ] ,
v(x, 0; b) = f(x, b) , vt(x, 0; b) = 0 , b ∈ I, x ∈ Ω ,
and the function vϕ = vϕ(x, t) be a solution of the problem{
vtt −A(x, ∂x)v = 0, x ∈ Ω , t ∈ [0, 1− e
−T ] ,
v(x, 0) = ϕ(x), vt(x, 0) = 0 , x ∈ Ω .
Then the function u = u(x, t) defined by
u(x, t) = 2
∫ t
0
db
∫ φ(t)−φ(b)
0
vf (x, r; b)E(r, t; 0, b) dr + e
t
2 vϕ0(x, φ(t))
+ 2
∫ φ(t)
0
vϕ0(x, s)K0(s, t) ds+ 2
∫ φ(t)
0
vϕ1(x, s)K1(s, t) ds, x ∈ Ω, t ∈ I ,
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where φ(t) := 1− e−t, solves the problem{
utt − e
−2tA(x, ∂x)u+M
2u = f, x ∈ Ω , t ∈ I,
u(x, 0) = ϕ0(x) , ut(x, 0) = ϕ1(x), x ∈ Ω .
Here the kernels E, K0 and K1 have been defined in (0.13), (0.14) and (0.15), respectively.
The special cases of Theorems 0.1, 0.2, when A(x, ∂x) = ∆, one can find in [29, 30]. The proof given in
those papers is based on the well-known explicit representation formulas for the wave equation, the Riemann
function, the spherical means, and the Asgeirsson’s mean value theorem. The main outcome, resulting from
the application of all those tools, is the derivation of the final representation formula and the kernels E, K0,
and K1. Having in the hand the integral transform and the final formulas, we suggest here straightforward
proof by substitution, which works also for the equations with coefficients depending on x.
Among possible applications of the integral transform method are the Lp − Lq estimates, Strichartz
estimates, Huygens’ principle, global and local existence theorem for semilinear and quasilinear equations.
Below we give examples of the equations with the variable coefficients those are amenable to the integral
transform method.
Example 1. The metric g in the de Sitter type spacetime, that is, g00 = g
00 = −1, g0j = g
0j = 0, gij(x, t) =
e2tδij(x), |g(x, t)| = e
2nt| det δ(x)|, gij(x, t) = e−2tδij(x), i, j = 1, 2, . . . , n, where
∑n
j=1 δ
ij(x)δjk(x) = δik,
and δij is Kronecker’s delta. The linear covariant Klein-Gordon equation in the coordinates is
ψtt −
e−2t√
| det δ(x)|
n∑
i,j=1
∂
∂xi
(√
| det δ(x)|δij(x)
∂
∂xj
ψ
)
+ nψt +m
2ψ = f .
Here m is a physical mass of the particle. If we introduce the new unknown function u = ent/2ψ, then the
equation takes the form of the Klein-Gordon equation with imaginary mass
utt −
e−2t√
| det δ(x)|
n∑
i,j=1
∂
∂xi
(√
| det δ(x)|δij(x)
∂
∂xj
u
)
−M2u = f ,
where −M2 = m2− n
2
4 is the square of the so-called curved (or effective) mass. For the last equation we set
A(x, ∂x)u =
1√
| det δ(x)|
n∑
i,j=1
∂
∂xi
(√
| det δ(x)|δij(x)
∂
∂xj
u
)
.
If Ω = Π is a non-Euclidean space of constant negative curvature and the equation of the problems (0.9)
and (0.10) is a non-Euclidean wave equation, then the explicit representation formulas are known (see, e.g.,
[13, 18]) and the Huygens’ principle is a consequence of those formulas. Thus, for a non-Euclidean wave
equation, due to Theorem 0.1, the functions vf (x, t; b) and vϕ(x, t) have explicit representations, and the
arguments of [29, 33] allow us to derive for the solution u(x, t) of the problem (0.12) in the de Sitter type
metric with hyperbolic spatial geometry the explicit representation, the Lp − Lq estimates, and to examine
the Huygens’ principle. Precise statements will be published in the forthcoming paper.
Example 2. The Euler-Bernoulli beam equation with the variable coefficients
ψtt + e
−2t
n∑
i,j=1
∂2xi
(
aij(x)∂2xjψ
)
= f .
Here A(x, ∂x) =
∑n
i,j=1 ∂
2
xia
ij(x)∂2xj and we assume that
∑n
i,j=1 a
ij(x)ξiξj ≥ 0.
This paper is organized as follows. In Section 1 we study the kernel functions E, K0, and K1, and prove
several basic properties of those function. Then, in Section 2, we prove Theorem 0.1. Applications of Theo-
rems 0.1,0.2 to some equations appearing in electrodynamics and cosmology will be done in a forthcoming
paper.
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1 The Kernels of the Integral Transforms
The proof of Theorem 0.1 is straightforward; we just substitute the function of (0.11) in the equation of
(0.12), and then check the initial conditions. It is straightforward, but not short; it requires very long and
tedious calculations. In order to make the calculations more transparent, we reveal in this section several
main properties of the kernel functions.
1.1 The kernel function E(r, t; 0, b;M)
In this subsection we collect some important properties of the kernel E(x, t;x0, t0;M). Although the function
E(x, t;x0, t0;M) (0.6) is defined for x, x0 ∈ R
n, we use it for x0 = 0 and x = r ∈ R, only. Consider for
t, b ∈ R, 0 ≤ b ≤ t, M ∈ C, r ∈ [0, e−b − e−t] the function
E(r, t; 0, b;M) := 4−MeM(b+t)
(
(e−b + e−t)2 − r2
)M− 1
2
F
(1
2
−M,
1
2
−M ; 1;
(e−b − e−t)2 − r2
(e−b + e−t)2 − r2
)
.
The following notations are helpful to evaluate derivatives of the kernel functions
α(r, t, b;M) := 4−MeM(b+t)
(
(e−b + e−t)2 − r2
)M
,
β(r, t, b) :=
(
(e−b + e−t)2 − r2
)− 1
2 ,
γ(r, t, b) :=
(e−b − e−t)2 − r2
(e−b + e−t)2 − r2
.
We rewrite the function E(r, t; 0, b;M) in terms of these functions as follows
E(r, t; 0, b;M) = α(r, t, b;M)β(r, t, b)F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
. (1.1)
For the derivatives of the auxiliary functions α, β, and γ we have
Lemma 1.1 The partial derivatives of the functions α, β, and γ are as follows
αr(r, t, b;M) = −2Mrα(r, t, b;M)β
2(r, t, b) ,
βr(r, t, b) = rβ
3(r, t, b) ,
γr(r, t, b) = 2rβ
2(r, t, b) [γ(r, t, b)− 1] ,
αrr(r, t, b;M) = −2Mα(r, t, b;M)β
2(r, t, b)
[
1− 2Mr2β2(r, t, b) + 4rβ2(r, t, b)
]
,
βrr(r, t, b) = β
3(r, t, b) + 3r2β5(r, t, b) ,
γrr(r, t, b) = 2β
2(r, t, b)(1 + 4r2β2(r, t, b)) [γ(r, t, b)− 1] .
Proof. We skip the simple proof of formulas for the first-order derivatives and of βrr(r, t, b). For the
second-order derivatives we have
αrr(r, t, b;M) = −2Mα(r, t, b;M)β
2(r, t, b) + 4M2r2α(r, t, b;M)β4(r, t, b)
−4Mr2α(r, t, b;M)β4(r, t, b)
= −2Mα(r, t, b;M)β2(r, t, b)
[
1− 2Mr2β2(r, t, b) + 4rβ2(r, t, b)
]
,
γrr(r, t, b) = 2β
2(r, t, b) [γ(r, t, b)− 1] + 4rβr(r, t, b)β(r, t, b) [γ(r, t, b)− 1]
+2rβ2(r, t, b)γr(r, t, b)
= 2β2(r, t, b) [γ(r, t, b)− 1] + 4r2β4(r, t, b) [γ(r, t, b)− 1]
+4r2β4(r, t, b) [γ(r, t, b)− 1]
= 2β2(r, t, b)(1 + 4r2β2(r, t, b)) [γ(r, t, b)− 1] .
Lemma is proven. 
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Corollary 1.2 The derivatives, explicitly written, are as follows:
αr(r, t, b;M) = −2
1−2MMreM(b+t)
((
e−b + e−t
)2
− r2
)M−1
,
βr(r, t, b) = r
((
e−b + e−t
)2
− r2
)−3/2
,
γr(r, t, b) = −8re
3(b+t)
(
(eb + et)2 − r2e2(b+t)
)−2
.
In particular, for r = e−b − e−t we obtain the next values of those functions.
Lemma 1.3 For the functions α, β, and γ we have
α(e−b − e−t, t, b;M) = 1, β(e−b − e−t, t, b) = 2−1e
1
2
(b+t), γ(e−b − e−t, t, b) = 0,
while for their derivatives we have
αr(e
−b − e−t, t, b;M) = −2−1M(e−b − e−t)eb+t,
βr(e
−b − e−t, t, b) = 2−3(e−b − e−t)e
3
2
(b+t),
γr(e
−b − e−t, t, b) = −2−1(e−b − e−t)eb+t.
Proof. It is a simple consequence of the definitions of these functions and the previous lemma. Lemma is
proven. 
Now we turn to the derivatives of the function E(r, t; 0, b;M).
Proposition 1.4 The derivative Er(r, t; 0, b;M) := ∂rE(r, t; 0, b;M) is given as follows
∂rE(r, t; 0, b;M) = 2
(
1
2
−M
)
rα(r, t, b;M)β3(r, t, b)
[
F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+(γ(r, t, b)− 1)
(
1
2
−M
)
F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)]
.
Moreover,
Er(0, t; 0, b;M) = 0,
Er(e
−b − e−t, t; 0, b;M) = 2−2
(
1
4
−M2
)
(et − eb)e
1
2
(b+t) .
The second-order derivative Err(r, t; 0, b;M) := ∂
2
rE(r, t; 0, b;M) is given by
∂2rE(r, t; 0, b;M) = 2
(
1
2
−M
)
α(r, t, b;M)β3(r, t, b)
[
1 + 2
(
3
2
−M
)
r2β2(r, t, b)
]
×
[
F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+(γ(r, t, b)− 1)
(
1
2
−M
)
F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)]
+4
(
1
2
−M
)2(
3
2
−M
)
r2α(r, t, b;M)β5(r, t, b) (γ(r, t, b)− 1)
×
[
F
(3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
+(γ(r, t, b)− 1)
(
3
2
−M
)
1
2
F
(
5
2
−M,
5
2
−M ; 3; γ(r, t, b)
)]
.
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Proof. Indeed, due to [4, (7) Sec. 2.1.2], we have
∂rE(r, t; 0, b;M)
= [αr(r, t, b;M)β(r, t, b) + α(r, t, b;M)βr(r, t, b)]F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+α(r, t, b;M)β(r, t, b)γr(r, t, b)
(
1
2
−M
)2
F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
=
[
− 2Mrα(r, t, b;M)β3(r, t, b)
+α(r, t, b;M)rβ3(r, t, b)
]
F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+2rα(r, t, b;M)β3(r, t, b) [γ(r, t, b)− 1]
(
1
2
−M
)2
F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
.
This proves the first formula of the lemma and the statement for Er(e
−b − e−t, t; 0, b;M). Then, for the
second-order derivative ∂2rE(r, t; 0, b;M) we have
∂2rE(r, t; 0, b;M)
= 2
(
1
2
−M
){
α(r, t, b;M)β3(r, t, b) + rαr(r, t, b;M)β
3(r, t, b)
+3rα(r, t, b;M)βr(r, t, b)β
2(r, t, b)
}
×
[
F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+(γ(r, t, b)− 1)
(
1
2
−M
)
F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)]
+4
(
1
2
−M
)
r2α(r, t, b;M)β5(r, t, b) [γ(r, t, b)− 1]
×
[
Fz
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+
(
1
2
−M
)
F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
+(γ(r, t, b)− 1)
(
1
2
−M
)
Fz
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)]
= 2
(
1
2
−M
){
α(r, t, b;M)β3(r, t, b)− 2Mr2α(r, t, b;M)β5(r, t, b) + 3r2α(r, t, b;M)β5(r, t, b)
}
×
[
F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+(γ(r, t, b)− 1)
(
1
2
−M
)
F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)]
+4
(
1
2
−M
)2(
3
2
−M
)
r2α(r, t, b;M)β5(r, t, b) (γ(r, t, b)− 1)
×
[
F
(3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
+(γ(r, t, b)− 1)
(
3
2
−M
)
1
2
F
(
5
2
−M,
5
2
−M ; 3; γ(r, t, b)
)]
.
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It is easily seen that the last expression coincides with one given in the statement of the proposition. This
completes the proof of the proposition. 
In fact, Corollary 1.2 allows us to write ∂rE(r, t; 0, b;M) and ∂
2
rE(r, t; 0, b;M) in the explicit form.
Corollary 1.5 We have
∂rE(r, t; 0, b;M) = 2
(
1
2
−M
)
r4−MeM(b+t)
(
(e−t + e−b)2 − r2
)M− 3
2
×
[
F
(1
2
−M,
1
2
−M ; 1;
(e−b − e−t)2 − r2
(e−b + e−t)2 − r2
)
−
4e−b−t
(e−b + e−t)2 − r2
(
1
2
−M
)
F
(
3
2
−M,
3
2
−M ; 2;
(e−b − e−t)2 − r2
(e−b + e−t)2 − r2
)]
,
∂2rE(r, t; 0, b;M) = A˜(r, t, b;M)F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+B˜(r, t, b;M)F
(3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
+C˜(r, t, b;M)F
(5
2
−M,
5
2
−M ; 3; γ(r, t, b)
)
,
where
A˜(r, t, b;M) = 21−2M
(
1
2
−M
)
eM(b+t)
((
e−b + e−t
)2
− r2
)M− 5
2
[(
e−b + e−t
)2
+ (2− 2M) r2
]
,
B˜(r, t, b;M) = −23−2M
(
1
2
−M
)2
e(M−1)(b+t)
((
e−b + e−t
)2
− r2
)M− 7
2
[(
e−b + e−t
)2
+ (5− 4M) r2
]
,
C˜(r, t, b;M) = 25−2M
(
1
2
−M
)2(
3
2
−M
)2
e(M−2)(b+t)r2
((
e−b + e−t
)2
− r2
)M− 9
2
.
Next, we turn to the derivatives with respect to time. We skip the proof of the following lemma, which
gives the derivatives of the auxiliary functions α, β, and γ.
Lemma 1.6 For the first-order derivatives of the functions α, β, and γ we have
αt(r, t, b;M) = Mα(r, t, b;M)− 2Me
−t
(
e−b + e−t
)
α(r, t, b;M)β2(r, t, b) ,
βt(r, t, b) = e
−t
(
e−b + e−t
)
β3(r, t, b) ,
γt(r, t, b) = 2e
−tβ2(r, t, b)
{
(e−b − e−t) +
(
e−b + e−t
)
γ(r, t, b)
}
,
and
αt(e
−b − e−t, t, b;M) = M − 2−1M
(
e−b + e−t
)
eb ,
βt(e
−b − e−t, t, b) = 2−3e−t
(
e−b + e−t
)
e
3
2
(b+t) ,
γt(e
−b − e−t, t, b) = 2−1e−te(b+t)(e−b − e−t) .
Proposition 1.7 One can write
∂tE(r, t; 0, b;M) = A(r, t, b;M)F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+B(r, t, b;M)F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
,
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where
A(r, t, b;M) = α(r, t, b;M)β(r, t, b)
{
M + 2
(
1
2
−M
)
e−t
(
e−b + e−t
)
β2(r, t, b)
}
.
B(r, t, b;M) = 2e−tα(r, t, b;M)β3(r, t, b)
{
(e−b − e−t) +
(
e−b + e−t
)
γ(r, t, b)
}
.
Proof. Indeed, it is easily seen that
∂tE(r, t; 0, b;M) = α(r, t, b;M)β(r, t, b)
({
1− 2e−t
(
e−b + e−t
)
β2(r, t, b)
}
M
+e−t
(
e−b + e−t
)
β2(r, t, b)
)
F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+2e−tα(r, t, b;M)β3(r, t, b)
{
(e−b − e−t) +
(
e−b + e−t
)
γ(r, t, b)
}
×
(
1
2
−M
)2
F
(3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
= α(r, t, b;M)β(r, t, b)
(
M + 2
(
1
2
−M
)
e−t
(
e−b + e−t
)
β2(r, t, b)
)
×F
(1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+2e−tα(r, t, b;M)β3(r, t, b)
{
(e−b − e−t) +
(
e−b + e−t
)
γ(r, t, b)
}
×
(
1
2
−M
)2
F
(3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
and, consequently,
∂tE(r, t; 0, b;M)
= −21−2M
(
M −
1
2
)(
e−b + e−t
)
eM(b+t)−t
((
e−b + e−t
)2
− r2
)M− 3
2
×F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+
+4−MMeM(b+t)
((
e−b + e−t
)2
− r2
)M− 1
2
F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+4−M
(
1
2
−M
)2
eM(b+t)
 2e−t (e−b − e−t)
(e−b + e−t)
2
− r2
+
2e−t
(
e−b + e−t
) ((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)2

×
((
e−b + e−t
)2
− r2
)M− 1
2
F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
.
Proposition is proven. 
Corollary 1.8 The coefficients A(r, t, b;M) and B(r, t, b;M), explicitly written, are as follows
A(r, t, b;M) = 2−2MeM(b+t)
((
e−b + e−t
)2
− r2
)M− 3
2
×
[
M
((
e−b + e−t
)2
− r2
)
− (2M − 1)
(
e−b + e−t
)
e−t
]
,
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B(r, t, b;M) = 21−2M
(
1
2
−M
)2
eM(b+t)e−t
((
e−b + e−t
)2
− r2
)M− 5
2
×
[(
e−b − e−t
) (
e−b + e−t
)2
−
(
e−b − e−t
)
r2
+
(
e−b + e−t
) (
e−b − e−t
)2
−
(
e−b + e−t
)
r2
]
.
In particular,
Et(e
−b − e−t, t; 0, b;M) =
1
16
e
1
2
(b−t)
(
eb
(
1− 4M2
)
+
(
4M2 + 3
)
et
)
. (1.2)
Then, the following proposition will be used.
Proposition 1.9 For all t, b,M , b ≤ t, we have
2Er(e
−b − e−t, t; 0, b;M) + 2etEt(e
−b − e−t, t; 0, b;M)− et(4e−b−t)−
1
2 = 0 .
Proof. According to Proposition 1.4 and (1.2), we can write
2Er(e
−b − e−t, t; 0, b;M) + 2etEt(e
−b − e−t, t; 0, b;M)− et(4e−b−t)−
1
2
=
1
8
(4M2 − 1)
(
eb − et
)
eM(b+t)
(
e−b−t
)M− 1
2
+
1
8
eM(b+t)
(
e−b−t
)M− 1
2
(
eb
(
1− 4M2
)
+
(
4M2 − 1
)
et + 4et
)
− et(4e−b−t)−
1
2 = 0 .
Proposition is proven. 
Proposition 1.10 For all r, t, b,M , b ≤ t, we have
∂2tE(r, t; 0, b;M) = At(r, t, b;M)F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+C(r, t, b;M)F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
+D(r, t, b;M)F
(
5
2
−M,
5
2
−M ; 3; γ(r, t, b)
)
,
where
C(r, t, b;M) = A(r, t, b;M)γt(r, t, b)
(
1
2
−M
)2
+Bt(r, t, b;M) ,
D(r, t, b;M) =
1
2
(
3
2
−M
)2
B(r, t, b;M)γt(r, t, b) .
Proof. It can be verified by simple calculations. Proposition is proven. 
Corollary 1.11 The functions At(r, t, b;M), C(r, t, b;M), and D(r, t, b;M), explicitly written, are as follows
At(r, t, b;M)
= 4−MM2eM(b+t)
((
e−b + e−t
)2
− r2
)M− 1
2
−2−2M(2M − 1)eM(b+t)−b−2t
((
e−b + e−t
)2
− r2
)M− 3
2
[
2ebM − 2eb + 2Met − et
]
+22−2M
(
M −
1
2
)(
M −
3
2
)(
e−b + e−t
)2
eM(b+t)−2t
((
e−b + e−t
)2
− r2
)M− 5
2
,
C(r, t, b;M)
11
= −23−2M
(
1
2
−M
)2
MeM(b+t)−3b−t
((
e−b + e−t
)2
− r2
)M− 5
2 [
−e2br2 − e2b−2t + 1
]
−22−2M
(
1
2
−M
)2
e(M−5)(b+t)
((
e−b + e−t
)2
− r2
)M− 7
2
×
[
− 4Mr2e3b+3t − 4Mr2e4b+2t + 4Me2(b+t) − 4Me3b+t + 4Meb+3t − 4e4bM
+r4e4b+4t + 4r2e3b+3t − 2r2e2b+4t + 8r2e4b+2t − 8e2(b+t) − 4eb+3t + 3e4b + e4t
]
,
D(r, t, b;M)
= 23−2M
(
1
2
−M
)2 (
3
2
−M
)2
eM(b+t)−2t
((
e−b + e−t
)2
− r2
)M− 9
2
×
[
e−2br4 + 2r2e−2b−2t − 2e−4br2 − 2e−4b−2t + e−2b−4t + e−6b
]
.
Theorem 1.12 The function E(r, t; 0, b;M) solves the following equation
Ett(r, t; 0, b;M)− e
−2tErr(r, t; 0, b;M)−M
2E(r, t; 0, b;M) = 0 .
Proof. We have
Ett(r, t; 0, b;M)− e
−2tErr(r, t; 0, b;M)−M
2E(r, t; 0, b;M)
= I(r, t, b;M)F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+ J(r, t, b;M)F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
+Y (r, t, b;M)F
(
5
2
−M,
5
2
−M ; 3; γ(r, t, b)
)
,
where
I(r, t, b;M) = At(r, t, b;M)− e
−2tA˜(r, t, b;M)−M2α(r, t, b;M)β(r, t, b) ,
J(r, t, b;M) = C(r, t, b;M)− e−2tB˜(r, t, b;M) ,
Y (r, t, b;M) = D(r, t, b;M)− e−2tC˜(r, t, b;M) .
That is,
I(r, t, b;M) = 4−MM2eM(b+t)
((
e−b + e−t
)2
− r2
)M− 1
2
−2−2M (2M − 1)eM(b+t)−b−2t
((
e−b + e−t
)2
− r2
)M− 3
2
[
2ebM − 2eb + 2Met − et
]
+22−2M
(
M −
1
2
)(
M −
3
2
)(
e−b + e−t
)2
eM(b+t)−2t
((
e−b + e−t
)2
− r2
)M− 5
2
−e−2t
(
22−2M
(
M −
3
2
)(
M −
1
2
)
r2eM(b+t)
((
e−b + e−t
)2
− r2
)M− 5
2
− 21−2M
(
M −
1
2
)
eM(b+t)
((
e−b + e−t
)2
− r2
)M− 3
2
)
.
After simplification we obtain
I(r, t, b;M) = −4−M (1− 2M)2e(M−1)(b+t)
((
e−b + e−t
)2
− r2
)M− 3
2
.
Then
J(r, t, b;M) = 4−M
(
1
2
−M
)2
eM(b+t)
((
e−b + e−t
)2
− r2
)M− 1
2
12
×8e−2t
(
e−b + e−t
)2 ((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)3
+
8e−2t
(
e−b − e−t
) (
e−b + e−t
)(
(e−b + e−t)
2
− r2
)2 − 2e−2t
((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)2
−
2e−t
(
e−b + e−t
) ((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)2 + 2e−2t
(e−b + e−t)
2
− r2
−
2e−t
(
e−b − e−t
)
(e−b + e−t)
2
− r2
)
−22−2M
(
1
2
−M
)2(
M −
1
2
)(
e−b + e−t
)
eM(b+t)−t
×
((
e−b + e−t
)2
− r2
)M− 3
2
×
 2e−t (e−b − e−t)
(e−b + e−t)
2
− r2
+
2e−t
(
e−b + e−t
) ((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)2

+21−2M
(
1
2
−M
)2
MeM(b+t)
((
e−b + e−t
)2
− r2
)M− 1
2
×
 2e−t (e−b − e−t)
(e−b + e−t)
2
− r2
+
2e−t
(
e−b + e−t
) ((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)2

−e−2t
(
4−M
(
1
2
−M
)2
eM(b+t)
((
e−b + e−t
)2
− r2
)M− 1
2
×
8r2
((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)3 − 8r2(
(e−b + e−t)
2
− r2
)2+
+
2
((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)2 − 2
(e−b + e−t)
2
− r2

−22−2M
(
1
2
−M
)2(
M −
1
2
)
reM(b+t)
((
e−b + e−t
)2
− r2
)M− 3
2
×
2r
((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)2 − 2r
(e−b + e−t)
2
− r2

 .
After simplification we obtain
J(r, t, b;M) = −4−M(1 − 2M)2e(M−3)(b+t)
((
e−b + e−t
)2
− r2
)M− 5
2
×
[
2Mr2e2(b+t) + 4Meb+t − 2e2bM − 2Me2t − r2e2(b+t) − 6eb+t + e2b + e2t
]
.
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Then
Y (r, t, b;M) = 2−2M−1
(
1
2
−M
)2(
3
2
−M
)2
eM(b+t)
((
e−b + e−t
)2
− r2
)M− 1
2
×
 2e−t (e−b − e−t)
(e−b + e−t)
2
− r2
+
2e−t
(
e−b + e−t
) ((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)2

2
−
−2−2M−1
(
1
2
−M
)2(
3
2
−M
)2
eM(b+t)−2t
((
e−b + e−t
)2
− r2
)M− 1
2
×
2r
((
e−b − e−t
)2
− r2
)
(
(e−b + e−t)
2
− r2
)2 − 2r
(e−b + e−t)
2
− r2

2
.
In fact, we obtain
Y (r, t, b;M) = 23−2M
(
1
2
−M
)2(
3
2
−M
)2
e−2te(M−2)(b+t)
((
e−b + e−t
)2
− r2
)M− 9
2
×
[
−2r2e2t−2b + e2t−4b − 2e−2b + r4e2t − 2r2 + e−2t
]
.
Furthermore,
J(r, t, b;M)F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, b)
)
= J˜(r, t, b;M)Fz
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
,
Y (r, t, b;M)F
(
5
2
−M,
5
2
−M ; 3; γ(r, t, b)
)
= Y˜ (r, t, b;M)Fzz
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
,
where Fz (a, b; 1; z) :=
d
dzF (a, b; 1; z) and the following notations have been used
J˜(r, t, b;M) = J(r, t, b;M)
(
1
2
−M
)−2
,
Y˜ (r, t, b;M) = Y (r, t, b;M)2
(
1
2
−M
)−2(
3
2
−M
)−2
.
Hence
Ett(r, t; 0, b;M)− e
−2tErr(r, t; 0, b;M)−M
2E(r, t; 0, b;M)
= I(r, t, b;M)F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+ J˜(r, t, b;M)Fz
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+Y˜ (r, t, b;M)2Fzz
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
.
Next, if we denote
G(r, t, b;M) := 41−Me(M−1)(b+t)
(
(e−b + e−t)2 − r2
)M− 3
2 ,
then
I(r, t, b;M)F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+ J˜(r, t, b;M)Fz
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+Y˜ (r, t, b;M)Fzz
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
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= G(r, t, b;M)
{
γ(1− γ)Fzz
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
+
(
1−
(
1 + 2
(
1
2
−M
))
γ
)
Fz
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)
−
(
1
2
−M
)2
F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, b)
)}
,
since
G(r, t, b;M) =
I(r, t, b;M)
−
(
1
2 −M
)2 = J˜(r, t, b;M)(1− (2 ( 12 −M)+ 1) γ) = Y˜ (r, t, b;M)γ(1− γ) .
The hypergeometric function F
(
1
2 −M,
1
2 −M ; 1; z
)
solves the following equation
z(1− z)Fzz +
(
1−
(
2
(
1
2
−M
)
+ 1
)
z
)
Fz −
(
1
2
−M
)2
F = 0 .
Theorem is proven. 
1.2 The kernel function K1(r, t;M)
By definition
K1(r, t;M) := 4
−MeMt
(
(1 + e−t)2 − r2
)− 1
2
+M
F
(
1
2
−M,
1
2
−M ; 1;
(1− e−t)2 − r2
(1 + e−t)2 − r2
)
,
where t ≥ 0, r ∈ [0, 1− e−t], and M ∈ C. In fact,
K1(r, t;M) = E(r, t; 0, 0,M) ,
which simplifies the proof of many properties of this function since they are inherited from the kernel
E(z, t; 0, b,M).
Proposition 1.13 We have
2e−tK1r(φ(t), t;M) + 2K1t(φ(t), t;M)−K1(φ(t), t;M) = 0 for all t > 0 ,
K1r(0, t;M) = 0 for all t > 0 .
Proof. Due to Corollary 1.5, the derivative ∂zK1(z, t;M), explicitly written, is as follows
∂rK1(r, t;M) = 2
(
1
2
−M
)
r4−MeMt
(
(e−t + 1)2 − r2
)M− 3
2
[
F
(1
2
−M,
1
2
−M ; 1; γ(r, t, 0)
)
−
4e−t
(1 + e−t)2 − r2
(
1
2
−M
)
F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, 0)
)]
.
In particular, this proves the second equation of the proposition. Moreover, if r = φ(t) = 1− e−t, then
K1 r(1− e
−t, t;M) =
1
4
(
1
4
−M2
)
(1 − e−t)e
3
2
t .
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Then, due to Proposition 1.7 and Corollary 1.8, the derivative ∂tK1(z, t;M) is
∂tK1(r, t;M) = A(r, t, 0;M)F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, 0)
)
+B(r, t, 0;M)F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, 0)
)
,
where
A(r, t, 0;M) = 4−Me(M−2)t
((
e−t + 1
)2
− z2
)M− 3
2 (
−Me2tr2 +Me2t −M + et + 1
)
and
B(r, t, 0;M) = −41−M
(
1
2
−M
)2
e(M−3)t
(
e2t
(
r2 − 1
)
+ 1
)((
e−t + 1
)2
− r2
)M− 5
2
.
Hence,
K1t(r, t;M) = 4
−Me(M−2)t
((
e−t + 1
)2
− r2
)M− 3
2 (
−Me2tr2 +Me2t −M + et + 1
)
×F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, 0)
)
−41−M
(
1
2
−M
)2
e(M−3)t
(
e2t
(
r2 − 1
)
+ 1
)((
e−t + 1
)2
− r2
)M− 5
2
×F
(
3
2
−M,
3
2
−M ; 2; γ(r, t, 0)
)
.
In particular,
K1 t(1− e
−t, t;M) =
1
16
e−
1
2
t
((
4M2 + 3
)
et − 4M2 + 1
)
,
while
K1(1− e
−t, t;M) =
1
2
e
1
2
t .
This completes the proof of the proposition. 
Furthermore, the following proposition easily follows from Theorem 1.12.
Proposition 1.14 The function solves the following equation
K1 tt(r, t;M)− e
−2tK1 rr(r, t;M)−M
2K1(r, t;M) = 0 for all t > 0, 0 < r < t.
1.3 The kernel function K0(r, t;M)
The function K0(r, t;M) can be written as follows
K0(r, t;M) = −
[
∂
∂b
E(r, t; 0, b;M)
]
b=0
.
We consider K0(r, t;M) for r ∈ [0, 1− e
−t), and M ∈ C. We have
K0(φ(t), t;M) := lim
r→φ(t)
K0(r, t;M) = −
1
4
M2et
1
2 +
1
4
M2e
3
2
t −
3
16
e
1
2
t −
1
16
e
3
2
t . (1.3)
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Then
∂rK0(r, t;M) = K0 r(r, t;M)
=
1
(et ((r2 − 1) et + 2)− 1)
2 4
−M (2M − 1)reMt
(
(1 + e−t)2 − r2
)M− 3
2
×
{[
Mr4e4t + 2Mr2e3t − 2Mr2e4t + 2Met − 2Me3t +Me4t −M − 3r2e2t
+r2e3t + et − 3e2t − e3t + 3
]
F
(
1
2
−M,
1
2
−M ; 1; γ(r, t, 0)
)
−
2r4e5t + 12r2e3t − 4r2e5t − 14et + 12e3t + 2e5t
et ((r2 − 1) et − 2)− 1
F
(
1
2
−M,
3
2
−M ; 1; γ(r, t, 0)
)}
.
Thus,
K0 r(φ(t), t;M) := lim
r→φ(t)
K0 r(r, t;M) = −
1
16
M4e
1
2
t +
1
8
M4e
3
2
t −
1
16
M4e
5
2
t −
7
32
M2e
1
2
t (1.4)
+
1
16
M2e
3
2
t +
5
32
M2e
5
2
t +
15
256
e
1
2
t −
3
128
e
3
2
t −
9
256
e
5
2
t .
Similarly,
K0 t(r, t;M)
=
4−Me(M−2)t
(
−r2 + e−2t + 2e−t + 1
)M− 3
2
(et ((r2 − 1) et + 2)− 1)
2
×
{[
M2r6e6t −M2r4e4t + 2M2r4e5t −M2r4e6t −M2r2e2t + 2M2r2e4t
−M2r2e6t − 2M2et −M2e2t + 4M2e3t −M2e4t − 2M2e5t +M2e6t +M2 −Mr4e4t
−Mr4e6t + 2Mr2e2t − 12Mr2e4t + 2Mr2e6t +Me2t +Me4t −Me6t −M − r2e3t
+6r2e4t − r2e5t + et − 2e3t + e5t
]
F
(
1
2
−M,
1
2
−M ; 1;
(1− e−t)
2
− r2
(e−t + 1)
2
− r2
)
−
1
et ((r2 − 1) et − 2)− 1
[
4Mr4e5t + 4Mr4e7t − 8Mr2e3t + 48Mr2e5t
−8Mr2e7t + 4Met − 4Me3t − 4Me5t + 4Me7t − 2r4e5t − 2r4e7t + 4r2e3t
−24r2e5t + 4r2e7t − 2et + 2e3t + 2e5t − 2e7t
]
F
(
1
2
−M,
3
2
−M ; 1;
(1− e−t)
2
− r2
(e−t + 1)
2
− r2
)}
and
K0 t(φ(t), t;M) := lim
r→φ(t)
K0 t(r, t;M) (1.5)
=
1
16
M4e−
1
2
t −
1
8
M4e
1
2
t +
1
16
M4e
3
2
t
+
7
32
M2e−
1
2
t −
3
16
M2e
1
2
t +
7
32
M2e
3
2
t +
15
256
e−
1
2
t −
9
128
e
1
2
t −
15
256
e
3
2
t .
Proposition 1.15 For all M we have
K0 r(0, t;M) = 0, for all t > 0,
K0 tt(r, t;M)− e
−2tK0 rr(r, t;M)−M
2K0(r, t;M) = 0 for all t > 0, r ∈ [0, 1− e
−t] ,(
1
4
−M2
)
e
t
2 − 2e−tK0(φ(t), t;M) + 4e
−2tK0 r(φ(t), t;M) + 4e
−tK0 t(φ(t), t;M) = 0 .
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Proof. The first and second statements follow from the corresponding ones for the function E. Then,
according to (1.3), (1.4), and (1.5), we have
−2e−tK0(φ(t), t;M) + 4e
−2tK0 s(φ(t), t;M) + 4e
−tK0 t(φ(t), t;M)
= −2e−t
[
−
1
4
M2et
1
2 +
1
4
M2e
3
2
t −
3
16
e
1
2
t −
1
16
e
3
2
t
]
+4e−2t
[
−
1
16
M4e
1
2
t +
1
8
M4e
3
2
t −
1
16
M4e
5
2
t −
7
32
M2e
1
2
t
+
1
16
M2e
3
2
t +
5
32
M2e
5
2
t +
15
256
e
1
2
t −
3
128
e
3
2
t −
9
256
e
5
2
t
]
+4e−t
[
1
16
M4e−
1
2
t −
1
8
M4e
1
2
t +
1
16
M4e
3
2
t
+
7
32
M2e−
1
2
t −
3
16
M2e
1
2
t +
7
32
M2e
3
2
t −
15
256
e−
1
2
t −
9
128
e
1
2
t −
15
256
e
3
2
t
]
= −
(
1
4
−M2
)
e
t
2 .
This proves the last statement. Proposition is proven. 
2 Proof of Theorem 0.1
The proof is straightforward; we just substitute the function u = u(t, x) (0.11) into equation (0.12) and then
check the initial conditions. In order to make proof more transparent we split it into three independent
cases.
Case of (ϕ1) In this case set f(t, x) = 0, ϕ0(x) = 0. Henceforth we suppress the subindex ϕ1 of vϕ1 . We
have
1
2
u(x, t) =
∫ φ(t)
0
v(x, s)K1(s, t;M) ds, x ∈ R
n, t > 0 ,
and consider the derivative
1
2
∂2t u(x, t)
= −e−tv(x, φ(t))K1(φ(t), t;M) + e
−2tvt(x, φ(t))K1(φ(t), t;M) + e
−2tv(x, φ(t))K1s(φ(t), t;M)
+2e−tv(x, φ(t))K1t(φ(t), t;M) +
∫ φ(t)
0
v(x, s)K1tt(s, t;M) ds .
According to the choice (0.10) of the function v, we have
1
2
A(x, ∂x)u(x, t) =
∫ φ(t)
0
A(x, ∂x)v(x, s)K1(s, t;M) ds =
∫ φ(t)
0
vtt(x, s)K1(s, t;M) ds .
Now we take into account (0.10), that is vt(x, 0) = 0, and the second statement K1s(0, t;M) = 0 of Propo-
sition 1.13. Hence we have
1
2
A(x, ∂x)u(x, t) = vt(x, φ(t))K1(φ(t), t;M)− v(x, φ(t))K1s(φ(t), t;M) +
∫ φ(t)
0
v(x, s)K1ss(s, t;M) ds.
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Due to Proposition 1.13 and Proposition 1.14 we can write
∂2t u(x, t)− e
−2tA(x, ∂x)u(x, t)−M
2u(x, t)
= 2e−tv(x, φ(t))
(
−K1(φ(t), t;M) + 2e
−tK1s(φ(t), t;M) + 2K1t(φ(t), t;M)
)
+2
∫ φ(t)
0
v(x, s)
(
K1tt(s, t;M) ds− e
−2tK1ss(s, t;M) ds−M
2K1(s, t;M)
)
ds .
This competes the proof of the case (ϕ1). Similarly, we consider the next case.
Case of (ϕ0) In this case we set f(t, x) = 0, ϕ1(x) = 0, then (0.11) reads
u(x, t) = e
t
2 vϕ0(x, φ(t)) + 2
∫ φ(t)
0
vϕ0(x, s)K0(s, t;M) ds .
From now on we skip subindex ϕ0 of vϕ0 . For the first and second-oder derivatives we have
∂tu(x, t) =
1
2
e
t
2 v(x, φ(t)) + e−
t
2 vt(x, φ(t))
+ 2e−tv(x, φ(t))K0(φ(t), t;M) + 2
∫ φ(t)
0
v(x, s)K0 t(s, t;M) ds ,
and
∂2t u(x, t) =
1
4
e
t
2 v(x, φ(t)) + e−
3t
2 vtt(x, φ(t))
−2e−tv(x, φ(t))K0(φ(t), t;M) + 2e
− 3t
2 vt(x, φ(t))K0(φ(t), t;M)
+2e−
3t
2 v(x, φ(t))K0 s(φ(t), t;M) + 2e
−tv(x, φ(t))K0 t(φ(t), t;M)
+ 2e−tv(x, φ(t))K0 t(φ(t), t;M) + 2
∫ φ(t)
0
v(x, s)K0 tt(s, t;M) ds ,
respectively, while
A(x, ∂x)u(x, t) = e
t
2A(x, ∂x)v(x, φ(t)) + 2
∫ φ(t)
0
vtt(x, s)K0(s, t;M) ds .
Consider the last integral; using twice integration by parts and the choice of function v, we obtain∫ φ(t)
0
vss(x, s)K0(s, t;M) ds = vs(x, φ(t))K0(φ(t), t;M)− v(x, φ(t))K0 s(φ(t), t;M)
+v(x, 0)K0 s(0, t;M) +
∫ φ(t)
0
v(x, s)K0 ss(s, t;M) ds .
Since K0 s(0, t;M) = 0, we obtain
A(x, ∂x)u(x, t) = e
t
2 vtt(x, φ(t)) + 2vt(x, φ(t))K0(φ(t), t;M) − 2v(x, φ(t))K0 s(φ(t), t;M)
+2
∫ φ(t)
0
v(x, s)K0 ss(s, t;M) ds .
Hence
∂2t u(x, t)− e
−2tA(x, ∂x)u(x, t)−M
2u(x, t)
= v(x, φ(t))
[(
1
4
−M2
)
e
t
2 − 2e−tK0(φ(t), t;M) + 2e
−2tK0 s(φ(t), t;M)
+2e−tv(x, φ(t))K0 t(φ(t), t;M) + 2e
−tK0 t(φ(t), t;M) + 2e
−2tK0 s(φ(t), t;M)
]
+2
∫ φ(t)
0
v(x, s)
[
K0 tt(s, t;M) ds− e
−2tK0 ss(s, t;M) ds−M
2K0(s, t;M)
]
ds .
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Then we use Proposition 1.15, which completes the proof of the case of (ϕ0).
Case of (f) Similarly, we set ϕ0(x) = 0, ϕ1(x) = 0, then (0.11) reads
u(x, t) = 2
∫ t
0
db
∫ e−b−e−t
0
v(x, r; b)E(r, t; 0, b;M) dr .
For the first and second-order derivatives we obtain
1
2
∂tu(x, t) = e
−t
∫ t
0
v(x, e−b − e−t; b)E(e−b − e−t, t; 0, b;M) db
+
∫ t
0
db
∫ e−b−e−t
0
v(x, r; b)Et(r, t; 0, b;M) dr
and
1
2
∂2t u(x, t) = −e
−t
∫ t
0
v(x, e−b − e−t; b)E(e−b − e−t, t; 0, b;M) db
+e−tv(x, 0; t)E(0, t; 0, t;M)
+e−2t
∫ t
0
vt(x, e
−b − e−t; b)E(e−b − e−t, t; 0, b;M) db
+e−2t
∫ t
0
v(x, e−b − e−t; b)Er(e
−b − e−t, t; 0, b;M) db
+2e−t
∫ t
0
v(x, e−b − e−t; b)Et(e
−b − e−t, t; 0, b;M) db
+
∫ t
0
db
∫ e−b−e−t
0
v(x, r; b)Ett(r, t; 0, b;M) dr
respectively. On the other hand, due to the definition of the kernel E, Lemma 1.3, and (1.1), we obtain
E(e−b − e−t, t; 0, b;M) =
1
2
e
1
2
(b+t) , E(0, t; 0, t;M) =
1
2
et . (2.1)
Hence, since v(x, 0; t) = f(x, t), we have
1
2
∂2t u(x, t) = −e
−t
∫ t
0
v(x, e−b − e−t; b)(4e−b−t)−
1
2 db +
1
2
f(x, t)
+e−2t
∫ t
0
vt(x, e
−b − e−t; b)(4e−b−t)−
1
2 db
+e−2t
∫ t
0
v(x, e−b − e−t; b)Er(e
−b − e−t, t; 0, b;M) db
+2e−t
∫ t
0
v(x, e−b − e−t; b)Et(e
−b − e−t, t; 0, b;M) db
+
∫ t
0
db
∫ e−b−e−t
0
v(x, r; b)Ett(r, t; 0, b;M) dr .
Then, taking into account (0.9), we have
1
2
A(x, ∂x)u(x, t) =
∫ t
0
db
{
vr(x, e
−b − e−t; b)E(e−b − e−t, t; 0, b;M)
−vr(x, 0; b)E(0, t; 0, b;M)−
∫ e−b−e−t
0
vr(x, r; b)Er(r, t; 0, b;M) dr
}
.
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The definition of v, (0.11), and (2.1) imply
1
2
A(x, ∂x)u(x, t) =
∫ t
0
db
{
vt(x, e
−b − e−t; b)(4e−b−t)−
1
2 −
∫ e−b−e−t
0
vr(x, r; b)Er(r, t; 0, b;M) dr
}
.
Hence
1
2
(
∂2t u(x, t)− e
−2tA(x, ∂x)u(x, t)−M
2u(x, t)
)
= −e−t
∫ t
0
v(x, e−b − e−t; b)(4e−b−t)−
1
2 db+
1
2
f(x, t)
+e−2t
∫ t
0
v(x, e−b − e−t; b)Er(e
−b − e−t, t; 0, b;M) db
+2e−t
∫ t
0
v(x, e−b − e−t; b)Et(e
−b − e−t, t; 0, b;M) db
+e−2t
∫ t
0
db
∫ e−b−e−t
0
vr(x, r; b)Er(r, t; 0, b;M) dr
+
∫ t
0
db
∫ e−b−e−t
0
v(x, r; b)
{
Ett(r, t; 0, b;M)−M
2E(r, t; 0, b;M)
}
dr .
On the other hand, the integration by parts leads to∫ t
0
db
∫ e−b−e−t
0
vr(x, r; b)Er(r, t; 0, b;M) dr
=
∫ t
0
db
{
v(x, e−b − e−t; b)Er(e
−b − e−t, t; 0, b;M)− v(x, 0; b)Er(0, t; 0, b;M)
−
∫ e−b−e−t
0
v(x, r; b)Err(r, t; 0, b;M) dr
}
.
Then we use Proposition 1.4. Consequently,∫ t
0
db
∫ e−b−e−t
0
vr(x, r; b)Er(r, t; 0, b;M) dr
=
∫ t
0
db
{
v(x, e−b − e−t; b)Er(e
−b − e−t, t; 0, b;M)−
∫ e−b−e−t
0
v(x, r; b)Err(r, t; 0, b;M) dr
}
.
Thus,
1
2
(
∂2t u(x, t)− e
−2tA(x, ∂x)u(x, t)−M
2u(x, t)
)
= f(x, t)
1
2
− e−t
∫ t
0
v(x, e−b − e−t; b)(4e−b−t)−
1
2 db
+e−2t
∫ t
0
v(x, e−b − e−t; b)Er(e
−b − e−t, t; 0, b;M) db
+2e−t
∫ t
0
v(x, e−b − e−t; b)Et(e
−b − e−t, t; 0, b;M) db
+e−2t
∫ t
0
dbv(x, e−b − e−t; b)Er(e
−b − e−t, t; 0, b;M)
+
∫ t
0
db
∫ e−b−e−t
0
v(x, r; b)
{
Ett(r, t; 0, b;M)− e
−2tErr(r, t; 0, b;M)−M
2E(r, t; 0, b;M)
}
dr .
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Now we apply Theorem 1.12 to the last integral and obtain
1
2
(
∂2t u(x, t)− e
−2tA(x, ∂x)u(x, t)−M
2u(x, t)
)
=
1
2
f(x, t) + e−2t
∫ t
0
v(x, e−b − e−t; b)
×
{
2Er(e
−b − e−t, t; 0, b;M) + 2etEt(e
−b − e−t, t; 0, b;M)− et(4e−b−t)−
1
2
}
db .
Proposition 1.9 completes the proof of this case. It is easy to check the initial conditions. Theorem 0.1 is
proven. 
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