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ABSTRACT
The aim of this paper is to introduce a consistent velocity smoothing method for
smoothed particle hydrodynamics (SPH). First the locally averaged Navier-Stokes
equations are derived in a mathematically rigorous way to demonstrate the "missing"
turbulent stress in standard SPH formulations. It is then shown that with a proper
choice of velocity smoothing, SPH and large eddy simulation (LES) equivalently
solve the same set of filtered equations that require closure approximations. The only
difference between SPH and LES, as demonstrated in this paper is the representation
of governing equations; for the former the equations are in integro-differential form
whereas for the latter they are in differential form. One direct consequence of this
equivalence between SPH and LES is that turbulence modeling techniques originally
developed for LES can easily be adopted into this version of SPH.
Our representation of the sub-grid stress tensor in integral form will provide in-
sight into alternative approaches for dealing with turbulence modeling. Although the
use of the Smagorinsky model is the common practice for turbulence modeling in
LES, it will be shown that for SPH the most natural choice is to use approximate de-
convolution methods. The other particularly fundamental consequence of our choice
of velocity smoothing is that the resulting filtered equations are nonconservative in
nature and a correct Lagrangian cannot be easily constructed.
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I NTRODUCT ION 2
1 I NTRODUCT ION
Smoothed particle hydrodynamics (SPH), pioneered by J.J. Monaghan, has become
a popular particle method across many fields of science such as astrophysics, contin-
uum fluid and solid mechanics, computer graphics e.t.c. The core elements of SPH
can be found in Monaghan [1], Price [2]. In this paper, the locally averaged contin-
uum equations are first derived rigorously with emphasis on the consistent way of
smoothing the velocity field and how to move the SPH particle.
As observed by Monaghan [3, 4, 5], for high speed flows there are regions where
SPH particles could stream through each other. In a continuum simulation this kind
of behavior is unphysical as it implies multi-valued local velocity fields. A stan-
dard remedy for this is to artificially increase the viscosity which may lead to over-
dissipation. The version of SPH to be presented in this paper is based on the principle
that each fluid particle moves with a smoothed velocity so that counter-streaming is
prevented. Furthermore, the filtering provides another advantage that local fluctua-
tions are filtered out hence the local disorder is reduced. As it will be shown later on,
the model does not conserve energy exactly. Another important feature is that the
filtered conservation laws are consistent with those of explicit LES.
A feature of the proposed model is that the presence of the sub-particle stress
(SPS) tensor should account for the effect of small scale motion on the smoothed
flow fields. The SPH version of the SPS tensor is presented in integral form and
when transformed into differential form it reduces to the sub-grid stress (SGS) tensor
of LES.
The discussion in this paper will proceed as follows. A filtering integral transform
(FIT) is proposed. By applying the FIT to the continuum compressible Navier-Stokes
equations (CNSEs) a set of smoothed or filtered equations consistent with those of
explicit LES is derived. Finally, we discuss the procedure for turbulence modeling
in a particle system by studying conditions under which the local fluctuations can be
neglected. Numerical aspects of model will be presented elsewhere.
2 THEORET ICAL DEVELOPMENT
First, we consider the Lagrangian form of compressible Navier-Stokes equations
(CNSEs) for a continuum.
dρ
dt
= −ρ∇ · u (2.1)
ρ
du
dt
= −∇p+∇ · σ+ ρb (2.2)
κs
dp
dt
= −∇ · u+ γα∇ · (κs∇p) −α∇ ·
(
1
ρ
∇ρ
)
+
β
ρcp
Φ (2.3)
where u is the fluid velocity, ρ is fluid mass-density, p is the pressure, σ is viscous
stress tensor, S is the strain rate tensor, Φ = σ : S is the viscous dissipation, α is the
thermal diffusivity, β is the volumetric thermal expansivity, cp is the specific heat
capacity at constant pressure, cv is the specific heat capacity at constant volume, γ =
cp/cv = KS/KT is the adiabatic index. Here, KS is the adiabatic incompressibility
modulus and KT is the isothermal incompressible modulus. For water and air, γ
is 7.0 and 1.4 respectively. We further assume that the adiabatic incompressibility
modulus varies linearly with pressure so that
KS = KS,0 + p ≡ 1
κs
(2.4)
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For an ideal gas, it then follows that KS is given by,
KS = γKT = −γv
(
∂p
∂v
)
T
= γp (2.5)
meaning that for an ideal gas, KS,0 = 0. For gases and liquids in general, we have
that the incompressibility modulus under standard conditions KS,0 is related to the
standard speed of sound c0 as KS,0 = ρ0c20.
For a Newtonian fluid, the Cauchy stress tensor τ can be expressed in terms of a
deviatoric stress and a normal stress as
τ = −p1+ σ = −p1+ νρ(∇u+∇uT − 2d∇ · u1) (2.6)
where ν is the kinematic viscosity and d is the space dimension. Note that the Stokes
hypothesis for a zero bulk viscosity has been assumed for simplicity.
These PDEs are valid over a continuum where the fluid variables are assumed to
be smooth and continuous.
2.1 Filtering problem
Given the continuum or disordered field{ρ(r), p(r), u(r)} defined on a domain Ω,
compute local average fields {〈ρh(r)〉, 〈ph(r)〉, u˜h(r)} that faithfully represent the
behavior of the disordered field on scales above some, user defined, filter length (here
denoted h) and which truncates scales smaller than O(h).
The main goal is to transform the governing equations (2.1), (2.2) and (2.3) into
integro-differential equations. After this transformation, we can then invoke a parti-
cle discretization by replacing integrals with summations; we then obtain our version
of SPH which are a set of ordinary differential equations in time. On the other hand,
if the integro-differential are now transformed into partial differential equations, we
obtain the governing equations for LES thereby establishing the equivalence between
the SPH and LES approaches.
2.2 Local Averaging
In order to derive the conservation laws for a discrete fluid, we need locally aver-
aged variables. Using ideas of distribution theory, physical attributes of the material
elements of the discrete fluid such as mass density, linear momentum density, and ve-
locity are replaced by local mean variables obtained by averaging the point variables
over small local regions (test spaces) containing many material elements but are still
small compared with the scale of macroscopic variation from point to point within
the system, Jackson [6].
In science and engineering, in order to measure the amount of a physical quantity
such as temperature at a single point, one needs a probe which can extract data only
from that single point of interest in space. Since this is not possible practically,
there is no way we can correlate the experimental data with theoretical predictions.
Therefore, a true macroscopic quantity is by necessity an average over some spatial
region surrounding the continuum point where it is nominally defined, Admal et
al. [7].
Consider a function T(r) as representing a value of the physical variable at a par-
ticular point r in space. Is this a realistic thing to do? What can we measure?
Suppose T(r) represents temperature at a point r in a room Ω. The temperature
can be measured with a thermometer by placing the bulb at the point r. Unlike the
point, the bulb has nonzero size, so what the thermometer actually measures is the
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mean temperature over a small region of space Ω(r) ∈ Ω ⊂ Rn. So really, the
thermometer measures
w 7→
∫
Ω(r)
T(r)w(r)d3r (2.7)
where w(r) is a test function representing the properties of the probe and its length
scale. Physicallyw(r) depends on the nature of the thermometer or probe and where
you place it. The test function w(r) will tend to be "concentrated" near the location
of the thermometer bulb or probe and nearly zero once you are sufficiently far away
from the bulb. To say this is an average requires that ∀r ∈ Ω(r) ⊂ Ω;
(i) semi-positive definiteness
w(r) > 0 (2.8)
So that a positive measure e.g mass density will have a local average that is
likewise a positive measure.
(ii) completeness ∫
Ω(r)
w(r)dnr = 1 (2.9)
This condition ensures that the correct macroscopic or continuum quantity is
obtained when the corresponding locally averaged quantity is uniform.
So it would be more meaningful to discuss things like the value of T about a point,
w 7→ T(w) than things like the value of T at a point, r 7→ T(r).
Definition 2.1 (fluid domain). Let Ω ⊆ Rn be an open set bounded by a smooth
surface ∂Ω. IfΩ is supposed to be "filled with a fluid" such that the mass-density
ρ(r) > 0, ∀r ∈ Ω (2.10)
then we callΩ a fluid domain.
Definition 2.2 (smoothness and compactness). A real-valued function is said to be
smooth if it is infinitely differentiable. Letw be a smooth and compact function over
the test space. We then write w ∈ C∞c (Ω(r)).
Definition 2.3 (Test Space). Let Ω ⊂ Rn be a given body. For a target particle
located at r, we denote its test space asΩh(r) bounded by a test surface ∂Ω(r). The
test space is thus the domain of influence of the target particle.
Ωh(r) =
{
r, r′ ∈ Rd∣∣ wh(r− r′) > 0, ||r− r′|| 6 κh , κ ∈ R+} (2.11)
2.3 Invertibility of operators
A linear operator Cˆh has a left inverse Lˆh if LˆhCˆh = 1ˆ and a right inverse Rˆh if
CˆhRˆh = 1ˆ. Furthermore, if both exist, we have that
Lˆh = Lˆh1ˆ =
(
LˆhCˆh
)
Rˆh = 1ˆRˆh = Rˆh (2.12)
which is very useful for infinite dimensional vector spaces. Therefore, if an operator
has both a left and a right inverse, then the left inverse is the same as the right inverse
and we say that the operator is invertible.
A left inverse exists if the action of the operator on some input vector does not re-
sult in irreparable damage so that whatever remains still contains enough information
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that some linear operator Lˆh can restore our original input vector and give back the
identity operator. This condition of irreparable damage i.e. not losing information is
asking whether the operator Cˆh is injective. There exists a left inverse if and only if
Cˆh is injective.
For the right inverse to exist, the situation is dual to that of the left inverse; a right
inverse exists if Cˆh is surjective.
In particular, if Cˆh is an operator in a finite dimensional space V i.e. dimV <∞
then the following is true.
Cˆhis injective⇐⇒ Cˆhis surjective⇐⇒ Cˆhis invertible (2.13)
Cˆh is surjective if and only if Cˆh is injective because failure to be injective and
failure to be surjective are both equivalent to loss of information. This can be seen
from the dimension formula for a finite vector space
dimV = dim
(
nullCˆh
)
+ dim
(
rangeCˆh
)
(2.14)
It is clear that if dim
(
nullCˆh
)
= 0, then dim
(
rangeCˆh
)
is the whole vector space.
Furthermore, if dim
(
nullCˆh
) 6= 0, then dim (rangeCˆh) is not the whole vector
space.
The equivalence (2.14) breaks down if the vector space is infinite dimensional. For
infinite dimensional vector spaces injectivity and surjectivity are not equivalent since
each can fail independently.
Cˆhis invertible⇐⇒ Cˆhis injective and surjective (2.15)
In the discussions that follow, we are going to assume that the convolution operator
Cˆh is invertible and arbitrary.
2.4 Resolution of Identity
Position states for describing the continuum mechanics of material elements or fluid
particles moving in an n-dimensional space r, r′ ∈ Ωh(r) ⊂ Rn are defined as
follows
position basis state : |r〉 ≡ |x,y, z〉, ∀x,y, z ∈ R (2.16)
where the label r = r(t) in the ket is the position of a material element or its trajectory.
Since particle trajectories are continuous and we position states |r〉 for all r to form a
basis, we are dealing with a non-denumerable or infinite basis. Therefore the ket is a
vector in infinite dimensional vector space of states of the theory. The | 〉 enclosing
the label of the position eigenstates plays a crucial role: it helps us to see that that
object lives in an infinite dimensional vector space. Basis states with different values
of r are different vectors in the state space. The inner product must be defined, so we
take
〈r|r′〉 = δ(r− r′) ≡ δ(x− x′)δ(y− y′)δ(z− z′), ∀x,y, z ∈ R (2.17)
It then follows that position states with different positions are orthogonal to each
other. The norm of position states is infinite: 〈r|r〉 = δ(0) = ∞, so these are not
allowed states of particles. This also implies that no two fluid particles can occupy
the same position at the same time.
We visualize the state |r〉 as the state of a fluid particle perfectly localized at posi-
tion r, but this is just an idealization.
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Normalizable states can be easily constructed by using superposition of position
states using the completeness relation or resolution of identity∫
Ωh(r)
|r′〉〈r′|dΩ(r′) = 1ˆ (2.18)
which is consistent with the inner product (2.17). At this point we introduce a new
state vector describing the mass density of a fluid particle
mass density state: |ρ〉, ρ > 0 onΩh(r) (2.19)
To project operators into function space we simply take an overlap of the coordinate
basis state 〈r| with the state |ρ〉 yielding the value of the real-valued function ρ at
position r; namely
ρ(r) = 〈r|ρ〉 ∈ R (2.20)
3 F I LTER ING INTEGRAL TRANSFORM (F I T )
The convolution or filtering problem can be stated formally as follows: Given the
continuum field{ρ(r), p(r), u(r)} defined on a domain Ω, compute local approx-
imations {〈ρh(r)〉, 〈ph(r)〉, u˜h(r)} which faithfully represent the behavior of the
continuum field on scales above some, user defined, filter length (here denoted h)
and which truncates scales smaller than O(h).
Standard SPH is based upon the fundamental principle that any fieldΦ : Ωh(r)→
R can be expressed by an integral interpolant 〈Φh(r)〉 :=
∫
Ωh(r)
Φ(r′)wh(r −
r′)dνr′. However, following the discussion from the previous section, if the particles
are uniformly distributed locally and the kernel support does not intersect the domain
boundaries, the local approximation becomes 〈Φh(r)〉 = Φ(r) + O(h2) meaning
SPH is second order accurate. The integral interpolant then assumes the standard
form and constitutes the most fundamental principle asΦ(r) =
∫
Ωh(r)
Φ(r′)wh(r−
r′)dνr′+O(h2). Formally, this is called zeroth order deconvolution which results in
second order accuracy when bell-shaped convolution filters are used. Unfortunately,
the local particle distribution is no longer uniform, particles get disordered during
the evolution of a system. Therefore, error estimation becomes a very challenging
task.
In this section, we demonstrate that application of the FIT to the CNSEs leads to
a version SPH that is consistent with explicit LES. The concept of local fluctuations
and the relation with local uniformity of particle distribution is discussed. The sec-
tion concludes by stressing the implications of the choice of velocity smoothing on
the complexity of the mathematical structure of the smoothed CNSEs.
Assuming that the convolution operator Cˆh : L2(Ωh) → L2(Ωh) is invertible.
Then, in operator form, the action of this operator on an input state |ρ〉 yields a new
state given by
|ρ¯h〉 = Cˆh|ρ〉 (3.1)
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Cˆh
|ρ〉 |ρ¯h〉
Figure 1: Convolution process. The output state |ρ¯h〉 acquires the smoothness property of
the convolution operator as well as scale-dependence.
The above result can be pictured in function space by multiplying from the left by
the bra vector 〈r| and inserting a complete set of states as follows
〈r|ρ¯h〉 = 〈r|Cˆh1ˆ|ρ〉
= 〈r|Cˆh
∫
Ωh(r)
|r′〉〈r′|dΩ(r′)|ρ〉
=
∫
Ωh(r)
〈r|Cˆh|r′〉〈r′|ρ〉dΩ(r′)
〈ρh(r)〉 =
∫
Ωh(r)
ρ(r′)wh(r− r′)dΩ(r′) (3.2)
where 〈r|ρ¯h〉 = 〈ρh(r)〉 is the the smoothed or filtered mass density. The convo-
lution filter is defined as the "matrix element" of the convolution operator Cˆh, i.e.
wh(r− r′) := 〈r|Cˆh|r′〉.
Similar results can be obtained for the momentum density and pressure. With
brevity, we present these in the following proposition.
Proposition 3.1 (FIT for fluids). Let Ωh(r) be a locally compact space within the
fluid domain Ω. Then the filtered mass density, momentum density and pressure are
given by the FIT; for each wh ∈ C∞c (Ωh)
〈ρh(r)〉 =
∫
Ωh(r)
ρ(r′)wh(r− r′)dΩ(r′) (3.3)
〈ρh(r)〉u˜h(r) =
∫
Ωh(r)
ρ(r′)u(r′)wh(r− r′)dΩ(r′) (3.4)
〈ph(r)〉 =
∫
Ωh(r)
p(r′)wh(r− r′)dΩ(r′) (3.5)
The smoothed field {〈ρh(r)〉, 〈ph(r)〉, u˜h(r)} represent the interaction of fluid
particles located at r, r′ ∈ Ωh(r). Furthermore, the choice of the velocity smooth-
ing here arises from the physical consideration that the smoothed velocity u˜h :=
〈Ph〉/〈ρh〉 where P is the momentum density.
3.1 Effect of the convolution operator: geometrical analysis
In the SPH method it is well known that the most important element of the method is
the convolution kernel. Here, a criteria for measuring the effect of this convolution
kernel through a geometrical analysis is presented.
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|ρ〉
|ρ¯h
〉 =
Cˆh
|ρ〉
U|ρ〉
|ρ⊥h 〉
Figure 2: The mass density state |ρ〉 and the subspace U|ρ〉 generated by it. The effect of the
convolution operator is to shift the mass density state |ρ〉 into a new vector subspace
spanned by the deformed state |ρ¯h〉. The norm of the orthogonal complement |ρ⊥〉
is the error in resolving identity using a convolution operator.
Figure 2 demonstrates the effect of the convolution operator. Consider the vector
subspace U|ρ〉 generated or spanned by the state |ρ〉. When the convolution operator
Cˆh acts on the undeformed state |ρ〉 the output is a deformed state |ρ¯h〉 that is shifted
in a different direction due to the fact that |ρ〉 is not an eigenstate of the convolution
operator. If we define an orthogonal projector to the vector subspace U|ρ〉
PˆU|ρ〉 :=
|ρ〉〈ρ|
〈ρ|ρ〉 (3.6)
Then an orthogonal projection of the state |ρ¯h〉 onto U|ρ〉 yields
PˆU|ρ〉 |ρ¯h〉 =
〈ρ|ρ¯h〉
〈ρ|ρ〉 |ρ〉 (3.7)
which is the component of the deformed state |ρ¯h〉 along the undeformed state |ρ〉.
The orthogonal complement state |ρ⊥h 〉 spans the subspace U⊥|ρ〉 and is given by
|ρ⊥h 〉 = |ρ¯h〉−
〈ρ|ρ¯h〉
〈ρ|ρ〉 |ρ〉 (3.8)
We then claim that the error or uncertainty in approximating identity using the con-
volution operator is given by the norm of the perpendicular state.
∆Cˆh(ρ)
2 = 〈ρ⊥h |ρ⊥h 〉 = 〈ρ¯h|ρ¯h〉−
|〈ρ|ρ¯h〉|2
〈ρ|ρ〉 (3.9)
Thus a good convolution operator (kernel) is one that minimizes the error ∆Cˆh(ρ).
It is important to also note that in the continuum limit this error is zero as the convo-
lution operator becomes identical to the identity operator. However, for any practical
convolution operator (kernel) this error is non-zero. Therefore this gives us a mea-
sure of how well a convolution operator approximates identity, or equivalently, how
well a convolution kernel approximates the Dirac-delta function.
In function space (3.9) is expressed as
∆Cˆh(ρ)
2 =
∫
Ω
|〈ρh(r′)〉|2dΩ(r′) −
|
∫
Ω ρ(r
′)〈ρh(r′)〉dΩ(r′)|2∫
Ω |ρ(r
′)|2dΩ(r′)
(3.10)
For spherically symmetric convolution kernels, a Taylor expansion of ρ(r′) about r′
shows that the error is of second order ∆Cˆh(ρ) ≡ O(h2). Clearly, minimizing this
error is thus fundamental for better approximation of the resolution of identity using
a convolution operator (kernel).
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4 APPL ICAT ION OF F I T
Our choice of the filtering procedure defined by proposition 3.1 is to derive a set of
integro-differential equations that are in principle "equivalent" to the filtered equa-
tions of explicit LES. Therefore, well established techniques such as turbulence of
sub-grid stress tensors in the LES context can be applied to this version of SPH. We
first prepare a useful theorem that is extensively used in the this section.
Theorem 4.1 (Reynolds’ transport theorem). Let f:D¯× I → R be a smooth and
continuous function and Ωt := ϕ(Ω0, t) ⊆ D, then for each t ∈ I and Ω0 ⊆ D as
an arbitrary reference fluid domain. Then,
d
dt
∫
Ωt
f(r, t)dnr =
∫
Ωt
(
d
dt
f(r, t) + f(r, t)∇ · u(r, t)
)
dnr (4.1)
4.1 Filtered continuity equation
To obtain a consistent set of filtered CNSEs, we proceed as follows. Consider a
test particle located at position r with a test space (domain of influence) Ωh(r), a
compact space. When a measurement is performed over this test space to deter-
mine the test particle’s physical attributes, the measurement outcomes are the lo-
cal field approximations {〈ρh(r)〉, 〈ph(r)〉, u˜h(r)} defined by the FIT of proposition
3.1. These are the observables or macroscopic variables that would faithfully rep-
resent the behavior of the underlying, disordered continuum fields {ρ(r),p(r),u(r)}
above the filter width h consequently truncating scales smaller than O(h). Let the
set {Pj| ||r− r′ < 2h||, j = 1, ...,Nn} represent all other material elements within
the test space. For this set of support material particles, the point-form of physical at-
tributes {ρ(rj),p(rj),u(rj)| j = 1, ...,Nn} ∈ L2(Ωh;Rn) are given. We then have
after testing the continuity equation
∫
Ωh(r)
(
dρ(rj)
dt
+ ρ(rj)∇j · u(rj)
)
wh(r− rj)dΩ(rj)
Nn↑∞−→ ∫
Ωh(r)
(
dρ(r′)
dt
+ ρ(r′)∇′ · u(r′)
)
wh(r− r′)dΩ(r′) (4.2)
where now r′ ∈ Ω(r) is the position of a fluid particle in the test space. Here
weak convergence has been assumed, provided the test space is sufficiently populated
uniformly by fluid particles. Then the weak form of the continuity equation becomes∫
Ωh(r)
(
dρ(r′)
dt
+ ρ(r′)∇′ · u(r′)
)
wh(r− r′)dd(r′) = 0 ∀wh ∈ C∞c (Ωh)
(4.3)
which is further simplified to∫
Ωh(r)
{
d
dt
(
ρ(r′)wh
)
+
(
ρ(r′)wh
)
∇′ · u(r′)
}
ddr′ =
∫
Ωh(r)
ρ(r′)
dwh
dt
ddr′
(4.4)
Using the Reynolds transport theorem 4.1 it is possible to simplify (4.4) even further
yielding
d
dt
∫
Ωh(r)
ρ(r′)whdΩ(r′) =
∫
Ωh(r)
ρ(r′)
dwh
dt
dΩ(r′) (4.5)
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Since the goal is to compute the local approximations for a target particle using the
disordered fields {ρ(r),p(r),u(r)}, we move the target particle with the local velocity.
Accordingly,
target particle:
dr
dt
:= u˜h(r) support particle:
dr′
dt
:= u(r′) (4.6)
The right hand side of the above equation is finally simplified with the help of the
chain rule of calculus.
d
dt
∫
Ωh(r)
ρ(r′)whdΩ(r′) =
∫
Ωh(r)
ρ(r′)
dwh
dt
dΩ(r′)
d
dt
∫
Ω(r)
ρ(r′)whdΩ(r′) =
∫
Ω(r)
ρ(r′)
(
dr
dt
· ∂wh
∂r
+
dr′
dt
· ∂wh
∂r′
)
dΩ(r′)
∴ d
dt
〈ρh(r〉 =
∫
Ω(r)
ρ(r′)
(
u˜h(r) − u(r′)
)
· ∇whdΩ(r′) (4.7)
Equation (4.7) is the filtered form of the continuity equation in integro-differential
form. Using the FIT, it is easy to prove that, when expressed in differential form, this
equation reduces to the canonical form of the continuity equation (2.1) but with the
unfiltered variables replaced by the filtered ones. To prove this, we unplug the space
derivative ∇ from under the integral in (4.7) and using the FIT of proposition 3.1 as
follows;
Proof. Unplugging the space derivatives from the integral in (4.7) we have,
d
dt
〈ρh(r)〉 = u˜h(r) · ∇
∫
Ωh(r)
ρ(r′)wh(r− r′)dΩ(r′)
−∇ ·
∫
Ωh(r)
ρ(r′)u(r′)wh(r− r′)dΩ(r′)
= u˜h(r) · ∇〈ρh(r)〉−∇ ·
(〈ρh(r)〉u˜h(r)) by the FIT
∴ d
dt
〈ρh(r)〉 = −〈ρh(r)〉∇ · u˜h(r) (4.8)
and we arrive at the filtered form of the point form of the continuum continuity
equation, consistent with explicit LES.
Furthermore, after the filtering process, the material derivative becomes
d
dt
=
∂
∂t
+ u˜h · ∇ (4.9)
Corollary 4.1 (filtered velocity divergence). Due to the equivalence of (4.7) and
(4.8), the velocity divergence in a continuum can be calculated as an integral
−〈ρh(r)〉∇ · u˜h(r) =
∫
Ω(r)
ρ(r′)
(
u˜h(r) − u(r′)
)
· ∇whdΩ(r′) (4.10)
We emphasize that (4.10) is the most fundamental result of the filtering process.
It will be used to generate integral representations of the pressure gradient and diver-
gence of the stress tensor.
4.2 Filtered momentum equation
Similar to the continuity equation above, we start with the weak form∫
Ω
(
ρ(r′)
du(r′)
dt
−∇′ · τ(r′) − ρ(r′)b(r′)
)
whd
dr′ = 0 ∀wh ∈ C∞c (Ωh)
(4.11)
APPL ICAT ION OF F I T 11
which may be further re-arranged as follows∫
Ω
ρ(r′)
d
dt
(
u(r′)wh
)
ddr′ =
∫
Ω
ρ(r′)u(r′)
dwh
dt
ddr′
+ 〈∇ · τ,wh〉+ 〈ρh(r)〉b˜h(r) (4.12)
where the FIT 3.1 has directly been applied to the last term on the right hand side
of (4.12). Note the inner product notation for the stress term; this will be expanded
shortly. The next thing is to apply the Reynolds transport theorem 4.1 along wih the
FIT to the left hand side yielding
d
dt
∫
Ω
ρ(r′)u(r′)whddr′ =
∫
Ω
ρ(r′)u(r′)
dwh
dt
ddr′
+ 〈∇ · τ,wh〉+ 〈ρh(r)〉b˜h(r)
d
dt
(
〈ρh(r)〉u˜h(r)
)
=
∫
Ω
ρ(r′)u(r′)
dwh
dt
ddr′
+ 〈∇ · τ,wh〉+ 〈ρh(r)〉b˜h(r)
〈ρh(r)〉 d
dt
u˜h(r) + u˜h(r)〉 d
dt
〈ρh(r)〉 =
∫
Ω
ρ(r′)u(r′)
dwh
dt
ddr′
+ 〈∇ · τ,wh〉+ 〈ρh(r)〉b˜h(r) (4.13)
By substituting (4.7) and applying the chain rule of calculus to the right hand side,
we obtain the general form of the filtered momentum equation.
〈ρh(r)〉 d
dt
u˜h(r) = −
∫
Ω
ρ(r′)
(
u˜h(r) − u(r′)
)
⊗
(
u˜h(r) − u(r′)
)
· ∇whddr′
+ 〈∇ · τ,wh〉+ 〈ρh(r)〉b˜h(r) (4.14)
Again, the filtered momentum equation is consistent with explicit LES.
Definition 4.1 (sub-particle stress tensor, SPS). The filtered momentum equation
(4.14) introduces momentum transfer due to small scale motion. This is defined by
the following
〈H
h
(r)〉 =
∫
Ω(r)
ρ(r′)(u(r′) − u˜h(r))⊗ (u(r′) − u˜h(r))whdΩ(r′)
= 〈ρh(r)〉
(
˜(u⊗ u)h(r) − u˜h(r)⊗ u˜h(r)
)
by the FIT (4.15)
which is a symmetric tensor, a property that is fundamental to the global conser-
vation of energy. We note that the presence of the thermo-kinetic stresses in the
momentum equation is purely due to the localization of the flow field by the filtering
process. In Large Eddy Simulation, LES it is also called the sub-grid stress (SGS)
tensor. it is related to the correlation of the velocity components at scales smaller
than the filtering dimension h. Since the filtering operation filters out high frequency
components of the the flow field {ρ,p,u}, the SGS tensors captures the effect of small
scale motion on the mean flow {〈ρh〉, 〈ph〉, u˜h}.
As a consequence of the FIT, the SGS tensor (4.15) has the following interesting
property with respect to the action of the divergence operation on it;
∇ · 〈H
h
(r)〉 =
∫
Ω(r)
ρ(r′)(u(r′) − u˜h(r))⊗ (u(r′) − u˜h(r)) · ∇whdΩ(r′)
(4.16)
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Proof.∫
Ω
ρ(r′)(u(r′) − u˜h(r))⊗ (u(r′) − u˜h(r)) · ∇whddr′
= ∇ ·
∫
Ω
ρ(r′)u(r′)⊗ u(r′)whddr′ −
(
∇ ·
∫
Ω
ρ(r′)u(r′)whddr′
)
⊗ u˜h(r)
− u˜h(r)⊗∇ ·
∫
Ω
ρ(r′)u(r′)whddr′ + u˜h(r)⊗ u˜h(r) · ∇
∫
Ω
ρ(r′)whddr′
= ∇ ·
(
〈ρh〉˜(u⊗ u)h
)
−
(
∇ · (〈ρh〉u˜h)
)
⊗ u˜h − u˜h ⊗∇ ·
(
〈ρh〉u˜h
)
+ u˜h ⊗ u˜h · ∇〈ρh〉
= ∇ ·
[
〈ρh〉
(
˜(u⊗ u)h − u˜h ⊗ u˜h
)]
= ∇ · 〈H
h
(r)〉 by (4.15) above
as claimed.
The SGS tensors are the components of a second order tensor, which is obviously
symmetric. The diagonal components are normal stresses whereas the off-diagonal
components are shear stresses. The density weighted turbulent kinetic energy k˜h is
defined to be half the trace of the SGS tensor and is thus
〈ρh(r)〉k˜h(r) := 1
2
tr
(
〈H
h
(r)〉
)
=
1
2
∫
Ω(r)
ρ(r′)||u˜h(r) − u(r′)||2whddr′ (4.17)
It is the locally averaged kinetic energy per unit mass of the fluctuating velocity field.
By direct filtering of the energy conservation law (2.3), a sub-grid term called
turbulent dissipation rate appears in the filtered energy balance equation. It is the
rate at which turbulent kinetic energy is converted to thermal internal energy of the
system. This is defined as
〈ρh(r)〉ε˜h(r) =
∫
Ω
ρ(r′)νσˆ
h
(r′) : ∇′uˆh(r′)ddr′ (4.18)
where νeff is the effective kinematic viscosity and the small-scale dissipation func-
tion is given as
νσˆ
h
(r) : ∇uˆh(r) = −
∫
Ω
νeff
( 〈ρh(r′)〉
ρ(r)
+
〈ρh(r)〉
ρ(r′)
)
||u˜h(r) − u(r′)||2
× (r− r
′) · ∇ϕh
||r− r′||2
ddr′ (4.19)
It is important to note that the turbulent dissipation function satisfies the physical
requirement that it be negative definite i.e. ε˜h 6 0.
The integro-differential forms for the pressure (2.3) can be derived in a similar
way. With brevity this derivation will be omitted. The complete filtered differential
and integro-differential forms of the CNSEs can now be expressed as
d
dt
〈ρh(r)〉 = −〈ρh(r)〉∇ · u˜h(r) (4.20)
d
dt
〈ph(r)〉 = −〈KS∇ · u,wh〉+ γα〈KS∇ · (κs∇p),wh〉 (4.21)
〈ρh〉 d
dt
u˜h = 〈∇ · τ,wh〉−∇ · 〈Hh〉+ 〈ρh〉b˜h (4.22)
dr
dt
= u˜h(r) (4.23)
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The filtered equations (4.20), (4.21), (4.22), (4.23) are not closed because the SGS
tensor contains unfiltered velocities. To overcome this closure problem several mod-
els including the eddy viscosity model, Smagorinsky model and Germano dynamic
model are widely used in LES.
By proper choice of the FIT, we obtain an SPH model consistent with explicit
LES where the smoothed differential operators in (4.20), (4.21), (4.22) can now be
expressed in integral form as;
〈ρh(r)〉∇ · u˜h(r) = −
∫
Ω
ρ(r′)
(
u˜(r) − u(r′)
) · ∇whddr′ (4.24)
∇ · 〈H
h
(r)〉 =
∫
Ω
ρ(r′)(u(r′) − u˜h(r))⊗ (u(r′) − u˜h(r)) · ∇whddr′
(4.25)
〈∇ · τ,wh〉 =
∫
Ω
τ(r′) · ∇whddr′ + Surface terms or S.T. (4.26)
∇ · (κs∇〈ph〉) = −2
∫
Ω
(κs(r) + κs(r′))[〈ph(r)〉− p(r′)] (r− r
′) · ∇wh
||r− r′||2
ddr′
+ S.T. (4.27)
Using these integral operators, one can then invoke particle discretization using
the SPH quadrature: integrals are replaced by summations. Unfortunately, applying
the FIT to the CNSEs introduces additional variables: the number of variables is now
doubled and therefore the system is no longer closed. The most natural approach for
closure is via approximate deconvolution methods (ADM) to be presented elsewhere.
Since this model does not conserve energy, various techniques can however be
used to replace the space operators in (4.26) by momentum conserving operators.
5 CONCEPT OF FLUCTUAT IONS AND F I LTER -
I NG REGULAR IZAT ION
Consider the fluid domain Ω to be unbounded or that supp(wh) ∩ ∂Ω = ∅, then
the FIT of proposition 3.1 can be expressed as follows.
Proposition 5.1 (FIT on unbounded domains). Let Ωh(r) be a locally compact
space within the fluid domain Ω. Then the filtered mass density, momentum den-
sity and pressure are given by the FIT; for each wh ∈ C∞0 (Ωh)
〈ρh(r)〉 = ρ(r) −
∫
Ω
(
ρ(r) − ρ(r′)
)
wh(r− r′)ddr′ ≡ ρ(r) − ρˆh(r) (5.1)
u˜h(r) = u(r) −
1
〈ρh(r)〉
∫
Ω
ρ(r′)
(
u(r) − u(r′)
)
wh(r− r′)ddr′ ≡ u(r) − uˆh(r)
(5.2)
〈ph(r)〉 = p(r) −
∫
Ω
(
p(r) − p(r′)
)
wh(r− r′)ddr′ ≡ p(r) − pˆh(r) (5.3)
Therefore, the FIT is an integral transform that filters out the local fluctuation field
{ρˆh, uˆh, pˆh} from the underlying disordered field {ρ,u,p} to generate a smooth field
{〈ρh〉, u˜h, 〈ph〉} field. The smoothing process prevents the production of small scale
flow structures due to the fluctuations {ρˆh, uˆh, pˆh}. Under the assumptions that the
fluid particles are uniformly distributed locally, the fluctuations may be taken to be
small. However, one has to be cautious as this is a very crude approximation. This
special case is called the SPH golden rule. To prove this claim, we first prepare the
following theorem.
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Definition 5.1 (Cauchy-Schwartz inequality). Let u, v be vectors in a vector space
Ω with an inner product. The Cauchy-Schwartz inequality states that
|u · v|| 6 ||u||||v|| (5.4)
Proof. Assuming that v 6= 0, let λ ∈ C be given by λ := u · v/||v||2, then
0 6 ||u+ λv||2
= ||u||2 − λu · v− λ(u · v) + λλ||v||2
= ||u||2 −
|u · v|2
||v||2
Therefore, |u · v| 6 ||u||||v||.
Definition 5.2 (Lipschitz continuity). Let Ω be the fluid domain and Ωh(r) =
{r, r′ ∈ Ω ⊂ Rn : ||r − r′|| 6 h, wh > 0} the test space centered about r. A
mapping Ψ : Rd → Rn is Lipschitz continuous of Ωh(r) if ∃M > 0 such that
∀r, r′ ∈ Ωh(r) ⊂ Ω
|ρ(r) − ρ(r′)| 6M||r− r′|| (5.5)
Proof. Define ϕ(s) : [0, 1] 7→ Ωh(r) in the following way:
ϕ(s) := r′ + (r− r′)s
This function is differentiable on (0, 1) and continuous on [0, 1] and so is the com-
posite function ρ ◦ϕ. According to the mean value theorem for a single variable
function, there exists a ξ ∈ [0, 1] such that
(ρ ◦ϕ)′(ξ) = (ρ ◦ϕ)(1) − (ρ ◦ϕ)(0)
By the chain rule of composite functions, it then follows that
ρ(r) − ρ(r′) = ∇ρ(ϕ(s)) · (r− r′)
|ρ(r) − ρ(r′)| 6 ||∇ρ(ϕ(s))||||r− r′||
Then ∀r, r′ ∈ Ωh(r) ⊂ Ω, since the gradient of the fluid density is bounded, it fol-
lows that ∃M > 0 so that ||∇ρ(ϕ(s))|| 6M. We say that ρ is Lipschitz continuous
with
|ρ(r) − ρ(r′)| 6 ||∇ρ(ϕ(s))||||r− r′|| 6M||r− r′||
Theorem 5.1 (uniform continuity). If the fluid density ρ : Ωh(r) ⊂ Ω→ R satisfies
the Lipschitz inequality ∀r, r′ ∈ Ωh(r) ⊂ Ω, then ρ is uniformly continuous.
Proof. ∃ε > 0 so that for h = ε/M, ∀r, r′ ∈ Ωh(r) ⊂ Ω, ||r− r′|| < h implies that
|ρ(r) − ρ(r′)| 6M||r− r′|| =Mh = ε
Theorem 5.2 (Filtering regularization). The filtering of the fluid density ρ : Ωh(r) ⊂
Ω → R by the convolution filter wh ∈ C∞c (Ω) yields the local density approxima-
tion 〈ρh〉 : Ωh(r) ⊂ Ω → R as given by the FIT. Then for all r ∈ Ωh(r), in the
continuum limit
lim
h→0
〈ρh(r)〉 = ρ(r)⇐⇒ lim
h→0
ρˆh(r)〉 = 0 (5.6)
uniformly.
CHO ICE OF VELOC ITY SMOOTH ING 15
Proof. Take h so that Ωh(r):=supp(wh) = {r, r′ ∈ Rn : ||r− r′|| 6 h, wh > 0}.
We have
ρˆh(r)
def
=
∫
Ωh(r)
(
ρ(r) − ρ(r′)
)
wh(r− r′)ddr′
|ρˆh(r)| =
∣∣∣∣ ∫
Ωh(r)
ρ(r) − ρ(r′)wh(r− r′)ddr′
∣∣∣∣
6
∫
Ωh(r)
|ρ(r) − ρ(r′)|wh(r− r′)ddr′
6 uniform continuity
6 ε
∫
Ωh(r)
wh(r− r′)ddr′
∴ |ρˆh(r)| 6 ε
By the filtering regularization theorem 5.2 above, it follows that if the local distri-
bution of fluid particles is uniformly continuous then the local density fluctuations
are arbitrarily small (vanishing in the continuum limit).
By the filtering regularization theorem 5.2 above, provided that h is small then the
following zeroth order deconvolution approximation is satisfactory.
〈ρh〉 ≈ ρ, 〈ph〉 ≈ p, u˜h ≈ u (5.7)
with acquires order of accuracy O(h2) for bell-shaped convolution filters assuming
that the local particle distribution onΩh(r):=supp(wh) is uniformly continuous and
Ωh does not intersect the domain boundaries. Consequently, after particle discretiza-
tion, the convergence obtained might not remain as favorable. These approximations
are very crude [7, 8]. Furthermore, this inaccuracy will lead to difficulties in enforc-
ing essential boundary conditions.
6 CHO ICE OF VELOC ITY SMOOTH ING
In recent years, Monaghan [3], [5] has pioneered the development of a turbulent
model for smoothed particle hydrodynamics called SPH−. Similar to Monaghan’s
model, Hu et.al. [9]have recently proposed a model called SPH−σ. Due to the
adopted velocity smoothing approach in both models, they are fundamentally similar
to the Lagrangian Averaged Navier-Stokes, LANS-α model.
The choice of velocity smoothing is very important especially in the study of tur-
bulence as it leads to varying mathematical structure of the filtered equations. Here a
comparison of the velocity smoothing of Monaghan’s SPH−with the FIT proposed
in this thesis are compared.
uˆ(r) = u(r) − 
∫ (
u(r) − u(r′)
)
wh(r− r′)dr′ (6.1)
The parameter  is a constant 0 6  6 1. It can be shown that this smoothing ap-
proach is similar to the one we propose in this paper. Consider the FIT for unbounded
domains 5.1,
u˜h = u(r) −
1
〈ρh(r)〉
∫
ρ(r′)
(
u(r) − u(r′)
)
wh(r− r′)dr′ (6.2)
which leads to the explicit Large Eddy Simulation (LES) model for compressible
flows.
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As a consequence of the choice of velocity smoothing, we inspect Monaghan’s
SPH- model in which their choice of velocity smoothing (6.1) as well as derivation
from a Lagrangian leads to a scalar turbulence term in the momentum given as
ρ0
d
dt
u(r) = −

2
∫
ρ(r′)|u(r) − u(r′)|2∇whdr′ (6.3)
which is the acceleration due to turbulence. This term only modifies the pressure and
does not contribute to the shear viscosity. On the other hand the thermokinetic stress
quantity in our model is a tensorial quantity given by definition (4.1). In particular,
the turbulence acceleration in this case is
〈ρh(r)〉 d
dt
u˜h(r)
= −
∫
Ωh(r)
ρ(r′)(u(r) − u˜h(r′))⊗ (u(r) − u˜h(r′)) · ∇ϕhdΩ(r′) (6.4)
Therefore the turbulence term in our model takes into account flow directionality as
it is a tensor. On the other hand, (6.3) is a scalar (possibly because it was derived
from a Lagrangian) and thus cannot take flow directionality into account. Moreover,
it only modifies the pressure term in the momentum equation without any contribu-
tion to the shear viscosity that is known to dominate the molecular viscosity at high
Reynolds number. It can then be argued that Monaghan’s model, in its present form,
cannot fully account for turbulent phenomena. It is, however, clear that if the off
diagonal terms in (6.4) are zero, the kernel is normalized as it should and the fluid is
incompressible then the two models are again similar.
Other forms of velocity smoothing techniques are possible. Unlike the FIT proce-
dure which appears unambiguous, the velocity smoothing can be defined in multiple
other ways. It may seem more natural to define the local velocity in the same struc-
tural form as the local density and pressure such that
〈uh(r)〉 =
∫
Ωh(r)
uh(r′)wh(r− r′)dnr′ (6.5)
or a re-normalized form
〈uh(r)〉 =
∫
Ωh(r)
uh(r′)wh(r− r′)dnr′∫
Ωh(r)
wh(r− r′)dnr′
(6.6)
While both definitions (6.5) and (6.5) are mathematically valid, they lack physical
foundation in principle. Moreover, they both introduce mass transfer due turbulence
in the continuity equation leading to a closure problem.
7 CONCLUS IONS
The FIT has been successfully applied to the CNSEs to derive a set of filtered equa-
tions that are consistent with explicit LES. Most importantly, the origin of the SGS
tensor has be clearly demonstrated. With a consistent set of filtered equations, clo-
sure models used in LES schemes can be adopted for this version of SPH.
The correct way of moving the target particle under the influence of support par-
ticles has also be given. Furthermore, an exact integral formula for the turbulent ki-
netic energy has been derived from the SGS tensor whereas the associated turbulence
dissipation rate has been proposed, based on intuition and deeper understanding of
the SPH concepts, without giving any rigorous treatment.
Finally, the concept of fluctuations has been introduced. A general conclusion is
that if the smoothing length h is sufficiently small and that local particle distribution
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remains uniform throughout the time evolution of the system, then the fluctuations
are arbitrarily small and can thus be neglected. In this case the filtered field and the
disordered field are approximately the same, hence no close problem regarding the
SGS tensor and other aspects of the proposed SPH model.
We make the following observations regarding the discussion in this paper;
(1) The target SPH particle at position r moves with a field velocity u˜h(r) which
is a locally averaged or smoothed velocity of all other fluid particles within the
target particle’s supportΩh(r).
(2) both the mass and momentum conservation laws and the pressure equation are
not closed. Closure models are required to close up the system.
(3) With a proper choice of smoothing rules, the governing equations of LES and
SPH are equivalent for compressible turbulence.
(4) No surface terms show up in the smoothed continuity equation. This is impor-
tant since SPH formulations with surface terms in the continuity equation have
been proposed.
(5) Due to the FIT, the associated Lagrangian is non trivial. This makes it difficult
to derive averaged equations of motion by variational principles.
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