Abstract-Previous studies have demonstrated that document clustering performance can be improved significantly in lower dimensional linear subspaces. Recently, matrix factorization-based techniques, such as Nonnegative Matrix Factorization (NMF) and Concept Factorization (CF), have yielded impressive results. However, both of them effectively see only the global euclidean geometry, whereas the local manifold geometry is not fully considered. In this paper, we propose a new approach to extract the document concepts which are consistent with the manifold geometry such that each concept corresponds to a connected component. Central to our approach is a graph model which captures the local geometry of the document submanifold. Thus, we call it Locally Consistent Concept Factorization (LCCF). By using the graph Laplacian to smooth the document-to-concept mapping, LCCF can extract concepts with respect to the intrinsic manifold structure and thus documents associated with the same concept can be well clustered. The experimental results on TDT2 and Reuters-21578 have shown that the proposed approach provides a better representation and achieves better clustering results in terms of accuracy and mutual information.
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INTRODUCTION
I N the last decade, matrix factorization-based approaches have attracted considerable attention in document clustering [25] , [24] . When using matrix factorization-based methods, a text document is usually represented as a point in a high-dimensional linear space, each dimension corresponding to a term. Central to all of the goals of cluster analysis is the notion of the degree of similarity (or dissimilarity) between the individual objects being clustered. Recent studies have shown that similarity can be measured more accurately in lower dimensional spaces, and thus the clustering performance can be enhanced [5] , [18] . In particular, Nonnegative Matrix Factorization (NMF) [25] and Concept Factorization (CF) [24] have been applied to document clustering with impressive results.
In general, the NMF problem is the following: given a nonnegative data matrix X, find reduced rank nonnegative matrices U and V so that UV T provides a good approximation to X. The column vectors of U can be thought of as basis vectors and V contains the coordinates. Previous studies have shown there is psychological and physiological evidence for parts-based representation in human brain [16] . The nonnegative constraints in NMF lead to a partsbased representation because it allows only additive, not subtractive, combinations. The major limitation of NMF is that it is unclear how to effectively perform NMF in the transformed data space, e.g., reproducing kernel Hilbert space (RKHS).
To address the limitations of NMF while inheriting all its strengths, Xu and Gong proposed CF for data clustering [24] . CF models each cluster as a linear combination of the data points, and each data point as a linear combination of the cluster centers. The data clustering is then accomplished by computing the two sets of linear coefficients, which is carried out by finding the nonnegative solution that minimizes the reconstruction error of the data points. The major advantage of CF over NMF is that it can be performed on any data representations, either in the original space or RKHS. Besides NMF and CF, another popular matrix factorization method is Latent Semantic Indexing (LSI) [9] .
All the above-mentioned methods essentially aim to find new basis vectors based on which the data points are represented. The similarity between data points are measured based on the new representations. However, many previous studies have shown human generated text data are probably sampled from a submanifold of the ambient euclidean space [1] , [19] , [23] . In fact, the human generated text documents cannot possibly "fill up" the high-dimensional euclidean space uniformly. Therefore, the intrinsic manifold structure needs to be considered while learning new data representations.
The goal of this paper is to extract the underlying concepts which are consistent with the low-dimensional manifold structure with the hope that this will facilitate further processing, such as clustering. Central to our approach is a graph model which captures the local geometry of the document submanifold. Thus, we call it Locally Consistent Concept Factoriaztion (LCCF). The graph Laplacian, analogous to the Laplace-Beltrami operator on manifolds, can be used to smooth the document-to-concept mapping. Thus, the obtained concepts can well capture the intrinsic geometrical structure and the documents associated with similar concepts can be well clustered. The euclidean and manifold geometry is unified through a regularization framework where a regularization parameter controls their balance. Although the new approach is no longer optimal in the sense of reconstruction error in euclidean space, it has a better interpretation from manifold perspective. Moreover, like CF, our method also can be performed in RKHS which gives rise to nonlinear mappings.
It is worthwhile to highlight several aspects of the proposed approach here:
1. The standard CF fits the data in euclidean space, LCCF exploits the intrinsic geometry of the data and incorporates it as an additional regularization term. Hence, LCCF is particularly applicable when the data are sampled from a submanifold which is embedded in high-dimensional ambient space. 2. The proposed framework is a general one that can leverage the power of both CF and graph Laplacian regularization. Besides the nearest neighbor information, other knowledge (e.g., label information and social network structure) about the data can also be used to construct the graph. This naturally leads to other extensions (e.g., semisupervised CF). 3. Our algorithm uses a nearest neighbor graph to model the manifold structure. Since the weight matrix of the graph is highly sparse, the multiplicative updating rules for LCCF are still very efficient. The rest of the paper is organized as follows: Section 2 describes NMF and CF. Our Locally Consistent Concept Factorization approach is introduced in Section 3. Section 4 introduces some related work. A variety of experimental results are presented in Section 5. Finally, we provide some concluding remarks in Section 6.
NMF AND CF
Nonnegative Matrix Factorization [13] is a matrix factorization algorithm that focuses on the analysis of data matrices whose elements are nonnegative. Given a nonnegative data matrix X ¼ ½x 1 ; . . . ; x N 2 IR MÂN , each column of X is a sample vector. NMF aims to find two nonnegative matrices U ¼ ½u ik 2 IR MÂK and V ¼ ½v jk 2 IR NÂK which minimize the following objective function:
where k Á k denotes the matrix Frobenius norm.
Although the objective function O in (1) is convex in U only or V only, it is not convex in both variables together. Therefore, it is unrealistic to expect an algorithm to find the global minimum of O. Lee & Seung [14] presented an iterative update algorithm as follows:
It is proved that the above update steps will find a local minimum of the objective function O in (1) [14] . In reality, we have K ( M and K ( N. Thus, NMF essentially tries to find a compressed approximation of the original data matrix, X % UV T . We can view this approximation column by column as
where u k is the kth column vector of U. Thus, each data vector x j is approximated by a linear combination of the columns of U, weighted by the components of V. Therefore, U can be regarded as containing a basis that is optimized for the linear approximation of the data in X. Let z T j denote the jth row of V, z j ¼ ½v j1 ; . . . ; v jK T . z j can be regarded as the new representation of each data point in the new basis U. Since relatively fewer basis vectors are used to represent many data vectors, good approximation can only be achieved if the basis vectors discover structure that is latent in the data [14] . The nonnegative constraints on U and V require the combination coefficients among different basis can only be positive. This is the most significant difference between NMF and other matrix factorization methods, e.g., SVD. Unlike SVD, no subtractions can occur in NMF. For this reason, it is believed that NMF can learn a parts-based representation [13] . The advantages of this parts-based representation have been observed in many real-world problems, such as face analysis [6] , document clustering [25] , and DNA gene expression analysis [4] . Please see [15] , [26] for other NMF extensions.
NMF can only be performed in the original feature space of the data points. In the case that the data are highly nonlinear distributed, it is desirable that we can kernelize NMF and apply the powerful idea of the kernel method. To achieve this goal, Xu and Gong [24] proposed an extension of NMF which is called Concept Factorization. In CF, each basis u k is required to be a nonnegative linear combination of the sample vectors x j
where w jk ! 0. Let W ¼ ½w jk 2 IR NÂK , CF essentially tries to find the following approximation:
The multiplicative updating rules minimizing the above objective function are given as [24] 
where K ¼ X T X. These multiplicative updating rules only involve the inner product of x and thus CF can be easily kernelized. Please see [24] for details. With extensive experimental results, Xu and Gong [24] show the superiority of CF over NMF for document clustering.
LOCALLY CONSISTENT CONCEPT FACTORIZATION
Both NMF and CF perform the factorization in the euclidean space. They fail to discover the local geometrical and discriminating structure of the data space, which is essential to the clustering problem. In this section, we introduce our Locally Consistent Concept Factorization algorithm which avoids this limitation by incorporating a geometrically-based regularizer.
The Objective Function
Recall that CF tries to find a basis that is optimized for the linear approximation of the data. The jth row of matrix V, z T j ¼ ½v j1 ; . . . ; v jk , can be regarded as the new representation of each data point in the new basis. One might hope that knowledge of the geometric structure of the data can be exploited for better discovery of this basis. A natural assumption here could be that if two data points x j ; x s are close in the intrinsic geometry of the data distribution, then z j and z s , the representations of this two points in the new basis, are also close to each other. This assumption is usually referred to as local consistency assumption [28] , which plays an essential role in developing various kinds of algorithms including dimensionality reduction algorithms [1] and semisupervised learning algorithms [2] .
Recent studies on spectral graph theory [7] and manifold learning theory [1] have demonstrated that the local geometric structure can be effectively modeled through a nearest neighbor graph on a scatter of data points. Consider a graph with N vertices where each vertex corresponds to a document in the corpus. Define the edge weight matrix S as follows:
where N p ðx s Þ denotes the set of p-nearest neighbors of x s . Then, the following term can be used to measure the smoothness of the low-dimensional representations on this p-nearest neighbor graph.
where TrðÁÞ denotes the trace of a matrix and D is a diagonal matrix whose entries are column (or row, since S is symmetric) sums of S,
which is called graph Laplacian [7] . By minimizing R, we essentially try to formalize our intuition that if two data points x j and x s are close (i.e., S js is big), z j and z s are also close to each other.
Our LCCF incorporates the R term and minimizes the objective function as follows:
with the constraint that W and V are nonnegative matrices. The ! 0 is the regularization parameter.
A Multiplicative Algorithm
The objective function O of LCCF in (10) is not convex in both W and V together. Therefore, it is unrealistic to expect an algorithm to find the global minimum of O. In the following, we introduce an iterative algorithm which can achieve a local minimum. 
Let jk and jk be the Lagrange multiplier for constraints w jk ! 0 and v jk ! 0, respectively. We define matrix É ¼ ½ jk and
The partial derivatives of L with respect to W and V are
Using the KKT conditions jk w ij ¼ 0 and jk v jk ¼ 0, we get the following equations:
The above equations lead to the following updating rules:
Regarding these two updating rules, we have the following theorem: (10) is nonincreasing under the updating rules in (17) and (18) . The objective function is invariant under these updates if and only if W and V are at a stationary point.
Theorem 1 grantees that the updating rules of W and V in (17) and (18) converge and the final solution will be a local optimum. Please see Appendix A for a detailed proof.
For the objective function of CF, it is easy to check that if W and V are the solution, then, WD, VD À1 will also form a solution for any positive diagonal matrix D. To eliminate this uncertainty, in practice, people will further require that w T Kw ¼ 1, where w is the column vector of W [24] . The matrix V will be adjusted accordingly so that WV T does not change. This can be achieved by
Our LCCF also adopts this strategy.
Connection with Gradient Descent Method
Another general algorithm for minimizing the objective function of LCCF in (10) could be gradient descent [12] . For our problem, gradient descent leads to the following additive updating rules:
The jk and jk are usually referred as step size parameters. As long as jk and jk are sufficiently small, the above updates should reduce O. Generally speaking, it is relatively hard to set these step size parameters while still maintaining the nonnegativity of w jk and v jk . However, with the special form of the partial derivatives, we can use some tricks. Let jk ¼ Àw jk =2ðKWV
T VÞ jk , we have
Similarly, let jk ¼ Àv jk =2ðVW T KW þ DVÞ jk , we have
Now it is clear that the multiplicative updating rules in (17) and (18) are special cases of gradient descent with automatically step size parameter selection. The advantage of multiplicative updating rules is the guarantee the nonnegativity of W and V. Theorem 1 also guarantees that the multiplicative updating rules in (17) and (18) converge to a local optimum.
Computational Complexity Analysis
In this section, we discuss the extra computational cost of our proposed algorithm comparing to standard CF and NMF. The common way to express the complexity of one algorithm is using big O notation [8] . However, it is not precise enough to differentiate the complexities of CF and LCCF. Thus, we count the arithmetic operations for each algorithm. Three operation abbreviations used in this paper are summarized in Table 1 . Please see [22] , for more details about these operation abbreviations.
Based on the updating rules in (2), it is not hard to count the arithmetic operations of each iteration in NMF and CF. We summarize the results in Table 2 . For LCCF, it is important to note that S is a sparse matrix. If we use a pnearest neighbor graph, the average nonzero elements on each row of S is p. Thus, we only need NpK flam to compute SV. We also summarize the arithmetic operations for each iteration of LCCF in Table 2 . Comparing to CF, LCCF only needs Nðp þ 3ÞK more flam in each iteration. Since we have p ( N, this additional cost is dominated by the remaining cost of LCCF. Thus, the overall cost of both CF and LCCF in each iteration are OðN 2 KÞ. Besides the multiplicative updating, both CF and LCCF need to compute the kernel matrix K which requires OðN 2 MÞ operations. Moreover, LCCF needs OðN 2 M þ N 2 pÞ to construct the p-nearest neighbor graph. Suppose the multiplicative updates stops after t iterations, the overall cost for NMF is
The overall cost for CF is
and the overall cost for LCCF is
Since p is usually very small (around 5), LCCF and CF will have the same computational complexity by using the big O notation when dealing with the high-dimensional data (M ) p).
An Algorithm for Negative Data Matrices
The algorithm, we introduced in Section 3.2, only works when the K is nonnegative. In the case that the data matrix has negative values, it is possible that the K has negative entries. In this section, we will introduce a general algorithm which can be applied for any case. Our approach follows [24] , which is essentially based on the following theorem proposed by Sha et al. [20] . 
where v is an m-dimensional nonnegative vector, A is a symmetric positive definite matrix and b is an arbitrary mdimensional vector. Let A þ and A À denote the nonnegative matrices with elements:
From (11), we can easily see that the objective function O of LCCF is a quadratic form of W (or, V) only and the Theorem 2 can naturally be applied. We only need to identify the corresponding A and b in the objective function.
Fixing V, the part b for the quadratic form OðWÞ can be obtained by taking the first order derivative with respect to W at W ¼ 0:
The part A for the quadratic form OðWÞ can be obtained by taking the second order derivative with respect to W.
Let K þ and K À denote the nonnegative matrices with elements:
Substituting A and b i in (22) using (24) and (23), respectively, we obtain the multiplicative updating equation for each element w jk of W:
where 
where
Out-of-Sample Extension
The NMF-based methods (including CF and LCCF discussed in this paper) provide the factorization results only for given training points. When a new data point comes, there is no straightforward way to figure out the factorization result of the new data point. This is commonly referred as the out-of-sample extension issue [3] . In this section, we discuss how to handle the out-of-sample extension in LCCF.
Given a M Â N data matrix X, recall that LCCF tries to find two nonnegative N Â K matrices W and V through minimization of
where W contains the coefficients for linear combinations of the data points to form clusters, and V contains the coefficients modeling each data point as a linear combinations of the cluster centers. For each data point x i (ith column vector of X), the factorization result contains two parts: the ith row of W and the ith row of V. Given a new data point x 0 , let b X ¼ ½X; x 0 2 IR MÂðNþ1Þ , our goal is to find the factorization result of this new point. A naive way is applying the multiplicative updating algorithm discussed in Section 3.2 on b X to find the new factorization matrices c W and b V. The factorization result of x 0 will be the last row of matrices c W and b V. However, this naive approach is too time-consuming. Since we only have one new data point, we can assume that the matrices containing the first N rows of c W and b V are the same as the matrices W and V. And we only need to use the multiplicative updating to find the last row of c W and b V. Define
where S 2 IR NÂN is the weight matrix of the p-nearest neighbor graph constructed on the previous N samples.s 2 IR N is defined as follows:
b S is the weight matrix of the p-nearest neighbor graph constructed on all the N þ 1 samples. Let k 0 be the last row vector of the kernel matrix b K on the data matrix b X and let s 0 , w 0 , and v 0 be the last row vectors of matrices b S, c W, and b V, respectively, it is not hard to get the multiplicative updating rules as follows:
The construction of the weight matrix b S of the p-nearest neighbor graph needs OðNMÞ operations and calculating the new kernel matrix also needs OðNMÞ operations. The multiplicative updating in (29) and (30) needs OðNK 2 Þ operations. If the updating procedure stops after t iterations, the overall cost to find the factorization result of a new data point is OðtNK 2 þ NMÞ:
EXPERIMENTAL RESULTS
Previous studies show that both CF and NMF are very powerful on document clustering [25] , [24] . They can achieve similar or better performance than most of the state-of-theart clustering algorithms, including the popular spectral clustering methods [25] . In this section, we also evaluate our LCCF algorithm on document clustering problem. For the purpose of reproducibility, we provide the codes and data sets at http://www.zjucadcg.cn/dengcai/Data/ data.html.
Data Corpora
We conduct the performance evaluations using the TDT2 and the Reuters document corpora.
The TDT2 1 corpus consists of data collected during the first half of 1998 and taken from six sources, including two newswires (APW and NYT), two radio programs (VOA and PRI) and two television programs (CNN and ABC). It consists of 11,201 on-topic documents which are classified into 96 semantic categories. In this experiment, those documents appearing in two or more categories are removed, and the categories with more than 10 documents are kept, thus leaving us with 10,021 documents in total.
The Reuters 2 corpus contains 21,578 documents which are grouped into 135 clusters. Compared with TDT2 corpus, the Reuters corpus is more difficult for clustering. In TDT2, the content of each cluster is narrowly defined, whereas in Reuters, documents in each cluster have a broader variety of content. Moreover, the Reuters corpus is much more unbalanced, with some large clusters more than 300 times larger than some small ones. In our test, we discard documents with multiple category labels, and only select the categories with more than 10 documents. This left us with 8,213 documents in total. Table 3 provides the statistics of the two document corpora.
In both of the two corpora, the stop words are removed and each document is represented as a tf-idf vector. These two processed data sets can be downloaded at http:// www.zjucadcg.cn/dengcai/Data/TextData.html.
Evaluation Metric
The clustering result is evaluated by comparing the obtained label of each document using clustering algorithms with that provided by the document corpus. We use two metrics to measure the performance. The first metric is the accuracy (AC) [5] , [25] . Given a document x i , let r i and s i be the obtained cluster label and the label provided by the corpus, respectively. The AC is defined as follows:
where N is the total number of documents and ðx; yÞ is the delta function that equals one if x ¼ y and equals zero otherwise, and map(r i ) is the permutation mapping function that maps each cluster label r i to the equivalent label from the data corpus. The best mapping can be found by using the Kuhn-Munkres algorithm [17] . The second metric is the normalized mutual information (NMI) metric [5] , [25] . Let C denote the set of clusters obtained from the ground truth and C 0 obtained from our algorithm. Their mutual information metric MI ðC; C 0 Þ is defined as follows: where HðCÞ and HðC 0 Þ are the entropies of C and C 0 , respectively. It is easy to check that NMI ðC; C 0 Þ ranges from 0 to 1. NMI ¼ 1 if the two sets of clusters are identical, and NMI ¼ 0 if the two sets are independent.
Performance Evaluations and Comparisons
To demonstrate how the document clustering performance can be improved by our method, we compared LCCF with other five popular document clustering algorithms as follows:
. Traditional kmeans clustering method (KM in short). . Spectral clustering algorithm based on average association criterion (AA in short) [27] . As shown in [27] , the spectral clustering algorithm based on kmeans criterion is equivalent to AA. . Spectral clustering algorithm based on normalized cut criterion (NC in short) [21] . As shown in [25] , NC can be considered as a variation of the AA spectral clustering algorithm that applies certain weighting scheme to the given data set. . Nonnegative-Matrix-Factorization-based clustering (NMF in short) [25] . . Concept-Factorization-based clustering (CF in short) [24] . In addition to the original form of all the above algorithms, we also implement the normalized-cut weighted (NCW) form suggested by [25] , [24] . When the data set is unbalanced, the NCW weighting can automatically reweight the samples which leads to better clustering performance [25] , [24] . The weighted form of LCCF is derived in Appendix B. It is important to note that NC is exactly the NC-weighted form of AA [25] . Essentially, we have compared five approaches (KM, AA, NMF, CF, and LCCF) and their NC-weighted versions in the experiment. For the algorithms to which the kernel trick can be applied (i.e., KM, AA, CF, and LCCF, and their NC-weighted versions), we also implement their kernelized versions with degree 2 polynomial kernel.
There are two parameters in our LCCF approach: the number of nearest neighbors p and the regularization parameter . Throughout our experiments, we empirically set the number of nearest neighbors p to 5, the value of the regularization parameter to 100. Tables 4, 5 , 6, and 7 show the evaluation results using the TDT2 and the Reuters corpus, respectively. The evaluations were conducted with the cluster numbers ranging from two to ten. For each given cluster number k, 50 test runs were conducted on different randomly chosen clusters and the average performance is reported in the tables.
These experiments reveal a number of interesting points: . The use of NC weighting consistently improves the clustering performance (KM-NCW versus KM, NC versus AA, NMF-NCW versus NMF, CF-NCW versus CF, and LCCF-NCW versus LCCF). This result is consistent with the finding in [25] , [24] . . The similar performance between KM and AA (or, KM-NCW and NC) confirms the theoretical analysis that KM and AA (or, KM-NCW and NC) are equivalent with respect of their objective functions [27] , [11] . . For both two concept-factorization-based methods (CF and LCCF), the use of polynomial kernel has positive effect (except the NMI metric on Reuters for CF). The use of polynomial kernel has negative effect for KM and AA. However, their NC-weighted version (KM-NCW and NC) can gain benefit from applying the kernel trick. . Regardless of the data corpora, LCCF-NCW always has the best performance. This shows that by considering the intrinsic geometrical structure of the data, LCCF can learn a better compact representation in the sense of semantic structure. . The improvement of LCCF over other methods is more significant on the TDT2 corpus than the Reuters corpus. One possible reason is that the document clusters in TDT2 are generally more compact and focused than the clusters in Reuters. Thus, the nearest neighbor graph constructed over TDT2 can better capture the geometrical structure of the document space.
Parameters Selection
Our LCCF algorithm has two essential parameters: the number of nearest neighbors p and the regularization parameter . Figs. 1 and 2 show how the performance of LCCF varies with the parameters and p, respectively. As we can see, the performance of LCCF is very stable with respect to the parameter . LCCF achieves consistent good performance with the varying from 50 to 10,000 on TDT2 data set and from 50 to 1,000 on Reuters data set. Fig. 2 is more interesting. As we described, LCCF uses a pnearest neighbor graph to capture the local geometric structure of the document space. The success of LCCF relies on how the assumption that a document shares the same label with its p-nearest neighbor holds. Obviously, this assumption is more likely to fail when p increases. The performance curve drops much more dramatically in Reuters data set, which is consistent with our knowledge about the two data sets. Since the content of each cluster in TDT2 is narrowly defined and the clusters in TDT2 are compact, it has high chance that each document share the same cluster membership with its p-nearest neighbors even when p is large. While in Reuters, documents in each cluster have a broader variety of content. Thus, a document is unlikely to share the same cluster membership with its p-nearest neighbors when p is large. And as a result, the performance of LCCF on Reuters decreases dramatically as the p increases.
Convergence Study
The updating rules for minimizing the objective function of LCCF are essentially iterative. We have proved that these rules are convergent. Here, we investigate how fast these rules can converge. Fig. 3 shows the convergence curves of NMF, CF, and LCCF on both two data sets. For each figure, the y-axis is the value of objective function and the x-axis denotes the iteration number. We can see that the multiplicative updating rules for all the three algorithms converge very fast, usually within 100 iterations.
CONCLUSION
In this paper, we have presented a novel clustering algorithm called LCCF. LCCF models the data space as a submanifold embedded in the ambient space and performs the concept factorization on this manifold in question. As a result, LCCF can have more discriminating power than the ordinary NMF and CF approaches which only consider the euclidean structure of the data. Experimental results on document clustering show that LCCF provides better representation in the sense of semantic structure.
There is a parameter which controls the smoothness of our LCCF model. LCCF boils down to original CF when ¼ 0. Thus, a suitable value of is critical to our algorithm. It remains unclear how to do model selection theoretically and efficiently. 
APPENDIX A PROOFS OF THEOREM 1
The objective function O of GNMF in (10) is certainly bounded from below by zero. To prove Theorem 1, we need to show that O is nonincreasing under the update steps in (17) and (18) . Since the second term of O is only related to V, we have exactly the same update formula for U in LCCF as the original CF. Thus, we can use the convergence proof of CF to show that O is nonincreasing under the update step in (17) . Please see [14] , [24] for details. Now we only need to prove that O is nonincreasing under the update step in (18) . We will follow the similar procedure described in [14] . Our proof will make use of an auxiliary function similar to that used in the ExpectationMaximization algorithm [10] . We begin with the definition of the auxiliary function. The auxiliary function is very useful because of the following lemma: Now we will show that the update step for V in (18) is exactly the update in (31) with a proper auxiliary function.
Considering any element v ab in V, we use F ab to denote the part of O which is only relevant to v ab . It is easy to check that
Since our update is essentially elementwise, it is sufficient to show that each F ab is nonincreasing under the update step of (18).
Lemma 4. Function
Gðv; v
is an auxiliary function for F ab , the part of O which is only relevant to v ab .
Proof. Since Gðv; vÞ ¼ F ab ðvÞ is obvious, we need only show that Gðv; v ðKÞ ab Þ ! F ab ðvÞ. To do this, we compare the Taylor series expansion of F ab ðvÞ
with (34) to find that Gðv; v ðKÞ ab Þ ! F ab ðvÞ is equivalent to
We have 
APPENDIX B WEIGHTED LCCF
In this appendix, we give the solution to the weighted LCCF. Let each data point has weight j and z T j is jth row vector of V, the weighted objective function is
where À is the diagonal matrix consists of j ,
, and K 0 ¼ À 1=2 KÀ 1=2 . Notice that the above equation has the same form as (11) in Section 3, so the same algorithm can be used to find the solution.
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