INTRODUCTION
A review of the large body of work examining stock return predictability indicates that most return forecasting evidence resides in major developed countries and is especially focused on the US. This literature generally suggests that it is difficult to consistently reject the null of no predictability both in-sample (INS) and out-of-sample (OOS). For example, in their US study, Goyal and Welch (2008, p. 1504) The international (non-US) literature considers several macro variables, as well as fundamental variables based on dividends and earnings (Bossaerts and Hillion, 1999; Rapach et al., 2005; Giot and Petitjean, 2011) , as predictors of stock returns. This international literature has, in general, provided mixed evidence on the extent of out-ofsample (OOS) predictability. Perhaps, more importantly, it focuses primarily on developed markets especially the G-7. This raises an important issue. Major developed countries stock returns are highly correlated with each other; for example, over the sample period employed in these papers, the quarterly return correlations amongst the US-UK, USGermany and UK-Germany country pairs are all above 0.85.
Thus far, there is relatively little international evidence from developing countries in terms of stock return predictability and, in particular, the role of macro-financial variables has not been considered in great detail for emerging markets.
1 Some notable exceptions include Fifield et al. (2002) , Rapach et al. (2011 ), Jordan et al. (2012 , 2014 , Gebka and Wohar (2013) and Narayan et al. (2014) out-of-sample evidence of predictability for a major emerging stock market (i.e. China), their work is based on relations between trade partners. As a result, the set of predictors included in their study only covers financial indicators, namely, the stock market returns of countries from which China net imports. Similarly, Narayan et al. (2014) evaluate the role of institutions (such as, corruption, domestic conflicts, ethnic tensions and law and order) and macroeconomic indicators (budget balance, current account, debt service, exchange rate stability, foreign debt, GDP growth, inflation, net international liquidity and per capita GDP) in explaining risk premium in emerging market economies. Instead, our work focuses 2 Quantile regressions have been extensively used in the empirical finance literature. For instance, Taylor (1999) , Engle and Manganelli (2004) and Rubia and Sanchis-Marco (2013) make use of this technique to address value-at-risk. Conley and Galenson (1998) and Gosling et al. (2000) use quantile regressions to explore the dynamics of the distribution of asset wealth. Bassett and Chen (2001) provide a description of mutual fund strategies, Machado and Sousa (2006) investigate the role played by macroeconomic fundamentals on the distribution of stock prices, and Adrian and Brunnermeier (2011) look at the issue of systemic risk through the lens of quantile regressions. Other works making use of the same econometric framework to investigate the dependence among global stock markets and the relationship between analysts' forecast dispersion and asset returns include Leon Li and Yen (2011) and Leon Li and Wu (2014) . Leon Li and Miu (2010) develop a bankruptcy prediction model with dynamic accounting-ratio-based and marketbased information.
on several macroeconomic and macro-financial variables that are directly linked with various asset pricing models developed by the empirical finance literature. In fact, we follow closely the research that has typically looked at the predictive ability of macrofinancial empirical proxies that capture time-variation in expectations about future returns (Lettau and Ludvigson, 2001; Goyal and Welch, 2003, 2008; Della Corte et al., 2010; Sousa, 2010; Rocha Armada et al., 2015) . 3 Thus, we consider not only macroeconomic predictors (such as, commodity price inflation, money growth, nominal central bank rate, output gap, overall inflation, real bilateral exchange rate vis-a-vis the US Dollar and the risk-free rate), but also at macro-financial predictors (namely, the equity price scaled by GDP, the consumption-wealth ratio and the wealth-to-income ratio).
Furthermore we provide analysis of whether domestic economic variables or US/Global economic variables or both can predict aggregate stock returns in emerging markets. A recent paper by Nitschka (2014) investigates the predictive ability of the output gap for stock market returns in emerging markets, and distinguishes between the impact of national and global macroeconomic conditions. This assessment is motivated by the international macroeconomics literature on the dynamics of international business cycles and the question of knowing whether emerging markets' business cycles are aligned with developed markets' business cycles or not. Consequently, we contribute to this literature by comparing the results based on purely domestic predictors with those relying on U.S. data of all of the variables and also a selected number of global factors (including the options exchange volatility index (VIX) and the growth in international bank claims).
Summing up, our paper tries to answer the following questions:
(i) Can macro-finance variables predict stock returns in a set of emerging markets?
We test if the macro-finance variables have significant predictive ability. Bootstrapped test statistics are implemented to address the persistence and possible non-normal distribution of data.
(ii) Does predictability of macro-finance variables exist out-of-sample? Prior empirical investigation of the consumption-wealth-income variable (CAY), a key macro-finance variable, suggests that while it is effective in-sample, it is unable to improve forecast accuracy relative to the benchmark (Della Corte et al., 2010) . Della Corte et al.
(2010) examine four large developed markets (France, Japan, UK and US). We examine, in the context of five major emerging markets (i.e. the BRICS -Brazil, Russia, India, China and South Africa), if out-of-sample (OOS) evidence is consistent with in-sample (INS) evidence.
(iii) Do global macroeconomic conditions provide a better assessment of the risk premium dynamics in emerging market economies than domestic conditions? In this context, we repeat our in-sample and out-of-sample forecast analysis looking at the same set of macroeconomic and macro-financial indicators for the emerging markets under consideration (i.e. the domestic conditions) and the U.S. (which proxies for the international environment), as well as a group of global factors.
Our analysis focuses on the BRICS countries for various reasons. First, this economic block covers the largest emerging market economies, with very fast growth over the past decades. Second, the five emerging markets under consideration represent close to 40% of the world's population and near 20% of the world's GDP, and display an increasingly important role for equity markets in terms of financing investment opportunities and stock market capitalization. Third, their major institutional framework for monetary policy is the inflation targeting, which helps making economic decisions more predictable, with beneficial effects for domestic risk premium. Fourth, the general trend of improvement in the fiscal stance and increased discipline of public finances has contributed to the independence of the monetary authority by means of avoiding debt monetization and broadening the resident-base of domestic debt holders, as well as reducing sovereign risk spreads. Fifth, sounder macroeconomic policies and a low and stable inflation boosted the effectiveness of monetary policy and helped to anchor agents' expectations. This has, in turn, led to a strengthening of lending conditions, easier access to credit markets and a renewed confidence on domestic-currency assets, thus, reshuffling asset portfolio composition away from foreign assets.
In our study, we report both in-sample and out-of-sample predictive regression results (as do Goyal and Welch (2008) With respect to our INS results, we find that the output gap to GDP is the best predictor of stock returns for Brazil, Russia, China and South Africa. There is no evidence of predictability from CAY in any of the countries. There is almost no evidence in favor of the price-GDP ratio or the wealth-to-income ratio. Two major macro variables, inflation and money supply growth (M2), have very little predictive power. There thus appears to be less in-sample predictability in BRICS countries than is found for the US and G7 countries.
With respect to out-of-sample predictability, we find, for all four countries, that the output gap to GDP variable, FX change and Central Bank (CB) rate show signs of OOS predictability for equity returns. We also show that US/global predictors generally perform very weakly and none of the variables is consistently significant across the BRICS countries.
The remainder of the paper is as follows. Section 2 briefly presents the data. Section 3 describes the different econometric methodologies. Section 4 discusses the empirical results. Section 5 concludes. Total Return Indices, which measure the market performance, including price performance and income from dividend payments. We use the indices that include gross dividends, i.e.
DATA DESCRIPTION
approximating the maximum possible dividend reinvestment. The amount reinvested is the dividend distributed to individuals resident in the country of the company, but does not include tax credits.
We also obtain data for the following regressors:
• o Growth rate of the commodity price index (Sousa and Sousa, 2013) ;
o Change in real bilateral exchange rate vis-a-vis the US Dollar (Sousa and Sousa, 2013) ; and o Risk-free rate / Money market rate, i.e. the interest rate on a low risk short-term security (Goyal and Welch, 2008) .
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• Macro-financial predictors:
o Consumption-wealth ratio (CAY) (Lettau and Ludvigson, 2001) ;
o Wealth-to-income ratio (Sousa, forthcoming) ; and o Equity price scaled by GDP (Rangvid, 2006) .
• Global predictors:
o US variables for the same set of determinants considered above;
o Output gap (in percentage of GDP) for the G7 countries (Cooper and Priestley, 2013; Nitschka, 2014) ;
o Chicago Board Options Exchange Volatility Index (VIX index); and 5 For a cointegration analysis of the term structure of interest rates, see, for instance, Siklos and Wohar (1996) .
o Growth rate of international bank claims (i.e. growth rate of credit to non-banks and growth rate of credit to banks).
The macroeconomic predictors are obtained from Haver Analytics. As for the macro-financial predictors, the consumption-wealth ratio is computed using data for: (i 
This model can be employed to estimate h-step ahead forecasts of stock returns using a recursive expanding window, h h t y + , which is linear in the potential predictor variables (i.e., X t ). The parameter α is a constant, the parameters λ j capture the effect of the potential predictor variable and h h t+ ε is an error term. This is the most common model from the literature on return predictability (Goyal and Welch, 2008; Rapach Strauss and Zhou, 2010) . The above equation can be estimated with ordinary least squares and this provides mean estimates of the relation between the predictive content of the explanatory variables and the dependent variable.
Out-of-Sample Forecast Regressions
For our out-of-sample tests, the benchmark that we use is the random walk with drift (i.e. the historical average), which is consistent with Goyal and Welch (2008) 
where R is the number of observations in the in-sample period As described above, the ENC -t test applies to nested forecasting models. Clark and West (2006, 2007) demonstrate that the test can be viewed as an adjusted test for equal MSE. In this framework, the null hypothesis is a random walk and the alternative hypothesis is of a predictive regression. If the null hypothesis of a random walk is true then it will have a lower mean-squared error relative to the alternative (despite the fact the alternative include an additional variable) due to the fact that there is sampling error associated with estimating the alternative model. Therefore, the authors adjust the forecast error of the alternative model to account for this sampling error. The adjustment subtracts the square of the difference in forecasts from the competing models; this term captures (under the null hypothesis of equal accuracy in population) the extra sampling error in the larger model. Clark and West (2006, 2007) 
and then regressing the series { } . t) , which is the t-statistic corresponding to a zero constant and is based on a normal distribution. The second term within the brackets of equation (4) 
MSE F T h OOS R CSE T h CSE
h measures the degree of overlap, where h is equal to 1 for no overlap. CSE i for i=HA, z is the cumulative squared error from the historical average (HA) and from the predictive model (z) respectively. Clark and McCracken (2005) show MSE -F have non-standard statistical distributions. Hence, critical values for MSE -F are produced via a bootstrap procedure following Mark (1995) and implemented in a similar manner to Rapach and Wohar (2006) and Goyal and Welch (2008) . We estimate the following:
Parameters are estimated using the full sample and error terms are saved to generate pseudo series for r and z. The pseudo series for r and z have identical length to our sample and are formed by drawing from the time-series of residuals with replacement.
EMPIRICAL ANALYSIS

In-sample Return Predictability
In this section, we consider INS predictability at the 1-quarter, 2-quarter and 4-quarter horizon. We explore the robustness of the US INS predictability results to data covering the BRICS countries, which have very different characteristics to the US. Table 3 .
Considering first, Table 3 , Panel A, using inference based on Newey-West t-statistics, there is evidence of predictability for at least half the variables, 5 out of 10 at the one-quarter horizon and 7 at both the two-quarter and the four-quarter horizons. Second, evidence of predictability from inference based upon bootstrapped t-statistics is weaker; here, it is apparent at best for half of the variables: 3 out of 10 at the one-quarter horizon, 4 at the two-quarter horizon, and 5 at the four-quarter horizon. Third, only the output gap to GDP ratio exhibits consistent predictability at all horizons for both conventional and bootstrapped inference. However, if we just consider conventional inference, there is evidence for all horizons from the foreign exchange rate, money market rate (MMR) and price-GDP. Fourth, there is virtually no evidence of predictability from CAY or the wealthto-income ratio in Brazil. Finally, there is reasonable predictive power from the output gap to GDP ratio, foreign exchange rate and price to GDP ratio; the R-squared is above 5% for all these variables at the one-quarter horizon. Overall, output gap to GDP is the strongest predictor in-sample.
Turning next to Table 3 , Panel B, we look at US/Global predictors for Brazil stock returns and find that, using inference based on Newey-West t-statistics, there is evidence of predictability for at least three variables: the US output Gap variable and the price-GDP variable at the one, two, and four quarterly horizons, and the commodity price growth variable at the two-quarter horizon. Evidence of predictability from inference based upon bootstrapped t-statistics is weaker; here, it is apparent for only the price-GDP variable, which shows predictability at the one, two, and four-quarter horizons. to forecast stock returns at the one quarter-ahead and two quarter-ahead horizons. Only the output gap to GDP ratio and the foreign exchange rate are significant. Second, evidence of predictability from inference based upon bootstrapped t-statistics is very consistent with that from conventional critical values. Third, both the output gap to GDP ratio and foreign exchange rate exhibit consistent predictability at all horizons for both conventional and bootstrapped inference. Fourth, there is no evidence of predictability from CAY, price-GDP ratio, MMR or M2 growth in Russia. Finally, there is reasonable predictive power from the output gap to GDP ratio and the foreign exchange rate; the R-squared is above 5% for these variables at the one-quarter horizon; and the R-squared for output gap to GDP is above 20% at two quarters-ahead and above 30% at four quarters-ahead. Overall, for Russia as for Brazil, we can conclude that the output gap to GDP is the strongest predictor in-sample.
Turning now to Table 4 , Panel B, we look at US/Global predictors and find that the inference based on Newey-West t-statistics suggests that there is evidence of predictability for at least two variables: the foreign exchange (FX) rate at the one-quarter horizon and the US output gap variable at the two and four-quarter horizons. Evidence of predictability from inference based upon bootstrapped t-statistics is weaker, as only the FX change variable shows predictability at the one-quarter horizon. Second, using inference based on bootstrapped t-statistics, this evidence is confined to one-quarter ahead for commodity index growth and no more than two quarters ahead for CB rate. Third, for one-quarter ahead both commodity index growth and CB rate have reasonable predictive power: the R-squared is above 5% for both these variables. Overall, while CB rate demonstrates more statistical evidence for predictability in India, however, commodity index growth provides higher goodness of fit (R-squared).
Turning next to Table 5 , Panel B, we look at US/Global predictors and find that, using inference based on Newey-West t-statistics, there is evidence of predictability for at least two variables: the US output gap at the one and four-quarter horizons, and commodity index growth at the two and four-quarter horizons. Evidence of predictability from inference based upon bootstrapped t-statistics is weaker: only the commodity index growth is significant at the two and four-quarter horizons. of the 4 variables that display some predictability, only the output gap to GDP and the wealth-income ratio exhibit predictability using bootstrapped inference. Third, only the output gap to GDP ratio has consistent predictive power across all horizons. Fourth, the output gap to GDP has the best fit (highest r-squared) at all horizons. In short, the output gap to GDP is by far the best predictor of Chinese stock returns out of the ten variables examined.
Turning now to Table 6 , Panel B, we look at US/Global predictors for China and find that, using inference based on Newey-West t-statistics, there is evidence of predictability for at least one variable: the US output gap variable and the price-GDP ratio at the one, two, and four-quarter horizons. Evidence of predictability from inference based upon bootstrapped t-statistics is weaker, as only the price-GDP variable has predictability at the one, two, and four-quarter horizons.
In Table 7 , Panel A we report the empirical findings associated with the INS predictive regressions for South Africa using domestic predictors. Three variables show predictability using the Newey-West t-statistics: the inflation rate and the output gap at the one, two and four-quarter horizons, the risk-free rate and CBrate at the one-quarter horizon, and the growth rate of M2 at the two and four-quarter horizons. Of these variables that have some evidence of predictability, only inflation, output gap, real interest rate, and CB rate display predictability using bootstrapped inference. Similarly, only the output gap has consistent predictive power across all horizons. Fourth, the output gap to GDP has the best fit (i.e. highest R-squared) at all horizons. In short, the output gap to GDP is also by far the best predictor of South African stock returns.
Turning next to Table 7 , Panel B, we look at US/Global predictors and find that regardless of whether we use inference based on Newey-West t-statistics or bootstrapped tstatistics, no US predictor variable is able to forecast South African stock returns.
[
INSERT TABLES 3-7 AROUND HERE]
In summary, our in-sample results suggest that the output gap to GDP is the best predictor of stock returns for Brazil, Russia and China. In contrast, some of the macrofinance variables perform dismally in the large emerging markets that we consider. For example, there is no evidence of predictability from CAY (Lettau and Ludvigson, 2001 ) in any of the countries. Further, there is sparse evidence in favour of the price-GDP ratio (Rangvid, 2006) and wealth-to-income ratio (Sousa, forthcoming) for BRICS countries.
Macro variables also generally only have limited predictive power. Interestingly, two major macro variables (i.e. inflation and money supply growth) have very little predictive power.
Overall, our empirical evidence suggests there is less return predictability in BRICS countries than in the US or amongst the G7 countries. With respect to the use of US/Global predictors, the two variables that have shown signs of predictability are the output gap to GDP ratio and the price-GDP ratio. Thus, US/Global variables are found to be much poorer predictors relative to domestic predictive variables.
Out-of-Sample Return Predictability
Could investors' actually use fundamental-price based models in order to benefit from more accurate predictions of future stock returns? This issue is of importance to both practitioners and academics alike. Asset managers, economic policymakers, as well as pension providers and contributors all need accurate estimates of future market returns. In this section, we examine a range of fundamental-price ratios, as well as macro-finance and macro variables, for a sample of BRICS countries. We consider if individual predictors can improve forecast accuracy over the historical average benchmark model. We note that some of the macro-finance variables (CAY, output gap to GDP and wealth-income ratio)
potentially have a look-ahead bias given they are initially estimated using full-sample values. To examine the effect of this, we also report results for versions of these variables which are calculated using information available in real-time; these variables are denoted with an "RT" suffix, for example CAY_RT. Tables 8-12 report 1, 2, and 4-quarter ahead forecast results from individual predictive regression models for Brazil, Russia, India, China and South Africa, respectively. show OOS predictive ability at 1, 2 and 4-quarter horizons; while the magnitude of the forecast gains are smaller using the real-time version of the output gap to GDP, they are still of substantial magnitude. The risk-free rate shows clear OOS predictive ability at the 1 and 4-quarter horizons. Commodity index growth has OOS predictability only at the 1-quarter horizon, while the FX change has OOS predictability at the 1 and 2-quarter horizons. Table 8 , Panels B-C, provides results for Brazil using US/Global predictors.
Overall, the individual predictive models have limited predictability. For Brazil, the price-GDP variable shows OOS predictive ability at 1, 2 and 4-quarter horizons, while inflation displays some OOS predictive ability at the 1 and 2-quarter horizons.
With respect to Russia (Table 9 , Panel A), overall, the statistical evidence in favor of OOS predictive ability using domestic predictors is very weak. For example, only the output-gap to GDP ratio shows OOS predictability at all horizons. The output gap GDP-RT displays some OOS predictability at the 1 and 2-quarter horizons according to the ENC-NEW metric, which tests for encompassing; however, the Theil's U is greater than 1, which indicates that the forecast accuracy is weaker than the benchmark. Interestingly, in terms of forecast accuracy the CB rate beats the benchmark at all horizons, but none of the statistical tests are significant for the CB rate. Overall, the evidence of OOS return predictability in Russia is not widespread. Table 9 , Panels B-C, provides results for Russia using domestic predictors, which
show that only the US output gap has strong OOS predictive ability at all horizons. Overall, the individual predictive models have mixed results. For Brazil, in terms of the metrics (MSE-F, ENC-NEW and CW-T statistics), the output gap to GDP and output gap to GDP_RT show OOS predictive ability at all horizons. The risk-free rate also shows clear OOS predictive ability at the 1 and 4-quarter horizons. Commodity index growth has OOS predictability only at the 1-quarter horizon and FX change has OOS predictability at the 1 and 2-quarter horizons. Table 10 , Panels B-C, provides evidence of predictability for a couple of US/Global variables regarding future Indian stock returns. The US commodity price growth has OOS predictability at the 2 and 4-quarter horizons, the US output gap displays OOS predictability at all horizons, and the price-GDP variable has a significant Theil's-U statistic for the 1, 2, and 4-quarter forecasting horizons.
In the case of China (Table 11 , Panel A), the output gap to GDP variable has strong OOS predictability at all horizons. However, this forecasting ability largely evaporates when this predictor is formed using only data available in real-time; indeed, the output gap to GDP_RT underperforms the historical average benchmark at all horizons, although its forecast is not encompassed according to the ENC-NEW test. The wealth-income ratio has some OOS predictability at the 1 and 4-quarter horizons (according to the ENC-NEW metric), although this also disappears for the real-time version of the variable (i.e. wealthincome_RT). The CB rate shows OOS predictability in both the upper and lower panels at the 1, 2 and 4 quarterly horizons (according to the MSE-F and CW-t metrics). In the case of China (Table 11 , Panels B-C), using US predictors, the price-GDP variable has strong OOS predictability at all horizons.
For South Africa (Table 12 , Panel A), using domestic predictors, both the inflation rate and the output gap have strong OOS predictability at the 1, 2 and 4-quarter horizons.
The risk-free rate and the CB rate have predictive ability OOS at the 1 and 2-quarter horizons. With respect to the use of US predictors (Table 12 , Panels B-C), we find very little evidence of OOS predictability. The price-GDP variable has a significant Theil's-U statistic at the 1 and 4-quarter horizons, while CAY has a significant ENC-NEW statistic at the 2-quarter horizon.
[INSERT In summary, we conduct an extensive analysis of OOS return predictability for the five BRICS countries. Overall, we find very little evidence of predictability in the emerging markets using the macro-finance variables (CAY, wealth-income and price-GDP) that have been advocated in studies of developed markets. However, the output gap to GDP variable, the CB rate and the change in FX show signs of OOS predictability for equity returns.
Thus, there is some evidence of OOS return predictability from macro variables for the large emerging countries under investigation. The two US predictors that show OOS predictive ability are the output gap to GDP ratio and the price-GDP ratio.
CONCLUSION
A huge amount of research investigates the link between the macroeconomy and financial markets. Despite this, there are several issues that have not yet been adequately addressed, especially given that empirical evidence focuses on developed markets. One of these issues is whether expected future stock returns can be accurately predicted by macroeconomic or macro-financial indicators. This study provides novel evidence on this issue by examining large emerging market economies for which there is relatively little evidence in this context.
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We examine several predictors, most of which have been found to have INS predictive power in the US . In contrast, there is very little evidence for the variables from emerging markets. We provide a first step in this direction by studying a sample of five large emerging markets, i.e. the BRICS nations. This lack of literature is surprising given that they are the world's most populous countries and are growing in importance economically. In our tests, we consider macroeconomic, macro-financial and US/global variables. To our knowledge, we are the first to undertake such a broad analysis of the BRICS countries, which are vitally important emerging markets and growing economic powerhouses.
We provide evidence on the questions: (i) Can domestic macro-finance variables predict stock returns in a set of emerging markets? (ii) Do US/global macro-finance variables predict emerging market stock returns? (iii) Does predictability of macro-finance variables exist out-of-sample?
Firstly, we test if the macro-finance variables have significant predictive ability. We find that the output gap to GDP ratio is the best predictor for Brazil, Russia and China.
However, other macro variables (such as, inflation and interest rates) and macro-finance variables (such as CAY) have little predictive power for the BRICS countries over the sample period of 1995Q1-2013Q2.
Secondly, we examine if US/global macro-finance variables have predictive ability for emerging market economies. We find that they are generally even weaker predictors of BRICS stock returns than their domestic counterparts.
Thirdly, prior empirical investigation suggests that in-sample predictability does not guarantee an ability to forecast out-of-sample relative to the benchmark model (Della Corte et al., 2010) . Thus, we investigate for five major emerging markets if out-of-sample evidence is consistent with in-sample evidence. Our results show that there is more evidence of predictability from OOS tests than from INS tests. We find that the evidence from standard forecast accuracy metrics (e.g., mean-squared forecast error) is actually more favorable to predictability than results from simple regressions.
In summary, the empirical evidence of return predictability for BRICS countries is somewhat limited over the 2005-2013 OOS period. Prior empirical investigations of return predictability in the US and G7 countries tends to uncover more significant findings. The results from this paper suggest that it is important to examine if variables proposed based on US data actually have consistent forecast power globally; our evidence from emerging markets suggest that they may not. Table 3 shows results of in-sample predictive regressions for one quarter (Horizon =1), two quarter (Horizon=2) and four quarter (Horizon=4) returns. See Table 1 for variable descriptions. Slope is the slope coefficient on the predictor variable, t is the t-statistic based on Newey-West procedure, p(t) is the one-sided p-value estimated from the bootstrap procedure described in section 3.2 of the text. R-sq is the goodness of fit. Bold type is used to demonstrate significance at the 10% level; for the bootstrapped p-value this occurs when p(t) is greater than 0.95 or less than 0.05. Table 4 shows results of in-sample predictive regressions for one quarter (Horizon =1), two quarter (Horizon=2) and four quarter (Horizon=4) returns. See Table 1 for variable descriptions. Slope is the slope coefficient on the output gap, t is the t-statistic based on Newey-West procedure, p(t) is the one-sided p-value estimated from the bootstrap procedure described in section 3.2 of the text. R-sq is the goodness of fit. Bold type is used to demonstrate significance at the 10% level; for the bootstrapped p-value this occurs when p(t) is greater than 0.95 or less than 0.05. Table 5 shows results of in-sample predictive regressions for one quarter (Horizon =1), two quarter (Horizon=2) and four quarter (Horizon=4) returns. See Table 1 for variable descriptions. Slope is the slope coefficient on the output gap, t is the t-statistic based on Newey-West procedure, p(t) is the one-sided p-value estimated from the bootstrap procedure described in section 3.2 of the text. R-sq is the goodness of fit. Bold type is used to demonstrate significance at the 10% level; for the bootstrapped p-value this occurs when p(t) is greater than 0.95 or less than 0.05. Table 6 shows results of in-sample predictive regressions for one quarter (Horizon =1), two quarter (Horizon=2) and four quarter (Horizon=4) returns. See Table 1 for variable descriptions. Slope is the slope coefficient on the output gap, t is the t-statistic based on Newey-West procedure, p(t) is the one-sided p-value estimated from the bootstrap procedure described in section 3.2 of the text. R-sq is the goodness of fit. Bold type is used to demonstrate significance at the 10% level; for the bootstrapped p-value this occurs when p(t) is greater than 0.95 or less than 0.05. Table 7 shows results of in-sample predictive regressions for one quarter (Horizon =1), two quarter (Horizon=2) and four quarter (Horizon=4) returns. See Table 1 for variable descriptions. Slope is the slope coefficient on the output gap, t is the t-statistic based on Newey-West procedure, p(t) is the one-sided p-value estimated from the bootstrap procedure described in section 3.2 of the text. R-sq is the goodness of fit. Bold type is used to demonstrate significance at the 10% level; for the bootstrapped p-value this occurs when p(t) is greater than 0.95 or less than 0.05. Table 8 shows out-of-sample forecasting for returns at the one quarter, two quarter and four quarter horizons. Theil's U is the ratio of the forecast error of the regression model to that of the historical average benchmark. MSE-F and CW-t are tests for equal forecast accuracy. ENC NEW tests for encompassing. The one-sided p-values for these tests are based on a bootstrapping procedure described in Section 3.2. Bold type is used to denote significance at the 10% level for a one-sided test.
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2005Q2-2013Q2 OOS Horizon Theil's U p(MSE-F) p(ENC-NEW) p(CW-t) Horizon Theil's U p(MSE-F) p(ENC-NEW) p(CW-t) Theil's U Theil's U p(MSE-F) p(ENC-NEW) p(CW-t)
One quarter ahead Two quarters ahead Four quarters ahead Table 9 shows out-of-sample forecasting for returns at the one quarter, two quarter and four quarter horizons. Theil's U is the ratio of the forecast error of the regression model to that of the historical average benchmark. MSE-F and CW-t are tests for equal forecast accuracy. ENC NEW tests for encompassing. The one-sided p-values for these tests are based on a bootstrapping procedure described in Section 3.2. Bold type is used to denote significance at the 10% level for a one-sided test. Table 10 shows out-of-sample forecasting for returns at the one quarter, two quarter and four quarter horizons. Theil's U is the ratio of the forecast error of the regression model to that of the historical average benchmark. MSE-F and CW-t are tests for equal forecast accuracy. ENC NEW tests for encompassing. The one-sided p-values for these tests are based on a bootstrapping procedure described in Section 3.2. Bold type is used to denote significance at the 10% level for a one-sided test. Table 11 shows out-of-sample forecasting for returns at the one quarter, two quarter and four quarter horizons. Theil's U is the ratio of the forecast error of the regression model to that of the historical average benchmark. MSE-F and CW-t are tests for equal forecast accuracy. ENC NEW tests for encompassing. The one-sided p-values for these tests are based on a bootstrapping procedure described in Section 3.2. Bold type is used to denote significance at the 10% level for a one-sided test. Beta is the slope coefficient on the output gap, t is the t-statistic based on Newey-West procedure, p(t) is the one-sided p-value estimated from the bootstrap procedure described in section 3.2 of the text. R-sq is the goodness of fit. Bold type is used to demonstrate significance at the 10% level; for the bootstrapped p-value this occurs when p(t) is greater than 0.95 or less than 0.05. Table A.4 shows results of in-sample predictive regressions for one quarter (Horizon =1), two quarter (Horizon=2) and four quarter (Horizon=4) returns. See Table 1 for variable descriptions. Beta is the slope coefficient on the output gap, t is the t-statistic based on Newey-West procedure, p(t) is the one-sided p-value estimated from the bootstrap procedure described in section 3.2 of the text. R-sq is the goodness of fit. Bold type is used to demonstrate significance at the 10% level; for the bootstrapped p-value this occurs when p(t) is greater than 0.95 or less than 0.05. 
