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Abstract
The autoconvolution equation of the third kind with coefficient of general power type is dealt with by
the method of weighted norms developed for equations with coefficients of linear and integer power type
in recent joint work of the author with L. Berg, J. Janno, and B. Hofmann. For this equation two existence
theorems and a uniqueness theorem are proved. Further, as an auxiliary equation a linear singular integral
equation of Abel is treated anew and the existence of solutions to a related class of linear Volterra equations
of the third kind is derived.
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1. Introduction
The paper deals with a general class of autoconvolution equations of the third kind (4.1)
with coefficient k(x) ∼ Axα for arbitrary positive α as x goes to zero. For these equations two
existence theorems and a uniqueness theorem are derived which generalize corresponding results
in our joint papers with L. Berg [1] and J. Janno [10] for α = 1 and with B. Hofmann [7] for
α = n ∈ N. As there for the existence theorems the method of weighted norms is applied using a
corresponding theorem by Janno [9].
As an auxiliary linear equation in this approach an equation of Abel (2.1) occurs which has
been treated in the past by many authors [2,8,12–15,19], mainly in the case 0 < α  1. In par-
ticular, by P.-J. Browne [2] and E. Holmgren [8] a resolvent representation of the solutions is
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in a more direct way using the solution of an equation with transposed kernel. This provides us
also with the inequality for the resolvent function needed in the treatment of (4.1).
Moreover, basing on the representation of the solutions to Abel’s equation an existence theo-
rem for a class of perturbed linear singular convolution equations (3.1) is given which generalizes
and improves a corresponding result of M.I. Ramazanov [16] for a related simpler equation
in the case α = 12 obtained with the solution from [2]. Here by us also the usual method of
weighted norms with exponential weights is used. For other related types of linear Volterra equa-
tions of the third kind we refer especially to the work of T. Fényes (see [6, Section 13.1]) and
D.W. Reynolds [17]. The equation dealt with by Fényes corresponds to Eq. (3.1) with k(x) = x.
The plan of the paper is as follows. In Section 2 the basic linear singular Volterra integral
equation of Abel and in Section 3 a related class of linear convolution equations of the third kind
are dealt with. The autoconvolution equation of the third kind is treated in Section 4 whereas in
Section 5 several generalizations of this equation are briefly discussed. Some simple examples
of linear singular equations of type (3.1) are listed in Section 6. Finally, in the appendices two
uniqueness theorems for the basic equation are given and some useful inequalities for certain
integrals are stated.
2. Basic linear equation
The linear Volterra integral equation of the third kind
xαw(x) = λ
x∫
0
(x − ξ)α−1w(ξ)dξ + h(x) (α > 0) (2.1)
with the parameter λ > 0 is the object of study since the days of N.H. Abel (see the Introduc-
tion). In what follows we derive the resolvent representation of the solutions to this equation for
arbitrary positive α and give a sufficient condition for solvability.
The homogeneous equation (2.1) has the real solution w0(x) = xβ , β > −1, where β is a real
root of the equation
λB(α,β + 1) = 1 (2.2)
with B the Euler beta function. Since d/dβ[B(α,β + 1)] < 0 for β > −1 and B(α,β + 1) → ∞
as β → −1, B(α,β + 1) → 0 as β → ∞ there is a unique such β for any λ > 0 [14]. For
λ = α we have β = 0 with −1 < β < 0 if 0 < λ < α and β > 0 if λ > α whereas β = α for
λ = 2/B(α,α).
We are looking for solutions of the form w(x) = xβz(x) with this β and z ∈ C[0, T ], T > 0,
to Eq. (2.1). The continuous function z is a solution of the linear singular Volterra equation
z(x) = λ
xα+β
x∫
0
(x − ξ)α−1ξβz(ξ) dξ + g(x) (2.3)
where g(x) = h(x)/xα+β is assumed to be in C[0, T ]. In the following we put T = 1 without
loss of generality.
The integral operator P :C[0,1] → C[0,1] in (2.3) defined by
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xα+β
x∫
0
(x − ξ)α−1ξβz(ξ) dξ
is not compact. This follows from the existence of a continuous spectrum of eigenvalues or di-
rectly considering the bounded sequence of functions zn(x) = (1 − x)n ∈ C[0,1], n = 1,2, . . . ,
which is mapped into the sequence of functions Zn(x) = (P zn)(x) = B(α,β + 1)F (−n,β + 1;
α +β + 1;x) with the Gauss hypergeometric function F , converging pointwise to the discontin-
uous function
Z(x) =
{
B(α,β + 1) for x = 0,
0 for 0 < x  1,
as n → ∞ due to Zn(x) ∼ Γ (β + 1)/(nx)β+1 for x > 0 (cf. [5, Chapter 2.3.2]).
The homogeneous equation (2.3) has the solution z0(x) = 1 in C[0,1]. This is the only so-
lution in C[0,1] of this equation (cp. [13,14]). A proof of this statement is given in Lemma A,
Appendix 2. The right-hand side g ∈ C[0,1] of the non-homogeneous equation (2.3) has to fulfill
the necessary solvability condition g(0) = 0 as follows from (2.3) taking the limit x → 0. This
condition corresponds to the Heaviside jump function at x = 0 as solution of the homogeneous
adjoint equation to (2.3) in the space of functions with bounded variation (cf. [18, Section 90]).
But since the operator P is not compact, the condition g(0) = 0 must not be sufficient for the
solvability of Eq. (2.3) in C[0,1]. We remark that the Fredholm radius ρ of operator P is equal
to ρ = 1/B(α,β + 1) = λ such that Eq. (2.3) is also not lying in the (interior of the) Fredholm
domain of P (cf. [18] again).
We construct a particular solution of (2.3) in the form
z(x) = g(x)+ λ
x
x∫
0
r
(
ξ
x
)
g(ξ) dξ (2.4)
with a resolvent function r(u),0  u  1. Inserting the ansatz (2.4) into Eq. (2.3) yields the
equation for r ,
r(u) = λuβ
1∫
u
(v − u)α−1v−(α+β)r(v) dv + uβ(1 − u)α−1 (2.5)
which is an integral equation with transposed kernel to (2.3) and special right-hand side from
L(0,1). As a Volterra equation with at most weakly singular kernel in (ε,1), ε > 0, Eq. (2.5) has
a unique solution r ∈ L(ε,1) for any ε > 0 which is continuous and positive in (0,1).
We reduce (2.5) to a convolution equation substituting t = ln 1
u
, s = ln 1
v
and ϕ(t) = r(u).
Then we obtain the equation for ϕ in (0,∞),
ϕ(t)− λ
t∫
0
ϕ(s)eβ(s−t)
(
1 − es−t)α−1 ds = e−βt(1 − e−t)α−1
yielding the Laplace transform
Φ(p) = B(p + β,α)
1 − λB(p + β,α) (2.6)
of ϕ. The function Φ has the asymptotic representation
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as |p| → ∞ for real σ, τ (cf. [5, Section 1.18]).
In view of (2.2) and d/dp[B(p + β,α)] < 0 for real p > −β the function Φ in (2.6) has a
simple pole at p = 1 which is the singularity with the largest real part. The last statement easily
follows from (2.2) via the Euler integral representation of B(p + β,α) for Rep  1. Hence,
observing the asymptotic relation (2.7), we get the estimation (cf. [4, Section 25])
ϕ(t)C1et as t → ∞,
leading to
r(u) C1
1
u
as u → 0.
Further, from (cf. [4, Section 22])
ϕ(t) = e−βt(1 − e−t)α−1 + ∞∑
n=1
λn
[
e−βt
(
1 − e−t)α−1]∗(n+1) for t > 0,
where ∗m denotes m-fold convolution, we have
ϕ(t) ∼ (1 − e−t)α−1 as t → 0,
and therefore
r(u) C2(1 − u)α−1 as u → 1.
Combining these both inequalities, we obtain the estimate
r(u) C
[
1
u
+ (1 − u)α−1
]
for 0 < u< 1, (2.8)
with some constant C > 0.
If the condition 1
x
g(x) ∈ L(0,1), i.e.,
1∫
0
|g(x)|
x
dx < ∞ (2.9)
is fulfilled, the function (2.4) represents a solution z ∈ C[0,1] of Eq. (2.3) satisfying z(0) = 0.
Namely, using (2.8) by (2.9) it holds
1
x
x∫
0
x
ξ
∣∣g(ξ)∣∣dξ =
x∫
0
|g(ξ)|
ξ
dξ → 0 as x → 0,
and in view of g(0) = 0,
1
x
x∫
0
(
1 − x
ξ
)α−1∣∣g(ξ)∣∣dξ  1
α
· Max
0ξx
∣∣g(ξ)∣∣→ 0 as x → 0.
Therefore, we have proved
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a real solution of (2.2), has a one-parametric family of solutions z = zK , K ∈ R, given by
z(x) = K + g(x)+ λ
x
x∫
0
r
(
ξ
x
)
g(ξ) dξ (2.10)
with arbitrary real number z(0) = K . The resolvent function r is the solution of Eq. (2.5) and
can be defined by the relation r(u) = ϕ(ln 1
u
), 0 < u  1, with ϕ determined by its Laplace
transform Φ in (2.6). These are the only solutions z ∈ C[0,1] of (2.3).
Corollary 1. The condition (2.9) is fulfilled if |g(x)| C0xε , ε > 0. (Compare to this case also
[12, Section 6.4] and [14, Section 3.2].)
3. A class of linear equations
As a perturbation of Eq. (2.1) the convolution equation of the third kind
k(x)w(x) = μ
x∫
0
m(x − ξ)w(ξ) dξ + p(x), 0 < x < 1, (3.1)
is considered where μ is a positive parameter and for k,m,p we make the Assumptions:
A1: k ∈ C[0,1] with k(x) > 0 for 0 < x  1 and
k(x) = Axα +B(x) (3.2)
where A> 0, α > 0 and B ∈ C[0,1] with B(x) = O(xα+ε), 0 < ε  α as x → 0.
A2: m ∈ C(0,1] with
m(x) = xα−1 + n(x) (3.3)
where n ∈ C(0,1] with n(x) = O(xα−1+δ), δ > 0 as x → 0.
A3: p ∈ C(0,1] with
g0(x) = p(x)
xα+β
∈ C[0,1] (3.4)
satisfying g0(0) = 0 and 1x g0(x) ∈ L(0,1) where β > −1 is the real root of
μB(α,β + 1) = A. (3.5)
We are looking for solutions of form w(x) = xβz(x) to (3.1) with z ∈ C[0,1]. Observing the
representations (3.2)–(3.4), Eq. (3.1) writes
Δ(x)z(x) − λ
xα+β
x∫
0
(x − ξ)α−1ξβz(ξ) dξ
= 1
A
g0(x)+ λ
xα+β
x∫
n(x − ξ)ξβz(ξ) dξ0
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Δ(x) = 1 + B(x)
Axα
> 0 for 0 x  1, (3.6)
by Assumption A1. Then we obtain Eq. (2.3) for z with g = g[z] given by
g(x) = 1
Δ(x)
{
1
A
g0(x)+ λ
xα+β
x∫
0
n(x − ξ)ξβz(ξ) dξ
}
− λB(x)
k(x)
1
xα+β
x∫
0
(x − ξ)α−1ξβz(ξ) dξ. (3.7)
Due to Assumptions A1–A3, for any z ∈ C[0,1] the function g ∈ C[0,1] fulfills condition (2.9).
Therefore, by formula (2.10) in Theorem 1, Eq. (3.1) for w = xβz is reduced to the one-
parametric family of Eq. (2.10) with g = g[z] defined in (3.7).
This equation has the form of the Volterra equation
z(x) =
x∫
0
M(x, ξ)z(ξ) dξ + q(x), 0 x  1, (3.8)
with the kernel
M(x, ξ) = M0(x, ξ)+ λ
x
x∫
0
M0(η, ξ)r
(
η
x
)
dη (3.9)
where
M0(x, ξ) = λ
Δ(x)
ξβ
xα+β
n(x − ξ)− λB(x)
k(x)
ξβ
xα+β
(x − ξ)α−1 (3.10)
for 0 < ξ < x < 1 and the right-hand side
q(x) = K + 1
A
g0(x)
Δ(x)
+ λ
A
1
x
x∫
0
r
(
ξ
x
)
g0(ξ)
Δ(ξ)
dξ (3.11)
for any K ∈ R.
In view of (3.6), Assumption A3 for g0 and the estimation (2.8) for r we have q ∈ C[0,1]
with q(0) = K for the function (3.11). Further, for the function M0 in (3.10) by (3.6) and As-
sumption A1 it holds
∣∣M0(x, ξ)∣∣C0
[
ξβ
xα+β
∣∣n(x − ξ)∣∣+ |B(x)|
x2α+β
ξβ(x − ξ)α−1
]
and by (2.8) again
1
x
x∫ ∣∣M0(η, ξ)∣∣r
(
η
x
)
dη C
[ x∫ 1
η
∣∣M0(η, ξ)∣∣dη + 1
x
x∫ ∣∣M0(η, ξ)∣∣
(
1 − η
x
)α−1
dη
]
ξ ξ ξ
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can be solved by iteration as for the usual Volterra equation. Hence we expect a unique solution
z = zK ∈ C[0,1] with z(0) = K for any K ∈ R.
We prove this using exponentially weighted norms (cf. [6, Section 13.1])
‖z‖σ = max
0x1
∣∣e−σxz(x)∣∣, σ > 0.
We estimate (using generic positive constants C0–C7)∣∣∣∣∣ e−σx
x∫
0
M0(x, ξ)z(ξ) dξ
∣∣∣∣∣

x∫
0
e−σ(x−ξ)
∣∣M0(x, ξ)∣∣dξ · ‖z‖σ
 C0‖z‖σ
[
1
xα+β
x∫
0
e−σ(x−ξ)ξβ
∣∣n(x − ξ)∣∣dξ + |B(x)|
x2α+β
x∫
0
e−σ(x−ξ)ξβ(x − ξ)α−1 dξ
]
.
By A2 and the inequality (A.3) in Appendix 1 we have
1
xα+β
x∫
0
e−σ(x−ξ)ξβ
∣∣n(x − ξ)∣∣dξ  C1 1
xα+β
x∫
0
e−σηηα−1−δ(x − η)β dη
 C1
1
xα+β
(
D
xβ
σα+δ
)ν(
B(1 + β,α + δ)xα+β+δ)1−ν
= C2xδ−ν(α+δ) 1
σν(α+δ)
= C2
σ δ
(δ > 0)
choosing ν = δ
α+δ ∈ (0,1). Analogously, by A1 and (A.3) it holds
|B(x)|
x2α+β
x∫
0
e−σ(x−ξ)ξβ(x − ξ)α−1 dξ  C3 x
ε
xα+β
x∫
0
e−σηηα−1(x − η)β dη
 C3
xε
xα+β
(
D
xβ
σα
)ω(
B(1 + β,α)xα+β)1−ω
= C4xε−ωα 1
σωα
= C4
σε
(ε > 0)
choosing ω = ε
α
∈ (0,1]. Hence we obtain the first estimation
∣∣∣∣∣e−σx
x∫
0
M0(x, ξ)z(ξ) dξ
∣∣∣∣∣ C5σκ0 ‖z‖σ , κ0 = min(δ, ε) > 0. (3.12)
Further, using inequality (2.8) for r we estimate
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x∫
0
x∫
ξ
M0(η, ξ)r
(
η
x
)
dη z(ξ) dξ
∣∣∣∣∣
 1
x
x∫
0
e−σ(x−ξ)
x∫
ξ
∣∣M0(η, ξ)∣∣r
(
η
x
)
dη dξ · ‖z‖σ
C‖z‖σ
[ x∫
0
1
η
N(x,η) dη + 1
x
x∫
0
(
1 − η
x
)α−1
N(x,η)dη
]
with
N(x,η) =
η∫
0
e−σ(x−ξ)
∣∣M0(η, ξ)∣∣dξ.
Now, for the above, we have
N(x,η) C0
[
C2x
δ−ν(α+δ) 1
σν(α+δ)
+C4xε−ωα 1
σωα
]
where 0 ν  1, 0 ω 1. Choosing at first as above ν = δ
α+δ and ω = εα we get
N(x,η) C5
σκ0
(
κ0 = min(δ, ε) > 0
)
and
1
x
x∫
0
(
1 − η
x
)α−1
N(x,η)dη C5
α
1
σκ0
.
Choosing further ν = δ1
α+δ with 0 < δ1 < δ and ω = ε1α with 0 < ε1 < ε we obtain
N(x,η) C6
ηκ2
σκ1
with κ1 = min(δ1, ε1) > 0 and κ2 = min(δ − δ1, ε − ε1) > 0, hence
x∫
0
1
η
N(x,η) dη C6
κ2
ηκ2
1
σκ1
 C6
κ2
1
σκ1
.
Therefore, we have the second estimation∣∣∣∣∣e−σx 1x
x∫
0
x∫
ξ
M0(η, ξ)r
(
η
x
)
dη z(ξ) dξ
∣∣∣∣∣ C7σκ1 ‖z‖σ (κ1 > 0). (3.13)
Choosing now σ sufficiently large, in view of (3.12) and (3.13) the integral operator in
Eq. (3.8) is a contraction in the corresponding norm ‖ · ‖σ . This proves our assertion.
Theorem 2. Under the Assumptions A1–A3, Eq. (3.1) has a one-parametric family of solutions
wK = xβzK , K ∈ R with zK ∈ C[0,1] and z(0) = K where β > −1 is the real root of (3.5).
These are the only solutions of form w = xβz, z ∈ C[0,1], to Eq. (3.1).
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on n ∈ C[0,1] to n(x) = o(xα−1) as x → 0 with 1
xα
n(x) ∈ L(0,1). But this has not been proved.
4. Autoconvolution equation of third kind
Now we deal with our main topic, the autoconvolution equation of the third kind
k(x)y(x) =
x∫
0
y(ξ)y(x − ξ) dξ + p(x), 0 < x < 1. (4.1)
We make the Assumptions:
A4: k ∈ C[0,1] with k(x) > 0 for 0 < x  1 and
k(x) = Axα +B(x) (4.2)
where A > 0, α > 0 and B ∈ C[0,1] with B(x) = o(x1+α) as x → 0 and 1
x2+α B(x) ∈
L(0,1).
A5: p ∈ C[0,1] with p(x) = o(x2α) as x → 0 and 1
x1+2α p(x) ∈ L(0,1).
We are looking for solutions of the form
y(x) = Exα−1 + xαz(x), E = A
B(α,α)
, (4.3)
with z ∈ C[0,1]. Inserting the ansatz (4.3) into (4.1) we obtain the equation for z,
z(x) = f0(x)+G0[z](x) +L0[z, z](x) (4.4)
where
f0(x) = p(x)
xαk(x)
−E B(x)
xk(x)
∈ C[0,1] (4.5)
with f0(0) = 0 and 1x f0(x) ∈ L(0,1), and
G0[z](x) = 2E
xαk(x)
x∫
0
ξα(x − ξ)α−1z(ξ) dξ,
L0[z1, z2](x) = 1
xαk(x)
x∫
0
ξα(x − ξ)αz(ξ)z(x − ξ) dξ. (4.6)
We decompose the linear part G0[z] in the form
G0[z](x) = λ0
x2α
x∫
0
ξα(x − ξ)α−1z(ξ) dξ +G1[z](x)
where λ0 = 2E = 2 andA B(α,α)
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x2αk(x)
x∫
0
ξα(x − ξ)α−1z(ξ) dξ (4.7)
and write Eq. (4.4) as
z(x)− λ0
x2α
x∫
0
ξα(x − ξ)α−1z(ξ) dξ = g(x) (4.8)
where g = g[z] is given by
g(x) = f0(x)+G1[z](x) +L0[z, z](x). (4.9)
Due to Assumption A4 for any z ∈ C[0,1] we have G1[z] ∈ C[0,1] with G1[z](0) = 0 and
1
x
G1[z] ∈ L(0,1). Also it holds L0[z, z] ∈ C[0,1] with L0[z, z](0) = 0 and 1x L0[z, z] ∈ L(0,1).
Observing (4.5) we therefore see that g ∈ C[0,1] satisfies condition (2.9) for any z ∈ C[0,1].
Equation (4.8) has the form of Eq. (2.3) with β = α the root of Eq. (2.2) for λ = λ0 =
2/B(α,α). By Theorem 1, Eq. (4.8) is reduced to Eq. (2.10) with g = g[z] given in (4.9). That
means we get the following one-parametric family of integral equations for z = zK , K ∈ R,
z(x) = f (x)+G[z](x) +L[z, z](x) (4.10)
where
f (x) = K + f0(x)+ λ0
x
x∫
0
r
(
ξ
x
)
f0(ξ) dξ,
G[z](x) = G1[z](x) + λ0
x
x∫
0
r
(
ξ
x
)
G1[z](ξ) dξ, (4.11)
L[z1, z2](x) = L0[z1, z2](x)+ λ0
x
x∫
0
r
(
ξ
x
)
L0[z1, z2](ξ) dξ (4.12)
with the resolvent function r of Eq. (2.3).
In view of the condition 1
x
f0(x) ∈ L(0,1) and the estimation (2.8) for r , as above, we have
f ∈ C[0,1] with f (0) = K .
To prove the existence of a unique solution z = zK ∈ C[0,1] to Eq. (4.10) we again use the
method of exponentially weighted norms ‖z‖σ , σ > 0, in C[0,1] equivalent to ‖z‖ = ‖z‖0. By
the theorem of Janno [9] for this it is sufficient to show the inequalities for σ  σ0 > 0,∥∥G[z]∥∥
σ
 μ(σ)‖z‖σ
with a continuous function μ satisfying μ(σ) → 0 as σ → ∞ for any z ∈ C[0,1], and∥∥L[z1, z2]∥∥σ  ν0‖z1‖σ‖z2‖σ ,∥∥L[z1, z2]∥∥σ min(ν1(σ )‖z1‖‖z2‖σ , ν2(σ )‖z1‖σ‖z2‖)
with a constant ν0 and continuous functions νk , k = 1,2, satisfying νk(σ ) → 0 as σ → ∞ for
any pair z1, z2 ∈ C[0,1].
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generic positive constants C1–C11)
∣∣e−σxG1[z](x)∣∣ C1 1
x2α−1
x∫
0
e−σ(x−ξ)ξα(x − ξ)α−1 dξ · ‖z‖σ
 C1
1
xα−1
x∫
0
e−σηηα−1 dη‖z‖σ  C1
σ
‖z‖σ
for α  1 and
∣∣e−σxG1[z](x)∣∣ C1x1−α Γ (α)
σα
‖z‖σ  C2
σα
‖z‖σ
for 0 < α < 1. That means,
∥∥G1[z]∥∥σ 
{
C1
σ
‖z‖σ for α  1,
C2
σα
‖z‖σ for 0 < α < 1.
Further, by (4.11) and (2.8) we have
∣∣e−σxG[z](x)∣∣ ∥∥G1[z]∥∥σ + λx
x∫
0
r
(
ξ
x
)∣∣e−σξG1[z](ξ)∣∣dξ

(
1 + λC
α
)∥∥G1[z]∥∥σ + λCN1(x)
where
N1(x) =
x∫
0
1
ξ
∣∣e−σξG1[z](ξ)∣∣dξ.
Finally, it holds
N1(x) C1
x∫
0
1
ξα
ξ∫
0
e−σηηα−1 dη dξ · ‖z‖σ
and again by (A.1) for α  1,
ξ∫
0
e−σηηα−1 dη
(
ξα−1
σ
)ν(
ξα
α
)1−ν
= 1
α1−ν
1
σν
ξα−ν (0 < ν < 1)
hence
N1(x)
C1
α1−ν
‖z‖σ
σ ν
x∫
0
ξ−ν dξ  C3
σν
‖z‖σ (0 < ν < 1)
and for 0 < α < 1,
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0
e−σηηα−1 dη Γ (α)
σα
hence
N1(x) C1‖z‖σ Γ (α)
σα
x∫
0
ξ−α dξ  C4
σα
‖z‖σ .
Therefore, we obtain the desired estimation for the linear operator G in (4.10)
∥∥G[z]∥∥
σ

{
C5
1
σν
‖z‖σ (0 < ν < 1) for α  1,
C6
1
σα
‖z‖σ for 0 < α < 1.
(4.13)
For the bilinear operator L of (4.10) we estimate in (4.6)
∣∣e−σxL0[z1, z2](x)∣∣ C7‖z1‖σ‖z2‖σ 1
x2α
x∫
0
ξα(x − ξ)α dξ
= C7xB(1 + α,1 + α)‖z1‖σ‖z2‖σ  C8‖z1‖σ‖z2‖σ
and
∣∣e−σxL0[z1, z2](x)∣∣ C7‖z1‖‖z2‖σ 1
x2α
x∫
0
e−σξ ξα(x − ξ)α dξ  C7
σ
‖z1‖‖z2‖σ
where we used the estimation (A.4) in Appendix 1.
Finally, by (4.12) and (2.8) we have
∣∣e−σxL[z1, z2](x)∣∣ ∥∥L0[z1, z2]∥∥σ + λ0x
x∫
0
r
(
ξ
x
)∣∣e−σξL0[z1, z2](ξ)∣∣dξ

(
1 + λ0C
α
)∥∥L0[z1, z2]∥∥σ + λ0CN0(x)
where
N0(x) =
x∫
0
1
ξ
∣∣e−σξL0[z1, z2](ξ)∣∣dξ.
It holds
N0(x) C7‖z1‖σ‖z2‖σ
x∫
0
1
ξ2α+1
ξ∫
0
ηα(ξ − η)α dη dξ
 C7‖z1‖σ‖z2‖σB(1 + α,1 + α)
x∫
0
dξ C8‖z1‖σ‖z2‖σ
and
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x∫
0
e−σξ
ξ2α+1
ξ∫
0
ηα(ξ − η)α dη dξ
 C7‖z1‖‖z2‖σB(1 + α,1 + α)
x∫
0
e−σξ dξ  C9
σ
‖z1‖‖z2‖σ .
Therefore, we obtain
∥∥L[z1, z2]∥∥σ 
{
C10‖z1‖σ‖z2‖σ ,
C11
σ
‖z1‖‖z2‖σ (4.14)
and analogously the last inequality with z1 and z2 interchanged.
In view of (4.13) and (4.14) by the theorem of Janno we get existence and uniqueness of
the solution of form (4.3) with E = A/B(α,α) to Eq. (4.1). Further, this constant E is the only
value E = 0 yielding a solution of form (4.3) to (4.1) as x → 0. This proves the following basic
existence and uniqueness theorem for Eq. (4.1).
Theorem 3. Let k,p fulfill the Assumptions A4, A5. Then Eq. (4.1) has a one-parametric family
of solutions yK , K ∈ R, of form (4.3) with E = A/B(α,α) and zK ∈ C[0,1] with zK(0) = K .
These solutions are the unique ones of (4.1) in the class of functions of form (4.3) with E = 0
and z ∈ C[0,1].
Remark 2. Theorem 3 for α = 1 and α = n ∈ N with p ≡ 0 has been proved in [1, Theorem 3]
and [7, Appendix], respectively. In [1] also further existence theorems and smoothness properties
of the solutions under sharper conditions are derived.
Remark 3. If we have the more general expansion than (4.2)
k(x) = Axα +B0xα+1 +B(x)
with B0 ∈ R, B ∈ C[0,1] satisfying 1x2+α B(x) ∈ L(0,1), the solutions yK of Eq. (4.1) are of the
form
yK(x) = A
B(α,α)
xα−1 +μxα lnx + xαzK(x)
with zK ∈ C[0,1] satisfying zK(0) = K and
μ = B0
B(α,α)
1
ψ(α + 1)−ψ(2α + 1)
where ψ denotes the logarithmic derivative of the Gamma function (cf. [1, Theorem 4] and [7]).
Equation (4.1) possesses a further solution which for p = 0 reduces to the trivial solution
y = 0. For proving a corresponding existence theorem we modify Assumptions A4 and A5 in the
following way. We assume
A6: k ∈ C[0,1] with k(x) > 0 for 0 < x  1 and
k(x) = Axα +B(x)
where A> 0, α > 0 and B ∈ C[0,1] with B(x) = o(xα) as x → 0.
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p(x) = dxα+γ + e(x)
where d ∈ R, γ > α − 1 and e ∈ C[0,1] with e(x) = o(xα+γ ) as x → 0.
We make the ansatz y(x) = xγ ζ(x) with ζ ∈ C[0,1] for the desired solution. Then Eq. (4.1)
reduces to the equation for ζ ,
ζ(x) = f (x)+L[ζ, ζ ](x), 0 < x < 1,
where
f (x) = p(x)
xγ k(x)
∈ C[0,1]
with f (0) = d/A and
L[ζ1, ζ2](x) = 1
xγ k(x)
x∫
0
ξγ (x − ξ)γ ζ1(ξ)ζ2(x − ξ) dξ.
We have L[ζ1, ζ2] ∈ C[0,1] with L[ζ, ζ ](0) = 0 for any ζ1, ζ2, ζ ∈ C[0,1].
Again we prove the estimations for L[ζ1, ζ2] in the exponentially weighted norms ‖ · ‖σ in
C[0,1] using the theorem by Janno. With generic positive constants C1,C2,C3 it holds∣∣e−σxL[ζ1, ζ2](x)∣∣ C1‖ζ1‖σ‖ζ2‖σ xγ+1−αB(γ + 1, γ + 1) C2‖ζ1‖σ‖ζ2‖σ
implying∥∥L[ζ1, ζ2]∥∥σ  C2‖ζ1‖σ‖ζ2‖σ .
Further, again applying estimation (A.3), we have
∣∣e−σxL[ζ1, ζ2](x)∣∣ C1‖ζ1‖‖ζ2‖σ 1
xα+γ
x∫
0
e−σξ ξγ (x − ξ)γ dξ
 C1‖ζ1‖‖ζ2‖σ
(
D
xγ
σ 1+γ
)ν(
B(1 + γ,1 + γ )x1+2γ )1−ν
= C3‖ζ1‖‖ζ2‖σ x(1−ν)(1+γ )−α · 1
σν(1+γ )
= C3‖ζ1‖‖ζ2‖σ 1
σγ+1−α
with ν = γ+1−α
γ+1 ∈ (0,1) yielding
∥∥L[ζ1, ζ2]∥∥σ  C3σκ ‖ζ1‖‖ζ2‖σ (κ = γ + 1 − α > 0).
Analogous estimation holds with ζ1 and ζ2 interchanged. Therefore, we proved
Theorem 4. Let k,p satisfy Assumptions A6, A7. Then Eq. (4.1) has a unique solution of the
form y(x) = xγ ζ(x) with γ > α − 1 and ζ ∈ C[0,1] where ζ(0) = d/A.
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C[0,1]} is constructed, in Theorem 3 there remains the question if the constructed solutions
of form (4.3) represent the whole solutions from C1−α[0,1] = {y = xα−1ω, ω ∈ C[0,1]} or,
what is equivalent, if all solutions to Eq. (4.1) from C1−α[0,1] have the form (4.3). This can
be answered in the affirmative. More precisely, we will prove this for (4.1) with p = 0, where
y = 0 represents a solution, adapting the proof of [1, Theorem 4] for the case α = 1 to the case
of general α > 0.
Theorem 5. Under Assumption A4 any solution y ∈ C1−α[0,1] of Eq. (4.1) with p = 0, which
does not vanish identically, has the form (4.3).
Sketch of proof. Assuming y = xα−1ω for the solution of Eq. (4.1) with p = 0, we have the
equation for ω ∈ C[0,1],
k(x)ω(x) = 1
xα−1
x∫
0
(x − ξ)α−1ξα−1ω(x − ξ)ω(ξ) dξ.
Taking the limit x → 0 in this equation we obtain either ω(0) = 0 or ω(0) = E,E = A/B(α,α).
In the case ω(0) = 0 as in the proof of Theorem 4 in [1] it follows that ω(x) ≡ 0, i.e., it occurs
the trivial solution y(x) ≡ 0.
In the other case ω(0) = E we put ω(x) = E+ϕ(x) with ϕ ∈ C[0,1] satisfying ϕ(0) = 0 and
get the equation for ϕ,
ϕ(x)− λ0
x2α−1
x∫
0
(x − ξ)α−1ξα−1ϕ(ξ) dξ = g(x) (4.15)
where again λ0 = 2/B(α,α) and g(x) = g0(x)−D(x) with
g0(x) = 1
Ax2α−1
x∫
0
(x − ξ)α−1ξα−1ϕ(ξ)ϕ(x − ξ) dξ
and
D(x) = B(x)
A
1
xα
[
E + ϕ(x)]
satisfying D(x) = o(x) as x → 0 with 1
x2
D(x) ∈ L(0,1) by Assumption A4.
In view of Lemma B in Appendix 3, Eq. (4.15) is equivalent to
ϕ(x) = K0x + g1(x)+ g2(x)− λ0μ0x
1∫
x
g0(ξ)
ξ2
dξ (4.16)
where K0 ∈ R,
g1(x) = g0(x)+ λ0
x
x∫
0
[
r0
(
ξ
x
)
−μ0
(
x
ξ
)2]
g0(ξ) dξ,
g2(x) = D(x)+ λ0
x
x∫
r0
(
ξ
x
)
D(ξ)dξ0
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μ0 = 12
B(α,α)
ψ(1 + 2α)−ψ(1 + α)
with ψ the logarithmic derivative of the Gamma function. The positive resolvent function r0 ∈
C(0,1) can be given by r0(u) = 1ur(u) where r is the resolvent function of Eq. (4.8) above.
The corresponding function ϕ0(t) = r0(u),u = e−t has the Laplace transform
Φ0(p) = B(p + α − 1, α)1 − λ0B(p + α − 1, α) .
The function Φ0 possesses the simple pole p = 2 as singularity with largest real part and Φ0(p) ∼
μ0
p−2 as p → 2 implying r0(u) ∼ μ0u2 as u → 0. More precisely, we have the asymptotic expansion
r0(u) = μ0
u2
+O(uγ ), γ = min(α,2α − 1) > −1, (4.17)
as u → 0 and from (2.8) the estimation
r0(u)C0
[
1
u2
+ (1 − u)α−1
]
for 0 < u< 1, (4.18)
with a constant C0 > 0.
We proceed as in the proof of Theorem 4 in [1]. We define the functions
ψ(x) = max
0tx
∣∣ϕ(t)∣∣, f (x) =
1∫
x
ψ2(ξ)
ξ2
dξ, h(x) = xf (x)
and get g0(x) = O(ψ2(x)) as x → 0 and in view of (4.17) also g1(x) = O(ψ2(x)) as x → 0 and
further g2(x) = o(x) as x → 0 by (4.18) and the asymptotic properties of D from above. Them
from (4.16) we have
ϕ(x) = O(x)+O(ψ2(x))+O(h(x)).
As in the proof of Theorem 4 in [1] from this relation it follows that ϕ(x) = O(x) and ψ(x) =
O(x) implying g0(x), g1(x) = O(x2) besides g2(x) = o(x) and
x
x∫
0
g0(ξ)
ξ2
dξ = O(x2).
Hence, again by (4.16), we finally obtain ϕ(x) = Kx + o(x) where
K = K0 − λ0μ0
1∫
0
g0(x)
x2
dx
implying ϕ(x) = xz(x) with z ∈ C[0,1], z(0) = K , i.e., the representation (4.3) for y ∈
C1−α[0,1]. This proves Theorem 5. 
In case of Eq. (4.1) with free term p satisfying Assumption A5 we must add −D0 to D where
D0(x) = p(x)
Ax2α−1
which as D fulfills D0(x) = o(x) as x → 0 and 12 D0(x) ∈ L(0,1). Hence it holdsx
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C[0,1] and ω(0) = 0 has the form (4.3).
That means, these solutions y of (4.1) are exactly the ones from Theorem 3. The solution y
with ω(0) = 0 is under the related Assumptions A6, A7 then given by Theorem 4.
5. Generalizations
Finally, we give an outlook to some other classes of autoconvolution equations of the third
kind which can be also dealt with by the foregoing approach.
At first one can treat the “model equation” (cf. [1,10])
k(x)y(x) =
x∫
0
a(ξ)y(ξ)y(x − ξ) dξ + p(x). (5.1)
Here k ∈ C[0,1] with k(x) > 0 for 0 < x  1 and
k(x) = Axα + x1+α
N∑
n=0
Bn lnn x +D(x)
where A> 0, Bn ∈ R, D ∈ C[0,1] with 1x2+α D(x) ∈ L(0,1), a ∈ C[0,1] with
a(x) = 1 + x
N∑
n=0
βn lnn x + γ (x)
where βn ∈ R, γ (x) ∈ C[0,1] with 1x2 γ (x) ∈ L(0,1), and p satisfies Assumption A5.
The solutions y of Eq. (5.1) corresponding to Theorem 3 have the form
y(x) = Exα−1 + xα
N+1∑
n=1
μn lnn x + xαz(x) (5.2)
with z ∈ C[0,1] and coefficients E = A/B(α,α) and μn ∈ R. The μn, n = 1, . . . ,N + 1, are the
solutions of the linear equations
2
N+1∑
n=k+1
(
n
k
)
Kα,n−kμn = Bk (k = 0,1, . . . ,N)
with the integrals
Kα,m =
1∫
0
ρα(1 − ρ)α−1 lnm ρ dρ
(cf. [10]). If, more general,
p(x) = cx2α−1 + d(x)
with non-zero C ∈ R and d ∈ C[0,1] satisfying 1
x1+2α d(x) ∈ L(0,1), the constant E in (5.2)
takes the two values
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√
A2
4B2(a, a)
− c
B(a, a)
where we must assume that 4c  A2/B(a, a) for real-valued solutions. Correspondingly, the
system of equations for the μn has to be changed if p has an analogous expansion with ln-terms
as k and a. Under suitable assumptions one obtains for E1 a one-parametric family of solutions
of the form y ∼ E1xα−1 as x → 0 like in Theorem 3 and for E2 a further solution of the form
y ∼ E2xα−1 (see again [10] for α = 1).
Further, equations of the form
k(x)y(x) =
x∫
0
a(ξ)y(ξ)y(x − ξ) dξ +
x∫
0
b(ξ)y(ξ) dξ + p(x) (5.3)
are of interest with k, a,p as above and b(x) = b0xα−1 + xαc(x) where either b0 = 0 or 0 <
b0 < (2α − 1)A assuming α > 12 for b0 > 0 and c behaves like a. The basic linear equation
corresponding to (5.3) is given by
xαw(x) = λ
x∫
0
(x − ξ)α−1w(ξ)dξ + ρ
x∫
0
ξα−1w(ξ)dξ + h(x) (5.4)
where λ = 2E/A> 0, ρ = b0/A 0 with E = [A− b0/(2α − 1)]/B(α,α).
The homogeneous equation (5.4) has the real solution w0(x) = xβ where β is a real root of
the equation
Fα(β) := λB(α,β + 1)+ ρ 1
β + α = 1. (5.5)
We have dFα/dβ = λ ∂∂β B(α,β + 1)− ρ 1(β+α)2 < 0 in view of λ > 0, ρ  0 and
lim
β→βρ+0
Fα(β) = ∞, Fα(0) = λ+ ρ
α
> 0, lim
β→∞Fα(β) = 0
where βρ = −1 for ρ = 0 and ρ > 0, α  1, and βρ = −α for ρ > 0, 12 < α < 1. Hence there
exists a unique real root β > βρ of (5.5).
The non-homogeneous equation (5.4) has a particular solution of the form w(x) = xβz(x)
with z ∈ C[0,1] given by the resolvent representation (2.4) where the resolvent function r is
now defined by the relation r(u) = ϕ(t), t = ln 1
u
, with the Laplace transform Φ of ϕ,
Φ(p) = Φρ(p)
1 − λΦρ(p) , Φρ(p) = B(p + β,α)+
ρ
λ
1
p + β + α − 1 .
In view of (5.5) and β > βρ the function r fulfills the estimation (2.8) as before.
For more general equations than (5.3) we refer to [10] but where only the case α = 1 is dealt
with.
6. Examples
We conclude the paper with some simple examples for homogeneous linear equations of
type (3.1) with α = 1 and A = μ = 1 such that β = 0.
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xw(x) =
x∫
0
ex−ξw(ξ) dξ
has the continuous solution w0(x) = ex , equation
xw(x) =
x∫
0
cos(x − ξ)w(ξ) dξ
possesses the continuous solution w0(x) = J0(x), Bessel function of order zero, and equation
xw(x) =
x∫
0
w(ξ)dξ +
x∫
0
sin(x − ξ)w(ξ) dξ (6.1)
has the continuous solution
w0(x) = 1 +
x∫
0
y0(ξ) dξ, y0(x) = 12ixM i2 , 12 (2ix), (6.2)
where Mκ,μ is the first Whittaker function [5, Section 6.9], [3, Section 2], i.e. (see [3, Sec-
tion 2.3a]),
w0(x) = 1 +
∞∑
n=1
in−1 1
n!F
(
1 − n,1 + i
2
;2;2
)
xn
with F the Gauss hypergeometric function [5, Section 2.1.1]. The Laplace transform W0 of w0
is given by
W0(p) = 1
p
exp
[
π
2
− arctanp
]
.
Equation (6.1) is equivalent to the differential equation
xy′′(x)+ 2y′(x)+ (x − 1)y(x) = 0
for y = w′ together with the conditions y(0) = 2y′(0) = w(0) for finite w(0), y(0), y′(0). This
equation can be reduced to the Whittaker equation by the substitutions z(x) = xy(x) and ξ = 2ix
which yield the solution (6.2) taking y0(0) = 1 (see [3, Section 2.1]).
Also we mention that the simplest quadratic equation of type (4.1)
Axαy(x) =
x∫
0
y(ξ)y(x − ξ) dξ (α > 0)
has the family of solutions
ya(x) = Exα−1eax, E = A
B(α,α)
, a ∈ R,
besides y(x) ≡ 0.
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1. For the integral
I1 =
x∫
0
e−σξ ξρ dξ (σ > 0, ρ > −1)
with x > 0 the following estimates hold: I1  xρ+1/(ρ + 1) and
I1 
{
xρ
σ
for ρ  0,
Γ (1+ρ)
σ 1+ρ for ρ > −1.
(A.1)
Proof.
I1 
x∫
0
ξρ dξ = x
ρ+1
ρ + 1
and
I1 
x∫
0
e−σξ dξ · xρ  xρ
∞∫
0
e−σρ dξ = x
ρ
σ
for ρ  0,
I1 =
σx∫
0
e−t tρ dt · 1
σ 1+ρ
 1
σ 1+ρ
∞∫
0
e−t tρ dt = Γ (1 + ρ)
σ 1+ρ
for ρ > −1. 
2. For the integral
I2 =
x∫
0
e−σξ (x − ξ)ρ dξ (σ > 0, ρ > −1)
with x > 0 we have the following estimates: I2  xρ+1/(ρ + 1) and
I2 
{
xρ
σ
for ρ  0,
Γ (1+ρ)
σ 1+ρ for − 1 < ρ  0.
(A.2)
Proof. We prove only the last inequality in (A.2).
I2 =
x∫
0
e−σ(x−ξ)ξρ dξ = e−σxxρ+1
∞∑
n=0
(σx)n
n!(n+ ρ + 1) .
For −1 < ρ  0 and n = 1,2, . . . it holds n!  (1 + ρ)(2 + ρ) · · · (n + ρ). Hence (see
[11, Chapter II, Section 2.1])
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∞∑
n=0
(σx)n
(ρ + 1)(ρ + 2) · · · (ρ + n+ 1)
= σ−(1+ρ)
σx∫
0
e−t tρ dt  Γ (1 + ρ)
σ 1+ρ
. 
3. The integral
I3 =
x∫
0
e−σξ ξρ1(x − ξ)ρ2 dξ (σ > 0; ρ1 > −1, ρ2 > −1)
with x > 0 can be estimated by I3  B(1 + ρ1,1 + ρ2)x1+ρ1,1+ρ2 ,B denotes Euler’s beta func-
tion again. Further, there holds the relation (see [5, Section 6.5])
I3 = Γ (1 + ρ1)Γ (1 + ρ2)
Γ (2 + ρ1 + ρ2) x
1+ρ1+ρ2Φ(1 + ρ1,2 + ρ1 + ρ2;−σx)
with the confluent hypergeometric function Φ . For Φ we have Φ(1+ρ1,2+ρ1 +ρ2;0) = 1 and
the asymptotic representation [5, Section 6.13.1]
Φ(1 + ρ1,2 + ρ1 + ρ2;−σx) ∼ Γ (2 + ρ1 + ρ2)
Γ (1 + ρ2) (σx)
−(1+ρ1) as σx → ∞.
This implies the basic estimation
I3 D
xρ2
σ 1+ρ1
(ρ1 > −1, ρ2 > −1) (A.3)
with a finite constant D  Γ (1 + ρ1).
We still remark that with the method used above for I2 the following estimates are easily
proved.
I3 
1
σ
xρ1+ρ2 for ρ1  0, ρ2  0, (A.4)
I3  Γ (1 + ρ2) x
ρ1
σ 1+ρ2
for ρ1  0, −1 < ρ2  0,
I3  Γ (1 + ρ1) x
ρ2
σ 1+ρ1
for ρ2  0, ρ1 > −1,
I3 
Γ (1 + ρ1)Γ (1 + ρ2)
σ 1+ρ1+ρ2
for −1 < ρ2  0, ρ1 + ρ2 > −1.
Appendix 2. Uniqueness theorem for Eq. (2.3)
Lemma A. The homogeneous equation (2.3)
z(x) = λ
xα+β
x∫
0
(x − ξ)α−1ξβz(ξ) dξ (λ > 0, α > 0) (A.5)
with β > −1, being a real solution of (2.2), has in C[0,1] only the solutions z(x) = K , K ∈ R.
L. von Wolfersdorf / J. Math. Anal. Appl. 331 (2007) 1314–1336 1335Proof. Putting ζ(x) = z(x) − z(0) ∈ C[0,1] with ζ(0) = 0 in (A.5) and observing (2.2), we
obtain the equation for ζ ,
ζ(x) = 1
B(α,β + 1)
1∫
0
tβ(1 − t)α−1ζ(xt) dt, 0 x  1. (A.6)
We suppose that ζ is not identical zero. Then, without loss of generality, we can assume that ζ
has a positive maximum at x0 ∈ (0,1] with ζ(x0) = max0x1 |ζ(x)| > 0. Further, in view of
ζ(0) = 0 we can find an x1 ∈ (0, x0) such that∣∣ζ(x)∣∣ 1
2
ζ(x0) for 0 x  x1,
implying
∣∣ζ(x0t)∣∣ 12ζ(x0) for 0 t  x1.
But then by (A.6) we have
ζ(x0) = 1
B(α,β + 1) [J1 + J2]
with
J1 =
x1∫
0
tβ(1 − t)α−1ζ(x0t) dt, J2 =
1∫
x1
tβ(1 − t)α−1ζ(x0t) dt
satisfying
|J1| 12ζ(x0)A1, |J2| ζ(x0)A2
where
A1 =
x1∫
0
tβ(1 − t)α−1 dt > 0, A2 =
1∫
x1
tβ(1 − t)α−1 dt > 0
with A1 +A2 = B(α,β + 1). This implies the contradiction
ζ(x0)
1
2A1 +A2
A1 +A2 ζ(x0) < ζ(x0).
Therefore, we have ζ(x) ≡ 0, i.e., z(x) = z(0) = K with a constant K ∈ R. 
Appendix 3. Uniqueness theorem for Eq. (4.15)
Lemma B. The homogeneous equation (4.15)
ϕ(x) = λ0
x2α−1
x∫
0
(x − ξ)α−1ξα−1ϕ(ξ) dξ (α > 0)
with λ0 = 2/B(α,α) has in C[0,1] only the solutions ϕ(x) = Kx, K ∈ R.
1336 L. von Wolfersdorf / J. Math. Anal. Appl. 331 (2007) 1314–1336Proof. The solution ϕ ∈ C[0,1] of Eq. (A.7) has the value ϕ(0) = 0. We introduce the function
ψ(x) = ϕ(x)− 2
1∫
0
ϕ(ξ) dξ · x ∈ C[0,1]
which with ϕ is also a solution of (4.7) satisfying the conditions ψ(0) = 0 and ∫ 10 ψ(x)dx = 0.
Hence for the primitive function Ψ ∈ C1[0,1] of ψ we have Ψ (0) = Ψ (1) = 0 and by the the-
orem of Rolle ψ = Ψ ′ has a zero in (0,1). Therefore, either ψ ∈ C[0,1] vanishes identically
in [0,1] or for two points x0, x1 ∈ C[0,1) it holds ψ(x) = 0 in [0, x0],ψ(x) > 0 (without loss
of generality) in (x0, x1) and ψ(x1) = 0 where 0  x0 < x1 < 1. But the last statement is a
contradiction to Eq. (A.7) for ψ at x = x1. That means, ψ(x) ≡ 0 and ϕ(x) = Kx,K ∈ R. 
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