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In nonlinear kinematics the problem of determining the rotation from the stretch can be formulated
through a system of partial differential equations in the group of rotations or in the space of skew-sym-
metric tensors. We examine the relationships between these two systems of equations with the aim of
seeing under what circumstances they can be considered equivalent in the sense that they have the same
integrability conditions and the solutions of one system correspond to those of the other. Then, we
express the problem in the rotation group by means of a set of equations having a rather simple form,
and show that its solutions give the sought rotation ﬁelds. We present two examples of integration of
the proposed equations: the ﬁrst one refers to a class of problems whose solution is known and has been
obtained from the system in the space of skew tensors; the second one refers to a more general case.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
In the present paper we discuss the problem of determining the
rotation ﬁeld in a ﬁnite deformation of a continuous body when
the stretch ﬁeld is given. In view of introducing the subject, we as-
sume that a deformation of a body C be described by a map
y ¼ yðxÞ that, for each point of C, gives the place y in space that
it occupies in the deformed conﬁguration as a function of the place
x in a chosen reference conﬁguration. We denote by ðe1; e2; e3Þ the
base vectors of a selected Cartesian coordinate system, and by xi
and yi, for i ¼ 1;2;3, the coordinates of x and y in that system.
The functions
yi ¼ yiðx1; x2; x3Þ; i ¼ 1;2;3; ð1Þ
describe the deformation in coordinates; the components of the
deformation gradient F ¼ @y=@x are
Fij ¼ F  ei  ej ¼ @yi
@xj
¼ yi;j; i; j ¼ 1;2;3: ð2Þ
In the notation adopted in the paper, we denote the scalar product
by a dot ‘‘’’, and the tensor product by the symbol ‘‘’’; moreover,
we denote the partial derivative with respect to a coordinate, say
xj, by a comma followed by the letter ‘‘j’’; we make use of the
summation convention on repeated indices so that, for instance,
we write F ¼ Fijei  ej.
At each point x, the deformation gradient can be written as the
composition of a positive deﬁnite symmetric tensor UðxÞ, the right
stretch tensor, and a proper orthogonal tensor RðxÞ, the rotation
tensor,ll rights reserved.F ¼ RU: ð3Þ
This equation expresses the (right) polar decomposition of F; it im-
plies that U2 ¼ FTF ¼ C, where FT is the transpose of F, and C is the
right Cauchy-Green strain tensor, a positive deﬁnite symmetric
tensor.
The integrability equations are the necessary and sufﬁcient con-
ditions that a given positive deﬁnite symmetric tensor C be the
strain tensor of some deformation. They have been obtained in dif-
ferent equivalent forms by many Authors (cf., e.g., Burgatti, 1914;
Caﬁero, 1906; Crudeli, 1911; Manville, 1903; Marcolongo, 1905;
Signorini, 1930; for a more extended list of references up to
1960, cf. Truesdell and Toupin, 1960, Section 34).
The geometric nature of the question of integrability was re-
marked by Caﬁero, 1906, who observed that the integrability equa-
tions for the strain are a consequence of the theory of equivalent
quadratic forms (c.f., e.g., Bianchi, 1894, Ch. 2). Actually, the triples
ðx1; x2; x3Þ can be regarded as general coordinates, and the compo-
nents Cij of the strain C can be viewed as the components of the
metric tensor Cijdxi  dxj in those coordinates. Then, the equations
of integrability are the necessary and sufﬁcient conditions that the
metric Cij be Euclidean and, hence, there exists a system of coordi-
nates ðy1; y2; y3Þ in which the metric has components dij (the sym-
bol dij denotes the Kronecker function).
The question of assessing whether a given metric is Euclidean
was considered and answered by Riemann, 1868, who expressed
the problem in the form of a system of partial differential equa-
tions for the unknown functions @yi=@xj; integrability conditions
of that system are equivalent to the request that the curvature ten-
sor associated with the given metric vanish (cf., e.g., Spivak, 1999,
vol. II, Ch.4). Then, the symmetry of Cij, which implies the symme-
try of the Christoffel symbols of the general coordinates xi, assures
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tions yi, obtained from the solution of the ﬁrst system, is integra-
ble. Riemann’s proof indicates a procedure to ﬁnd the
deformation from the strain, by performing two subsequent inte-
grations of systems of partial differential equations.
A different procedure to obtain the deformation y ¼ yðxÞ when
a tensor C ¼ U2 that satisﬁes the integrability equations is given,
was presented by Burgatti, 1914. Differentiating C ¼ FTF, and using
the polar decomposition (3), Burgatti deduced equations in which
stretch and rotation are separated, that can be written as
RTR;i¼12U
1 ðU;iUUU;iÞþðcurlðU2eiÞekÞek
 
U1; i¼1;2;3:
ð4Þ
Then Burgatti remarked that, when the stretch U ¼
ﬃﬃﬃ
C
p
is known,
Eqs. (4) form a system that determines the unknown R (provided
that compatibility conditions are satisﬁed). Moreover, once the
rotation tensor is known, Eq. (3) yields the deformation gradient,
from which the deformation follows by integration.
Solutions of the problem of ﬁnding the deformation from the
stretch through determination of the rotation, are given by
Signorini, 1943 for some particular cases. Signorini deduces and
uses equations expressed in terms of the vectors associated with
the skew tensors that appear in Eqs. (4). Denoted by
jðiÞ ¼ 1
2
U
detU
ek  U;iUek þ curlðU2eiÞ
 
; i ¼ 1;2;3; ð5Þ
the vectors associated with the skew tensors at the right-hand
member of (4), the equations employed by Signorini can be written
1
2
ek  RTR;i
 
ek ¼ jðiÞ; i ¼ 1;2;3: ð6Þ
The right-handed rotation R through the angle u about an axis in
the direction of the unit vector e, can be represented as
R ¼ 1
1þ q2 ð1 q
2ÞIþ 2ðq ekÞ  ek þ 2q q
 
; ð7Þ
where the rotation vector q is deﬁned to be
q ¼ qe ¼ tanu
2
e: ð8Þ
By introduction of (7) into (6), Signorini, 1943 arrives at the system
q;i ¼
1
2
Iþ q qþ ðq ekÞ  ekð ÞjðiÞ; i ¼ 1;2;3; ð9Þ
for the unknown q, and gives its solution for the case in which the
three vectors jðiÞ have the form of scalar functions of the point that
multiply the same constant unit vector. Then, in the class of
deformations for which the vectors jðiÞ assume this form, Signorini
studies those of pure ﬂexure and pure shear, and deformations
symmetric with respect to a plane.
Recently, the problem of ﬁnding a deformation from the stretch
by preliminary determination of the rotation has attracted again
the interest of researchers, and has been investigated under vari-
ous aspects: form of compatibility equations (Vallée, 1992), formu-
lation of existence theorems (Ciarlet et al., 2007), applications to
shell theory for an alternative approach to the solution of the
intrinsic ﬁeld equations of nonlinear deformations of thin elastic
shells (Pietraszkiewicz and Vallée, 2007; Pietraszkiewicz et al.,
2008). Recent advances in the intrinsic approach to nonlinear elas-
ticity, in which the Cauchy-Green tensor ﬁeld or the rotation ﬁeld
are assumed as primary unknowns in place of the deformation, are
presented in a survey paper of Ciarlet et al., 2009. We do not at-
tempt to give a complete account of the works on these subjects,
and refer the reader to the cited papers in which extended bibliog-
raphies can be found.In the present paper, ﬁrstly we examine the problem of deter-
mining the rotation from the stretch with regard to the correspon-
dence that the exponential map establishes between the group
SO(3) of all rotation and its Lie algebra soð3Þ, that is the space of
skew-symmetric second-order tensors. The rotation ﬁeld associ-
ated with a given stretch ﬁeld can be determined by solving a sys-
tem of partial differential equations in SO(3) or in soð3Þ. The
problem, that arises in SO(3), can be transferred to soð3Þ by virtue
of fact that the exponential map has a differentiable inverse. We
show that, in the subset of soð3Þ in which the exponential map en-
joys this property, and in the corresponding subset of SO(3), the
two systems of equations have the same conditions of integrability
and their solutions correspond to each other under the exponential
map and its inverse. Thus, the two systems of equations can be
considered equivalent in those subsets. In discussing this matter,
we also show that the system (9) studied by Signorini gives a for-
mulation of the problem in soð3Þ. Secondly, we focus on the prob-
lem in SO(3), and express it through a system of partial differential
equations whose unknowns are the components of a triad of ortho-
normal vectors, and whose form appears remarkably simpler than
that of the equations in soð3Þ. We show that the solutions of this
systemwith appropriate initial conditions actually yield the sought
rotation ﬁelds. We give two examples of integration of the pro-
posed system: the ﬁrst one refers to the class of problems whose
solution in soð3Þ is presented by Signorini, the second one refers
to a case more general in the sense that the vectors jðiÞ do not have
the same direction. The incomplete equivalence of the system of
equations in soð3Þ to the original system in SO(3), and the fact that
the system of equations in SO(3) can be given a form that appears
more tractable than that of the system in soð3Þ, suggest that, in
general, the determination of the rotation from the stretch can
be undertaken more conveniently in SO(3) than in soð3Þ.
2. Equations for the rotation tensor
In this section we write the system of partial differential equa-
tions for the rotation in SO(3) and transform it into a system in
soð3Þ. To this end, we examine some properties of the correspon-
dence that the exponential map establishes between the space of
second-order skew-symmetric tensors and the group of rotations.
Since the space of skew tensors can be identiﬁed with the space
V of three-dimensional vectors, an analogous correspondence can
be set between the space V and the group of rotations.
We begin by giving a deduction of Eqs. (4) that are fundamental
in the procedure proposed by Burgatti, because they separate rota-
tion from stretch. We arrive at these equations by equaling two
expressions of skwðFTF;iÞ, the skew-symmetric part of the tensor
FTF;i. Making use of F;iek ¼ F;kei, and curlF ¼ 0, we ﬁnd
skwðFTF;iÞ ¼ skwðFTF;iek  ekÞ ¼ skwðFTðFeiÞ;k  ekÞ
¼ skw ðFTFeiÞ;k  FT;kFei
 
 ek
¼ 1
2
curlðFTFeiÞ  ðcurlFÞFei
  ek  ek
¼ skwrðFTFeiÞ ¼ skwrðU2eiÞ: ð10Þ
On the other hand, using the polar decomposition (3), we have
skwðFTF;iÞ ¼ skwðURTðR;iUþ RU;iÞÞ
¼ URTR;iUþ skwðUU;iÞ: ð11Þ
Eqs. (10) and (11) yield
RTR;i ¼ U1skw U;iUþrðU2eiÞ
 
U1; i ¼ 1;2;3; ð12Þ
that coincide with (4). The vectorw associated with the skew tensor
W can be expressed as
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2
ek Wek; ð13Þ
using this representation and the identities
Aek  Bek ¼ ek  BATek; Aa Ab ¼ ðdetAÞATða bÞ; ð14Þ
which hold, respectively, for all second-order tensors A and B, and
for every non-singular second-order tensor A and every pair of vec-
tors a and b, from Eqs. (12) we obtain
1
2
ek  RTR;iek ¼ 12
U
detU
ek  U;iUek þ curl ðU2eiÞ
 
; i ¼ 1;2;3;
ð15Þ
which correspond to Eqs. 5,6. Eqs. (12) and (15) show that the skew
tensors KðiÞ associated with the vectors jðiÞ, are
KðiÞ ¼ U1skw U;iUþrðU2eiÞ
 
U1; i ¼ 1;2;3: ð16Þ
Introduction of (16) into (12) yields
R;iðxÞ ¼ RðxÞKðiÞðxÞ; i ¼ 1;2;3; ð17Þ
that constitute a system of partial differential equations for the nine
components of the rotation tensor R (that, in addition, are subject to
the condition RTR ¼ I, expressing that R is an orthogonal tensor). It
can be seen, by differentiation of Eqs. (17), that their integrability
conditions are
KðiÞ;j ¼ KðjÞ;i þ KðiÞKðjÞ  KðjÞKðiÞ; i; j ¼ 1;2;3: ð18Þ
In order to see how the system (17) in the group of rotations can be
transformed into a system in the space of skew-symmetric tensors,
we recall some concepts on the Lie group SO(3) and its Lie algebra
soð3Þ (cf. e.g., Hall, 2004; Spivak, 1999, vol. I; Varadarajan, 1984),
and on the representation of rotations (cf., e.g.: Dustermaat and
Kolk, 2000, Section 1.2; Sattinger and Weaver, 1986, Section 1.2).
In doing this, we exploit the fact that the set of all rotations can
be regarded as a matrix group and, for matrix groups, the concepts
of Lie group and Lie algebra can be introduced without recourse to
manifold theory.
The special orthogonal group SO(3) is the set of all rotation in the
three-dimensional Euclidean space. Since the limit of a convergent
sequence of rotation is a rotation, SO(3) is closed and is a Lie group
(cf., e.g., Hall, 2004, Section 1.1). Let X be a second-order tensor, i.e.,
a linear transformation on V; the exponential of X is deﬁned by the
power series
expðXÞ ¼
X1
n¼0
Xn
n!
¼ Iþ X
1!
þ X
2
2!
þ X
3
3!
þ    ð19Þ
The Lie algebra soð3Þ of the Lie group SO(3) is the set of all X such
that expðtXÞ is in SO(3) for all t 2 R (cf., e.g., Hall, 2004, Section 2.5).
In view of the properties of rotations, the elements of soð3Þmust be
such that
ðexpðtXÞÞT ¼ RT ¼ R1 ¼ ðexpðtXÞÞ; ð20Þ
a condition that is satisﬁed if and only if XT ¼ X. Thus, soð3Þ is the
space of all skew-symmetric tensors.
Let Reu denote the right-handed rotation of an angle u about the
direction of the unit vector e. Every element of SO(3) can be repre-
sented as Reu, with 0 6 u 6 p. Let B be the closed ball of V with
center at the origin and radius p, and let U be the map that trans-
forms the null vector of V in the identity I of SO(3), and transforms
each non-null vectorw of B in the rotation Rew, wherew ¼ jwj is the
length of w, and e ¼ w=w is the unit vector giving the direction of
w. The map U : B ! SOð3Þ is surjective, but since Rep = Rep , it trans-
forms antipodal points on the boundary of B in the same element
of SO(3). The restriction of U to the interior of B is invertible.The fundamental instrument to transfer informations between
the space soð3Þ and the group SO(3) is the exponential map,
exp : W 2 soð3Þ# expðWÞ 2 SOð3Þ; ð21Þ
that with each skew tensor W of soð3Þ associates the rotation
R ¼ expðWÞ ¼
X1
n¼0
Wn
n!
: ð22Þ
Denoted by w the vector associated with W, taking into account
that w2 ¼ jWj2=2 and that, for each skew tensor W and for
n ¼ 2;3;4; . . ., it is
W2n1
w2n1
¼ ð1Þn1W
w
;
W2n
w2n
¼ ð1Þn1W
2
w2
; ð23Þ
we can write (22) as
R ¼ Iþ sinw
w
Wþ 1 cosw
w2
W2; ð24Þ
or, in terms of w and e,
R ¼ cosw Iþ ð1 coswÞe eþ sinw ðe ekÞ  ek: ð25Þ
Eq. (25) represents the right-handed rotation Rew of an angle w
about an axis in the direction of the unit vector e. We notice that
for w1 ¼ pe and w2 ¼ pe, Eq. (25) gives the same rotation. The
exponential map (21) is surjective for 0 6 w 6 p, and is a diffeo-
morphism for 0 6 w < p (cf., e.g., Dustermaat and Kolk, 2000, Sec-
tion 1.5). The derivative of the exponential map at W, along the
direction of the skew tensor Y, is (cf., e.g., Dustermaat and Kolk,
2000; Hall, 2004; Varadarajan, 1984)
dðexpWÞ
dW
Y ¼ d
dk
expðWþ kYÞk¼0
¼ ðexpWÞ
X1
n¼0
ð1ÞnðadWÞn
ðnþ 1Þ! Y
¼ expW I expðadWÞ
adW
 
Y; ð26Þ
where, for W 2 soð3Þ, the linear transformation adW : soð3Þ ! soð3Þ
is deﬁned by
adWðZÞ ¼ W;Z½  ¼WZ ZW; ð27Þ
for every Z 2 soð3Þ. If the skew tensorW is a function of the point x,
the derivative of the exponential of W with respect to the coordi-
nate xi is
@ðexpWÞ
@xi
¼ dðexpWÞ
dW
@W
@xi
¼ expW I expðadWÞ
adW
 
W;i: ð28Þ
At a ﬁxedW, the derivative dðexpWÞ=dW is a linear transformation
that to the skew tensors W;i associates R;i ¼ @ðexpWÞ=@xi. For
w 2 ½0;pÞ, the exponential map is a diffeomorphism, and Eqs. (28)
can be inverted; then, introduction of Eqs. (17) into the result of
the inversion yields
W;iðxÞ ¼ I expðadWÞadW ðxÞ
 1
KðiÞðxÞ; i ¼ 1;2;3: ð29Þ
Eqs. (29) form a system in the space soð3Þ, whose unknowns are the
three components of W. Thus, if R satisﬁes Eqs. (17), the skew ten-
sor W, of which R is the exponential, satisﬁes Eqs. (29). Conversely,
if W satisﬁes (29), substitution of these equations into (28) shows
that the rotation R, which is the exponential of W, satisﬁes (17).
The deduction of the system (29) for the unknown W from the
system (17) for the unknown R requires that the exponential map
have a differentiable inverse. When this condition is satisﬁed, the
solutions of the two systems are associated in the correspondence
determined by the exponential map and its inverse. In the next
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bility conditions of the equations in soð3Þ coincide with those of
the equations in SO(3).
3. Equations in soð3Þ
In this section we give Eqs. (29) explicit form, writing them in
terms of the skew tensors KðiÞ andW, and in terms of the associated
vectors jðiÞ and w. We write the compatibility conditions of the
system for W in soð3Þ, and show that they are the same as those
of the system for R in SO(3). Then we turn to Eqs. (9) employed
by Signorini, to show that they follow by means of change of
variable from the equations in soð3Þ written for the unknown w.
From deﬁnition (27) of the linear transformation adW we have
that, for n ¼ 2;3;4; . . .,
ðadWÞ2n1ðZÞ ¼ ð1Þn1w2ðn1ÞadWðZÞ;
ðadWÞ2nðZÞ ¼ ð1Þn1w2ðn1ÞðadWÞ2ðZÞ: ð30Þ
Introduction of (28) into (17), taking (30) into account, gives
KðiÞ ¼ RTR;i ¼ sinww I
	
þ ðcosw 1Þ
w2
adW
þ ðw sinwÞ
2w3
WW


W;i ; i ¼ 1;2;3: ð31Þ
By observing that
adWðW;iÞ W ¼ W;W;i
  W ¼ 0;
ðadWÞ2ðW;iÞ ¼ 12 ðW W;iÞWw
2W;i; ð32Þ
it follows from (31) that
KðiÞ W ¼W;i W; ð33Þ
and
adWðKðiÞÞ ¼ sinww adWðW;iÞ
þ cosw 1
2w2
ðW W;iÞW 2w2W;i
 
: ð34Þ
Finally, substitution in Eq. (34) of adWðW;iÞ from (31), yields
W;i ¼ 12 aIþ adW þ bWWð ÞK
ðiÞ; i ¼ 1;2;3; ð35Þ
where we have put
a ¼ aðxÞ ¼ wðxÞ sinðwðxÞÞ
1 cosðwðxÞÞ ; b ¼ bðxÞ ¼
1
2w2ðxÞ 2 aðxÞð Þ: ð36Þ
Eq. (35) give the explicit form of Eqs. (29) in terms of KðiÞ and W.
They are satisﬁed by the skew tensorW ¼WðxÞ whose exponential
is the rotation R in the deformation in which the skew tensors KðiÞ
correspond, through Eqs. (16), to the stretch U. In view of deducing
the compatibility conditions of Eqs. (35), we write these in the form
W;i ¼ @ðexp
1RÞ
@xi
¼ L½KðiÞ; i ¼ 1;2;3; ð37Þ
where, for every ﬁxed W;L is the linear transformation
L ¼ LðWÞ ¼ dðexp
1RÞ
dR
R ¼ 1
2
aIþ adW þ bWWð Þ: ð38Þ
To obtain the desired result, we make use of the equations
KðiÞ W ¼W;i W ¼ 12 ðW WÞ;i ¼ ðw
2Þ;i; ð39Þ
that are an immediate consequence of (33),
adWðKðiÞKðjÞ  KðjÞKðiÞÞ ¼ 12 ðK
ðiÞ  KðjÞ  KðjÞ  KðiÞÞW; ð40Þthat can be veriﬁed by applying both members to any vector, and
a;i  abww;i ¼ 12ww;i ; b;iw;j  b;jw;i ¼ 0; i; j ¼ 1;2;3;
ð41Þ
that follow from (39) and deﬁnitions (36). We see from (37) that
mixed second-order partial derivatives of W have the expressions
W;ij ¼ @
@xj
LðWðxÞÞ
	 

½KðiÞ þ L½KðiÞ;j ; ð42Þ
by means of Eqs. (39)–(41), the differenceW;ij W;ji can be reduced
to the form
W;ij W;ji ¼ L½KðiÞ;j  KðjÞ;j  KðiÞKðjÞ þ KðjÞKðiÞ; i; j ¼ 1;2;3: ð43Þ
Since L is non-singular where the exponential map is a diffeomor-
phism (cf. (38)), Eqs. (43) imply that the compatibility conditions of
Eqs. (35) are the same as those of Eqs. (17), given by (18).
Eqs. (31) and (35) can be expressed in terms of the vectors w
and jðiÞ associated with W and KðiÞ. By observing that ww;i is
the vector associated with adWðW;iÞ ¼ ½W;W;i, it follows from
(31) that
jðiÞ ¼ sinw
w
I
	
þ ðcosw 1Þ
w2
ðw ekÞ  ek
þ ðw sinwÞ
w3
ww


w;i; i ¼ 1;2;3: ð44Þ
Scalar and vector multiplications of these equations by w give
w  jðiÞ ¼ w w;i;
w jðiÞ ¼ sinw
w
ww;i þ ðcosw 1Þ w;iw ww;i
 
: ð45Þ
Substitution into (45)2 of ww;i from (44), making use of (45)1,
yields
w;i¼12
w
tanw2
IþðwekÞekþ 2 wtanw2
	 

ww
w2
	 

jðiÞ; i¼1;2;3:
ð46Þ
Eq. (46) are the explicit form of Eq. (29) in terms of the vectors jðiÞ
and w. In Eq. (46) the unknown is the rotation vector w ¼ we, with
w 2 ½0;pÞ the angle of rotation and e the unit vector giving the
direction of the rotation axis. Eq. (46) can be transformed into Eq.
(9) by means of the change of variable
w ¼ w
tan w2
q; ð47Þ
that introduces the rotation vector q ¼ qe ¼ tan w2 e (cf. (8)), which
has the same direction asw, and whose length q is equal to the tan-
gent of half the rotation angle w. Thus, for 0 6 w < p, the values of
q are such that 0 6 q <1. It follows from deﬁnition of q that
cosw ¼ 1 q
2
1þ q2 ; sinw ¼
2q
1þ q2 : ð48Þ
Making the change of variable (47) and using (48), Eqs. (44) become
jðiÞ ¼ 2
1þ q2 Iþ ðq ekÞ  ekð Þq;i; i ¼ 1;2;3; ð49Þ
and Eqs. (46) transform into Eqs. (9). In Cartesian components these
last equations write
qk;i ¼
1
2
jðiÞk þ ðjðiÞl qlÞqk þ eklmqljðiÞm
 
; i; k; l;m ¼ 1;2;3; ð50Þ
where eklm ¼ ek  el  em. Signorini, 1943 proves that the conditions
of integrability of Eqs. (9) are
jðiÞ;j ¼ jðjÞ;i þ jðiÞ  jðjÞ; i; j ¼ 1;2;3; ð51Þ
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ciated with the tensors KðiÞ.
In general, solution of the system of partial differential Eqs. (9)
is not an easy task. Signorini gives the solution for the case in
which the vectors jðiÞ have the expressions
jðiÞ ¼ f ðiÞðxÞa; i ¼ 1;2;3; ð52Þ
with a a constant unit vector. The integrability conditions (51)
impose on the functions f ðiÞ the restrictions f ðiÞ;j ¼ f ðjÞ;i , and hence,
f ðiÞ ¼ /;i; i ¼ 1;2;3; ð53Þ
for a function / ¼ /ðxÞ. Signorini shows that, when (52)-(53) hold,
the system (9) reduces to the equation
2
dq
d/
¼ aþ ðq  aÞqþ q a; ð54Þ
that, for the initial conditions /ðoÞ ¼ 0 and qðoÞ ¼ 0 (which say that
/ and q vanish at the origin o of the coordinates), has the solution
qðxÞ ¼ a tan/ðxÞ
2
: ð55Þ
The corresponding rotation is, by (7),
R ¼ cos/Iþ ð1 cos/Þa aþ sin/ða ekÞ  ek; ð56Þ
i.e., the rotation of an angle / about the direction of a.
In particular, among the deformations whose stretches give vec-
tors jðiÞ having the form (52), Signorini studies those of pure ﬂex-
ure, pure shear and deformations symmetric with respect to a
plane; for these cases, after having deduced the rotation ﬁeld, he
obtains the deformation by integration of the deformation
gradient.
4. Equations in SO(3)
In this section we examine the system of partial differential
equations in SO(3) for the unknown R and present a procedure
for its solution. The rotation ﬁeld R ¼ RðxÞ must satisfy in SO(3)
the system of Eqs. (17), i.e., R;i ¼ RKðiÞ for i ¼ 1;2;3, where the
skew tensors KðiÞ are given by (16). Eqs. (17) are subject to the con-
ditions of integrability (18). We observe that, denoted by
aðiÞ ¼ aðiÞðxÞ, for i ¼ 1;2;3, the orthonormal vectors into which
RðxÞ transforms the coordinate vectors ei,
aðiÞðxÞ ¼ RðxÞei; i ¼ 1;2;3; ð57Þ
the rotation ﬁeld can be represented as
RðxÞ ¼ aðiÞðxÞ  ei: ð58Þ
Hence, knowledge of the vectors aðiÞ sufﬁces to determine the rota-
tion R, and we restrict our interest to the study of these vectors. De-
noted by aðiÞk and j
ðiÞ
k the components of a
ðiÞ and jðiÞ,
aðiÞk ¼ aðiÞ  ek; jðiÞk ¼ jðiÞ  ek; k ¼ 1;2;3; ð59Þ
the components of R and KðiÞ are
Rkl ¼ R  ek  el ¼ aðlÞk ; k; l ¼ 1;2;3; KðiÞkl ¼ KðiÞ  ek  el
¼ jðiÞ  el  ek ¼ elkmjðiÞm ; i; k; l;m ¼ 1;2;3; ð60Þ
and Eqs. (17) in components assume the form
@aðjÞm
@xi
¼ ejkljðiÞl aðkÞm ; i; j; k; l;m ¼ 1;2;3: ð61Þ
If we put
hðmÞi ¼ aðiÞm ; i;m ¼ 1;2;3; ð62Þ
we can write the system (61) as@hðmÞ1
@xi
¼ jðiÞ3 hðmÞ2  jðiÞ2 hðmÞ3 ;
@hðmÞ2
@xi
¼ jðiÞ1 hðmÞ3  jðiÞ3 hðmÞ1 ;
@hðmÞ3
@xi
¼ jðiÞ2 hðmÞ1  jðiÞ1 hðmÞ2 ; i ¼ 1;2;3; ð63Þ
with m ¼ 1;2;3. For each m, Eqs. (63) form a system for the three
unknown functions hðmÞ1 ;h
ðmÞ
2 ;h
ðmÞ
3 ; in order to ﬁnd the vectors a
ðiÞ,
we have to determine three triples of functions ðhðmÞ1 ;hðmÞ2 ;hðmÞ3 Þ
which satisfy the system (63) with appropriate initial conditions.
As Eqs. (62) show, the m-th triple ðhðmÞ1 ;hðmÞ2 ;hðmÞ3 Þ gives the com-
ponents of the three unit vectors að1Þ; að2Þ, and að3Þ along the m-th
Cartesian axis. The integrability conditions of the system (63) are
the (51), as it can be recognized by regarding the functions hðmÞk
as the components of a vector hðmÞ ¼ hðmÞk ek, and observing that
then Eqs. (63) can be written
hðmÞ;i ¼ jðiÞ  hðmÞ: ð64Þ
When the conditions (51) are satisﬁed, the system (63) admits one
and only one triple of solutions that assume prescribed values at a
point x^ of the set where they are deﬁned. Thus, we can ﬁnd three
triples of solutions ðhðmÞ1 ; hðmÞ2 ; hðmÞ3 Þ, for m ¼ 1;2;3, whose values at
x^ are the components of a triple of orthonormal vectors. Precisely,
if we require that, at x^, the vectors að1Þ;að2Þ, and að3Þ be equal to
the orthonormal vectors vð1Þ;vð2Þ, and vð3Þ, the initial conditions
for the system (63) are
hðmÞ1 ðx^Þ ¼ v ð1Þm ; hðmÞ2 ðx^Þ ¼ v ð2Þm ; hðmÞ3 ðx^Þ ¼ v ð3Þm ; m ¼ 1;2;3;
ð65Þ
where v ðkÞm ¼ vðkÞ  em is the m-th component of the vector vðkÞ.
The triple ðað1Þ; að2Þ; að3ÞÞ, such that (62) hold with functions hðmÞi
satisfying (63) and (65), is orthonormal at x^. To show that it is
orthonormal at each x, we make use of an argument employed in
analogous cases (cf., e.g., Bianchi, 1894, Sections 40 and 272). De-
note by ðhðmÞ1 ;hðmÞ2 ;hðmÞ3 Þ and ðhðnÞ1 ;hðnÞ2 ;hðnÞ3 Þ two sets of solutions of
the system (63) that can be nondistinct, and put hðmÞ ¼ hðmÞk ek and
hðnÞ ¼ hðnÞk ek. It can be seen, using Eqs. (64), that
hðmÞ  hðnÞ ¼ hðmÞk hðnÞk ¼ constant: ð66Þ
Now, let ðhðmÞ1 ;hðmÞ2 ;hðmÞ3 Þ, form ¼ 1;2;3, be the three sets of solutions
of (63) that satisfy the initial conditions (65). Consider the matrix A
whose columns are the components of the vectors aðiÞ, that is
Aij ¼ ½aðjÞi  ¼ ½hðiÞj . In view of (65), A is orthogonal at x^ and, hence,
hðmÞðx^Þ  hðnÞðx^Þ ¼ hðmÞk ðx^ÞhðnÞk ðx^Þ ¼ dmn; m;n ¼ 1;2;3: ð67Þ
It follows from (66) and (67) that the matrix A is orthogonal at each
x, and this implies that the triple ðað1Þ; að2Þ;að3ÞÞ is orthonormal
everywhere it is deﬁned. In conclusion, we can afﬁrm that the three
sets of solutions of the system (63) that satisfy the initial conditions
(65), in which vðiÞ ¼ Rðx^Þei for i ¼ 1;2;3, determine the orthonormal
vectors aðiÞ ¼ aðiÞðxÞ that deﬁne the rotation RðxÞ ¼ aðiÞðxÞ  ei.
Comparison of the systems (61) and (50) suggests that the prob-
lem of ﬁnding the rotation from the stretch assumes a more trac-
table form in SO(3) than in soð3Þ.
5. Examples
In this section, we give two examples of integration of the sys-
tem of Eqs. (63): the ﬁrst one is that studied by Signorini in soð3Þ, in
which the vectors jðiÞ have the form (52); the second one refers to a
case that is more general in the sense that the vectors jðiÞ do not
have the same direction, and for which we determine also the
deformation.
In the ﬁrst example we take e3 ¼ a and, in view of (52) and (53),
we write
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where / ¼ /ðx1; x2; x3Þ. Eqs. (63) assume the expressions
hðmÞ1;i ¼ hðmÞ2 /;i; hðmÞ2;i ¼ hðmÞ1 /;i; hðmÞ3;i ¼ 0; i ¼ 1;2;3;
ð69Þ
and have the general solution
hðmÞ1 ¼ cðmÞ1 cos/þ cðmÞ2 sin/; hðmÞ2 ¼ cðmÞ1 sin/þ cðmÞ2 cos/;
hðmÞ3 ¼ cðmÞ3 ; ð70Þ
where cðmÞ1 ; c
ðmÞ
2 , and c
ðmÞ
3 are integration constants. Assuming that
R ¼ I at the origin o of the coordinates, the initial conditions for
the functions hðmÞi are
hð1Þ1 ðoÞ ¼ 1; hð1Þ2 ðoÞ ¼ 0; hð1Þ3 ðoÞ ¼ 0;
hð2Þ1 ðoÞ ¼ 0; hð2Þ2 ðoÞ ¼ 1; hð2Þ3 ðoÞ ¼ 0; ð71Þ
hð3Þ1 ðoÞ ¼ 0; hð3Þ2 ðoÞ ¼ 0; hð3Þ3 ðoÞ ¼ 1;
which, with the further assumption that /ðoÞ ¼ 0, yield for
m ¼ 1;2;3, the triples of values
ð1;0;0Þ; ð0;1;0Þ; ð0; 0;1Þ; ð72Þ
of the constants cðmÞ1 ; c
ðmÞ
2 , and c
ðmÞ
3 . It follows from (62), (70), and (72)
that the vectors aðiÞ are
að1Þ ¼ cos/e1 þ sin/e2; að2Þ ¼  sin/e1 þ cos/e2;
að3Þ ¼ e3; ð73Þ
and, thus, R ¼ cos/e1 þ sin/e2ð Þ  e1 þ  sin/e1 þ cos/e2ð Þ  e2þ
e3  e3, i.e., according to Eq. (56), R is the rotation of an angle /
about an axis having the direction of e3 ¼ a.
As second example we consider a case, in which two vectors jðiÞ
are nonnull and nonparallel. To this end, we assume that the
stretch U is
U ¼
X3
i¼1
aiei  ei; ð74Þ
with
a1 ¼ 1; a2 ¼ 1 ðx1 cos hþ
Z x3
0
sin hðtÞdtÞw0; a3 ¼ 1 x1h0;
ð75Þ
where h ¼ hðx3Þ and w ¼ wðx2Þ. Hereafter we use a prime ‘‘ 0 ’’ to de-
note the derivative of a function of one variable. Since U is positive
deﬁnite, in (74) we have ai > 0, for i ¼ 1;2;3. The stretch (74) ren-
ders the integrability conditions (18) satisﬁed and, by means of (5),
yields
jð1Þ ¼ 0; jð2Þ ¼ w0 sin he1  cos he3ð Þ; jð3Þ ¼ h0e2:
Eqs. (63) become
@hðmÞ1
@x1
¼ 0; @h
ðmÞ
1
@x2
¼ hðmÞ2 w0 cos h;
@hðmÞ1
@x3
¼ hðmÞ3 h0; ð76Þ
@hðmÞ2
@x1
¼ 0; @h
ðmÞ
2
@x2
¼ w0ðhðmÞ3 sin hþ hðmÞ1 cos hÞ;
@hðmÞ2
@x3
¼ 0; ð77Þ
@hðmÞ3
@x1
¼ 0; @h
ðmÞ
3
@x2
¼ hðmÞ2 w0 sin h;
@hðmÞ3
@x3
¼ hðmÞ1 h0: ð78Þ
Since Eqs. (76)1 and (78)1 imply that h
ðmÞ
1 and h
ðmÞ
3 are independ of x1,
the solution of the pair of Eqs. (76)3 and (78)3 is
hðmÞ1 ðx2; x3Þ ¼ pðmÞ1 ðx2Þ cos hðx3Þ þ pðmÞ2 ðx2Þ sin hðx3Þ;
hðmÞ3 ðx2; x3Þ ¼ pðmÞ2 ðx2Þ cos hðx3Þ þ pðmÞ1 ðx2Þ sin hðx3Þ; ð79Þwhere pðmÞ1 ¼ pðmÞ1 ðx2Þ and pðmÞ2 ¼ pðmÞ2 ðx2Þ are functions to be deter-
mined. In view of (77)1,3 the function h
ðmÞ
2 depends on the variable
x2 only. Eqs. (79) imply that
hðmÞ3 ðx2; x3Þ sin hðx3Þ þ hðmÞ1 ðx2; x3Þ cos hðx3Þ ¼ pðmÞ1 ðx2Þ; ð80Þ
and thus (77)2 can be written as
hðmÞ02 ðx2Þ  w0ðx2ÞpðmÞ1 ðx2Þ ¼ 0: ð81Þ
Introduction of (79) into (76)2 and 782 shows that p
ðmÞ
2 is a constant,
which we denote by cðmÞ1 , and that p
ðmÞ
1 and h
ðmÞ
2 must satisfy the
equation
pðmÞ01 ðx2Þ þ w0ðx2ÞhðmÞ2 ðx2Þ ¼ 0; ð82Þ
Eqs. (81) and (82) have the solution
pðmÞ1 ðx2Þ ¼ cðmÞ2 coswðx2Þ þ cðmÞ3 sinwðx2Þ;
hðmÞ2 ðx2Þ ¼ cðmÞ2 sinwðx2Þ  cðmÞ3 coswðx2Þ: ð83Þ
Hence, the general solution of the system (76)–(78) is
hðmÞ1 ¼ ðcðmÞ2 coswðx2Þ þ cðmÞ3 sinwðx2ÞÞ cos hðx3Þ þ cðmÞ1 sin hðx3Þ;
hðmÞ2 ¼ cðmÞ2 sinwðx2Þ  cðmÞ3 coswðx2Þ;
hðmÞ3 ¼ ðcðmÞ2 coswðx2Þ þ cðmÞ3 sinwðx2ÞÞ sin hðx3Þ  cðmÞ1 cos hðx3Þ;
ð84Þ
where cðmÞ1 ; c
ðmÞ
2 , and c
ðmÞ
3 are integration constants. Under the
assumption that, at the origin o, the rotation R reduces to the iden-
tity I, the initial conditions associated with (84) are the same as
those of the ﬁrst example, given by (71). With the additional
assumption that, at the origin, the functions w and h are null, the tri-
ples of values of the integration constants in (84) corresponding to
the conditions (71) are, for m ¼ 1;2;3,
ð0;1;0Þ; ð0;0;1Þ; ð1;0;0Þ: ð85Þ
It follows that the vectors aðiÞ are
að1Þ ¼ cos h coswe1  cos h sinwe2  sin he3;
að2Þ ¼ sinwe1 þ coswe2;
að3Þ ¼ sin h coswe1  sin h sinwe2 þ cos he3:
ð86Þ
Eqs. (3), (58), and (74) yield, for the deformation gradient,
F ¼ y;i  ei ¼
X3
i¼1
aiaðiÞ  ei; ð87Þ
and, thus, by (75) and (86),
y;1 ¼ ðcoswe1  sinwe2Þ cos h sin he3;
y;2 ¼ ð1 ðx1 cos hþ
Z x3
0
sin hðtÞdtÞw0Þðsinwe1 þ coswe2Þ;
y;3 ¼ ð1 x1h0Þ sin hðcoswe1  sinwe2Þ þ cos he3ð Þ:
ð88Þ
The symmetry of C ¼ U2 assures that Eqs. (88) are integrable (as we
mentioned in the Introduction with reference to the paper of Rie-
mann, 1868). Integration of (88)1 gives
y ¼ x1ðcoswe1  sinwe2Þ cos h x1 sin he3 þ fðx2; x3Þ; ð89Þ
which, introduced into (88)2, leads to
fðx2; x3Þ ¼
Z x2
0
sinwðtÞdt þ cosw
Z x3
0
sin hðtÞdt
	 

e1
þ
Z x2
0
coswðtÞdt  sinw
Z x3
0
sin hðtÞdt
	 

e2 þ f^ðx3Þ: ð90Þ
Substitution of (89)-(90) into (88)3 yields
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Z x3
0
cos hðtÞdte3 þ c; ð91Þ
where c is a constant vector, that vanishes if yðoÞ ¼ o, as we as-
sume. In conclusion, the deformation is
y ¼
Z x2
0
sinwðtÞdt þ ðx1 cos hðx3Þ þ
Z x3
0
sin hðtÞdtÞ coswðx2Þ
	 

e1
þ
Z x2
0
coswðtÞdt  ðx1 cos hðx3Þ þ
Z x3
0
sin hðtÞdtÞ sinwðx2Þ
	 

e2
þ
Z x3
0
cos hðtÞdt  x1 sin hðx3Þ
	 

e3:
ð92Þ
The determinant of the deformation gradient is detF ¼ a1a2a3, and
it is positive when the conditions ai > 0, required for positive deﬁ-
niteness of U, are satisﬁed. In addition, in order that y ¼ yðxÞ be a
deformation, it is required that the domain of y be restricted to a
set of x for which y is one to one. In what follows we assume, with-
out mentioning it, that these conditions are satisﬁed, and when we
use expressions like ‘‘the plane x1 ¼ x^1’’, we mean ‘‘the intersection
of the plane x1 ¼ x^1 with the domain of y’’.
If the triples ðx1; x2; x3Þ are interpreted as curvilinear coordi-
nates on the deformed conﬁguration of C, the coordinate vectors
are y;i given by (88). Since, in view of Eq. (87), we have
y;i ¼ aðiÞai, for i ¼ 1;2;3, in the example under consideration the
unit vectors ai are tangent to the curves ci, along which only the
coordinate xi varies, and are orthogonal to the surfaces ri, on which
xi ¼ x^i is constant and that are parameterized by xj and xk, with i; j,
and k all different. We observe that the ri are the surfaces into
which y transforms the planes xi ¼ x^i of the reference conﬁgura-
tion. For i ¼ 1;2;3, the vector aðiÞ is the unit normal to the surface
ri, and the opposite of the gradient of aðiÞ on ri is a symmetric ten-
sor LðiÞ whose eigenvectors are tangent to the principal directions
of curvature and whose eigenvalues are the principal curvatures
of ri. Since the unit vectors aðiÞ are orthogonal, their derivatives
with respect to the xj are (cf., e.g., Malvern, 1969, Sect.II.1):
aðiÞ;i ¼ 
1
aj
ai;jaðjÞ  1ak ai;ka
ðkÞ; i– j – k – i; ðno sumÞ;
aðiÞ;j ¼
1
ai
aj;iaðjÞ; i– j; ðno sumÞ: ð93Þ
Using these formulae, the tensors LðiÞ for the three surfaces ri write
Lð1Þ ¼ að1Þ;2 
að2Þ
a2
 að1Þ;3 
að3Þ
a3
¼ w
0 cos h
1 ðx1 cos hþ
Z x3
0
sin hðtÞdtÞw0
að2Þ  að2Þ
þ h
0
1 x1h0 a
ð3Þ  að3Þ; ð94Þ
Lð2Þ ¼ að2Þ;1 
að1Þ
a1
 að2Þ;3 
að3Þ
a3
¼ 0; ð95Þ
Lð3Þ ¼ að3Þ;1 
að1Þ
a1
 að3Þ;2 
að2Þ
a2
¼ w
0 sin h
1 ðx1 cos hþ
Z x3
0
sin hðtÞdtÞw0
að2Þ  að2Þ: ð96Þ
These equations show that, in general, in the considered deforma-
tion, both the principal curvatures of the surfaces r1 are not identi-
cally zero, the surfaces r2 are planes, and only one of the principal
curvatures of the surfaces r3 is not identically zero. We notice the
following special cases:(i) If h ¼ x3=R1 and w ¼ x2=R2, Eq. (92) reduces to
	 
 
y ¼ R2  R2  R1 þ ðR1  x1Þ cos x3R1 cos
x2
R2
	
e1
þ R2  R1 þ ðR1  x1Þ cos x3R1
	 

sin
x2
R2
e2 þ ðR1  x1Þ sin x3R1 e3;
ð97Þ
the principal curvatures kð1Þ1 and k
ð1Þ
2 of r1, and k
ð3Þ
1 and k
ð3Þ
2 of r3, arekð1Þ1 ¼
cos x3R1
R2  R1 þ ðR1  x1Þ cos x3R1
; kð1Þ2 ¼
1
R1  x1 ;
kð3Þ1 ¼ 0; kð3Þ2 ¼
sin x3R1
R2  R1 þ ðR1  x1Þ cos x3R1
; ð98Þ
the eigenvalues of U area1 ¼ 1; a2 ¼ 1
R1  ðR1  x1Þ cos x3R1
R2
; a3 ¼ 1 x1R1 ; ð99Þ
and are all positive when R1 > x1 and R2 > R1. For
R2 > R1 þ ðR1  x1Þ, the surfaces r1 are (parts of) the tori obtained
from the rotation, about the axis parallel to x3 through the point
ðR2;0;0Þ, of circles that lie in the plane x2 ¼ 0, have centers at
ðR1;0;0Þ and radii ðR1  x1Þ. If R1 ¼ R2 ¼ R, then h ¼ x3=R;w ¼ x2=R,
Eq. (97) in components becomesy1 ¼ R ðR x1Þ cos
x3
R
cos
x2
R
;
y2 ¼ ðR x1Þ cos
x3
R
sin
x2
R
; y3 ¼ ðR x1Þ sin
x3
R
; ð100Þ
and Eqs. (98) givekð1Þ1 ¼ kð1Þ2 ¼
1
R x1 ; k
ð3Þ
2 ¼ 0; kð3Þ2 ¼
tan x3R1
ðR1  x1Þ ; ð101Þ
the r1 are spherical surfaces having center at ðR;0; 0Þ and radius
R x1.
(ii) If w0 ¼ 0 (i.e., w ¼ 0, since it has been assumed that wðoÞ ¼ 0),
the deformation (92) reduces, in components, toZ
y1 ¼ x1 cos hþ
x3
0
sin hdt;
y2 ¼ x2; y3 ¼ x1 sin hþ
Z x3
0
cos hdt; ð102Þ
the eigenvalues of U are a1 ¼ a2 ¼ 1 and a3 ¼ 1 x1h0, and the prin-
cipal curvatures of r1 and r3 arekð1Þ1 ¼ 0; kð1Þ2 ¼
h0
1 x1h0 ; k
ð3Þ
1 ¼ 0; kð3Þ2 ¼ 0: ð103Þ
Eqs. (102) describe deformations in which: the planes x1 ¼ x^1 trans-
form into cylindrical surfaces with generatrices parallel to the x2-
axis and whose directrices are the curves, lying in the plane
x2 ¼ 0 and having curvature kðx3Þ ¼ kð1Þ2 ðx^1; x3Þ, that are the images
of the lines x1 ¼ x^1 of that plane; the planes x2 ¼ x^2 transform into
themselves; the planes x3 ¼ x^3 become planes normal to the above
cylindrical surfaces. If, in particular, h ¼ x3=R, the deformation re-
duces to the pure ﬂexure described by Signorini, 1943. In that case,
Eqs. (102) and (103) givey1 ¼ R ðR x1Þ cos
x3
R
; y2 ¼ x2; y3 ¼ ðR x1Þ sin
x3
R
;
ð104Þkð1Þ1 ¼ 0; kð1Þ2 ¼
1
R x1 ; k
ð3Þ
1 ¼ 0; kð3Þ2 ¼ 0; ð105Þ
and the directrices of the cylindrical surfaces into which the planes
x1 ¼ x^1 transform, are arcs of circles on the plane x2 ¼ 0, having
radius ðR x^1Þ and whose centers are at the point ðR;0; 0Þ.
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y1 ¼ x1 coswþ
2
0
sinwdt;
y2 ¼
Z x2
0
coswdt  x1 sinw; y3 ¼ x3; ð106Þ
the eigenvalues of U are a1 ¼ a3 ¼ 1 and a2 ¼ 1 x1w0, and the prin-
cipal curvatures of r1 and r3 arekð1Þ1 ¼
w0
1 x1w0 ; k
ð1Þ
2 ¼ 0; kð3Þ1 ¼ 0; kð3Þ2 ¼ 0: ð107Þ
Eqs. (106) describe deformations in which: planes x1 ¼ x^1 transform
into cylindrical surfaces whose generatrices are parallel to the x3-
axis and whose directrices are the curves, lying in the plane
x3 ¼ 0 and having curvature kðx2Þ ¼ kð1Þ1 ðx^1; x2Þ, that are the images
the lines x1 ¼ x^1 of that plane; the planes x2 ¼ x^2 transform into
planes perpendicular to the cylindrical surfaces; the planes x3 ¼ x^3
transform into themselves. For w ¼ x2=R, Eqs. (106) and (107) re-
duce toy1 ¼ R ðR x1Þ cos
x2
R
; y2 ¼ ðR x1Þ sin
x2
R
; y3 ¼ x3;
ð108Þ
kð1Þ1 ¼
1
R x1 ; k
ð1Þ
2 ¼ 0; kð3Þ1 ¼ 0; kð3Þ2 ¼ 0; ð109Þand correspond to a pure ﬂexure in which the planes x1 ¼ x^1 trans-
form into circular cylinders whose axis is the line parallel to x3
through the point ðR; 0;0Þ.
6. Conclusions
We have discussed the problem of determining the rotation
from the stretch, whose solution can be obtained from two systems
of partial differential equations, one in SO(3), the other in soð3Þ. We
have seen that deduction of the system of equations in soð3Þ from
the system in SO(3) requires that the exponential map has a differ-
entiable inverse. When this condition is satisﬁed, the two systems
of equations have the same integrability conditions and their solu-
tions are associated in the correspondence determined by the
exponential map and its inverse. We have presented a procedure
to solve the problem in SO(3), writing a system of equations thathas a more tractable form than that of the system in soð3Þ. We have
given examples of integration of the proposed equations, also with
reference to a case more general of that studied in soð3Þ by Signo-
rini. The obtained results indicate that the task of determining the
rotation from the stretch can be undertaken more suitably in SO(3)
than in soð3Þ.References
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