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Abstract 
For a finite set of points in a metric space a Steiner Minimal Tree (SMT) is a shortest tree 
which interconnects these points. We also consider a relative of this problem allowing at most 
k additional points in the tree (k-SMT), where k is a given number. We intend to discuss these 
problems for all planes with p-norm, i.e. the affine plane with norm II (tl, t2)II p = (I tx I ~ + I t2 IP) 1/p 
for 1 ~< p < oo and Ij(tl,t2)lt~ = max{Itll, It21}. We give a survey of results for the combina- 
torial structure of SMT and k-SMT and show the consequences for the methods to construct 
such trees. 
O. Introduction 
Network design problems are classical examples of nonlinear optimization prob- 
lems. We find such questions early in the 17th century by P. de Fermat and in 1836 by 
C.F. Gaul3 (see [18]). In recent years the optimization of communication and trans- 
port networks are standard subjects in engineering design. It is well-known that the 
solutions of these problems depend essentially on the way how the distances in the 
plane are determined. In most cases the plane with Euclidean or rectilinear norm has 
been considered. In the last 20 years it turned out that it is interesting to consider some 
kinds of two-dimensional Banach spaces. For instance, in 1972 Love and Morris 
simulated inter-city road distances by mathematical functions and found Lp-distances 
best possible for some situations (see [27]). 
We consider shortest rees for finite sets of points in L 2, where L 2 is the affine 
plane with norm [l(tl,t2)l[ p = (Itll p + It2lP) lip for 1 ~< p < ~ and II(tl,t2)lb~ -- 
Max { I t 1 I, I t21 }. If we want to interconnect the points only by pairs of given points, we 
get the problem of Minimal Spanning Trees. Starting with Boruvka in 1926 and 
Kruskal in 1956 such trees have a well-documented history (see [21]) and effective 
constructions are known (see [3]). A more general version is given if we allow 
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additional points, called Steiner points, in the tree; we obtain the Steiner Minimal 
Tree Problem. It is shown that this problem is NP-hard in L 2 and L 2 (see [16, 17]). 
This is the motivation to consider heuristic and approximative algorithms for the 
Steiner Minimal Tree Problem. 
1. The structure of shortest trees 
Denote by L 2 the affine plane with norm II(tl,t2)llp=(ltxlP+lt2[P) lip for 
1 ~< p < ~ and II ( t l ,  t2)11oo = Max { It1 [, I t2l}. L 2 is a two-dimensional Banach space 
with unit ball B(p) = (xl l l  x lip ~< 1}. For all p is B(p), and a compact and convex body 
centered in (0,0), i fp ~ 1, ~, then B(p) and its norm II. I1~ are strict convex. 
Let N be a finite set in L 2. We want to interconnect the points of N. We 
consider graphs G = (V, E) which are embedded in the space in the sense that the set 
of vertices V is a finite subset of L 2 and each edge in E is a line segment 
vv '={tv+(1- t )v ' lO<. t<. l} ,  v ,v '~V.  The length of G in L 2 is defined by 
Ip(G) -- ~,vv'~E II v - v' lip. 
A minimal spanning tree (MST) for N in L 2 is a shortest ree T = (N, E) which 
interconnects he points of N, i.e. T is a tree for N with lp(T) = min !. 
It is easy to see that a MST for N in L 2 can be found as a minimal spanning tree in 
the weighted complete graph G = (N, (2N),D) where D(vv') = II v - v' lip. Conse- 
quently, a MST can be constructed in polynomial bounded time in n = card N. 
Moreover, G = (N, E) is called the Delaunay triangulation (DT) for N in L 2, if vv-- e E, 
if and only if there is a homothetic opy rB(p) + x (with r > 0 and x a vector of the 
plane) such that v, v' ~ bd(rB(p) + x) and wq~int(rB(p) + x) for all w in N - {v, v'} (see 
[24] or [31]). The DT for N is a straight-line dual graph ofa  Voronoi diagram for N. 
The following lemma can be found in [24] or [26]. 
Lemma 1.1. A MST for N in L 2 (1 < p < ~)  is a subgraph of the DT for N. 
Using this result and a similar statement for p = 1, ~ it can be shown that it is 
sufficient o construct a DT for N in a efficient way, to find a MST. 
Lemma 1.2 (Lee [26]). Consider a finite set N of points in L 2 (1 <~ p <~ o0). Then a DT 
for N in L 2 can be found in O(nlogn) time, where n = card N. 
Both, Lemmas 1.1 and 1.2, imply the following. 
Theorem 1.3 (Lee [26]). Consider a finite set N of points in L~ (1 <~ p <<. ~). Then 
a MSTfor  N in L 2 can be found in O(nlogn) time, where n = card N. 
As a generalization we allow additional vertices, called Steiner points, in the tree. 
That is we consider the following family of problems: Let k be a natural number or 
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infinite. Given a finite set N of points in L 2, find a tree T = (V,E) embedded in L 2 
with V ~_ N, card V ~< cardN + k and lp(T) = min!. A solution of such a problem 
is called k-Steiner minimal tree (k-SMT) for N in L 2. For k = 0 we get a minimal 
spanning tree: O - SMT = MST and for k = ~ the well-known Steiner minimal tree: 
- SMT = SMT. For an introduction to the theory of Steiner minimal trees, see 
[20, 22, 1]. 
Observation 1.4. Since a Steiner point must have degree at least three, a k-SMT 
for a set of n points has at most M in{k ,n -2}  Steiner points (k a number in 
{0,1 . . . . .  
Moreover, there are upper bounds for the degrees of vertices in k-SMT. Exactly 
Lemma 1.5. Let N be a finite set of points in L 2 (1 <~ p <~ oo) and k a number in 
{0, 1, ..., ~}. 
(a) (see [7,8, 11]): 
• For 1 < p < ~ and k = 0,1 . . . .  the degree of each vertex in a k -SMT is less than or 
equal to six. 
• For p = 1, ~ and k = O, 1 .... the degree of each vertex in a k -SMT is less than nine. 
e For p = 1, ~ and k = 1,2 .... the degree of each Steiner point in a k -SMT is less 
than or equal to five. 
(b) (see [13,22]): 
• For 1 < p < ~ the degree of each Steiner point in a SMT is exactly three and the 
degree of each vertex is less than four. 
• For p = 1, ~ the degree of each vertex in a SMT is less than or equal to four. 
It is an open problem to determine the exact upper bound for the degree of Steiner 
points in k-SMT for k = 1, 2,... and 1 < p < ~.  For instance, it is known that the 
degree is at most four if p = 2. We conjecture that the same statement holds for all 
numbers p between 1 and m. 
We see that in general a k-SMT (k >~ 1) is strictly shorter than a MST: If 1 ~< p ~< 2 
then consider N ={ +_ (1,0), +_ (0, 1)}. We find the length of a MST in 3 "21/p and 
using, the Steiner point (0, 0), we obtain the real number 4 as an upper bound for the 
length of a k-SMT. Similarly, if 2 ~< p ~< ~,  then the set N = { + (1/2 l/p, 1/21/p), 
+_ (1/2 I/p, - 1/2~/P)} is connected by a MST of length 6/2 lip and a k-SMT (k ~> 1) has 
a length less than or equal 4. 
If a Steiner point is given in a k-SMT (k >~ 1), then this point has to create the 
minimum of the Fermat function of its neighbours, where the Fermat function for 
a finite set N of points in L 2 is given in FN,p(X) = Y~v~N II x - v lip. A point which 
minimizes FN,p(. ) is called Torricelli point for N in L 2. Methods of effective minimiz- 
ing of the Fermat function are known for special planes (see [15,25]) and in the 
general case (see [-6, 30]). Based on this methods and Lemma 1.5(a) it is shown that 
a 1-SMT for a finite set can be found in polynomial bounded time (see [11]). In 
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a slight modified version we give this result as: 
Theorem 1.6. Let N be a finite set in L 2 (1 <~ p <<. oo ). Then a 1-S M T for N can be found 
in polynomial bounded time by the following procedure: 
1. Compute a MST T(0) = (N,E) for N; 
2. For all subsets N' of N with card N' = 3 . . . . .  6 minimize the Fermat function, find 
a Torricelli point q(N'); determine a minimal spanning tree T(N') = (N, E') in the graph 
G = (Nw{q(N')},Ew{vq(N') lv  ~ N},D) where D v(.~') = 1[ v - v' lip. 
3. A shortest tree in the family {T(O)}w{T(N')[N'  c_ N, cardN'  = 3 .... ,6} is 
a 1-SMTfor N in L 2. 
Proof. By Lemma 1.5(a) it is sufficient o consider subsets of N with cardinality less 
than seven as sets of neighbours of the Steiner point. We complete the proof if we show 
that; if vv' with v and v' in N is an edge in a 1-SMT T = (V,E) for N, then there is 
a MST for N with the same edge. Let No be the set of all vertices in T which are 
connected by a path, not using v', with v. No, = V-  Nv. Then the inequality 
II v-  v' lip ~< II w-  w' I1~' holds for all w in No and w' in No, otherwise, we get 
a contradiction to the minimality of T. Clearly, the same inequality holds for 
all w in No n N and w' in No, c~ N. Consequently, vv' is an edge in a suitable choosen 
MST for N. 
It is easy to see that the procedure needs O(nlogn) + O((~))O(n) = O(n 7) time, 
where n = card N. [] 
For special planes better procedures are known as in Theorem 1.6: Let N be a finite 
set with card N = n. Then in L 2 we can find a 1-SMT for N in O(n 2) (see [19]) and in 
O(nlogn) in a new version (see [2]). In L 2 we can find a 1-SMT for N in O(nalogn) 
(see 1-12]). The same statement is true for L 2. 
2. An exact solution method to find a k-SMT (k/> 2) 
Let N be a finite set in L 2. We are looking for a k-SMT for N with k = (1), 2, ..., oo. 
If we reduce the combinatorial structure of trees interconnecting N, then it is 
possible to apply well-known methods of nonlinear programming. The reducing step 
is given in the following: 
Procedure 2.1. Let T = (V,E) be a tree interconnecting N and v a vertex in N with 
g := degree of v > 1. Then define G = (V - {v}, E - {vv'lv' is a neighbour of v in T }) 
(G is a forest with g components G1,...,Gg, where Gi=(Vi,  Ei)). Also define 
G(i ) = (V ik . ){v i} ,E ik .3{v iv ' lv '  is a neighbour ofv  in G and v' is in Vi}) for i = 1, . . . ,g 
(vi not in v). 
If we repeat his procedure for every vertex in N with degree greater one, we get 
a family of trees in which for each tree for N the following holds: Degree of a vertex in 
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N is equal to one. Now let T = (V,E) be such a tree for a finite set N --- {vl, ... ,vn}. 
Lemma 1.4(c) says that we can assume V = {vl .... ,vn+c}, where c ~< k, if we look for 
a k-SMT with k < oo and c ~< n - 2 for a SMT. Let (ai~)i.j=l ...... +c be a matrix with 
aij = 1 if and only if v~ is in T adjacent o v~ (the adjacency matrix). Then it is necessary 
to minimize the function 
n+c 
Sp(T)=Sp(v~+l  .... ,v~+~):= ~, a i j l l v i -v i l l  p 
i=1 j=n+l  
n+c-1  n+c  
+ ~ ~ a i j l l v i -  vjllp. (1) 
i=n+l  j= i+ l  
It is possible to do this by well-known methods in nonlinear programming. We repeat 
such methods in the following way: For p = 1, oo a linear programming approach is 
given (see 1-28]). For  1 < p < oo we approximate Sp(.) by a positive real number in 
n+c 
S;(v~+ l .. . .  ,v~+~) = ~ aij(((xi - xj) 2 q- r) p/2 4- ((Yi - yj)2 + r)p/2)l/p 
i=1 j=n+l  
n+c-1  n+c  
+ ~ ~. a,j(((xi - x j) 2 + r) p/2 + ((Yi - yj)2 + r)p/2)l/p, 
i=n+l  j= i+ l  
where x~ and y; are the coordinates of the points vi, i = 1,. . . ,  n + c. All orders of 
derivates of S~,(.) (1 < p < oo, r > 0) are continuous everywhere. This implies an 
iterative procedure in a similar manner as the well-known Weiszfeld procedure. For 
a complete discussion see 1-28]. 
Theorem 2.2. Let N be a finite set in L 2 and ke{O, 1,2 .... , oo}. We can find a 
k -SMT for N in L 2 by the following method: 
1. For k = 0 use Theorem 1.3 and for k = 1 the statement of Theorem 1.6; 
2. Generate all trees T = (V,E)  for N with 
card N ~< card V ~< Min {card N + k, 2 card N - 2}, 
1 ~ degree of v <<, 
4 
3 
for each vertex v in N and 
6 
3 <~ degree of v <~ 4 
3 
8 / fp=l ,  oo and k¢oo ,  
6 / f l<p<oo and kv~oo,  
/ fp- - -1,  oo and k= o% 
/f 1 <p< oo andk=oo,  
if k # oo, 
if k = oo and p= l, oo, 
if k= oo and l < p < oo 
for each Steiner point v in V -N  (see Lemma 1.5) 
3. Reduce every tree by Procedure 2.1 to a family of trees in which every point of 
N has degree one. 
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4. Minimize the function Sp(.) in Eq. (1)for every tree of the family in 3. 
5. Construct a k-SMT from suitable trees of minimal ength. 
If k = oo the second step of Theorem 2.2 uses exponential time in card N. Moreover, 
it is shown that in the cases p = 1, 2 and = oo this problem is NP-hard (see [16, 17]). 
But a k-SMT (k < oo) can be found in polynomial bounded time in these cases. For 
instance, we consider a fast algorithm for L 2. 
Example 2.3. Let N = {Vl,...,v,} be a finite set of points in L 2 and k a natural 
number. Then we can find a k-SMT for N by the following: 
1. Compute a MST T(0) for N by Theorem 1.3 (if k =0 then the procedure is 
finished). 
2. Construct a grid I(N) = (V,E) in the following way: If vi = (xi,y~), i = 1 .... ,n, 
then 
v = {x l , . . . , x ,}  × 
E = { (x, y)(x; Y')IY = Y' and (x, y) (x', y) c~ V = { (x, y), (x', y) } 
or x = x' and (x, y) (x, y') n V = {(x,y), (x,y')} 
where (x,y) and (x',y') in V}; 
3. For all subsets N '  of V - N with N'  = N'(i,j), i = cardN'(i,j) ~ {1 .... ,k} and 
j = 1, ... ,(oardtV-m), compute a MST T(N' )  for NwN' .  
4. A shortest tree in the family {T(O)}w{T(N ' ) [N '=N' ( i , j )~_V-N,  
i = cardN'  = 1 . . . . .  k, j  = 1, ... ,(cardtV-m)} is a k-SMT for N. 
It is not difficult (but a bit technical and ceremonious) to prove that Example 2.3 
finds a k-SMT (see [5]). The procedure needs O(nZk+llog n) time and can expand to 
a procedure to find a SMT with O(n 2"- 3log n) time. For the last statement see [22]. 
3. A heuristic approach 
At the end of the last section we see that the Steiner problem is NP-hard. To find 
nearly a shortest ree we obtain an approximate method for this problem in the 
following way: We triangulate the given set and determine the Torricelli point for 
some of its triangles. Then we give a tree for the triangulation and the Torricelli points 
with a length no greater than the length of a MST. More exactly: 
Procedure 3.1. Let N be a finite set in L 2 with card N/> 3 and the property that N is 
not collinear. 
1. Build up a DT G = (N, E) for N in L 2. 
2. Determine a MST T = (W,E')  for N in L 2 with V' = N and E'  _~ E. 
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3. If a triangle [Vl,V2,V3I of G has the property that two of its sides are in E' 
(without loss of generality v~v3, v2v3 e E n E'), then find a point q which minimizes the 
Fermat function F{vl,v2,v3},p (.) If F{vl,v2,%}, p (q) < II v~ - v3 lip + II v2 - v3 lip then 
V':= V'u{q}; E' := E' w{v,ql i  = 1,2,3} - {vlva,v2v3}; Z := (V',E') .  
By Lemma 1.2 the first step needs O(nlogn) time, where cardN = n. We can 
determine a MST in the Delauney triangulation by Lemma 1.1 and Theorem 1.3 in 
O(n log n) time. G is a planar graph with at most 2n - 4 triangles. In each triangle we 
can find a minimum of the Fermat function in constant ime and consequently the 
third step needs linear time only. Hence, 
Theorem 3.2. For every finite set N in L 2 (1 < p < oo), Procedure 3.1 finds a tree 
interconnecting the points of N, with a length not greater than the length of a MST for 
N in O(nlogn) time, where n = cardN. 
A similar method of Procedure 3.1 for p = 2 is given in [29]. Also we can adapt the 
idea of Example 2.3 to determine a short tree in L 2 and the following in L 2. 
To determine the defect which described the length of a tree by Procedure 3.1 
divided by the length of a MST, at first we prove: 
Lemma 3.3. Let N be a finite set in L 2 with card N = n, lN the length of a MST for 
N and q a Torricelli point for N. Then FN,p(q)/lN >~ n(2n --2). 
Proof. Let N = {vl,...,v.}. If q is in N then FN,p(q) >>- IN and consequently 
FN,p(q)/IN >t 1. Now we assume that q is not in N. Without loss of generality, 
II vl  - v. lip is the largest distance between points of N. Hence, 
2(n- -1)FN'p(q)=(n- -1) (~=l l  
/> (n - -1 ) ( i~  I
~>(n-- 1)IN+ 
I lvi--ql lp+ ~ Ilvj--qllp) 
j= l  
I lv i -  Vi+l lip + [Iv1 - v. Itp) 
n-- I  
II vi - vi+ l I1~ 
i=1 
>~(n-  1 ) I s+IN=nlN .  [] 
Theorem 3.4. Let N be a finite set in L 2 (1 < p < oo), T a tree determined by 
Procedure 3.1 and T'  a MST for N. Then 1 >i lp(T)/ lp(T')  >~ 3/4. 
Proof. 
lp(T) = Evv'~E II v - v' II = Zq~v-NFmq~,p(q) + Ip(G') 
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where N(q) is the set of neighbours of q in T and G' = (N, {vv' e Elv, v' e N}) is 
a forest for N, 
qeV-N 
by Lemma 3.3 if Tq is a MST for N(q), 
= (3)  ~ lp(Tq) + l,(G'), 
"4 q~V-N 
Since G'u ~)~  v -s  Tq is a tree interconnecting N it follows 
[] 
Remark 3.5. It is shown that the ratio between the length of a SMT and the length 
of a MST is bounded by 1/~-6 = 0.63894... in general. On the other hand there are 
numbers p, 1 ~< p ~ oo, for which this ratio is greater than 3/4. (See for all this 
statements [10].) 
For instance, the infimum of the ratio in Remark 3.5 ranging over all finite sets, 
usually called the Steiner ratio, is equal to 2/3 for p = 1 (see [23]) and equal to 
x/~/2 --- 0.866025... for p =2 (see [13]). The last result was a long-standing conjec- 
ture by Gilbert and Pollak [20]. In [14] it is proved that x/~/2 is the greatest value of 
the Steiner atio for each L2p. 
If we look for a shortest ree, we see by Theorem 3.4 and Remark 3.5 that the 
procedure above is not sufficient o find a SMT in general. Lemma 3.3 says that it is 
necessary to consider four-element subsets of the given set. To do this we obtain 
Procedure 3.6. Let N be a finite set in L 2 with card N >~ 3 and the property that N is 
not collinear. 
1. Apply Procedure 3.1 and determine a DT G -- (V,E), a MST T = (V',E') with 
E' _c E and the result To = (Vo,Eo) of Procedure 3.1 for N. 
2. If two adjacent riangles [vl, v2, v3] and [vl, v2, v4] of G have the property that 
/21/)2, /)1/)3, /)1/)4 ~ E' and/)1/)2("~v3/)4 ~ O, then define the new vertex v on the edge/)1/)2 
with v e/)3v4, 
G:= (Vu{v},Eu{/)vil i  = 1, ... ,4} - {vlv2}); 
T := (V'w{v},E'u{vv__~[i = 1 . . . . .  4} -- {/)lv~lj = 2,3,4}). 
3. The third step of Procedure 3.1. 
4. Compare the length of the desired tree with Ip(To). 
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It is easy to see that the statements of Theorem 3.2 are true for this procedure too. 
But there are finite sets for which the tree by Procedure 3.6 is strictly shorter than the 
tree by Procedure 3.1. For instance, consider a square in L 2. 
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