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Differential Rings from Special Ka¨hler Geometry
Jie Zhou
Abstract. We study triples of graded rings defined over the deformation
spaces for certain one-parameter families of Calabi-Yau threefolds. These rings
are analogues of the rings of modular forms, quasi-modular forms and almost-
holomorphic modular forms. We also discuss some of their applications in
solving the holomorphic anomaly equations.
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1. Introduction
Modular forms are very interesting objects in mathematics and physics due
to their nice behaviors under the transformations in the corresponding modular
groups. Given a genus zero subgroup Γ of finite index of the full modular group
Γ(1) = PSL(2,Z), the generators of the ring of modular forms for Γ could be ob-
tained starting from some θ or η functions or Eisenstein series. Alternatively, one
could parameterize the modular curve XΓ = Γ\H∗ by a Hauptmodul α (genera-
tor of the rational functional field of the modular curve), and consider the periods
which are solutions to the Picard-Fuchs equation attached to the elliptic curve fam-
ily πΓ : EΓ → XΓ constructed from the modular group Γ. Knowing the relation
between the Hauptmodul α and the normalized period τ of the elliptic curve family,
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one could then obtain the graded differential ring of quasi-modular forms M˜∗(Γ)
by taking successive derivatives of the periods with respect to τ . This ring M˜∗(Γ)
includes the ring of modular forms M∗(Γ) and contains further elements which are
not modular but quasi-modular [1]. The quasi-modular forms in M˜∗(Γ) could be
completed to modular forms by adding some non-holomorphic parts. Then one gets
the graded differential ring of almost-holomorphic modular forms M̂∗(Γ). See [1, 2]
and references therein for details about the construction.
Similarly, as we shall show in this work, for certain one-parameter Calabi-Yau
threefold family π : X →M, we can define a triple of graded rings (R, R˜, R̂). The
analogue of the modular variable τ is constructed using the special Ka¨hler geometry
[3] on the base M, and the periods are solved from the Picard-Fuchs equation of
the Calabi-Yau family. This triple share similar structures and operations with the
triple (M∗(Γ), M˜∗(Γ), M̂(Γ)) defined for the elliptic curve family πΓ : EΓ → XΓ. In
particular, they have gradings which play the role of modular weights.
These rings appeared in various forms in the studies of BCOV holomorphic
anomaly equations [4, 5] and topological string partition functions for Calabi-Yau
threefold families [5, 6, 7, 8] (see also [9, 10, 11, 12, 13] for related works). In
particular, the ring R̂ is the ring constructed by Yamaguchi-Yau in [6] (see also
[7]). In the recent work [8], it was shown that for some special one-parameter
Calabi-Yau threefold families, the normalized topological string partition functions
are polynomials in the generators of the ring R̂ and have weight zero.
For some particular one-parameter families of non-compact Calabi-Yau three-
folds with an elliptic curve sitting inside each fiber [14, 15, 16, 17, 18], the base M
of the Calabi-Yau threefold family π : X →M could be identified with a modular
curve XΓ [8] (see also [19, 10, 20]). The triple of rings (R, R˜, R̂) we shall define
are closely related to the known graded rings (M∗(Γ), M˜∗(Γ), M̂(Γ)). This then
allows one to express the coefficients and derivatives in the holomorphic anomaly
equations purely in the language of modular form theory. Using the polynomial re-
cursion technique [5, 6, 7], one can then prove [8] by induction that the topological
partition functions, as solutions to the holomorphic anomaly equations, are almost-
holomorphic modular forms of weight 0. Moreover, for each of these particular
non-compact Calabi-Yau threefold families, the boundary conditions, used in e.g.,
[5, 4, 21, 9] to solve the topological string partition functions, become regularity
conditions [8] at different cusps on the modular curve for the holomorphic limits of
the topological string partition functions which are quasi-modular forms. Then, by
using the Fricke involution (also called Atkin–Lehner involution) which is an auto-
morphism of the corresponding modular curve, one could translate the regularity
conditions at different cusps to some conditions on the qτ = exp 2πiτ expansions of
the quasi-modular forms. In this way, solving the holomorphic anomaly equations
becomes a purely mathematical problem in which one needs to solve for certain
quasi-modular forms from the recursive equations and the regularity conditions. In
[8], the first few topological string partition functions for these special Calabi-Yau
threefold families were obtained genus by genus, and were expressed in terms of
generators of the ring of almost-holomorphic modular forms.
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Experiences from dealing with the non-compact Calabi-Yau threefolds suggest
that studying the arithmetic properties of the rings R, R˜, R̂ might be useful in
solving the holomorphic anomaly equations for more general Calabi-Yau families.
This is the motivation of this work.
This paper is based on [8] and follows closely the lines of thoughts in [22, 23, 12].
In particular, in [12] some differential rings were constructed using special Ka¨hler
geometry, and the parallelism to the quasi-modular forms and almost-holomorphic
modular forms was made. The main difference between our present work and [12]
is that in the latter work the rings were constructed from the rings of propagators
[5, 6, 7], while we construct the rings from the periods and Yukawa couplings solved
from the Picard-Fuchs equations in such a way that the analogue between these
rings and the rings of modular objects is more explicit. Many of the discussions in
the current work are inspired by the examples discussed in [12].
The structure of this paper is as follows. In section 2, we shall review the pre-
liminaries about modular curves, modular forms, Picard-Fuchs equations, special
Ka¨hler geometry and BCOV holomorphic anomaly equations, and set up the nota-
tions. In section 3, first we reproduce the details in constructing the graded rings
M∗(Γ), M˜∗(Γ), M̂∗(Γ) for certain elliptic curve families. Then we construct by ana-
logue the graded ringsR, R˜ for certain one-parameter Calabi-Yau threefold families
π : X →M. In section 4, we consider these rings using the properties of the special
Ka¨hler geometry on the deformation spaceM. We make use of the canonical coor-
dinates and holomorphic limits to lift the ring R˜ to a non-holomorphic ring R̂, by
relating them to the ring constructed by Yamaguchi-Yau [6]. The main results of
this paper are summarized in section 4.5. Some of their applications in solving the
BCOV holomorphic anomaly equations are also discussed in section 4. We conclude
with some discussions and questions in section 5.
Acknowledgements: The author would like to thank his advisor Shing-Tung
Yau for many inspiring discussions and constant support and encouragements. He
also thanks Murad Alim, Emanuel Scheidegger and Shing-Tung Yau for valuable
collaborations and discussions on related projects. He thanks Murad Alim in par-
ticular for teaching him the polynomial recursion technique in solving the BCOV
holomorphic anomaly equations, and many other topics in string theory. Thanks
also go to Chen-Yu Chi, Yaim Cooper, Teng Fei, Shinobu Hosono, Si Li, Hossein
Movasati, Jan Stienstra and Don Zagier for helpful discussions and correspondences.
Part of the work is done while the author was visiting the Department of Mathe-
matics in National Taiwan University and the Fields Institute in Toronto, he thanks
them for hospitality and financial support.
2. Preliminaries and background
To make the paper self-contained, in this section we give a review of some ba-
sic facts about modular groups and modular curves, modular forms, Picard-Fuchs
equations, special Ka¨hler geometry and BCOV holomorphic anomaly equations.
2.1. Modular groups and modular curves. The generators and relations for
the group SL(2,Z) are given by the following:
T =
(
1 1
0 1
)
, S =
(
0 −1
1 0
)
, S2 = −I , (ST )3 = −I .
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The groups we are interested in in this paper are the Hecke subgroups of Γ(1) =
PSL(2,Z) = SL(2,Z)/{±I}:
(2.1) Γ0(N) =
{(
a b
c d
)∣∣∣∣ c ≡ 0 mod N} < Γ(1) ,
with N = 2, 3, 4. A further subgroup that we will consider is the unique normal
subgroup in Γ(1) of index 2. it is generated by T 2, T−1S and is often denoted by
Γ0(1)
∗. By abuse of notation, we write it as Γ0(N) with N = 1
∗ when listing it
together with the groups Γ0(N).
The group SL(2,Z) acts on the upper half plane H = {τ ∈ H| Imτ > 0} by
fractional linear transformations:
(2.2) τ 7→ γτ = aτ + b
cτ + d
for γ =
(
a b
c d
)
∈ SL(2,Z) .
The quotient space Y0(N) = Γ0(N)\H is a non-compact orbifold with certain punc-
tures corresponding to the cusps and orbifold points corresponding to the elliptic
points of the group Γ0(N). By filling the punctures, one then gets a compact
orbifold X0(N) = Y0(N) = Γ0(N)\H∗ where H∗ = H ∪ {i∞} ∪ Q. The orbifold
X0(N) can be equipped with the structure of a Riemann surface. The signature
for the group Γ0(N) and the two orbifolds Y0(N), X0(N) could be represented by
{p, µ; ν2, ν3, ν∞}, where p is the genus of X0(N), µ is the index of Γ0(N) in Γ(1),
and νi are the numbers of Γ0(N)-equivalent elliptic fixed points or parabolic fixed
points of order i. The signatures for the groups Γ0(N), N = 1
∗, 2, 3, 4 are listed in
the following table (see e.g. [24]):
N ν2 ν3 ν∞ µ p
1∗ 0 1 2 2 0
2 1 0 2 3 0
3 0 1 2 4 0
4 0 0 3 6 0
The space X0(N) is called a modular curve. When N = 1
∗, 2, 3, 4, it has three
singular points corresponding to the above Γ0(N)–equivalent fixed points. There
is an action called Fricke involution
(2.3) WN : τ 7→ − 1
Nτ
on the modular curve X0(N). It exchanges the two cusp classes
1 [i∞] and [0], while
fixing the fixed point.
More details about the basic theory could be found in e.g. [24, 25, 2].
2.2. Modular forms. We proceed by recalling some basic concepts in modular
form theory following [1] (see also [2] for more details). In the following, we shall
use the notation Γ for a general subgroup of finite index in Γ(1). In particular, we
can take Γ to be the modular groups Γ0(N) described above.
A modular form of weight k with respect to the group Γ is defined to be a
holomorphic function f on H satisfying
(2.4) f(
aτ + b
cτ + d
) = (cτ + d)kf(τ), ∀ τ ∈ H,
(
a b
c d
)
∈ Γ .
1We use the notation [τ ] to denote the equivalence class of τ ∈ H∗ under the group action of
Γ on H∗.
4
and growing at most polynomially in 1Imτ as
1
Imτ → 0. One can also define modular
forms with characters, see for example [25] for details. The space of holomorphic
modular forms for Γ forms a graded ring and is denote by M∗(Γ).
A quasi-modular form of weight k with respect to the group Γ is a holomorphic
function satisfying the same growth conditions but with the transformation prop-
erties replace by: there exist holomorphic functions fi, i = 0, 1, 2, 3, . . . , k − 1 such
that
(2.5) f(
aτ + b
cτ + d
) = (cτ +d)kf(τ)+
k−1∑
i=0
ci(cτ +d)k−ifi(τ) , ∀τ ∈ H,
(
a b
c d
)
∈ Γ .
The space of quasi-modular forms for Γ forms a graded differential ring and is
denote by M˜∗(Γ).
An almost-holomorphic modular form is a function f(τ, τ¯ ) on H which satisfies
the same growth conditions as above and transforms as a modular form of weight
k:
(2.6) f(
aτ + b
cτ + d
,
aτ + b
cτ + d
) = (cτ + d)kf(τ, τ¯), ∀ τ ∈ H,
(
a b
c d
)
∈ Γ .
It can be written in the form [1]
(2.7) f(τ, τ¯ ) =
m=[k/2]∑
i=0
fm(τ)Y
m, Y =
1
Imτ
where fm(τ) are holomorphic functions on H for m = 0, 1, 2, · · · [k/2]. The space
of almost-holomorphic modular forms for Γ forms a graded differential ring and is
denote by M̂∗(Γ).
As shown in [1], one has the ring isomorphism M˜∗(Γ) = M∗(Γ) ⊗ C[E2], where
E2 is the Eisenstein series defined by
E2(τ) = 1− 24
∞∑
k=1
σ1(k)q
k, q = e2πiτ , σ1(k) =
∑
d:d|k
d.
Moreover, there is a ring isomorphism M̂∗(Γ)→ M˜∗(Γ) defined by f(τ, τ¯ ) 7→ f0(τ),
where f0 is the function in (2.7). If one regards Y as a formal variable, then this is
the “constant term map” obtained by taking the limit Y = 1Imτ → 0 (which could
be induced from τ¯ →∞, by thinking of τ¯ as a complex coordinate independent of
τ). The inverse map takes a quasi-modular form to an almost-holomorphic modular
form, we shall call this map “modular completion” in this paper.
Example 2.2.1. Take the group Γ to be the full modular group Γ(1) = PSL(2,Z).
ThenM∗(Γ(1)) = C[E4, E6], where E4, E6 are the familiar Eisenstein series defined
by
E4(τ) = 1 + 240
∞∑
k=1
σ3(k)q
k, q = e2πiτ , σ3(k) =
∑
d:d|k
d3 ,
E6(τ) = 1− 504
∞∑
k=1
σ3(k)q
k, q = e2πiτ , σ5(k) =
∑
d:d|k
d5 .
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The Eisenstein series E2 is a quasi-modular form for Γ(1) since it transforms ac-
cording to
E2(
aτ + b
cτ + d
) = (cτ + d)2E2(τ) +
12
2πi
c(cτ + d), ∀ τ ∈ H, ∀
(
a b
c d
)
∈ Γ(1) .
Recall that
1
Imaτ+bcτ+d
= (cτ + d)2
1
Imτ
− 2ic(cτ + d), ∀ τ ∈ H, ∀
(
a b
c d
)
∈ Γ(1) .
we know the modular completion of the quasi-modular form E2(τ) is
Eˆ2(τ, τ¯ ) = E2(τ) − 3
πImτ
.
Then M∗(Γ(1)) = C[E4, E6], M˜∗(Γ(1)) = C[E2, E4, E6], M̂∗(Γ(1)) = C[Eˆ2, E4, E6].
The latter two carry differential structures given by
DE2 =
1
12
(E22 − E4), DE4 =
1
3
(E2E4 − E6), DE6 = 1
2
(E2E6 − E24) ,
DˆEˆ2 =
1
12
(Eˆ22 − E4), DˆE4 =
1
3
(Eˆ2E4 − E6), DˆE6 = 1
2
(Eˆ2E6 − E24) ,
where D = 12πi
∂
∂τ : M˜k(Γ(1))→ M˜k+2(Γ(1)) and Dˆ = D + k12 · −3πImτ : M̂k(Γ(1))→
M̂k+2(Γ(1)).
2.3. Picard-Fuchs equations for families of Calabi-Yau manifolds. Through-
out this work, we do not aim to give a complete discussion of all Picard-Fuchs
equations for Calabi-Yau families. Instead, the examples we shall study are the
Picard-Fuchs equations for some special Calabi-Yau families given in (2.9), (2.10)
and (2.11) below. These equations are considered in e.g., [14, 26, 27, 15, 16, 17] in
which the arithmetic properties like the integrality of the mirror maps and modular
relations are studied. More general Picard-Fuchs equations attached to Calabi-Yau
families are considered in e.g., [26, 27, 28, 29, 30, 31].
Consider a family π : X → M of Calabi-Yau n–folds X = {Xz} over a variety
M parametrized by the complex coordinate system z = {zi}i=1,2,···dimM. For a
generic z ∈ M, the fiber Xz is a smooth Calabi-Yau n–fold. We also assume that
dimM = h1(Xz , TXz) for a smooth Xz, where TXz is the holomorphic tangent bun-
dle of Xz . The periods are defined to be the integrals
´
C Ωz , where C ∈ Hn(Xz ,Z)
and Ω = {Ωz} is a holomorphic section of the Hodge line bundle L = R0π∗ΩnM|X on
M. They satisfy a differential equation called the Picard-Fuchs equation induced
from the Gauss-Manin connection on the Hodge bundle H = Rnπ∗C⊗OM. In the
following, we shall use the notation X to denote a generic fiber Xz in the family
without specifying the point z and use Π to denote a period. We will also call the
base M the deformation space (of complex structures of X).
The families of Calabi-Yau one–folds that we shall focus on in this work are the
elliptic curve families πΓ0(N) : EΓ0(N) → X0(N) = Γ0(N)\H∗ with N = 1∗, 2, 3, 4,
where EΓ0(N) is the surface [32, 33] defined by
EΓ0(N) := (Γ0(N)⋊ Z2)\ (H∗ × C) ,(2.8)(
γ =
(
a b
c d
)
, (m,n)
)
: (τ, z) 7→
(
aτ + b
aτ + d
,
z +mτ + n
cτ + d
)
, ∀ γ ∈ Γ0(N) .
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The explicit equations, j–invariants and Picard-Fuchs operators of these families
could be found in e.g., [14, 15]. In the following we shall only display the Picard-
Fuchs operators
(2.9) Lelliptic = θ2 − α(θ + 1/r)(θ + 1− 1/r), θ = α ∂
∂α
,
where r = 6, 4, 3, 2 for N = 1∗, 2, 3, 4, respectively. The parameter α is the complex
coordinate on the deformation space M in which the Picard-Fuchs equation takes
the above particular form. Thinking of the base spaceM as the genus zero modular
curve X0(N), it is then a modular function (called Hauptmodul) for the modular
group Γ0(N). Each of these Picard-Fuchs equations has three regular singulari-
ties located at α = 0, 1,∞ on the corresponding modular curve. The two points
α = 0, 1 are the cusp classes [i∞], [0] respectively, and are exchanged by the Fricke
involution WN given in (2.3).
We shall also consider the Picard-Fuchs equations for the mirror families of the
KP2 and KdPn , n = 5, 6, 7, 8, where dPn is the del Pezzo surface obtained from
blowing up P2 at n points. We take the Kahler structures of the non-compact
Calabi-Yau threefolds KP2,KdPn , n = 5, 6, 7, 8 to be the ones induced from the
hyperplane classes on the P2. The explicit equations and Picard-Fuchs equations of
these families are given in [16, 17]. The Picard-Fuchs equations have the following
form:
(2.10) LCY = Lelliptic ◦ θ =
(
θ2 − α(θ + 1/r)(θ + 1− 1/r)) ◦ θ ,
where Lelliptic and θ are the same as those described in (2.9).
To make things more precise, we shall discuss the mirror Calabi-Yau threefold
family π : X →M of theKP2 family, constructed in [17, 18]. We refer the interested
readers to [16, 8] and references therein for the detailed discussion on other families.
For each α on M, the fiber Xα of the non-compact Calabi-Yau threefold family is
a conic fibration given by
Xα : uv −H(x, y;α) = 0, (u, v, x, y) ∈ C2 × (C∗)2 ,
where H(x, y, α) = y2 − (x + 1)y − αx3. The degeneration locus of this conic
fibration is the elliptic curve Eα : H(x, y;α) = 0. Then as α moves in M, one gets
an elliptic curve family π : E → M. It turns out that this elliptic curve family is
3-isogenous to the Hesse cubic curve family πΓ0(3) : EΓ0(3) → X0(3), see e.g., [34]
for details. Then we see M∼= X0(3). Moreover, the Picard-Fuchs equation for the
Calabi-Yau threefold family is [16, 17]
LCY = Lelliptic ◦ θ =
(
θ2 − α(θ + 1/3)(θ + 2/3)) ◦ θ .
Near the point α = 0, one can find a basis of solutions to LCY given by
X0 = 1, t ∼ logα+O(α0), Ft ,
so that θt, 12πiκ
−1θFt are the periods ω0, ω1 = τω0 of the elliptic curve Eα, respec-
tively. Then
τ =
ω1
ω0
=
1
2πiκ
−1θFt
θt
=
1
2πi
κ−1Ftt .
where κ = − 13 is the classical triple intersection of KP2 . This quantity will prove to
be the key of understanding the arithmetic properties of special Ka¨hler geometry
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later.
The compact Calabi-Yau threefold family that we shall study is the quintic mirror
family [35] whose Picard-Fuchs equation is given by
(2.11) L = θ4 − α(θ + 1/5)(θ+ 2/5)(θ + 3/5)(θ + 4/5) ,
where α is related to the parameter z in [35] by α = 55z.
For the Picard-Fuchs equations in (2.10), (2.11), they all have three regular
singularities located at α = 0, 1,∞ on the base M. The point α = 0 on the
deformation spaceM plays a special role and is called the large complex structure
limit of the Calabi-Yau threefold family. The solutions to these equations could be
obtained using the Frobenius method and are related to hypergeometric functions.
2.4. Special Ka¨hler geometry on deformation spaces. The discussions on
special Ka¨hler geometry and holomorphic anomaly equations in this section apply
to multi-parameter Calabi-Yau families.
Consider a family of Calabi-Yau threefolds X given by π : X → M as above.
The base (called deformation space above) is equipped with the Weil-Petersson
metric whose Ka¨hler potential K is determined from
(2.12) e−K(z,z¯) = i
ˆ
Xz
Ωz ∧Ωz ,
where Ω = {Ωz} is a section of the Hodge line bundle L. The metric Gi¯ = ∂¯¯∂iK
is the Hodge metric induced from the Hermitian metric h(Ω,Ω) = i3
´
Ω∧Ω on the
Hodge line bundle L. This metric is called special Ka¨hler metric [3, 36]. Among
its other properties, it satisfies the following “special geometry relation”
(2.13) −R kij¯ l = ∂¯Γkil = δkl Gi¯ + δki Gl¯ − CilmC¯mk¯ , i, ¯, k, l = 1, 2, · · ·dimM ,
where
(2.14) Cijk(z) = −
ˆ
Xz
Ωz ∧ ∂i∂j∂kΩz
is the so-calledYukawa coupling and C¯mk¯ = e
2KGkk¯Gmm¯C j¯k¯m¯. There is a natu-
ral covariant derivativeDi acting on sections of the Hodge bundleH = R3π∗C⊗OM
which is the sum of the Chern connection associated to the Weil-Petersson metric
and the connection on L induced by the Hermitian metric h. See [3, 36, 12] for
details on this.
The Yukawa couplings will play a key role in the construction of the rings
(R, R˜, R̂) in this paper.
2.5. Holomorphic anomaly equations. The genus g topological string partition
function F (g) as defined in [4, 5] is a section of the line bundle L2−2g over M, it
is shown to satisfy the following holomorphic anomaly equation:
∂¯ı¯∂jF (1) = 1
2
CjklC
kl
ı¯ + (1−
χ
24
)Gjı¯ ,(2.15)
∂¯ı¯F (g) = 1
2
C
jk
ı¯
(
g−1∑
r=1
DjF (r)DkF (g−r) +DjDkF (g−1)
)
, g ≥ 2 ,(2.16)
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where χ is the Euler characteristic of the mirror manifold of the Calabi-Yau three-
fold X . Any higher genus F (g) can be determined recursively from these up to
addition by a holomorphic function.
A solution of these recursion equations is given in terms of Feynman rules [5].
The propagators Sij , Si, S for these Feynman rules are defined by the following:
(2.17) ∂ı¯S
ij = C
ij
ı¯ , ∂ı¯S
j = Giı¯S
ij , ∂ı¯S = Giı¯S
i.
By definition, the propagators S, Si and Sij are sections of the bundles L−2 ⊗
SymmTM with m = 0, 1, 2, respectively. The vertices of the Feynman rules are
given by the functions F (g)i1···in = Di1 · · ·DinF (g).
In [6, 7] it was proved, using the special geometry relation (2.13) and the holo-
morphic anomaly equation for genus one (2.15), that the holomorphic anomaly
equations for g ≥ 2 can be put into the following form
(2.18) ∂¯i¯F (g) = ∂¯i¯P(g) ,
where P(g) is a polynomial of the generators Sij , Si, S,Ki with the coefficients being
holomorphic quantities. The non-holomorphicity of the topological string partition
functions only comes from these generators and the anti-holomorphic derivative on
the left-hand side of the holomorphic anomaly equations can be replaced by deriva-
tives with respect to these generators. Moreover, the derivatives of the generators
are given by [7]
DiS
jk = δjiS
k + δki S
j − CimnSmjSnk + hjki ,
DiS
j = −CimnSmSjn + 2δjiS + hjki Kk + hji ,
DiS = −1
2
CimnS
mSn +
1
2
hmni KmKn + h
m
i Km + hi ,
DiKj = −KiKj + CijmSmnKn − CijmSm + hij ,(2.19)
where hjki , h
j
i , hi, hij are holomorphic functions. These holomorphic functions can
not be uniquely determined since the above equations are derived by integrating
some equations [7, 37], hence (2.19) does not actually give a ring due to the existence
of these holomorphic functions. To make it a real ring, one needs to include of all
of the derivatives of these holomorphic ambiguities [12]. In [6, 8], the holomorphic
functions are packaged together by making use of the special Ka¨hler geometry and
are essentially parametrized by the Yukawa couplings. Then one gets a differential
ring R̂ with finite generators. It also has a nice grading serving as the “modular
weights”.
Note that (2.18) only determines the quantity F (g) up to addition by an holo-
morphic quantity f (g) called the genus g holomorphic ambiguity
(2.20) F (g) = P(g)(Sij , Si, S,Ki) + f (g) .
Boundary conditions are needed to fix the holomorphic ambiguity f (g), these in-
cludes the boundary condition at the large complex structure limit and the gap
condition at the conifold loci on M [4, 5, 38, 9, 21]. Recently, in [8] it was ob-
served that for the one-parameter non-compact Calabi-Yau threefold family given
in (2.10), the deformation space M could be identified with certain modular curve
X0(N), the large complex structure limit and conifold point are the two cusp classes
[i∞] and [0]. Moreover, the ring R̂ of propagators is essentially equivalent to the
ring of almost-holomorphic modular forms M̂∗(Γ0(N)). It follows by polynomial
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recursion [5, 6, 7] that the partition functions F (g) are almost-holomorphic modular
functions (i.e., modular weights are zero). The boundary conditions then become
regularity conditions of these modular objects at the cusps. This then allows one to
get the topological string partition functions as almost-holomorphic modular func-
tions by recursively solving the holomorphic anomaly equations with the boundary
conditions genus by genus.
3. Differential rings from Picard-Fuchs equations
In this section, first we shall construct M∗(Γ0(N)), M˜∗(Γ0(N)) for the family
πΓ0(N) : EΓ0(N) → X0(N) = Γ0(N)\H∗ using its Picard-Fuchs equation. The
procedure then motivates us to construct similar rings R, R˜ for one-parameter
Calabi-Yau threefold families π : X →M.
3.1. Picard-Fuchs equations for elliptic curve families. For the elliptic curve
families πΓ0(N) : EΓ0(N) → X0(N), N = 1∗, 2, 3, 4 whose Picard-Fuchs equations are
given by (2.9), the rings of quasi-modular forms can be constructed explicitly using
periods of these elliptic curve families, see e.g., [2, 39, 8] and references therein.
More precisely, for the Picard-Fuchs equation (2.9), we define
(3.1) β := 1− α ,
and choose a basis of solutions to be
(3.2) ω0 = 2F1(1/r, 1− 1/r, 1;α), ω1 = i√
N
2F1(1/r, 1− 1/r, 1;β) ,
then one has
(3.3) τ =
ω1
ω0
=
i√
N
2F1(1/r, 1 + 1− r, 1;β)
2F1(1/r, 1 + 1− r, 1;α) ,
where r = 6, 4, 3, 2 for N = 1∗, 2, 3, 4 respectively. One then defines a triple follow-
ing [40, 41, 39],
(3.4) A = ω0, B = (1− α) 1rA, C = α 1rA .
Remark 3.1.1. These functions A,B,C are possibly multi-valued on the modular
curve X0(N) and have divisors being
1
r (α = ∞), 1r (α = 1), 1r (α = 0), respectively.
This fact is not used in this paper, but is useful [8] in analyzing the singularities of
the topological string partition functions as solutions to the holomorphic anomaly
equations.
Note that the quantities A,B,C satisfy the equation Ar = Br + Cr. We now
define further the quantity
(3.5) E = ∂τ logC
rBr, ∂τ :=
1
2πi
∂
∂τ
.
It turns out that the ring generated by A,B,C,E is closed under the derivative ∂τ .
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Theorem 3.1.2. For each of the elliptic curve families πΓ0(N) : EΓ0(N) → X0(N), N =
1∗, 2, 3, 4 with r = 6, 4, 3, 2 respectively, the following identities hold:
∂τA =
1
2r
A(E +
Cr −Br
Ar
A2) ,
∂τB =
1
2r
B(E −A2) ,
∂τC =
1
2r
C(E +A2) ,
∂τE =
1
2r
(E2 −A4) .(3.6)
Proof. It follows from (3.11), (3.12), (3.13) below. 
The ring generated by A,B,C,E has a obvious grading denoted by k below: the
gradings assigned to A,B,C,E are 1, 1, 1, 2, taking the derivative ∂τ will increase
the grading by 2. Similar to the full modular group case, one gets the following
Theorem 3.1.3. For each of the elliptic curve families πΓ0(N) : EΓ0(N) → X0(N), N =
1∗, 2, 3, 4 with r = 6, 4, 3, 2 respectively, define Eˆ = E+ r6
−3
Imτ and ∂ˆτ = ∂τ +
k
12
−3
Imτ ,
then the following identities hold:
∂ˆτA =
1
2r
A(Eˆ +
Cr −Br
Ar
A2) ,
∂ˆτB =
1
2r
B(Eˆ −A2) ,
∂ˆτC =
1
2r
C(Eˆ +A2) ,
∂ˆτ Eˆ =
1
2r
(Eˆ2 −A4) .(3.7)
Proof. Assume that the desired non-holomorphic quantity Eˆ is given by Eˆ = E +
∆E with ∆E = λ −3Imτ for some constant λ. Then it is easy to see with ∂ˆτ =
∂τ+
k
2r∆E, the first three identities follow from Theorem 3.1.2. Solving the constant
λ from the last identity, we then get λ = r6 . Thus the conclusion follows. 
Remark 3.1.4. Theorems 3.1.2 is known in the literature, see e.g., [42] and refer-
ences therein. In fact, for each of these cases, one can find the θ or η expressions of
the quantities A,B,C,E and prove the formulas by checking the θ or η expressions.
The relations between these generators and the Eisenstein series E2, E4, E6 are also
known. One could then, for example, use the Eisenstein series expression of E to
obtain the almost-holomorphic modular form Eˆ = E +∆E, with
(3.8) ∆E =
2
N + 1
−3
Imτ
, N = 1∗, 2, 3, ∆E =
1
3
−3
Imτ
, N = 4 .
These agree with the above choices ∆E = r6
−3
Imτ . See e.g., [8] for a collection of
these results.
But this method could not be generalized to Calabi-Yau threefold families.
Remark 3.1.5. Strictly speaking, the ring generated by A,B,C,E above do not
form a differential ring due to the negative powers in the equations. However, it
is easy to see by choosing suitable powers of these generators, one can indeed
get a ring. For example, in the r = 6, 4, 3, 2 cases, one can choose A4, B6 −
C6, E;A2, B4, E;A,B3 and E;A,B2, E, respectively.
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The ring generated by A,B,C,E is not the ring of quasi-modular forms for
Γ0(N). For example, in the case N = 3, the ring of quasi-modular forms with
the nontrivial multiplier system χ−3 is M˜∗(Γ0(3), χ−3) = C[A,B
3, E] ∼= C[A,F =
C3 −B3, E] and the differential equations are2
∂τA =
1
2
(EA+ F ) ,
∂τF =
1
2
(EF +A5) ,
∂τE =
1
6
(E2 −A4) .
One also has M˜∗(Γ0(2)) = C[A
2, B4, E], M˜∗(Γ0(4), χ−4) = C[A,B
2, E], etc.
However, in the whole discussion of this work we shall not the transformations
in the corresponding modular group Γ0(N), but use only the differential equations
they satisfy. Moreover, in the applications to the study of the holomorphic anomaly
equations and the topological string partition functions, eventually only elements in
the above rings of quasi-modular forms (r = 6 case is exceptional) will be involved
[8].
For the reasons mentioned above, by abuse of langauge, we shall call the rings
C[A±1, B±1, C±1],C[A±1, B±1, C±1, E] and C[A±1, B±1, C±1, Eˆ] the ring of modu-
lar forms, quasi-modular forms, almost-holomorphic modular forms for Γ0(N), and
denote them by M∗(Γ0(N)), M˜∗(Γ0(N)), M̂∗(Γ0(N)) respectively. We shall also
call the gradings “modular weights” which could be negative.
Since later we shall need to generalize the construction to some Calabi-Yau three-
fold families using the Picard-Fuchs equations, we shall reproduce below the details
in constructing the graded differential rings (M˜∗(Γ0(N)), ∂τ ) using properties of
the equations in (2.9).
We start from the following observation.
Proposition 3.1.6. For each of the elliptic curve families πΓ0(N) : EΓ0(N) →
X0(N), N = 1
∗, 2, 3, 4, one has ∂τα = αβA
2, where as before β : 1−α, ∂τ = 12πi ∂∂τ .
Proof. For ease of notation, first we write the Picard-Fuchs operator in (2.9) as
(3.9) L = θ2 − α(θ + c1)(θ + c2), with c1 = 1
r
, c2 = 1− 1
r
,
and define
L˜ := ((θ + θ logω0)2 − α(θ + θ logω0 + c1)(θ + θ logω0 + c2)) ,
Then we have
ω0 L˜ Π
ω0
= LΠ = 0 for a period Π .
In particular, we have L˜ 1 = 0, L˜ τ = 0 . Subtracting L˜ 1 from L˜ τ , one then gets
βθ2τ + (2βθ logω0 − α(c1 + c2)) θτ = 0 .
That is,
θ log(ω20 θτ)− (c1 + c2)
α
β
= θ log(ω20 θτ) + (c1 + c2)θ log β = 0 .
2The author would like to thank Prof. Don Zagier for discussions on these.
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Solving this first order equation for ω20 θτ , we then get
θτ =
c
βc1+c2ω20
=
c
βω20
.
for some constant c. By looking at the leading terms in α of both sides as α → 0,
we can then find that c = 12πi . Hence ∂τα = αβA
2 as claimed. 
In what follows, we shall call the modular function α the algebraic modulus
for the modular curve, while τ the transcendental modulus for the modular curve.
The above formula then gives a differential equation relating the algebraic and
transcendental moduli.
Recall the definitions of B,C which implies that αβ =
Cr
Br , we then get
Corollary 3.1.7. For each of the elliptic curve families πΓ0(N) : EΓ0(N) → X0(N), N =
1∗, 2, 3, 4, the following is true:
(3.10) A2 =
∂τα
αβ
= ∂τ log
α
β
= ∂τ log
Cr
Br
.
Using the definition E = D logCrBr, we have
(3.11) ∂τB =
1
2r
B(E −A2), ∂τC = 1
2r
C(E +A2) .
From Ar = Br + Cr, we can easily get
(3.12) ∂τA =
1
2r
A(E +
Cr −Br
Ar
A2) .
Using the Picard-Fuchs equation satisfied by A:
β(θA)2 − (c1 + c2)αθA − c1c2αA = 0 ,
we obtain
∂2τ logA = (∂τ logA)
2 + (c1 + c2 − 1)αβA2∂τ logA+ c1c2αβA4 ,
This second order differential equation of A will become a first order differential
equation of E since (3.12) says that E = 2r∂τ logA− (α − β)A2, one then gets
(3.13)
∂τE =
1
2r
E2+(2c1c2rαβ− 1
2r
(α−β)2−2αβ)A4 = 1
2r
E2− 1
2r
(α+β)2A4 =
1
2r
(E2−A4) .
“Special coordinate” on the deformation space of elliptic curves. In the previous
discussions, we obtained the graded differential rings started from Prop. 3.1.6 which
could be thought of as a differential equation satisfied by the normalized period of
the elliptic curves. As we shall see, for a one-parameter Calabi-Yau threefold family
π : X → M, the “normalized period”, called special coordinate t below, does not
satisfy an analogous relation. However, there is a parameter τ on M satisfying
a similar identity (see Prop. 3.2.2 below). To get the identity, one computes the
Yukawa couplings in different coordinates.
In the following, we shall explain how to derive Prop. 3.1.6 by computing the
Yukawa couplings for the purpose of later generalization.
Proposition 3.1.8. The Yukawa coupling in the transcendental modulus τ , defined
by Cτ =
´
Ω ∧ ∂τΩ, satisfies Cτ = 1.
That is, there is no “quantum correction” [14, 26, 27, 12] added to the classical
intersection number κ = 1.
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Proof. Take the local parameter of the (punctured) deformation space near the
point α = 0 to be τ . At the base point τ∗, the fiber of the family πΓ0(N) : EΓ0(N) →
X0(N) is the torus Tτ∗ = C/Λτ∗ , where Λτ∗ = Z⊕ Zτ∗. We take the holomorphic
top form on Tτ∗ to be dzτ∗ descended from C. For any τ near the base point τ∗,
the diffeomorphism sending Tτ∗ to Tτ is given by zτ =
τ−τ¯∗
τ∗−τ¯∗
zτ∗ +
τ∗−τ
τ∗−τ¯∗
z¯τ∗ . From
this, one can then see that ∂τΩτ |τ∗ = 1τ∗−τ¯∗ (dzτ∗ − dz¯τ∗) . It follows then that
Cτ∗ =
´
Tτ∗
i
2Imτ∗
dzτ∗ ∧ dz¯τ∗ = 1 . 
One can also compute the Yukawa coupling in the algebraic modulus α as follows.
Proposition 3.1.9. The Yukawa coupling in the algebraic modulus α, defined by
Cα =
´
Ω ∧ ∂αΩ , satisfies Cα = 1αβ .
Proof. Recall that the Picard-Fuchs equation (3.9) tells that when integrated over
cycles, one has θ2Ω = (c1 + c2)
α
β θΩ+ c1c2
α
βΩ. Now we have
θ(αCα) = θ
ˆ
Ω ∧ θΩ =
ˆ
θΩ ∧ θΩ +
ˆ
Ω ∧ θ2Ω
= 0 +
ˆ
Ω ∧
(
(c1 + c2)
α
β
θΩ+ c1c2
α
β
Ω
)
= 0 + (c1 + c2)
α
β
ˆ
Ω ∧ θΩ+ 0
= (c1 + c2)
α
β
(αCα) =
α
β
(αCα)
Solving αCα from this equation, we get αCα =
c
β from some constant c. We then
fix this c by looking at the behavior of both sides near α = 0. This gives c = 1.
Hence the conclusion follows. 
By computing the Yukawa coupling in two different coordinates τ and α in Prop.
3.1.8 and Prop. 3.1.9, we can then derive the equation ∂τα = (Cα)
−1ω20 given in
Prop. 3.1.6 between the transcendental modulus τ and the algebraic modulus α,
from the following relation
(3.14) Cτ =
1
2πi
1
ω20
∂α
∂τ
Cα .
3.2. Picard-Fuchs equations for Calabi-Yau three–fold families. In this sec-
tion, motivated by the discussions in elliptic curve families, we shall work out similar
rings R, R˜ living on the deformation spaces of Calabi-Yau three–folds. As before
we limit ourselves to the case dimM = 1. We shall start by computing the Yukawa
couplings in different coordinates, then we derive an equation analogous to Prop.
3.1.6 between the complex coordinate α and a suitably chosen coordinate τ on
the deformation space M. After that we construct a ring out of special Ka¨hler
geometry quantities (connections, Yukawa couplings, etc.).
In the following we shall first consider slightly more general Picard-Fuchs equa-
tions before we specialize to the Picard-Fuchs (2.10) (2.11) mentioned above.
Suppose the Picard-Fuchs operator for the family π : X → M of Calabi-Yau
threefolds X is of the form
(3.15) L = θ4 − α
4∏
i=1
(θ + ci) = (1− α)θ4 − α(σ1θ3 + σ2θ2 + σ3θ + σ4) ,
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where θ = α ∂∂α and σis are the symmetric polynomials of the constants c1, c2, c3, c4.
For the quintic mirror family case, one has (c1, c2, c3, c4) = (1/5, 2/5, 3/5, 4/5) and
thus σ1 = 2. As before, we shall denote β := 1− α.
The large complex structure limit is given by α = 0. Near this point, the
solutions to the Picard-Fuchs equation LΠ = 0 could be obtained by the Frobenius
method and have the following form
(3.16) (X0, X1, P1, P0) = X
0(1, t, Ft, 2F − tFt)
where X0(α) ∼ 1+O(α), t ∼ logα+ · · · near α = 0, and Ft = ∂tF (t). The function
F (t), called prepotential, has the form from mirror symmetry
(3.17) F (t) =
κ
3!
t3 + at2 + bt+ c+
∞∑
d=1
NGW0,d e
dt ,
where κ is the classical triple intersection number of the mirror manifold Xˇ of X ,
a, b, c are some numbers which are not important in our discussions, and NGW0,d is
the genus zero degree d Gromov-Witten invariant of Xˇ . This particular structure
among the periods comes from the special Ka¨hler geometry on M and mirror
symmetry.
The Yukawa coupling in the t coordinate is then given by Cttt = Fttt = κ+O(q1)
with q = et. In the complex coordinate α, we have
Proposition 3.2.1. The Yukawa coupling, defined by Cααα = −
´
Ω ∧ ∂3αΩ, is
given by Cααα =
κ
α3β .
Proof. First due to Griffiths transversality, we have α3Cααα = −
´
Ω ∧ θ3Ω. By
integration by parts and Griffiths transversality, it follows that
θ(α3Cααα) = −
ˆ
θΩ ∧ θ3Ω−
ˆ
Ω ∧ θ4Ω
= −
(
θ
ˆ
θΩ ∧ θ2Ω−
ˆ
θ2Ω ∧ θ2Ω
)
−
ˆ
Ω ∧ (σ1α
β
θ3Ω+ · · · )
= −θ
(
θ
ˆ
Ω ∧ θ3Ω−
ˆ
Ω ∧ θ3Ω
)
− 0 + σ1α
β
(α3Cααα)
= −θ(α3Cααα) + σ1α
β
(α3Cααα) .
Solving α3Cααα from this equation, we then get Cααα =
c
α3β . Using the fact that
(3.18)
1
(X0)2
Cααα(
∂α
∂t
)3 = Cttt = κ+O(q) ,
we know c = κ. Hence the assertion follows. 
Now that we have computed the Yukawa coupling in the special coordinate t
and complex coordinate α, we shall find the analogue of Prop. 3.1.6 by defining
the following coordinate
(3.19) τ =
1
2πi
κ−1Ftt .
This definition was motivated [10] to establish the modularity for non-compact
Calabi-Yau threefolds, as we shall explain later. According to this definition of τ ,
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near α = 0 we have τ(α) ∼ 12πi logα+O(α0). Therefore, from
(3.20)
1
(X0)2
Cααα(
∂α
∂t
)3 = Cttt = 2πiκ
∂τ
∂t
= 2πiκ
∂τ
∂α
∂α
∂t
.
we obtain the following assertion.
Proposition 3.2.2.
(3.21) Dα = α · κ(α3Cααα)−1 · (X0θt)2 = αβ(X0θt)2, D := 1
2πi
∂
∂τ
.
Note that the only places in which we have used the special Ka¨hler geome-
try are in the definition (3.19) of τ in terms of Ftt and the limit of (3.18) as α
goes to 0. But we could have defined τ as the quantity satisfying the equation
1
(X0)2Cααα(
∂α
∂t )
3 = 2πiκ∂τ∂t and the condition limα→0 2πi
∂τ
∂t = 1 without referring
to the prepotential F (t) and Yukawa coupling Cttt, thus only the periods and no
special Ka¨hler geometry are used.
We shall now take Prop. 3.2.2 as the starting point to construct the analogue
of the ring of quasi-modular forms. Motivated by the discussions of elliptic curve
families, we define the following triple
(3.22) A = X0θt, B = (1− α) 1rA, C = α 1rA ,
where r is some undetermined constant and does not show up in the final form of
the ring R̂ we shall consider later. Similarly we define
(3.23) E = D logCrBr = D logαβA2r = (α− β)A2 +D logA2r .
Now thanks to Prop. 3.2.2, we get
(3.24) A2 =
Dα
αβ
= D log
α
β
= D log
Cr
Br
.
We also have the following relations among these generators following from the
definitions of A,B,C,E and (3.24),
DB =
1
2r
B(E −A2), DC = 1
2r
C(E +A2) .(3.25)
To get a closed ring, we need to prove A satisfies a differential equation with
coefficients being holomorphic functions of α, β. Define
(3.26) A′ = X0, A′′ = θt ,
it turns out after adding DiA′, DiA′′, i = 1, 2, 3, the ring will close under the
derivative D. Note that the generator E is already contained according to (3.23).
Proposition 3.2.3. The ring R˜ generated by DiA′, i = 0, 1, 2, 3;DjA′′, j = 0, 1, 2
and B,C,B−1, C−1, is closed under the derivative D.
Proof. The Picard-Fuchs equation tells that if one defines
L˜ = (θ + θ logX0)4 − α
4∏
i=1
(θ + θ logX0 + ci) ,
then X0L˜ ΠX0 = LΠ = 0 for a period Π . In particular, one has LX0 = 0 and
L˜ X1X0 = L˜ t = 0. The first equation LX0 = 0 tells that θ4X0 could be expressed as
a polynomial of θiX0, i = 0, 1, 2, 3 with coefficients being rational functions of α, β.
16
Using the relation θ = β−1(X0θt)−2D following from Prop. 3.2.2, we know that
D4X0 is a polynomial inDiX0, 0, i = 1, 2, 3; Djθt, j = 0, 1, 2, 3 and B,C,B−1, C−1.
Similarly, by considering the second equation L˜ t = 0, one sees that θ3θt and thus
D3θt is also contained in the ring as claimed. 
Remark 3.2.4. Note that when taking the derivative D, negative powers of gen-
erators will appear. But as mentioned in Remark 3.1.5, to avoid them one only
needs to choose a suitable set of generators carefully. In fact, in the final form
of the graded ring R̂ we shall consider below, we are going to make a specific
choice of generators so that no negative powers will appear in the derivatives of the
generators.
From Prop. 3.2.2 one can easily see that in fact the subring generated by
DiA′, i = 0, 1, 2, 3;DjA′′, j = 0, 1, 2;α±, β± is also closed under D. We shall denote
this differential subring by (R˜sub, D) in which the constant r does not show up.
Picard-Fuchs equations for non-compact Calabi-Yau threefold families. Now we con-
sider the non-compact Calabi-Yau three–fold families (2.10) whose Picard-Fuchs
equations reduce to some third order differential equations of the form Lelliptic ◦ θ.
For each of these families, as explained in [8], one can identify the base M with a
certain modular curve X0(N).
Then one has X0 = 1 and thus A = θt = ω0; moreover, by choosing the nor-
malization for Ft suitably, we can make θFt to be 2πiκω1, where ω0, ω1 are the
periods of Lelliptic given in (3.2). Now the parameter τ = 12πiκ−1Ftt = 12πiκ−1 θFtθt
is equal to ω1ω0 , and the parameter τ is the transcendental modulus of the ellip-
tic curve sitting inside the Calabi-Yau threefold and lies in the upper half plane
H. Therefore, in these cases, one has R ∼= C[A±1, B±1, C±1] = M∗(Γ0(N)), R˜ ∼=
C[A±1, B±1, C±1, E] = M˜∗(Γ0(N)). See [8] and references therein for details.
Gradings. There are two natural gradings, denoted by (k,m) on the ring R˜. The
grading m indicates that the element is a section of Lm and will be called the
degree. Recall that X0 is a period of the form
´
C Ω and Cααα = −
´
X Ω ∧ ∂3αΩ,
where Ω is a section of the Hodge line bundle L → M, we can easily figure out
the degree of the generators. The second grading, called the weight k, is motivated
by the studies of elliptic curve families and non-compact Calabi-Yau threefolds dis-
cussed above, in which τ is really parametrizing the upper half plane H. We then
defines the degrees and weights for the quantities X0, θt, B, C, α, (α3Cααα) to be
(1, 0), (0, 1), (1, 1), (1, 1), (0, 0), (0, 2) respectively. Taking the derivative D with re-
spect to τ will not change the degree, but raise the weight by 2. Then we have the
decomposition R = ⊕(k,m)Rk,m. Similarly, there is a such decomposition for the
graded differential ring (R˜, D).
The above discussions suggests that the rings R = C[(X0)±1, (θt)±1, B±1, C±1],
R˜ = R⊗ C[DiX0, i = 1, 2, 3;Djθt, j = 1, 2], defined on the deformation space M,
are the analogues ofM∗(Γ), M˜∗(Γ) defined on the modular curveXΓ, and the weight
k plays the role of modular weight. The generators DiX0, i = 1, 2, 3;Djθt, j = 1, 2
should be considered as the analogue of quasi-modular forms. We shall give more
evidences for this later.
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Similar to what was explained in Remark 3.1.5, one can get a smaller differential
ring R˜sub. It turns out that using special Ka¨hler geometry of the deformation space
M, one may further reduce the number of generators in R˜ − R. For example, for
the quintic mirror family case considered, the sequence Diθt, i = 0, 1, 2 could be
reduced to Diθt, i = 0, 1 as discussed in [14, 43, 6]. This is proved using the fact
that t is the canonical coordinate on the deformation spaceM(more than just being
the ratio of two periods), as we shall discuss in the next section.
4. Differential rings from special Ka¨hler geometry
In this section, we shall use properties of the special Ka¨hler geometry on M to
reduce the number of generators in R˜, and more importantly to define R̂ as the
“non-holomorphic completion” of R˜.
We first start by reviewing some basic properties about the canonical coordinates
and holomorphic limits which will be important later. The discussions on these
concepts apply to multi-parameter Calabi-Yau families.
4.1. Canonical coordinates and holomorphic limits. On a Kahler manifold
M , according to [5], the canonical coordinates t = {ti}i=1,2,··· dimM around the base
point p are defined to be the holomorphic coordinates such that
(4.1) ∂tIKi|p = 0 = ∂tIΓkij |p
where I is a multi-index and ∂tI = ∂ti1∂ti2 · · · ∂tim , m = |I| ≥ 0. Note that the
first equation is a condition on the choice of the Ka¨hler potential which transforms
under the rule K 7→ K + f + f¯ , where f is purely holomorphic.
These coordinates are studied elsewhere in different contexts, for example [44,
45, 46, 47]. They are the normal coordinates for the Ka¨hler geometry [45, 46] and
can be constructed using the holomorphic exponential map [44].
Exponential map and Gaussian normal coordinates. Now we shall recall some basic
facts from Riemannian geometry. Given a Riemannian manifoldM with the metric
Gij , the Gaussian normal coordinates base at the point p ∈M could be obtained in
two ways: either as a coordinate system centered around p such that Sym(∂IΓ
k
ij)|p =
0 , |I| ≥ 0, where Sym(∂IΓkij) means the symmetrization of ∂IΓkij with respect to
the sub-indices I ∪{i, j}; or as linear coordinates on the tangent vector space TpM
defined by the exponential map expp : TpM → M . Using the second view point,
we get the following description: suppose a point q in a small neighborhood of p
on M is on the geodesic γ(s) = expp(sv), where |v| = 1, and s is the arc-length
parameter. Assume q = expp(sv) for some s and fix a coordinate system x = {xi}
near p on M , then the Gaussian normal coordinates ξ = {ξi} of q = expp(sv) are
related to the coordinates x = {xi} by using the equations for the geodesic:
(4.2) xi(expp(sv)) = x
i(p) + sξi −
∞∑
N=2
1
N !
ΓiN |psNξN ,
where ΓiN := ∇N−{i1,i2}Γii1i2 are computed in x = {xi} coordinates, and N is a
multi-index as before.
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Holomorphic exponential map and canonical coordinates on Ka¨hler manifolds. Now
assume M is a Ka¨hler manifold whose Ka¨hler potential is K(z, z¯), where z =
{zi}i=1,2···dimM is a complex coordinate system. Suppose the base point p is taken
to be (z∗, z¯∗). From the second equation in (4.1), one can solve [45, 46, 47] for t
and get the following expression similar to (4.2):
(4.3) ti(z; z∗, z¯∗) = K
i¯(z∗, z¯∗; z∗, z¯∗)(K¯(z, z¯∗; z∗, z¯∗)−K¯(z∗, z¯∗; z∗, z¯∗)) ,
where a function f defined near the base point (z∗, z¯∗) is denoted by f(z, z¯; z∗, z¯∗).
The holomorphic function f(z, z¯∗; z∗, z¯∗) means the degree zero part in the Taylor
expansion of the function f(z, z¯; z∗, z¯∗) in z¯ centered at z¯∗, where one thinks of
(z, z¯) as independent coordinates. This will be explained below using holomorphic
exponential map.
The canonical coordinates can not be defined in terms of geodesics in the Rie-
mannian geometry since the exponential map is in general not holomorphic. How-
ever, there is [44] a nice construction of holomorphic exponential map which gives
rise to these canonical coordinates. To define the holomorphic exponential map,
we first regard the complex manifold M as a Riemannian manifold and thus get
the map expRp : T
R
p M → M . This also defines the Gaussian normal coordi-
nates ξ. Thinking of TRp M as a complex vector space equipped with the com-
plex structure induced by the complex structure on M , then in general the map
expRp : (ξ, ξ¯) 7→ (z(ξ, ξ¯), z¯(ξ, ξ¯)) is not holomorphic. Now with the assumption that
the metric Gi¯(z, z¯) is analytic in z, z¯, we can analytically continue the map exp
R
p to
the corresponding complexifications TCp M,MC =M ×M , where M is the complex
manifold with opposite complex structure as M .
The coordinates on the complexifications TCp M,MC = M × M are given by
(ξ, η) and (z, w) respectively, they are the analytic continuation of the coordinates
(ξ, ξ¯), (z, z¯) from TRp M →֒ TCp M,∆ : M →֒ MC = M × M respectively, where
∆ :M →M ×M,p 7→ (p, p¯) is the diagonal embedding. Here the underlying point
of p¯ is really the same as p, but we have used the barred notation to indicated that
it is a point on the complex manifold M .
Since the Christoffel symbols Γkij(z, z¯) are analytic in (z, z¯), we know that the
map expCp : (ξ, η) 7→ (z(ξ, η), w(ξ, η)) is analytic, that is, holomorphic in (ξ, η).
Moreover, the map expCp defines a local bi-holomorphism from a small neighborhood
around the point 0 inside TCp M to a small neighborhood of the point (p, p¯) inside
MC. One claims that exp
C
p |T 1,0M gives a holomorphic map T 1,0p M → M which
is a local bi-holomorphism from a small neighborhood of 0 ∈ T 1,0p M to a small
neighborhood of p ∈M . To show that it maps T 1,0p M to M , we only need to show
that w ◦ expholp |T 1,0p M = w(p¯), that is, w(ξ, η)|η=0 = w(p¯). Recall that z¯ and thus
w satisfies the equation for the geodesic equation
d2
ds2
z¯k + Γk¯i¯j¯
dz¯ i¯
ds
dz¯ j¯
ds
= 0,
dz¯k¯
ds
(0) = ξ¯k¯ = 0, z¯(0) = z¯(p¯) .
It is easy to see that w(s) = w(p¯) is one and thus the unique solution to the
differential equation. Therefore, w ◦ expCp (ξ, η = 0) = w(p¯) as desired. Since z(ξ, η)
is holomorphic in both ξ, η, we know z(ξ, η = 0) is holomorphic in ξ. The same
reasoning for the exponential map expRp shows that it is locally a bi-holomorphism.
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Hence one gets a holomorphic exponential map expholp : T
1,0
p M → M . We now
denote the coordinate ξ on T 1,0p M by t, this is then the canonical coordinates
desired since the equation satisfied by t which is similar to (4.2) implies the second
equation in (4.1). This can be checked by direct computations.
The exponential maps expRp and exp
hol
p are contrasted as follows:
expRp = exp
C
p |TRpM = expCp |T 1,0p M⊕T 1,0p M ,
expholp = exp
C
p |T 1,0p M = expCp |j(T 1,0p M)=T 1,0p M⊕{0} .
where T 1,0p M ⊕T 1,0p M means the image of the map T 1,0p M → T 1,0p M ⊕T 0,1p M, v 7→
(v, v∗), where v∗ is the complex conjugate of v; and j(T 1,0p M) is the image of the
map j : T 1,0p M 7→ T 1,0p M ⊕ T 0,1p M, v 7→ (v, 0).
Holomorphic limit. The holomorphic limit of any function f(z, z¯) based at z∗ is
defined as follows. First one analytically continues the map f to a map defined
on MC. Using the fact that exp
C
p is a local diffeomorphism from T
C
p M to MC,
we get fˆ = f ◦ expCp : TCp M → C. The holomorphic limit of f(z, z¯) is given by
fˆ |j(T 1,0) : T 1,0p M → TCp M → C.
From now on, to maintain consistency with the notations used in the literature,
we shall use (z, z¯), (t, t¯) for (z, w), (ξ, η) when considering holomorphic limits, if no
confusion arises. In the following, sometimes we shall drop the notations z∗, z¯∗ for
the base point if it is clear from the context.
Remark 4.1.1. In the canonical coordinates t on the Ka¨hler manifold M , the
holomorphic limit is described by f ◦ exphol = fˆ |j(T 1,0) : T 1,0 × {0} → C, t 7→
f ◦ exphol(t). In terms of an arbitrary local coordinate system z on M , taking
the holomorphic limit of the a function f(z, z¯) at the base point z∗ is the same as
keeping the degree zero part of the Taylor expansion of f(z, z¯) with respect to z¯,
where the center of the Taylor expansion is z¯∗. That is, it is the evaluation map
evz¯∗ : f(•, •) 7→ f(•, z¯∗). This is the limit that is used in the study of topological
string theory in [4, 5].
One thing that needs to be taken extra care of is the holomorphic limit of
detG appearing in computing the topological string partition functions. One has
Gziz¯¯ = Gta t¯b¯
∂ta
∂zi
∂t¯b¯
∂z¯¯ , i, ¯, a, b¯ = 1, 2, · · ·dimM and log detGzi z¯¯ = log detGta t¯b¯ +
log det ∂t
a
∂zi + log det
∂t¯b¯
∂z¯¯ . Since only the holomorphic derivative of log detGzi z¯¯ will
appear in the topological string partition functions (and also in the ring R̂ we shall
construct below), the purely anti-holomorphic term will disappear. Moreover, from
(4.1) one can see that log detGta t¯b¯(t, t¯) = log detGta t¯b¯(t∗, t¯∗) is independent of t.
Therefore, when computing log detGzi z¯¯ one can effectively extract the purely anti-
holomorphic term and the term log detGta t¯b¯(t, t¯), then one only needs to take the
holomorphic limit of the term log det ∂t
a
∂zi . This could also be seen from (4.3), which
implies that
(4.4)
∂ti
∂zk
(z, z¯∗) = K
i¯(z∗, z¯∗)Kk¯(z, z¯∗) .
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Therefore, in the coordinate system z, the holomorphic limit of the metric Gk¯,
denoted by limGk¯, is given by
(4.5) limGk¯(z, z¯) = Gk¯(z, z¯∗) =
∂ti
∂zk
(z)Gi¯(z∗, z¯∗) .
Variation of the holomorphic exponential map and canonical coordinates. The holo-
morphic exponential map expholp does not depend holomorphically on the base point
z∗ [44]. The canonical coordinates thus also have non-holomorphic dependence, as
we shall also see below in some examples. This is due to the fact that the space
T 1,0z∗ M changes non-holomorphically when z∗ moves in M : that is,
∂
∂z¯∗
πJz∗ 6= 0 ,
where πJz∗ =
1
2 (I−iJz∗) is the projection from TCz∗M to T 1,0z∗ M . For a more precise
discussion on this, see [44].
Take M to be the base M of the Calabi-Yau threefold family π : X → M
and think of T 1,0z∗ M as a Lagrangian in TCz∗M, this then fits in the frame work of
geometric quantization and is related to the basepoint independence of the total
free energy Z = ∑∞g=0 λ2g−2F (g) of the topological string theory for the family,
as studied in [48]. The background (base point) independence of Z tells that it
satisfies some wave-like equations onM arising from geometric quantization. These
equations are shown [48] to be equivalent to the master anomaly equations for Z
in [5] which are identical to the holomorphic anomaly equations for the topological
string partition functions F (g).
4.2. Examples of canonical coordinates. In this section we shall compute the
canonical coordinates for some Ka¨hler manifolds.
Example 4.2.1 (Fubini-Study metric). Consider the Fubini-Study metric defined
on P1
ωFS =
i
2
1
(1 + |z|2)2 dz ∧ dz¯
with Ka¨hler potential K = ln(1 + |z|2). It follows then
Kz =
z¯
(1 + |z|2) , Kzz¯ =
1
(1 + |z|2)2 , ∂
N
z Kz¯ =
(−1)N+1N !z¯N−1
(1 + |z|2)N+1 , N ≥ 1 .
At the point p represented by z∗ = 0, we can see that ∂
N
z K|p = 0 = ∂Nz Kzz¯|p, N ≥
1. Hence z is the canonical coordinate based at z∗ = 0. To find the canonical
coordinate at a generic point p represented by z∗, we apply (4.3) and get
t(z; z∗, z¯∗) = (1 + |z∗|2)2
(
z
(1 + zz¯∗)
− z∗
(1 + z∗z¯∗)
)
.
In particular, at z∗ = 0, this coincides with z. The non-holomorphic dependence
on the base point can be easily seen from this formula.
Example 4.2.2 (Poincare metric). Consider the SL(2,Z) invariant metric
ω =
i
2
Kτ τ¯dτ ∧ dτ¯ = 1
y2
dx ∧ dy
on the Poincare upper half plane H, where e−K = τ−τ¯i , τ = x+iy. Straightforward
computations show that
Kτ¯ =
1
τ − τ¯ , Kτ τ¯ = −
1
(τ − τ¯ )2 .
21
It follows that the canonical coordinate based at p given by τ∗ is
t(τ ; τ∗, τ¯∗) = −(τ∗ − τ¯∗)2
(
1
τ − τ¯∗ −
1
τ∗ − τ¯∗
)
In particular, if one takes the base point τ∗ = i∞, then the canonical coordinate t
coincides with the complex coordinate on H from the embedding H →֒ C.
Example 4.2.3 (Weil-Petersson metric for elliptic curve family). Taking the ellip-
tic curves parametrized by H. As in the proof of Prop. 3.1.8, take the holomorphic
top form Ωτ = dzτ on Tτ . Using the diffeomorphism from the fiber Tτ to the fiber
Tτ∗
zτ =
τ − τ¯∗
τ∗ − τ¯∗ zτ∗ +
τ∗ − τ
τ∗ − τ¯∗ z¯τ∗ ,
one can compute the Ka¨hler potential for the Weil-Peterson metric from
e−K(τ,τ¯;τ∗,τ¯∗) = i
ˆ
Tτ
Ωτ ∧ Ωτ = τ − τ¯
i
.
This is then the Poincare metric on the upper half plane considered in the above
example.
Example 4.2.4. Suppose on the Ka¨hler manifold M there exists complex coordi-
nates z = {zi} and a holomorphic function F (z), so that the Ka¨hler metric is given
by
ω =
i
2
Imτ dz ∧ dz¯ = i∂∂¯K ,
where K = 12 Imwz¯, wi(z) = ∂ziF (z), τij(z) = ∂zi∂zjF (z). Manifolds satisfying
these properties are studied in detail in [36]. The canonical coordinates are then
given by
ti(z; z∗, z¯∗) =
1
τij(z∗)− τ¯ij(z¯∗) (wj(z; z∗, z¯∗)− wj(z∗; z∗, z¯∗)− τ¯jk(z¯∗)(z
k − zk∗ )) .
4.3. Special Ka¨hler metric on deformation spaces. Now we take M to be
the base of the family π : X → M of Calabi-Yau threefolds X . Assume that
dimM = h(= h2,1(X)).
Fixing a section Ω(z) of the the Hodge line bundle L → M and choosing a
symplectic basis {AI , BJ}I,J=0,1,···h for H3(X,Z), then the periods are given by
(
ˆ
A0
Ω,
ˆ
Aa
Ω,
ˆ
Ba
Ω,
ˆ
B0
Ω) = (X0, Xa,Fa,F0) = X0(1, ta, Fta , 2F − taFta) ,
where a = 1, 2, · · ·h and F(XI) is [3, 5] a holomorphic homogeneous function of X
of degree 2. Here the function F is defined by (X0)−2F and the sub-indices mean
derivatives with respect to corresponding coordinates.
Now assume that z∗ is the large complex structure limit defined by z = 0 and
A0 is the vanishing cycle at this point. Then near the base point z∗, the quantities
ta(z; z∗, z¯∗) = X
a(z; z∗, z¯∗)/X
0(z; z∗, z¯∗) ∼ ln za+O(z0), a = 1, 2, · · ·h gives a local
coordinate system on the manifoldM due to local Torelli theorem which says that
the period map P : M → PH3(X,C), z 7→ [XI(z), FJ(z)] is a local isomorphism.
These coordinates, as ratios of the periods, are called special coordinates in the
literature. Then the Ka¨hler potential of the Weil-Petersson metric is determined
from
(4.6) e−K = iX0X0
(
2F (t)− 2F (t) + (ta − t¯a)(Fa + Fa)
)
,
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Using the fact that the prepotential F (t) has the form F (t) = κabc6! t
atbtc +Q(t) +∑
dNde
dt, where Q(t) is a quadratic polynomial of {ta}, it can be shown that
the special coordinates ta(z; z∗, z¯∗), a = 1, 2, · · ·h defined near the large complex
structure limit z∗ are the canonical coordinates based at z∗, see [5] for details.
Moreover, rewriting the above equation as
(4.7)
e−K(z,z¯) = X0X¯0e−K(t,t¯), e−K(t,t¯) = i
(
2F (t)− 2F (t) + (ta − t¯a)(Fa + Fa)
)
,
one then gets [49]
(4.8) Kzi = −∂zi logX0 +Kta
∂ta
∂zi
, Γz
k
zizj =
∂zk
∂ta
∂
∂zi
∂ta
∂zj
+
∂zk
∂tc
Γt
c
tatb
∂ta
∂zj
∂tb
∂zj
,
where Γt
c
tatb is computed in the metric given by the Ka¨hler potential K(t, t¯). Then
at the large complex structure limit z∗, since {ta} are the canonical coordinates,
according to (4.1), one has the following holomorphic limits:
(4.9) limKzi = −∂zi logX0, lim Γz
k
zizj =
∂zk
∂ta
∂
∂zi
∂ta
∂zj
.
In the remaining of this work we will only consider the holomorphic limit based at
the large complex structure z∗ = 0 which is given by t¯ = i∞, and simply denote this
limit by lim without specifying the base point. This limit is interesting since it is in
this particular limit that the topological string partition functions on a Calabi-Yau
threefold X are identical (under the mirror map) to the generating functions of
Gromov-Witten invariants of its mirror manifold Xˇ .
4.4. Ring of Yamaguchi-Yau and the construction of the triple. In this
section, we shall construct the ring R̂. We shall review the construction of a ring
in [6] by Yamaguchi-Yau for the quintic mirror family. The purpose is to reduce
the number of generators for the algebra R˜ defined above and also find its non-
holomorphic completion R̂.
The construction of Yamaguchi-Yau says that the antiholomorphic dependence
of the normalized topological string partition functions F (g) = (X0)2g−2F (g) are
encoded in the generators
θi log e−K , i = 1, 2, 3, θ log detG ,
while the coefficients are polynomials of
θ logα3Cααα = θ log
κ
β
=
α
β
.
More precisely, according to the Picard-Fuchs equation (2.11) and the definition
(2.12), one has
(4.10) L e−K =
(
θ4 − α
4∏
i=1
(θ + ci)
)
e−K = 0 ,
where ci = i/5, i = 1, 2, 3, 4. This then implies that θ
4e−K is a polynomial of
θie−K , i = 1, 2, 3 and αβ . The special geometry relation (2.13) implies that
(4.11) ∂α∂¯α¯Γ
α
αα = ∂αGαα¯ − ∂α(e2KGαα¯Gαα¯Cα¯α¯α¯) .
23
It follows then
∂¯α¯[∂αΓ
α
αα + (Γ
α
αα)
2 − 2Γααα∂αK
−4∂αKα + 2(∂αK)2 + (∂α logCααα)(2∂αK − Γααα)] = 0 .
Hence we know
∂αΓ
α
αα + (Γ
α
αα)
2 − 2Γααα∂αK
−4∂αKα + 2(∂αK)2 + (∂α logCααα)(2∂αK − Γααα) = fα
for some holomorphic function fα. Taking the holomorphic limit of the left hand
side, according to (4.9), we get
∂2α log
∂t
∂α
+ (∂α log
∂t
∂α
)2 + 2∂α log
∂t
∂α
∂α logX
0 + 4∂α∂α logX
0
+2(∂α logX
0)2 + (∂α logCααα)(−2∂α∂α logX0 − ∂α log ∂t
∂α
) = fα .
The holomorphic function was fixed in [14, 6] (see also [12]) to be
1− 12
5
α
α2β .
One can also replace the coordinate α in (4.11) by x = lnα defined locally on
the punctured deformation space, then we get
θ2 logGxx¯ + (θ logGxx¯)
2 − 2θ logGxx¯θK
−4θ2K + 2(θK)2 + (θ logCxxx)(2θK − θ logGxx¯) = fx ,(4.12)
where θ = ∂x = α
∂
∂α , Cxxx = α
3Cααα =
κ
β , θ logCxxx =
α
β and fx is another
holomorphic function. Now we take the holomorphic limit of the above identity
and get
θ2 log θt+ (θ log θt)2 + 2θ log θt θ logX0
4θ2 logX0 + 2(θ logX0)2 + (θ logCxxx)(−2θ logX0 − θ log θt) = fx ,(4.13)
with
fx =
2
5
α
β
.
Therefore, as shown in [6], one gets the following Yamaguchi-Yau ring
(4.14) RY Y = C[θi log e−K , i = 1, 2, 3; Γxxx = θ logGxx¯, θ logCxxx =
α
β
] .
Note that
(4.15) θθ logCxxx = θ
α
β
=
α
β2
= θ logCxxx(θ logCxxx + 1) ,
then the ring RY Y is closed under taking the derivative θ. The generators of this
ring (RY Y , θ) are essentially Kx,Kxx,Kxx,Γxxx, θ logCxxx.
However, it is not convenient to directly interpret this as the analogue of the
ring of almost-holomorphic modular forms. For this reason, we connect this ring
(RY Y , θ) to (R˜, D).
Due to (4.13), and the relation between the derivatives θ and D given by
θ = β−1(X0θt)−2D, we know that the set of generators for R˜ could be reduced to
DiX0, i = 0, 1, 2, 3;Djθt, j = 0, 1;B,C. Recall thatR = C[(X0)±1, (θt)±1, B±1, C±1],
then one can see that
R˜ = C[Di logX0, i = 1, 2, 3;Dj log θt, j = 1;α, β]⊗R .
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Recall (4.7), we get the following
θ log e−K(x,x¯) = θ log(X0X¯0e−K(t,t¯)) = θ logX0 + θ log e−K(t,t¯)
θ logGxx¯ = θ log(θt θ¯t Gtt¯) = D log θt+ θ logGtt¯ .
their holomorphic limits are
lim θ log e−K(x,x¯) = θ logX0, lim θ logGx,x¯ = θ log θt ,
Therefore, the holomorphic limit of the ring RY Y is given by
limRY Y = C[θi logX0, i = 1, 2, 3; θ log θt, α
β
= θ logCxxx]
That is, the generators Di logX0, i = 1, 2, 3;D log θt in R˜0,0 are equivalent to the
holomorphic limits of the non-holomorphic generators in RY Y . It follows then that
(4.16) R˜ = limRY Y ⊗R .
This motivates us to define the non-holomorphic completion R̂ of R˜ as
(4.17) R̂ = RY Y ⊗R .
Moreover, F (g) ∈ RY Y ⊆ R̂0,0, where RY Y and R̂0,0 are only differed by the
holomorphic generators of degree and weight zero.
4.5. Summary of results. In summary, in section 3 we constructed (R˜, D) as a
graded differential ring which is an analogue of the ring of quasi-modular forms. In
the last subsection we then used special Ka¨hler geometry to refine the generators
of the ring to get
R = C[(X0)±1, (θt)±1, B±1, C±1] ,
R˜ = R⊗ C[Di logX0, i = 1, 2, 3;D log θt] ,
R̂ = R⊗ C[Di log e−K , i = 1, 2, 3;D log detGxx¯] .
Recall the structure of the graded rings (M∗(Γ), M˜∗(Γ), M̂∗(Γ)) defined for πΓ :
EΓ → XΓ
∂τ :M∗(Γ)→ M˜∗(Γ) ,
“modular completion” : M˜∗(Γ)→ M̂∗(Γ) ⊆ M˜∗(Γ)[Y ], Y = 1
12
−3
Imτ
,
“constant term map” Y → 0 : M̂∗(Γ)→ M˜∗(Γ) ,
∂τ : M˜k(Γ)→ M˜k+2(Γ) ,
∂ˆτ = ∂τ + kY : M̂k(Γ)→ M̂k+2(Γ) .
From (4.7), we know
D log e−K(x,x¯) = D log(X0X¯0e−K(t,t¯)) = D logX0 +D log e−K(t,t¯)(4.18)
D logGxx¯ = D log(θt θ¯t Gtt¯) = D log θt+D logGtt¯ .(4.19)
Define Y1 = D logGtt¯, Y2 = −D log e−K(t,t¯), then we have the following analogue
between (R, R˜, R̂) defined for π : X →M and (M∗(Γ), M˜∗(Γ), M̂∗(Γ)) defined for
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πΓ : EΓ → XΓ:
D : R→ R˜ ,
“non-holomorphic completion” : R˜ → R̂ ⊆ R˜[Y1, Y2]
“holomorphic limit” Y1, Y2 → 0 : R̂→ R˜ ,
D : R˜k,m(Γ)→ R˜k+2,m(Γ) ,
Dˆ = D + kD logGxx¯ +m(−D log e−K) : R̂k,m → R̂k+2,m .
where the operator Dˆ comes from the covariant derivative ∂x + kΓ
x
xx + mKx on
sections of Sym⊗kTM⊗Lm.
The above construction for (R, R˜, R̂) could also be formally applied to the elliptic
curve families in (3.2), see [12]. The Weil-Petersson metric is determined from
e−K(α,α¯) = iω0ω¯0(τ − τ¯ ) = iω0ω¯0e−K(τ,τ¯). The quantities Y1, Y2 are now computed
to be −212
−3
πIm τ and
−1
12
−3
πIm τ , respectively. The triple (R, R˜, R̂) coincides with the
triple (M∗(Γ), M˜∗(Γ), M̂∗(Γ)), as well as the maps among the members in the triple.
For the non-compact Calabi-Yau threefold families in (2.10), one has X0 = 1
and θt = A. The rings (R, R˜) coincide with (M∗(Γ), M˜∗(Γ)), as mentioned earlier
in this paper. But the explicit forms for Y1, Y2 are difficult to compute in these
cases. 3
It is easy to see that one should be able to apply the same construction for the
quintic mirror family to construct triples (R, R˜, R̂) for other one-parameter Calabi-
Yau threefold families whose Picard-Fuchs equation takes the form as (3.15) with∑4
i=1 ci = 2. The only thing that needs to be checked is that the function fx in
(4.13) is contained in C[B±1, C±1]. In fact, for many Calabi-Yau families [14, 43, 6],
this holomorphic function is a rational function4. We shall not discuss the details
in this work.
4.6. Special geometry polynomial ring. Most of the generators in R̂ obtained
from the elements in RY Y have weight zero. In [8], a set of the non-holomorphic,
positive weight generators for R̂ are chosen so that no negative powers of the
generators appear upon taking the derivative D. The particular form of the ring
R̂ is termed the special polynomial ring in [8]. For completeness, in the following
we shall review the construction of the generators therein.
First notice that the set of generators in R̂ given by X0Di log e−K , i = 1, 2, 3;
θt D log detGxx¯ is equivalent the set of generators S
xx, Sx, S,Kx in (2.19). The
reason is as follows. Integrating the special geometry relation (2.13), we then get
(4.20) Γxxx = 2Kx − CxxxSxx + sxxx
then up to multiplication and addition by Kx and holomorphic quantities, S
xx is
essentially Γxxx = θ log detGxx¯. The first or last equation in (2.19) tells that S
x is
essentially ∂xKx, and the seconde tells that S is ∂
2
xKx. Moreover, the derivatives
3This is because the Picard-Fuchs equation for a non-compact Calabi-Yau threefold family
has only three periods, and the Ka¨hler potential of the Weil-Petersson metric cannot be com-
puted as the compact cases. One needs to compactify [17] the non-compact Calabi-Yau threefold
to a compact Calabi-Yau geometry, and then do computations there, after that one takes the
decompactification limit of corresponding quantities.
4The author thanks Prof. Shinobu Hosono for email correspondences and telling him the
references on this.
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of the generators in RY Y coincide with those for the generators Sxx, Sx, S,Kx in
(2.19).
Now a nice set of generators for the special geometry polynomial ring R̂ can be
chosen as follows. First one makes the following change of generators [7]
S˜tt = Stt, S˜t = St − SttKt, S˜ = S − StKt + 1
2
SttKtKt, K˜t = Kt
Then as before one defines τ = 12πiκ
−1∂tFt which gives
∂τ
∂t =
1
2πiκ
−1Cttt. Then
one forms the following quantities on the deformation space M:
K0 = κC
−1
ttt (θt)
−3 , G1 = θt , K2 = κC
−1
ttt K˜t ,
T2 = S˜
tt , T4 = C
−1
ttt S˜
t , T6 = C
−2
ttt S˜ ,
where the propagators S˜tt, S˜t, S˜ are normalized by suitable powers of X0 so that
they are sections of L0. That is, they have degree zero. The weights of these
generators are the sub-indices they carry. It follows that the derivatives of the
generators of R̂ given in (2.19) now become (∂τ := 12πi ∂∂τ )
(4.21)
∂τK0 = −2K0K2 −K20 G21 (h˜αααα + 3(sααα + 1)) ,
∂τG1 = 2G1K2 − κG1 T2 +K0G31(sααα + 1) ,
∂τK2 = 3K
2
2 − 3κK2 T2 − κ2T4 +K20 G41kαα −K0G21K2 h˜αααα ,
∂τT2 = 2K2 T2 − κT 22 + 2κT4 + κ−1K20G41h˜ααα ,
∂τT4 = 4K2T4 − 3κT2 T4 + 2κT6 −K0G21 T4h˜αααα − κ−1K20 G41 T2kαα + κ−2K30 G61h˜αα ,
∂τT6 = 6K2 T6 − 6κT2 T6 + κ
2
T 24 − κ−1K20 G41 T4 kαα + κ−3K40 G81h˜α − 2K0G21 T6h˜αααα .
The quantities h˜αααα, s
α
αα, kαα, h˜
α
ααα, h˜
α
αα, h˜αα, h˜α are holomorphic functions. It
turns out that they are polynomials of an additional generator C0 = θ logCxxx =
α
β
with
(4.22) ∂τC0 = C0(C0 + 1)G
2
1 .
These explicit polynomials for the quintic mirror family could be found in [8] and
are omitted here.
4.7. Holomorphic anomaly equations. As mentioned earlier in section 4.4, one
has F (g) := (X0)2g−2F (g) ∈ RY Y ⊆ R̂0,0.
The holomorphic anomaly equations then become [8]
∂F (g)
∂T2
− 1
κ
∂F (g)
∂T4
K2 +
1
κ2
∂F (g)
∂T6
K22 =
1
2
g−1∑
r=1
∂tF
(g−r) ∂t F
(r) +
1
2
∂2t F
(g−1) ,
∂F (g)
∂K2
= 0 ,
where ∂t = (X
0)−2(C0 + 1)(θt)
−3∂τ .
Example 4.7.1. Consider the Calabi-Yau threefold family π : X → M which is
mirror to the KP2 family (with a one–dimensional base parametrizing the complex-
ified Ka¨hler structures of KP2). It is proved in [8] and also mentioned earlier in sec-
tion 3.2 that M∼= X0(3), R˜ ∼= M˜∗(Γ0(3)) = C[A±1, B±1, C±1, E]. In this case one
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can consistently choose the generators so that T4 = T6 = K2 = 0, T2 =
Eˆ
2 with ∂t =
κ−1Cttt∂τ = B
−3∂τ . Then the holomorphic anomaly equations simplify greatly. In
particular, the equation for the holomorphic limits of F (g) = (X0)2g−2F (g) at the
large complex structure, denoted by Fg ∈ R˜0,0 ⊆ C[A±1, B±1, C±1, E], becomes
∂EFg =
1
4B6
(
g−1∑
r=1
∂τFg−r∂τFr − E −A
2
2
∂τFg−1 + ∂τ∂τFg−1
)
.
The boundary conditions [4, 5] at the large complex structure α = 0 limit and the
gap condition [38, 9] at the conifold point α = 1 for the topological string partition
functions now translate to the regularity conditions for the quasi-modular form
Fg at the two cusp classes [i∞], [0] on X0(3). The Fricke involution WN : τ 7→
− 13τ translates further these conditions to some conditions on the qτ = exp2πiτ
expansion of Fg, Fg|WN at the infinity cusp [i∞]. This then allows one to solve Fg
and thus F (g) genus by genus recursively. One can also prove [50] the existence
and uniqueness of the solutions to the holomorphic anomaly equations with the
provided boundary conditions.
5. Conclusions and discussions
We constructed the graded rings (R, R˜, R̂) on the deformation space M from
the periods of the Picard-Fuchs equation and special Ka¨hler geometry on the defor-
mation space. A parallelism between these rings and the rings M∗(Γ), M˜(Γ), M̂(Γ)
was made: the way they were constructed; non-holomorphic completion and mod-
ular completion; holomorphic limit and “constant term map”. We further showed
that in some special cases the rings (R, R˜) are equivalent to the rings of modu-
lar quantities (M∗(Γ), M˜(Γ)). These give some evidences that indeed the graded
rings (R, R˜, R̂) are analogues of the rings of modular objects M∗(Γ), M˜(Γ), M̂(Γ).
We also discussed some of their applications in solving the holomorphic anomaly
equations.
Dˆ  M̂(Γ)
Y→0

R̂ 	 Dˆ
holomorphic limit

D  M˜(Γ)
modular completion
TT
R˜ 	 D
non-holomorphic completion
UU
M(Γ)
D
OO
R
D
OO
πΓ : EΓ → XΓ π : X →M
In the above construction of the triple of graded rings (R, R˜, R̂), the parameter
τ = 12πiκ
−1Ftt defined in (3.19) on the deformation space M was introduced to
match the known modularity in the non-compact examples. There are a number of
interesting questions about this quantity τ we would like to address here and wish
to pursue in the future.
Variation of Hodge structures. For the family π : X →M of non-compact Calabi-
Yau threefolds discussed above, the parameter τ is exactly the transcendental mod-
ulus for elliptic curve Eα sitting inside the non-compact Calabi-Yau threefold Xα.
It is the normalized period for the elliptic curve and lies in the upper half plane.
This results from the fact that the vector space of the periods (1, t, Ft) of Xα is
closed under the monodromy, and upon taking derivatives these periods become
(0, ω0, ω1), where the latter two are the two periods of Eα. In other words, while
the three periods (1, t, Ft) characterizes the variation of complex structure of the
Calabi-Yau threefold, the quantities (θt, θFt) characterizes the variation of complex
structure of the elliptic curve sitting inside it.
However, for a general one-parameter compact Calabi-Yau threefold family, e.g.,
the quintic mirror family, the vector space of periods (X0, X0t,X0Ft) is not invari-
ant under the monodromy group. It is not clear what the geometric meaning of
τ = 12πiκ
−1Ftt is.
Enumerative content of τ and integrality. 5 For the particular non-compact ge-
ometries (2.10), the Fgs solved [8] from the holomorphic anomaly equations are
explicit quasi-modular functions in τ (see also [10] for related work). Whether the
qτ expansions of the topological string partition functions have any enumerative
content and how the qt and qτ expansions are related beg an explanation
6.
Now we briefly recall how the partition functions are related to the generating
functions Gromov-Witten variants under the mirror symmetry conjecture. For the
Calabi-Yau threefold family π : X → M whose generic fiber is X , suppose the
mirror family is given by πˇ : Xˇ → Mˇ whose generic fiber is Xˇ. Mirror symmetry
predicts the holomorphic limit Fg = lim(X
0)2g−2F (g) at the large complex structure
limit is identical to the generating function of genus g Gromov-Witten invariants
of Xˇ, that is,
(5.1) Fg(t) =
∞∑
d=0
NGWg,d q
d
t , qt = e
t .
Recall the prepotential F (t) is given by
F (t) =
κ
3!
t3 +
∞∑
d=1
NGWg=0,dq
d
t ,
then τ = 12πiκ
−1Ftt is the function determined from
(5.2) 2πiτ = t+ κ−1
∞∑
d=1
NGWg,d d
2qdt , qt = e
t .
This implies in particular that
(5.3) qτ = exp 2πiτ = qt(1 +O(qt)) .
It is natural to expect that there should be an enumerative problem associated to
τ in the sense
(5.4) Fg(τ) =
∞∑
d=0
Nhypg,d q
d
τ ,
5The author thanks Murad Alim, Yaim Cooper and Shing-Tung Yau for discussions on this.
6See [51, 52] and the more recent [50] for related discussions.
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where like the Gromov-Witten invariants NGWg,d , the numbers N
hyp
g,d may hypotheti-
cally counting certain kind of invariants. Comparing the (5.4) with (5.1) and using
(5.3), we can then find the “multiple-cover formula” relating NGWg,d and N
hyp
g,d .
For the cases [8] in which the topological string partition functions have nice
expressions in terms of quasi-modular forms in τ , the integrality with respect to
qτ is almost automatic. One then hopes that according to (5.3), studying the
enumerative meaning of qτ expansion will help understand the integrality in qt
expansion as well.
We don’t have answers to any of these questions, and shall only display some
examples below.
Example 5.0.2 (Resolved Conifold). Consider the resolved conifold which is the
total space of OP1(−1) ⊕ OP1(−1) → P1 and is a Calabi-Yau 3–fold. The Picard-
Fuchs equation of the mirror Calabi-Yau family is given by, see e.g. [53]
(5.5) L = θ( α
1− α )
−1θ2 .
Near the large complex structure limit given by α = 0, a basis of the periods could
be chosen to be
(5.6) X0 = 1, t = lnα, Ft ∼ (lnα)2 +O(α0) .
Therefore near α = 0, one has t = lnα and thus qt = α. Moreover, the genus zero
Gromov-Witten invariants are [54, 55, 56]
(5.7) NGW0,d =
1
d3
,
and the prepotential is
(5.8) F (t) =
κ
3!
t3 +
∞∑
d=1
NGW0,d q
d
t =
κ
3!
t3 +
∞∑
d=1
1
d3
qdt =
κ
3!
t3 + Li3(qt) .
This implies in particular that
(5.9) Cttt = κ+
∞∑
d=1
qdt = κ+
qt
1− qt .
The function τ then satisfies
(5.10) 2πiτ = κ−1Ftt = t+ κ
−1
∞∑
d=0
1
d
qdt = t− κ−1 ln(1− qt) .
Note that κ can not be determined by studying the periods and is ambiguous.
Consideration in physics [57] tells that a natural choice is κ = 1. In the following,
we shall take this choice.
Remark 5.0.3. From (5.10) one can see that τ is itself the generating function of
the sequence of numbers 1d = d
2NGW0,d , d = 1, 2, · · · . These numbers appear in the
study of the stable-quotient invariants defined in [58] with
(5.11) d2NGW0,d =
ˆ
[Q0,2(P1,d)]vir
e(Ob) ∪ ev∗1H ∪ ev∗2H ,
where Ob is the obstruction bundle in the construction of stable-quotient invariants,
and the two insertions which give rise to ev∗1H ∪ ev∗2H are required for the stability
in genus 0.
30
For higher genus partition functions, it is well known that [59]
NGWg,d = d
2g−3NGWg,1 =
|B2g|
2g(2g − 2)!d
2g−3,(5.12)
Fg =
|B2g|
2g(2g − 2)!Li3−2g(qt) in particular, F1 = −
1
12
log(1− qt) .(5.13)
To extract the numbers Nhypg,d associated to τ , we make use of (5.10) which gives
rise to
2πiτ = t− ln(1− qt), qτ = qt
1− qt , qt =
qτ
1 + qτ
.
Now from (5.9), one gets
(5.14) Cttt = κt+
qt
1− qt = κ ln
qτ
1 + qτ
+ qτ = 2πiκτ + qτ − κ
∞∑
k=1
(−1)kqkτ .
It follows that
Nhyp0,d = κ, d = 0, N
hyp
0,d = 1 + κ, d = 1, N
hyp
0,d = (−1)d+1κ, d ≥ 2 .
For the generating function ∂tF1, we get
(5.15) ∂tF1 =
1
12
qt
1− qt =
1
12
qτ .
This then tells that
Nhyp1,d =
1
12
, d = 1, Nhyp1,d = 0, d ≥ 2 .
For higher genus partition functions, we have
(5.16)
∞∑
d=1
Nhypg,d q
d
τ =
|B2g|
2g(2g − 2)!Li3−2g(qτ (1 + qτ )
−1) =
|B2g|
2g(2g − 2)!θ
2g−3
qt qτ .
Since θqt := qt
∂
∂qt
= (1 + qτ )θqτ , one can then find N
hyp
g,d by direct computations.
For any g ≥ 2, the first few invariants with d = 1, 2, 3 · · · are listed as follows:
Nhypg,d : 1, −2 + 42−g, 6− 3 ∗ 25−2g + 2 ∗ 92−g ,
−24 + 3 ∗ 29−4g − 8 ∗ 35−2g + 9 ∗ 43−g,
120
(
1− 28−4g − 25−2g + 53−2g + 2 ∗ 92−g) · · ·
Example 5.0.4 (Local P2). Now we consider the Calabi-Yau 3–fold KP2 . In [8],
the holomorphic limits of the first few topological string partition functions are
solved genus by genus in terms of quasi-modular forms and have nice expansions in
qτ . For example,
Cttt = −1
3
η(3τ)3
η(τ)9
= −1
3
(
1 + 9qτ + 54q
2
τ + 252q
3
τ + 1008q
4
τ + 3591q
5
τ + · · ·
)
,
∂tF
1 = − 1
12
DF 1 · κ−1Cttt = − 1
12
3E2(3τ) + E2(τ)
4
η(3τ)3
η(τ)9
= − 1
48
(
1 + 3qτ − 18q2τ − 276q3τ − 1896q4τ − 9675q5τ + · · ·
)
.
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From these expansions one can immediately read off the numbersNhypg,d , g = 0, 1, d =
1, 2, · · · . The canonical coordinate t is the following function of qτ :
1
2πi
∂t
∂τ
= κC−1ttt =
η(τ)9
η(3τ)3
, t =
ˆ
dqτ
qτ
η(τ)9
η(3τ)3
,
The constant from integration is fixed by comparing the asymptotic behaviors of t
and τ as τ → i∞. A numeric experiment using Mathematica shows that
qt = qτ − 9q2τ + 54q3τ − 246q4τ + 909q5τ − 2808q6τ + 7299q7τ − 15705q8τ + · · ·
See [51, 52] for more discussions on this.
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