Метод розробки архітектури глибокої нейронної мережі, призначеної для розпізнавання комп’ютерних вірусів by Терейковський, Ігор Анатолійович et al.






МЕТОД РОЗРОБКИ АРХІТЕКТУРИ ГЛИБОКОЇ НЕЙРОННОЇ МЕРЕЖІ, 
ПРИЗНАЧЕНОЇ ДЛЯ РОЗПІЗНАВАННЯ КОМП’ЮТЕРНИХ ВІРУСІВ 
 
Ігор Терейковський, Олег Заріцький, Людмила Терейковська, Володимир Погорелов  
 
Стаття присвячена вирішенню задачі вдосконалення систем розпізнавання комп’ютерних вірусів. Хоча використовуються 
системи антивірусного захисту вже не одне десятиліття, їх розробкою займається багато висококваліфікованих фахівців, 
а створенню відповідної науково-методичної бази присвячена велика кількість робіт, проте практичний досвід і відомі 
випадки успішних вірусних атак на вітчизняні та закордонні комп’ютерні системи та мережі вказують на наявність в 
сучасних антивірусах розпізнавання серйозних недоліків. Показано, що виправити ряд недоліків можливо шляхом удоско-
налення математичного забезпечення процедури розпізнавання за рахунок застосування сучасних нейромережевих моделей 
на базі глибоких нейронних мереж.  Запропоновано метод розробки архітектури глибокої нейронної мережі, призначеної 
для розпізнавання вірусів.  На відміну від існуючих метод дозволяє уникнути в процесі розробки нейромережевої моделі 
довготривалих чисельних експериментів, спрямованих на визначення доцільності її застосування та на оптимізацію її 
структурних параметрів. Шляхом чисельних експериментів з використанням опублікованої компанією Microsoft бази 
даних комп’ютерних вірусів BIG-2015 показано,  що метод дозволяє побудувати нейромережеву модель, яка забезпечує 
похибку розпізнавання,  співрозмірну з похибкою сучасних систем розпізнавання комп’ютерних вірусів.  Визначено, що пер-
спективи подальших досліджень пов’язані з  адаптацією запропонованого методу до застосування глибоких нейронних мереж 
в поведінкових аналізаторах.  




В сучасних умовах системи антивірусного за-
хисту є одним з основних засобів захисту інфор-
мації більшості комп'ютерних систем і мереж [1, 
5]. Хоча використовуються такі системи вже не 
одне десятиліття, їх розробкою займається багато 
висококваліфікованих фахівців, а створенню від-
повідної науково-методичної бази присвячена ве-
лика кількість робіт, проте практичний досвід і 
дані [3] вказують на наявність в сучасних антивіру-
сах розпізнавання серйозних недоліків. Основним 
з них є недостатня точність розпізнавання всієї но-
менклатури комп’ютерних вірусів. На наявність 
цієї вади вказують як результати [2, 6-11], так і відомі 
випадки успішних вірусних кібератак на вітчизняні 
та закордонні комп'ютерні системи і мережі. 
При цьому  важливим напрямком підвищення 
точності розпізнавання є "інтелектуалізація" мето-
дів розпізнавання за рахунок використання теорії 
штучних нейронних мереж (НМ) [1, 5]. Перспек-
тивність вказаного напрямку підтверджується ок-
ремими вдалими застосуваннями НМ в засобах 
розпізнавання комп’ютерних вірусів (антивірус з 
відкритим програмним кодом ClamAV, стартап 
Deep Instinct) та  великою кількістю відповідних 
теоретико-практичних робіт, огляд яких наведено 
в [1, 5, 7].  Разом з тим, недостатня точність розпі-
знавання та  недостатня адаптованість до умов екс-
плуатації, закритість використаних рішень значно 
обмежують сферу їх застосування. При цьому по-
стійний прогрес в області теорії нейронних мереж 
вказує на можливість значного вдосконалення ап-
робованих засобів розпізнавання. Цим поясню-
ється актуальність досліджень в області вдоскона-
лення існуючих нейромережевих засобів, що за 
рахунок використання сучасних теоретичних рі-
шень дозволили б забезпечити ефективне розпі-
знавання комп’ютерних вірусів.  
Аналіз існуючих досліджень. Постановка 
задачі 
Аналіз науково-практичних робіт, присвячених 
вдосконаленню систем розпізнавання комп’ютер-
них вірусів, дозволяє стверджувати, що в таких си-
стемах НМ застосовуються для виявлення 
комп’ютерних вірусів на основі узагальнення ста-
тистичних даних, відображених в навчальних 
прикладах [2, 9-11]. При цьому розпізнавання 
комп’ютерних вірусів за допомогою НМ в основ-
ному зводиться до оцінок  величин множини кон-
трольованих параметрів.  Якщо виставлена за до-
помогою НМ оцінка знаходиться в певному діапа-
зоні, то вважається, що комп’ютерний вірус розпі-
знано. В протилежному випадку вважається, що в 
комп’ютерній системі віруси відсутні. Перелік ко-
нтрольованих параметрів залежить від типу сис-
теми розпізнавання. Для поведінкового аналіза-
тора перелік може визначатись набором ознак ви-
кликів потенційно небезпечних функцій приклад-
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ного програмного інтерфейсу операційної сис-
теми. Для антивірусного сканера перелік ознак 
може співвідноситься із сигнатурами комп’ютер-
них вірусів. Також можна сформувати висновок 
про те, що  більшість відповідних науково-практи-
чних робіт присвячені або застосуванню перспек-
тивних нейромережевих моделей, або проблемі 
адаптації параметрів нейромережевих засобів роз-
пізнавання вірусів до очікуваних умов застосу-
вання.  Слід зазначити, що для поглиблення ре-
зультатів аналізу також були розглянути науково-
практичні роботи, присвячені розробці нейроме-
режевих засобів оцінки параметрів безпеки інфо-
рмаційних систем.  Так, в роботі [5] сформовано 
базову множину критеріїв ефективності виду ней-
ромережевої моделі, що використовується для оці-
нки параметрів безпеки. Визначені шляхи розши-
рення цієї множини. Також в роботі створено ме-
тодологію розробки нейромережевих засобів для 
оцінки параметрів безпеки ресурсів інформацій-
них систем, що може бути використана при побу-
дові систем розпізнавання шкідливого програм-
ного забезпечення. Крім того в роботі [5] розроб-
лено метод оцінки ефективності нейромережевих 
засобів розпізнавання Інтернет-орієнтованих кібе-
ратак, до складу яких  також можна віднести і Інте-
рнет-орієнтовані комп’ютерні віруси.   
Метод визначення фрагментів програмного 
коду описаний в роботі [3]. Метод застосовується 
для визначення переліку та оцінки значень вхід-
них параметрів НМ, що використовуються в сис-
темах детектування шкідливого програмного за-
безпечення. Також в роботі [3] наведено опис та 
результати експериментів  по розпізнаванню шкі-
дливого програмного забезпечення. Для розпізна-
вання використано НМ типу двохшарового персе-
птрону (ДШП). Аналіз наведених результатів під-
тверджує перспективність запропонованого ме-
тоду.  Можна зробити висновок про використання 
в методі процедури попередньої обробки вхідних 
параметрів НМ, яка підвищує їх інформативність. 
Модель топографічної карти Кохонена для 
розпізнавання комп’ютерних вірусів (МТК), роз-
роблена в роботі [1]. Модель призначена для ви-
користання в антивірусних сканерах. Передбачено 
блок попередньої обробки вхідних параметрів. 
Вибір типу моделі реалізовано шляхом порівняль-
них числових експериментів. В якості критерію 
порівняння використано термін навчання. Опти-
мізація параметрів та процедури навчання нейро-
мережевої моделі не проводилась. 
В роботі [10] запропоновано систему розпі-
знавання комп’ютерних вірусів на основі нейроме-
режевого аналізу нормалізованих сигнатур. Декла-
рується точність розпізнавання в межах 80-91%.  
Вказується на можливість розпізнавання полімор-
фних вірусів. В якості базової нейромережевої мо-
делі використано ДШП. Схожі результати отри-
мані і в роботах [2, 3, 11] де для розпізнавання та-
кож використано ДШП з одним або двома вихід-
ними нейронами. При цьому вхідні нейрони спів-
відносяться із параметрами, що характеризують 
структуру PE-файлів.  Основною відмінністю між 
результатами [2, 3, 10, 11] є використання різних 
підходів до попередньої обробки вхідних параме-
трів НМ. Також в роботі [2] описані експерименти, 
що свідчать про точність розпізнавання комп’юте-
рних вірусів, сигнатури яких представлені в базі да-
них malwr на рівні 91%. Відзначимо, що в роботах 
[2, 3, 10, 11]  механізму  оптимізації структури бага-
тошарового персептрону та механізму формування 
навчальної вибірки не наведено. 
В роботі [4] задекларовано створення  нейро-
мережевого методу автоматичної генерації сигна-
тур комп’ютерних вірусів. В методі використову-
ється глибока нейронна мережа (ГНМ) на основі 
автокодера. Мережа складається із 8 шарів, кожен 
із яких містить 30 нейронів. Метод не передбачає 
етапу навчання НМ на маркерованих навчальних 
даних, хоча цей етап вважається обов’язковим з то-
чки зору забезпечення високої точності розпізна-
вання. При цьому декларується точність розпізна-
вання 98%. 
В роботі [9] розроблено підхід до розпізна-
вання шкідливого програмного забезпечення за 
допомогою згорткових нейронних мереж (ЗНМ), 
що є одним із різновидів ГНМ, пристосованим 
для аналізу графічної інформації. Підхід передба-
чає подання піддослідного програмного забезпе-
чення у вигляді сірого масштабованого зобра-
ження.  Проведені експерименти, в яких досліджу-
вався вплив структурних параметрів ЗНМ на точ-
ність розпізнавання. При цьому у всіх випадках 
розмір вхідного нейронного шару залишався 
32x32. Вказано, що досягнута точність розпізна-
вання 93.86%. Зазначимо, що експериментально 
досліджено тільки 3 варіанти  структурних рішень 
ЗНМ. Також недостатньо теоретично обґрунто-
вана доцільність представлення коду піддослід-
ного програмного забезпечення у вигляді двовимі-
рного графічного зображення.  
В роботі [7] сформовано підхід до визначення 
вхідних параметрів НМ, призначеної для розпізна-
вання комп’ютерних вірусів. Підхід передбачає 
встановлення аналогії між вхідними нейронами та 
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викликами потенційно небезпечних API-функцій 
операційної системи. Під потенційно небезпеч-
ними розуміють  API-функції без використання 
яких неможливо завдати шкоду комп’ютерній си-
стемі або/та забезпечити саморозповсюдження ві-
русу. 
В роботі [8] розроблено нейромережеву мо-
дель, призначену для розпізнавання мережевих кі-
бератак на ресурси комп’ютерних систем та ме-
реж. Показано доцільність використання ГНМ.  
Це пояснюється тим, що даному виду нейромере-
жевої моделі притаманна висока здатність до нав-
чання, високі обчислювальні можливості та ви-
сока адаптованість до особливостей умов застосу-
вання. Наведено результати експериментів розпі-
знавання мережевих кібератак, сигнатури яких 
представлені в базі даних  NSL-KDD. 
В результаті проведеного аналізу можна стве-
рджувати, що одним із найбільш перспективних 
напрямків підвищення ефективності антивірусних 
систем є застосування в них нейромережевих засо-
бів розпізнавання на базі ГНМ. При цьому в дос-
тупній літературі відсутнє теоретичне обґрунту-
вання доцільності такого використання ГНМ. Та-
кож не наведене обґрунтування адаптації архітек-
турних параметрів ГНМ до умов задачі розпізна-
вання комп’ютерних вірусів, що значно знижує 
ефективність  відповідних нейромережевих засо-
бів.   
Метою даної роботи є забезпечення ефектив-
ності систем розпізнавання комп’ютерних вірусів 
на основі методу розробки архітектури глибокої 
нейронної мережі, адаптованої до умов застосу-
вання в антивірусних засобах. 
1.1. Основна частина дослідження  
Відповідно до сучасної методології побудови 
нейромережевих систем захисту інформації [5] 
прийнято, що для адаптації ГНМ до умов застосу-
вання в антивірусних засобах необхідно вирішити 
такі завдання: встановити доцільність викорис-
тання ГНМ, розробити критерії визначення ефек-
тивності її архітектури, визначити найбільш ефек-
тивну архітектуру ГНМ, визначити архітектурні 
параметри і провести експериментальні дослі-
дження спрямовані на верифікацію отриманих рі-
шень. 
Встановлення доцільності використання 
ГНМ. Як показують результати [5], основним фа-
ктором, який впливає на формування множини 
допустимих видів нейромережевих моделей, є за-
безпечення їх ефективного навчання. Для цього 
необхідно за допустимий час виконати наступні 
процедури: визначити множину вхідних і вихід-
них параметрів нейромережевої моделі, провести 
кодування зазначених вхідних та вихідних параме-
трів, створити навчальну вибірку, реалізувати про-
цес навчання. Перша і друга процедури реалізу-
ється на підготовчих етапах розробки системи 
розпізнавання, тому їх вплив на формування мно-
жини допустимих архітектур ГНМ не розгляда-
ється. Основна увага акцентована на виконанні 
третьої та четвертої процедури. 
На підставі даних [5, 8] можна зробити висно-
вок про те, що основним обмеженням реалізації 
зазначених процедур є термін створення навчаль-
ної вибірки і навчання нейромережевої моделі. Та-
кож можна зробити висновок, що прийнятний 
термін такого створення визначається на підставі 
вимог до створення системи розпізнавання вірусів. 
Отже, 
dtt ≤Σ ,                              (1) 
де Σt  – загальний термін навчання ГНМ, dt – при-
йнятний термін створення нейромережевої сис-
теми розпізнавання. 
Таким чином, допустимість використання і-ої 
архітектури ГНМ для розпізнавання вірусів можна 
задати за допомогою такого правила: 
( ) dNet∈→≤Σ idi nettnet tIf ,             (2)  
де inet – і-а архітектура глибокої нейронної мережі,  
dNet – множина допустимих архітектур. 
У першому наближенні можна прийняти до 
розгляду тільки ГНМ на базі багатошарового пер-
септрону. Деталізувавши вираз (1), отримаємо: 
( ) ( )ilvi netttnett +=Σ ,                  (3)  
де vt – час створення навчальної вибірки, ( )il nett  
– час визначення параметрів моделі для i-ої архіте-
ктури. 
Відзначимо, що в першому наближенні зна-
чення ( )il nett  приблизно дорівнює часу визна-
чення вагових коефіцієнтів синаптичних зв'язків 
НМ. При цьому, з точки зору вирішення завдання 
визначення принципової можливості викорис-
тання певної нейромережевої архітектури, ство-
рення навчальної вибірки зводиться до форму-
вання такої кількості навчальних прикладів, яке 
вважається достатнім для якісного навчання ме-
режі. 
Відповідно до [5], ця кількість залежить від кі-
лькості вхідних параметрів нейромережевої моделі 
і в базовому випадку розраховується так: 
xmin N10P ≈ ,                         (4) 
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де minP  – мінімально допустима кількість навчаль-
них прикладів, xN  – кількість вхідних параметрів 
нейромережевої моделі. 
Також можна прийняти, що 
minvv Ptt =  ,                          (5) 
де vt  – середній час створення одного навчаль-
ного прикладу. 
Очевидно, що величина vt  є індивідуальною 
для конкретного вірусу і залежить від багатьох фа-
кторів: організації процесу створення навчальної 
вибірки, апаратно-програмного забезпечення і т. 
ін. Визначити величину vt   можливо шляхом екс-
пертного оцінювання. Після підстановки (4) в (5) 
отримаємо: 
xvv Nt10t = .                              (6) 
У свою чергу, для приблизної оцінки часу ви-
значення значень вагових коефіцієнтів синаптич-
них зв'язків нейромережевої моделі необхідно вра-
хувати архітектуру цієї моделі, швидкість її апара-
тно-програмної реалізації, кількість навчальних 
прикладів, кількість вхідних і вихідних параметрів, 
а також допустиму величину помилки навчання. 
Для i-го виду нейромережевої архітектури 
тривалість процесу визначення вагових коефіціє-
нтів можна оцінити так: 
( ) i,oiiil KWLnett ×××τ= ,              (7) 
де τ  – тривалість однієї навчальної ітерації для од-
ного синаптичного зв'язку; iW  – кількість синап-
тичних зв'язків для i-го виду нейромережевої архі-
тектури; iL – кількість нейронів; i,oK  – кількість 
навчальних ітерацій. 
В роботі [1, 2] для оцінки тривалості навчання 
множини нейромережевих архітектур net, яке 
складається з нейромережевих моделей, що базу-
ються на багатошаровому персептроні, запропо-
новано використовувати вираз 
( ) ( )2 2l x yt k e P N Nχετ −≈ +net ,          (8)  
де ( )lt net  – тривалість визначення вагових коефі-
цієнтів, k  – коефіцієнт пропорційності, χ  – ем-
піричний коефіцієнт, ε  – допустима помилка на-
вчання. 
Відзначимо, що вираз (8) отримано за умови 
послідовного розрахунку сигналів штучних ней-
ронів, які входять до складу нейромережевої мо-
делі, що характерно при її загальноприйнятій реа-
лізації. Крім цього, прийнята передумова, що стру-
ктура нейромережевої моделі та обчислювальні 
можливості нейромережевої архітектури достатні 
для отримання допустимої помилки навчання. 
При заданій програмній реалізації нейромере-
жевої моделі тривалість однієї обчислювальної 
операції процесу навчання в основному залежить 
від обчислювальної потужності апаратного забез-
печення контуру розпізнавання вірусів в системі 
захисту інформаційних ресурсів.  
Допустиму похибку навчання глибокої НМ 
можна розрахувати на підставі вимог до точності 
розпізнавання вірусів. У першому наближенні ве-
личини k  і τ  можливо визначити шляхом експе-
ртного оцінювання. 
При визначенні принципової можливості ви-
користання нейромережевої моделі доцільно орі-
єнтуватися на мінімально допустиму кількість нав-
чальних прикладів. З огляду на вираз (8) і залеж-
ність (4), отримаємо: 
( ) ( )2 2100l x x yt k e N N Nχετ −≈ +net .       (9)  
Підставивши вирази (6, 9) у вираз (3) з ураху-
ванням, що  0,001k ≈ , 1χ ≈ , 0,05ε ≈ , після три-
віальних спрощень отримаємо: 
( ) ( )( )10 0,01x v x x yt N t N N NτΣ ≈ + +net , (10) 
де ( )tΣ net  – загальний час навчання ГНМ.  
Результати [3] вказують на те, що при розпі-
знаванні вірусів множина вхідних параметрів ней-
ромережевої моделі не перевищує 300. 
Оскільки на вхід ГНМ, крім безпосередньо за-
реєстрованих параметрів, можуть подаватися й 
інші параметри, в першому наближенні прий-
мемо, що кількість вхідних параметрів нейромере-
жевої моделі 300..400xN = . При цьому кількість 
вихідних параметрів не перевищує 100. Ці переду-
мови дозволяють модифікувати (10) наступним 
чином: 
( ) ( )4000 2100vt t τΣ ≈ +net .            (11) 
З урахуванням отриманого виразу (11) пра-
вило (2) можна деталізувати так: 
( )If 4000 2100v d i dt tτ+ ≤ → ∈net Net . (12) 
Умова (12) визначає допустимість використання 
ГНМ для розпізнавання комп’ютерних вірусів.  
Розробка критеріїв ефективності. За ана-
логією з [7, 10], будемо вважати, що серед мно-
жини допустимих базових архітектур і-а архітек-
тура ГНМ є найбільш ефективною, якщо для неї 
функція ефективності прийме максимальне зна-
чення: 
{ }1 2max , , ...,
i
IV
V V V= ,                  (13)  
де I – кількість архітектур ГНМ; V i – функція ефе-
ктивності і-ої архітектури ГНМ.  
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Розрахунок функції ефективності викону-
ється так: 





=         (14) 
де [ ]1..0k =α  – ваговий коефіцієнт k-го критерію 
ефективності, inet  – і-та архітектура ГНМ, K – кі-
лькість критеріїв ефективності, ( )ik netR – зна-
чення k-го критерію для ГНМ з i-ою архітектурою.  
Відповідно до результатів [5, 8], під k-им кри-
терієм визначення найбільш ефективної архітек-
тури ГНМ будемо розуміти міру забезпечення в 
цій архітектурі k-ої вимоги задачі розпізнавання ві-
русів.  З урахуванням [1], визначено, що вимоги до 
ГНМ характеризують їх здатність до навчання, об-
числювальні можливості та особливості технічної 
реалізації. У свою чергу вимоги до навчання ви-
значаються можливістю: 
− Використовувати приклади з різною кіль-
кістю вхідних параметрів. Ця вимога істотно спро-
щує організацію процесу збору та попередньої об-
робки реальних статистичних даних.  
− Використовувати навчальну вибірку, обсяг 
якої буде меншим за кількість вхідних параметрів, 
тобто на вибірці в ≤100 прикладів. Виконання цієї 
вимоги забезпечує можливість розпізнавати нові 
види вірусів, статистика по яких є обмеженою.  
− Не пропорційного представлення в навча-
льній вибірці класів, що розпізнаються.  
− Застосовувати навчальні приклади, в яких 
відсутній очікуваний вихідний сигнал.  
− Ефективно навчатись на зашумлених нав-
чальних прикладах. 
− Засвоювати навченою ГНМ нових навча-
льних прикладів без повного перенавчання.  
− Паралельного навчання. В цьому випадку 
ГНМ може навчатися по частинах. 
− Стабільного навчання. В цьому випадку 
глибока нейронна мережа за прийнятний період 
навчання гарантовано забезпечує достатню поми-
лку навчання.  
− Мінімізації терміну навчання, який в осно-
вному визначається кількістю навчальних ітера-
цій. 
− Забезпечити високий рівень автоматизації 
навчання, що при використанні якісної навчальної 
вибірки залежить від кількості емпіричних параме-
трів глибокої нейронної мережі. 
− Можливістю подачі в ГНМ явних експерт-
них знань. 
Вимоги до обчислювальних («інтелектуаль-
них») можливостей ГНМ визначаються: 
− Відношенням кількості навчальних прик-
ладів, які може запам'ятати НМ, до кількості сина-
птичних зв'язків в цій моделі. Зазначена вимога 
отримала назву обчислювальної потужності. 
− Помилкою інтерполяції даних, що харак-
теризує можливість правильного розпізнавання 
прикладів, які, хоча і не увійшли в навчальну вибі-
рку, але значення параметрів яких знаходяться в 
межах значень параметрів навчальних прикладів. 
− Помилкою екстраполяції даних, яка харак-
теризує можливість правильного розпізнавання 
прикладів, значення параметрів яких лежать за ме-
жами значень параметрів навчальних прикладів. 
− Можливістю вербалізації навченої НМ, що 
забезпечує отримання явних правил, за допомо-
гою яких така мережа приймає рішення. 
− Можливістю врахування топології піддос-
лідних даних.  
− Швидкістю прийняття рішення. 
− Необхідним обсягом апаратно-програм-
них ресурсів. 
Базовий варіант переліку критеріїв ефектив-
ності, що відповідають зазначеним вимогам, пока-
заний в табл. 1. Запропоновані критерії ефектив-
ності мають безрозмірний характер. Надалі зазна-
чений перелік може бути змінений відповідно до 
конкретних умов задачі розпізнавання вірусів. 
За аналогією з [3] прийнято, що значення за-
пропонованих критеріїв можуть зміняться в межах 
від 0 до 1. При цьому для i-ої архітектури ГНМ зна-
чення k-го критерію дорівнює 1, якщо відповідна 
k-та вимога повністю забезпечується в даній архі-
тектурі, і дорівнює 0, якщо не забезпечується. 
Визначення найбільш ефективної архіте-
ктури глибокої нейронної мережі. У загальному 
випадку ГНМ (DNN - Deep Neural Network) - це 
штучна НМ, у якій кількість схованих шарів бі-
льша ніж 2 [1, 2, 4]. Подібно звичайним НМ, ГНМ 
здатні моделювати складні нелінійні зв'язки між 
елементами. При цьому, на відміну від звичайних, 
в процесі навчання ГНМ отримана модель пред-
ставляє об'єкт у вигляді комбінації простих примі-
тивів. У задачі розпізнавання вірусів подібними 
примітивами можуть бути виклики потенційно не-
безпечних API-функцій [4, 5]. Додаткові шари до-
зволяють моделювати абстракції все більш висо-
ких рівнів, що дає можливість будувати моделі для 
розпізнавання складних об'єктів реального часу. 
 




Критерії ефективності виду НММ 
Критерій Вимога 
R1 Можливість використання навчальних прикладів з різною кількістю вхідних параметрів 
R2 Мінімізація обсягу навчальної вибірки 
R3 Можливість використання навчальної вибірки з непропорційним представленням класів, що 
розпізнаються 
R4 Можливість використання навчальних прикладів без очікуваного вихідного сигналу 
R5 Можливість використання навчальних прикладів, що корелюються 
R6 Пристосованість до донавчання 
R7 Пристосованість до навчання окремими частинами 
R8 Стабільність навчання 
R9 Мінімізація терміну навчання 
R10 Забезпечення автоматизації процесу навчання 
R11 Здатність навчання на експертних даних 
R12 Максимізація обчислювальної потужності 
R13 Мінімізація помилки інтерполяції 
R14 Мінімізація помилки екстраполяції 
R15 Можливість вербалізації результатів 
R16 Можливість врахування топології аналізуємих даних 
R17 Максимізація швидкості прийняття рішення 
R18 Мінімізація необхідного обсягу апаратно-програмних ресурсів 
 
Також однією з відмінностей ГНМ є процес їх 
навчання. Глибоке навчання - набір алгоритмів, що 
моделюють високорівневі абстракції в аналізова-
них даних, використовуючи архітектури, які скла-
даються з множини нелінійних трансформацій. 
Слід зазначити, що на сьогодні існує декілька 
апробованих варіантів архітектур ГНМ. У той же 
час глибоке навчання  швидко розвиваються і нові 
архітектури, варіанти або алгоритми з'являються 
досить часто. Однак більшість з них походять від 
базових архітектур. Тому на першому етапі дослі-
джень доцільно визначити ту архітектуру ГНМ, 
яка буде найбільш ефективно вирішувати за-
вдання розпізнавання вірусів. 
Відповідно до результатів [2, 3], можна виді-
лити три базових архітектури ГНМ: 
ГНМ з переднавчанням - 1A . Структурно 1A  по-
вторює багатошаровий персептрон. Використову-
ється функція активації типу гіперболічного тан-














= ,                        (16) 
де ( )xy  - значення функції активації, x – сумарний 
вхідний сигнал нейрона, ( )xy  - деякий коефіцієнт. 
Відмінність в архітектурі полягає лише в тому, 
що процес навчання розділений на два етапи. На 
першому етапі відбувається попередня настройка 
вагових коефіцієнтів. Для цього використову-
ються навчальні приклади, в яких очікуваний ви-
хідний сигнал відсутній. На другому етапі методом 
«з учителем» реалізується остаточне визначення 
зазначених вагових коефіцієнтів. 
Без переднавчання – 2A . Основною відмінністю 
такої мережі від багатошарового персептрона є ви-
користання так званої випрямленої лінійної функ-
ції активації (ReLU) 
( ) ( )x,0maxxy = .                   (17) 
Похідна ReLU  дорівнює або 0, або 1, від чого 
її застосування запобігає розростання і загасання 
градієнтів, і призводить до проріджування ваг, що 
позитивно позначається на обчислювальній здат-
ності мережі. Відзначимо, що існує сімейство різ-
них модифікацій ReLU, що вирішують проблеми 
надійності цієї передавальної функції при прохо-
дженні через нейрон великих градієнтів: Leaky 
ReLU, Parametric ReLU, Randomized ReLU. 
Згорткові нейронні мережі - 3A . В цілому така ме-
режа являє собою багатошаровий персептрон, 
структура якого модифікована (проріджена) з то-
чки зору ієрархічного вилучення ознак. 
З урахуванням сформованих базових архітек-
тур ГНМ, критеріїв ефективності (показаних в 
табл. 1) і виразів (15, 16) для знаходження най-
більш ефективної архітектури необхідно для кож-
ного варіанта архітектури ГНМ визначити зна-
чення критеріїв ефективності, а також вагові кое-
фіцієнти кожного зі згаданих критеріїв.  Для ви-
ЗАХИСТ ІНФОРМАЦІЇ, ТОМ 20, №3, ЛИПЕНЬ-ВЕРЕСЕНЬ 2018 
 
194 
значення значень критеріїв ефективності викори-
стані результати аналізу можливостей нейромере-
жевих архітектур ГНМ, що описані в [8]. Отримані 
значення критеріїв ефективності для трьох апро-
бованих варіантів архітектур ГНМ показані в 
табл. 2. Відзначимо, що представлені критерії ма-
ють бінарний характер. Критерій дорівнює 0, 
якщо відповідна вимога не забезпечується нейро-
мережевої архітектурою, і дорівнює 1 в іншому ви-
падку. 
Таблиця 2 
Значення критеріїв ефективності 
Критерій 
Значення критерію  




























R1 0 0 0 
R2 1 1 1 
R3 1 1 1 
R4 1 0 0 
R5 1 1 1 
R6 1 1 0 
R7 1 1 0 
R8 1 1 1 
R9 1 1 1 
R10 1 1 1 
R11 0 0 0 
R12 1 1 1 
R13 1 1 1 
R14 1 1 1 
R15 0 0 0 
R16 0 0 1 
R17 1 1 1 
R18 1 1 1 
Як видно з табл. 2, основні відмінності проана-
лізованих архітектур полягають у різній пристосо-
ваності до вимог, які відповідають критеріям R4, R6, 
R7, R16. При визначенні вагових коефіцієнтів вра-
ховано, що кожен i-ий коефіцієнт вказує на значу-
щість i-ої вимоги завдання розпізнавання, що відо-
бражено відповідним критерієм ефективності.  
Визначення найбільш ефективного виду архі-
тектури ГНМ дозволяє перейти до останнього 
етапу розробки НММ – визначення параметрів 
цієї архітектури. Зазначимо, що для цього мож-
ливо використати результати [5, 11].  
Метод розробки архітектури глибокої ней-
ронної мережі, призначеної для розпізнавання 
вірусів. В результаті проведених досліджень з ура-
хуванням загальновідомої методології створення 
 
нейромережевих засобів захисту інформації [5] мо-
жна стверджувати, що метод розробки  ГНМ приз-
наченої для розпізнавання комп’ютерних вірусів 
повинен складатись із наступних етапів: 
1. Визначення доцільності використання ней-
ромережевої моделі типу ГНМ. Для цього слід ви-
користати математичне забезпечення представ-
лене виразами (1-14). 
2. Визначення значущості кожного із крите-
ріїв ефективності, представлених в табл. 2. 
3. Визначення за допомогою виразів (13, 14) 
найбільш ефективного виду архітектури нейроме-
режевої моделі типу ГНМ. 
4. Визначення параметрів архітектури най-
більш ефективного виду.   
5. Експериментальне підтвердження достовір-
ності запропонованих рішень.  
Вхідними даними методу являються параме-
три, що характеризуються очікувані умови засто-
сування ГНМ в антивірусних засобах, а виходом –  
вид та параметри архітектури ГНМ.  
Експериментальні дослідження методу 
розробки архітектури глибокої нейронної ме-
режі.  
З урахуванням результатів [9-11] прийнято на-
ступні  умови застосування ГНМ:  
− НММ використовується для розпізнавання 
Windows-орієнтованих комп’ютерних вірусів на 
основі аналізу використаних програмою потен-
ційно небезпечних API-функцій операційної сис-
теми; 
− на вхід НММ  подається інформація, отри-
мана в результаті сканування піддослідних  файлів; 
− для навчання та тестування НММ викорис-
товується опублікована компанією Microsoft база 
даних комп’ютерних вірусів BIG- 2015; 
− допустимий термін створення НММ скла-
дає 1 місяць. 
Зазначимо, що в БД BIG-2015 представлено 
приклади сигнатур 9 комп’ютерних вірусів, харак-
теристики яких наведено в табл. 3.  
БД  BIG-2015 сформована за допомогою про-
грамного комплексу Interactive DisAssembler, що 
дозволяє вилучити із бінарного файлу метадані які 
стосуються інструкцій мови Assembler, вміст регіс-
трів та дані і функції, імпортовані із DLL.  При 
цьому застосування до дизасембльованого коду те-
хнології Flirt дозволяє визначити наявність в 
ньому потенційно небезпечних функцій управ-
ління розділами, управління файлами, роботи з ре-
єстром, використання системної інформації, вико-
ристання мережевих з’єднань, управління пам’яттю, 
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використання сервісів, управління системою захи-
сту об’єктів. В якості прикладу можна навести фу-
нкцію DeleteFile, що може бути використана для 
нанесення шкоди файловій системі.  Наведений в 
[5, 7, 9] перелік таких функцій в першому набли-
женні становить 300 найменувань.  Окреслення 
умов застосування дозволило перейти до реаліза-
ції методу розробки ГНМ. 
Оскільки для формування навчальної вибірки 
передбачається використання доступних баз да-
них, то  в виразі (11) величина 0t v = . При цьому 
базуючись на даних [5] визначено, що c01,0=τ .  
Підставивши ці дані в вираз (11) отримано 
( ) c104,8t 4×≈Σ net . Оскільки c106,2t 6d ×= , 
то умова (12) істинна і доцільність використання 
ГНМ доведена. На наступному етапі розробки 
було проведене визначення значущості кожного із 
критеріїв ефективності, представлених в табл. 2. 
При цьому оцінка значущості кожного з критеріїв 
була реалізована за допомогою експертного ме-
тоду парного порівняння. Отримані результати 
показані в табл. 4. 
Таблиця 3 
Характеристика БД BIG-2015 
Назва вірусу Кількість навчальних прикладів Тип вірусу (класифікація компанії Microsoft) 
Ramnit 1541 Worm 
Lollipop 2478 Adware 
Kelihos_ver3 2942 Backdoor 
Vundo 475 Trojan 
Simda 42 Backdoor 
Tracur 751 TrojanDownloader 
Kelihos_ver1 398 Backdoor 
Obfuscator.ACY 1228 Any kind of obfuscated malware 
Gatak 1013 Backdoor 
 
Таблиця 4 
Вагові коефіцієнти критеріїв ефективності виду ГНМ в задачі розпізнавання вірусів 
α1 α2 α3 α4 α5 α6 α7 α8 α9 
0,08 0,07 0,02 0,05 0,05 0,14 0,03 0,05 0,05 
α10 α11 α12 α13 α14 α15 α16 α17 α18 
0,02 0,05 0,05 0,07 0,07 0,05 0,05 0,05 0,05 
 
З урахуванням даних табл. 2 і табл. 4, функції 
ефективності апробованих видів ГНМ, розрахо-
вані за допомогою виразу (14) дорівнюють  
77,0V
1A
= ,  72,0V
2A
=  ,  6,0V
3A
= . Таким чином, 
при розпізнаванні вірусів найбільш ефективною 
архітектурою є ГНМ з переднавчанням. Слід за-
значити, що найбільшу ефективність даної архіте-
ктури можна пояснити можливістю донавчання в 
процесі експлуатації.  
На підставі результатів [8, 11] в основу розро-
бки параметрів архітектури ГНМ покладено три-
шаровий персептрон, для переднавчання якого 
використовується розріджений автокодувальник, 
структура якого показана на рис. 1.  
Відзначимо, що на рис. 1 вихідні сигнали вхі-
дних нейронів позначені міткою «х», схованих 
нейронів - міткою «a», вихідних - «y», а блоків змі-
щення - міткою «+1». Вхідними даними автокоду-
вальника є нерозмічена навчальна вибірка x =
1 2,...,( , )ix x x . У схованих і вихідних нейронах вико-




= ,                    (18) 
де zk – сумарний вхідний сигнал k-го нейрона в 
прихованому або вихідному шарі.  
 
 
Рис. 1. Архітектура автокодувальника 
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k0k,ik,ik bxxwz ,               (19) 
де k,iw  – вага зв'язку від i-го нейрона поперед-
нього шару до k-го нейрона в прихованому або 
вихідному шарі, k,ix – вхідний сигнал від i-го ней-
рона попереднього шару до k-го нейрона, x0=1 – 
вага зв'язку нейрона з самим собою, bk  – зміщення 
k-го нейрона. 
Вихідний сигнал автокодувальника з кількі-
стю нейронних шарів l дорівнює 
( ) ( )lb,W axh = ,                  (20) 
де W – масив вагових коефіцієнтів, b – масив змі-
щень, ( )la – масив вихідних значень нейронів в 
шарі l. 
Особливістю автокодувальника є застосу-
вання навчання без вчителя при використанні ал-
горитму зворотного поширення помилки. Ці-
льова функція навчання автокодувальника визна-
чається виразом: 
( ) xxh b,W ≈ .                 (21) 
Використання цільової функції виду (21) пе-
редбачає рівність вихідного сигналу автокодуваль-
ника вхідного сигналу. Таким чином, навчання 
класичного автокодувальника зводиться до того, 
що б за допомогою алгоритму зворотного поши-
рення помилки знайти такі значення вагових кое-
фіцієнтів, при яких вихідний сигнал буде дорів-
нювати вхідному. При цьому навчальні приклади 
можуть бути немаркованими, тобто не містити 
очікуваний вхідний сигнал. Пошук оптимального 
значення вагових коефіцієнтів проводиться за до-
помогою градієнтного спуску шляхом мінімізації 
функції втрат: 









J W b h x y
m =


















де m – кількість схованих шарів, ls  – кількість ней-
ронів в шарі l, ( )1li,jw
− – вага зв'язку між нейроном i в 
шарі l та нейроном j в шарі (l-1). 
Перша частина функціоналу - усереднена ква-
дратична помилка за всіма навчальними прикла-
дами, друга частина регуляризація (або контроль 
згасання ваг), яка контролює порядок ваг і проти-
діє процесу перенавчання. Параметр λ, який конт-
ролює згасання ваг, регулює відносну важливість 
двох частин функціоналу. 
 
Навчання проводиться до тих пір, поки: 
( ) θ<b,WJ ,                         (23) 
де θ – заздалегідь визначений коефіцієнт (поріг). 
Відносно класичного варіанту особливістю 
розрідженого автокодувальника є обмеження кіль-
кості одночасно активних нейронів в проміжних 
шарах. Вважається, що за рахунок цього розрідже-
ний автокодувальник автоматично навчається ви-
діляти з вхідних даних загальні ознаки, які відобра-
жаються в значеннях вагових коефіцієнтів. Для 


























plgpP ,      (24) 
де jpˆ  – середнє значення функції активації ней-
рона j з усіх навчальних прикладів, 05,0p ≈ – па-
раметр розрідженості.  
Відзначимо, що нейрон вважається активним, 
якщо його вихідний сигнал близький 1, а неактив-
ним - близький до 0. З урахуванням (24) функція 
втрат розрідженого автокодувальника має вигляд: 
( ) ( ) Pb,WJb,WJs β+= ,                (25) 
де β – заданий коефіцієнт (в першому наближенні  
3≈β ). 
Переднавчання ГНМ, у якій кількість нейрон-
них шарів дорівнює m, реалізується так: 
1.  Випадковим чином ініціалізуються вагові 
коефіцієнти всіх синаптичних зв'язків. 
2.  Виходячи з необхідної точності навчання 
встановлюється значення коефіцієнта θ  . 
3.  Встановлюється номер шару, що навча-
ється, 2l =   ( вхідний шар має номер 1). 
4.  До l-го шару нейронів підключається но-
вий додатковий шар.  
5.  На вхід l-го шару подається множина нав-
чальних прикладів. 
6.  За допомогою (18-25) розраховуються 
значення матриці вагових коефіцієнтів зв'язків l-го 
шару нейронів.  
7.  Підключений на 4 етапі шар нейронів ви-
даляється. 
8.  Якщо ml <  , то  1ll +=  і здійснюється 
перехід на 5 етап. В іншому випадку переднав-
чання закінчується. 
Після етапу переднавчання два останніх шари 
ГНМ навчаються на маркерованих даних.  
Значення структурних параметрів побудова-
ної ГНМ розраховані за допомогою даних наведе-
них в [5, 7, 8, 10, 11].  Кількість вхідних параметрів 
відповідає кількості потенційно небезпечних API-
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функцій і 300Nx = . Кількість вихідних парамет-
рів відповідає кількості вірусів, що мають бути роз-
пізнані і 9Ny = . Кількість схованих нейронних 
шарів обрано з позицій максимального спро-
щення структури НМ і дорівнює 2Kh = . Кіль-















RoundN ,               (26) 
де P – кількість навчальних прикладів. 
Відзначимо, що в БД кількість навчальних 
прикладів, що відповідають вірусам дорівнює 
10868. Враховуючи, що в навчальній вибірці  не-
обхідне пропорційне представлення зразків 
комп’ютерних вірусів та безпечних програм ви-
значено, що Р=2×10868=21736. Підставивши цю 









= .      (27) 
Розроблена модель реалізована у вигляді від-
повідного програмного забезпечення. Програм-
ний код комплексу написаний на мові програму-
вання Python. Вибір мови програмування обумов-
лений його апробованістю в задачах машинного 
навчання. Також в процесі розробки програмного 
забезпечення використана додаткова бібліотека 
TensorFlow (розробка компанії Google). Ця біблі-
отека дозволяє автоматизувати більшість опера-
цій, пов'язаних з навчанням і розпізнаванням різ-
них видів нейромережевих моделей. Додатковими 
перевагами бібліотеки є її безкоштовність та відк-
ритий програмний код.  Для експериментів вико-
ристано  персональний комп’ютер (AMD FX-
9800P (2.7 - 3.6 ГГц) / RAM 8 ГБ / HDD 1 ТБ / 
AMD Radeon RX 540, 2 ГБ), що функціонував під 
управлінням операційної системи Windows 10.  
Навчання проводилось на протязі 100 епох.  
Приблизно після 90 навчальних епох помилка на-
вчання стабілізувалась на рівні 0.01. Після цього на 
вхід ГНМ із БД BIG-2015 були подані тестові при-
клади, що не використовувались при навчанні. 
Похибка розпізнавання для різних вірусів пока-
зана на рис. 2. 
Аналіз рис. 2 вказує на те, що найбільша по-
хибка розпізнавання характерна для вірусів Simda, 
Tracur та Vundo. Це можна пояснити невеликою 
кількістю навчальних прикладів, що відповідають 
цим вірусам.  При цьому середня похибка розпі-
знавання всіх видів вірусів дорівнює 0,036.  Також 
слід зазначити, що за рахунок використання за-
пропонованого методу при розробці НМ вдалось 
уникнути довготривалих чисельних експеримен-
тів спрямованих на визначення доцільності її ви-
користання та на оптимізацію її структурних пара-
метрів.  Враховуючи, що досягнута похибка розпі-
знавання  відповідає похибці сучасних  антивірус-
них засобів [5, 9-11], це свідчить про ефективність 
запропонованих рішень.  
 
 
Рис. 2. Похибка розпізнавання на тестовій виборці 
Висновки 
Показано, що одним з найбільш перспектив-
них напрямків розвитку систем розпізнавання ві-
русів є удосконалення їх математичного забезпе-
чення за рахунок застосування сучасних нейроме-
режевих моделей на базі глибоких нейронних ме-
реж. Визначено необхідність створення методу 
розробки такої моделі, адаптованої до умов засто-
сування в антивірусних засобах. Запропоновано 
метод розробки архітектури глибокої нейронної 
мережі, призначеної для розпізнавання вірусів. 
На відміну від існуючих метод дозволяє уникнути в 
процесі розробки нейромережевої моделі довго-
тривалих чисельних експериментів спрямованих 
на визначення доцільності її застосування та на оп-
тимізацію її структурних параметрів. При цьому 
шляхом чисельних експериментів з використан-
ням опублікованої компанією Microsoft бази да-
них комп’ютерних вірусів BIG-2015 показано,  що 
метод дозволяє побудувати нейромережеву мо-
дель, яка забезпечує похибку розпізнавання,  спів-
розмірну з похибкою сучасних систем розпізна-
вання комп’ютерних вірусів. Перспективи подаль-
ших досліджень пов’язані з адаптацією запропо-
нованого методу до застосування глибоких ней-
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МЕТОД РАЗРАБОТКИ АРХИТЕКТУРЫ 
ГЛУБОКОЙ НЕЙРОННОЙ  
СЕТИ, ПРЕДНАЗНАЧЕННОЙ  
ДЛЯ РАСПОЗНАВАНИЯ  
КОМПЬЮТЕРНЫХ ВИРУСОВ 
Статья посвящена решению задачи совершенствова-
ния систем распознавания компьютерных вирусов. 
Хотя используются системы антивирусной защиты 
уже не одно десятилетие, их разработкой занимается 
много высококвалифицированных специалистов, а со-
зданию соответствующей научно-методической базы 
посвящено большое количество работ, однако практи-
ческий опыт и известные случаи успешных вирусных 
атак на отечественные и зарубежные компьютерные 
системы, и сети указывают на наличие в современных 
антивирусах распознавания серьезных недостатков. 
Показано, что исправить ряд недостатков возможно 
путем совершенствования математического обеспече-
ния процедуры распознавания за счет применения со-
временных нейросетевых моделей на базе глубоких 
нейронных сетей. Предложен метод разработки архи-
тектуры глубокой нейронной сети, предназначенной 
для распознавания вирусов. В отличие от существую-
щих метод позволяет избежать в процессе разработки 
нейросетевой модели длительных многочисленных 
экспериментов, направленных на определение целесо-
образности ее применения и на оптимизацию ее 
структурных параметров. Путем многочисленных экс-
периментов с использованием опубликованной ком-
панией Microsoft базы данных компьютерных вирусов 
BIG-2015 показано, что метод позволяет построить 
нейросетевой модели, обеспечивающей погрешность 
распознавания, соразмерный с погрешностью совре-
менных систем распознавания компьютерных вирусов. 
Определено, что перспективы дальнейших исследова-
ний связаны с адаптацией предложенного метода к 
применению глубоких нейронных сетей в поведенче-
ских анализаторах 
Ключевые слова: защита информации, компьютер-
ный вирус, нейросетевая модель, глубокая нейронная 
сеть, разреженный автокодировщик. 
 
METHODS FOR DEVELOPING A DEEP 
NEURAL NETWORK ARCHITECTURE  
DESIGNED TO RECOGNIZE  
COMPUTER VIRUSES 
The article is devoted to the solution of the problem of 
improving computer virus recognition systems. Although 
the antivirus protection systems have been used for several 
decades, a lot of highly skilled specialists are involved in 
their development, and a large number of works are de-
voted to the creation of the appropriate scientific and 
methodological base, but practical experience and known 
cases of successful virus attacks on domestic and foreign 
computer systems and networks point to the presence in 
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modern antivirus detection of serious shortcomings. It is 
shown that correcting a number of disadvantages is possi-
ble by improving the mathematical support of the recogni-
tion procedure due to the use of modern neural network 
models based on deep neural networks. The method of de-
velopment of the architecture of the deep neural network 
intended for the recognition of viruses is proposed. In con-
trast to the existing method, it is possible to avoid during 
the development of a neural network model of long-term 
numerical experiments aimed at determining the appropri-
ateness of its application and optimizing its structural pa-
rameters. By numerical experiments using Microsoft's 
computer virus database BIG-2015 published by Mi-
crosoft, it is shown that the method allows constructing a 
neural network model that provides a recognition error 
that is commensurate with the error of modern computer 
virus detection systems. It is determined that the prospects 
for further research are related to the adaptation of the pro-
posed method to the application of deep neural networks 
in behavioral analyzers. 
Keywords: information security, computer virus, neural 
network model, deep neural network, rarefied autocoder. 
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