Noise Reduction in the Intracellular Pom1p Gradient by a Dynamic Clustering Mechanism  by Saunders, Timothy E. et al.
Developmental Cell
ArticleNoise Reduction in the Intracellular Pom1p Gradient
by a Dynamic Clustering Mechanism
Timothy E. Saunders,1,2,6 Kally Z. Pan,3,6 Andrew Angel,1 Yinghua Guan,5 Jagesh V. Shah,5 Martin Howard,1,*
and Fred Chang4,*
1Department of Computational and Systems Biology, John Innes Centre, Norwich Research Park, Norwich NR4 7UH, UK
2European Molecular Biology Laboratory, Meyerhofstrasse 1, 69117 Heidelberg, Germany
3Department of Genetics and Development
4Department of Microbiology and Immunology
Columbia University College of Physicians and Surgeons, New York, NY 10032, USA
5Department of Systems Biology, Harvard Medical School and Renal Division, Brigham and Women’s Hospital, Boston, MA 02115, USA
6These authors contributed equally to this work
*Correspondence: martin.howard@jic.ac.uk (M.H.), fc99@columbia.edu (F.C.)
DOI 10.1016/j.devcel.2012.01.001SUMMARY
Chemical gradients can generate pattern formation
in biological systems. In the fission yeast Schizosac-
charomyces pombe, a cortical gradient of pom1p
(a DYRK-type protein kinase) functions to position
sites of cytokinesis and cell polarity and to control
cell length. Here, using quantitative imaging, fluores-
cence correlation spectroscopy, and mathematical
modeling, we study how its gradient distribution is
formed. Pom1p gradients exhibit large cell-to-cell
variability, as well as dynamic fluctuations in each
individual gradient. Our data lead to a two-state
model for gradient formation in which pom1p mole-
cules associate with the plasma membrane at cell
tips and then diffuse on the membrane while aggre-
gating into and fragmenting from clusters, before
disassociating from the membrane. In contrast to
a classical one-component gradient, this two-state
gradient buffers against cell-to-cell variations in
protein concentration. This buffering mechanism,
together with time averaging to reduce intrinsic
noise, allows the pom1p gradient to specify posi-
tional information in a robust manner.
INTRODUCTION
Chemical gradients have long been hypothesized to underlie
sensing and control of positional information in multicellular
organisms and tissues (Lander, 2007). Gradients such as those
formed by the Drosophila morphogen Bicoid can provide posi-
tional information with less than a 2% relative positional error
(Gregor et al., 2007b). Gradients also provide spatial information
inside single cells for processes such as morphogenesis,
mitosis, and cell-cycle regulation (Brown and Kholodenko,
1999; Niethammer et al., 2004; Meyers et al., 2006; Fuller
et al., 2008; Kalab and Heald, 2008; Chen et al., 2011). The
mechanisms behind the formation and maintenance of protein
gradients remain elusive. Although it has been assumed that558 Developmental Cell 22, 558–572, March 13, 2012 ª2012 Elseviermany gradients are formed through a classic mechanism based
on simple diffusion (Crick, 1970; Ashe and Briscoe, 2006), more
complex variations are likely to underlie gradients in many bio-
logical contexts (Eldar et al., 2002; Gregor et al., 2007a; Spirov
et al., 2009).
A poorly understood aspect of gradients is how they are able
to provide sufficient precision in the face of substantial biological
noise. The stochastic nature of biological processes may con-
tribute significant differences between individual cells (cell-to-
cell or extrinsic noise), as well as fluctuations over time and
space even within a single cell (intrinsic noise). Studies have
revealed high variability among individual cells for processes
such as gene expression (Elowitz et al., 2002; Raser and
O’Shea, 2004; Raj et al., 2010). Noise could potentially disrupt
the precision of gradient-based mechanisms that are based
upon fine differences in protein concentration or activity (Gregor
et al., 2007b; Tostevin et al., 2007; Saunders and Howard, 2009).
It is not yet well understood what mechanismsmight mitigate the
effects of extrinsic and intrinsic fluctuations, although several
mechanisms have been proposed, including time averaging
(Gregor et al., 2007a; Tostevin et al., 2007), spatial averaging
(Gregor et al., 2007a; Erdmann et al., 2009) (both for intrinsic
noise), and self-enhanced ligand degradation (Eldar et al.,
2003) (for extrinsic noise).
In the fission yeast Schizosaccharomyces pombe, precise
spatial information must be established for proper cell morpho-
genesis and cell division. These rod-shaped cells grow during
interphase from their cell tips to around 14 mm in length, before
entering mitosis and dividing medially (Mitchison and Nurse,
1985). The Dual-specificity tyrosine phosphorylation-regulated
kinase (DRYK) pom1p has been implicated in the regulation of
polarity, division plane placement, and cell length sensing (Ba¨h-
ler and Pringle, 1998; Niccoli et al., 2003; Celton-Morizur et al.,
2006; Padte et al., 2006; Martin and Berthelot-Grosjean, 2009;
Moseley et al., 2009). Pom1p localizes to cell tips in a gradient-
like distribution (Ba¨hler and Pringle, 1998; Padte et al., 2006).
For the regulation of cytokinesis, pom1p regulates the localiza-
tion of mid1p, an anillin-like cytokinesis factor responsible for
division site positioning. Mid1p localizes to a band of cortical
dots near the nucleus, but in pom1 mutant cells these dots are
spread over half of the cell cortex, and as a consequence, the
cells often divide slightly asymmetrically (Celton-Morizur et al.,Inc.
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a cell tip inhibitor that prevents mid1p from accumulating at one
of the cell tips (the nongrowing one). Pom1p has additional
mid1p-independent functions in preventing contractile rings
from forming at the very ends of cells (Huang et al., 2007) and
in the regulation of cell polarization, possibly through effects on
the rhoGAP rga4p (Tatebe et al., 2008).
Recently, the pom1p gradient has been proposed to act as
a ruler for signaling the length of fission yeast cells (Martin and
Berthelot-Grosjean, 2009; Moseley et al., 2009; Pan and Chang,
2009; Moseley and Nurse, 2010), where the cells are able to
sense that they are 14 mm long before entering mitosis. Pom1p
contributes to the regulation of mitotic entry as part of a regula-
tory network of protein kinases that includes cdr2p, wee1p, and
cdk1 (cdc2p). In contrast to the cell tip distribution of pom1p, its
targets such as mid1p and cdr2p localize to a broad band of
cortical dots at the middle of the cell. These localization patterns
suggest a model for cell length control: in short cells the pom1p
gradient inhibits cdr2p activity, inhibiting entry into mitosis. As
cells grow longer, the source of the pom1p gradient at the cell
tips moves away, leading to a drop in the effective pom1p
concentration at the medial site, and allows for the activation of
cdr2p and entry into mitosis. Thus, pom1p may form a mor-
phogen-like gradient that is used to sense distances in the cell.
Here, we present a quantitative analysis of the pom1p
gradient. Using a combination of experimental and computa-
tional analyses, we elucidate a mechanism for how the pom1p
gradient is generated. The gradient is constructed and main-
tained through a highly dynamic process of pom1p associating
to the plasma membrane at the cell tip, followed by diffusion
on the plasmamembrane. However, instead of a simple diffusion
process, fission yeast employs a more complex mechanism that
involves the formation of pom1p clusters on the membrane. This
clustering provides a mechanism to buffer against fluctuations in
concentration levels. Together with intrinsic noise reduction via
time averaging, this pom1p gradient is then able to impart signif-
icantly more precise positional information.
RESULTS
Pom1p Localizes in Noisy Cortical Gradients
We imaged pom1p in S. pombe cells expressing a pom1-
tomato-dimer fusion (Figure 1A) (Martin and Berthelot-Grosjean,
2009). This fusion protein is expressed as the only pom1 protein
in the cell, from the pom1+ chromosomal locus under the control
of the endogenous promoter; it was found to be functional based
on its ability to regulate cell length and cdr2p andmid1p localiza-
tion. To quantitatively measure the distribution of pom1p on the
cortex, we developed custom software that derives image
masks around the cortex, allowing us to plot fluorescence inten-
sities as a function of d, the distance along the cortex from the
center of a cell tip (Figure 1B; see also Supplemental Experi-
mental Procedures available online).
Pom1p localized on the cell cortex in a gradient-like distribu-
tion, with the highest concentrations at the cell tips and dropping
to low but detectable levels at the cell middle (Figures 1A and
S1A) (Padte et al., 2006; Martin and Berthelot-Grosjean, 2009;
Moseley et al., 2009). Pom1p was present in the cytoplasm
at low levels in a homogeneous distribution and was notDevelodetected in the nucleus (Figures 1A and S1A). On the cortex,
the distribution of mean pom1p intensities showed a gradient-
like profile that could be fitted to an exponential decay function
(Ia exp(-jd - d0j/l)) between 1.5 mm < d < 4 mm (Figure 1B),
where d is the distance along the cortex from a tip, d0 equals
1.5 mm, l is the decay length, and Ia is the intensity of pom1p
1.5 mm from the cell tip. Of individual profiles, a large subset
(85% ; n = 396) was well fitted to this exponential decay function
(r2 = 0.94 ± 0.06), with a characteristic length scale: l = 1.5 ±
0.4 mm. The small subset of profiles with poor fits (r2 < 0.9,
15%) had low-intensity values at d = 1.5 mm (on average 40%
lower than for the large subset). These measurements show
that pom1p exhibits an exponential decay profile that is often
characteristic of gradients.
Pom1p exhibited high cell-to-cell variability. By comparing the
fluorescence intensity of pom1-GFP with other GFP fusions as
standards (see Figure S1B) (Wu and Pollard, 2005), we estimated
that there are approximately 5,000 ± 1,900 molecules of pom1p
per cell, with approximately 2,500 molecules located at the cell
tips (a tip region is defined here as the 10% of the cell closest
to a cell tip). There was, however, a significant amount of cell-
to-cell variability in total pom1p levels (Figures 1C and 1D). We
tested whether this variability could be due to changes in
pom1p levels during the cell cycle. In fission yeast, the cell-cycle
phase can be related to the length of the cell because cells grow
continuously during interphase. Measurements of an asynchro-
nous population of cells showed a weak correlation of total
pom1p intensity in the cell rising with increased cell length with
substantial variability (r2 = 0.32; Figure 1D, red), suggesting
that the total (including cytoplasmic) concentration of pom1p
stays relatively constant. The intensity of pom1p in the tip
regions exhibited high variability and little correlation of intensity
values with cell length (r2 = 0.002; Figure 1D, blue). We also
examined if the shape of the gradient changed as a function of
cell length. In the fits to exponential decay functions, we found
no significant correlation of lwith cell length (Figure 1E; see Fig-
ure S1C for parameter distribution). These data suggest that the
pom1p distribution at cell tips does not exhibit systematic
changes with cell length and is consistent with a notion that
these gradients provide absolute rather than relative positional
information.
We next analyzed variability within individual cells. In each
cell, there are two pom1p gradients (one at each cell tip),
which were often unequal in intensity. These differences were
variable, as plotted in Figure 1F. This suggested that variation
in pom1p was not derived solely from differences in global
expression level but also depended on properties specific to
each tip. Time-lapse images revealed no oscillations between
the two tips or large changes in pom1p distributions over the
1–10 min timescale.
Pom1p intensities within each gradient exhibited rapid intrinsic
fluctuations on a second timescale (Movie S1). For instance, in
single images (500 ms acquisition), pom1p exhibited an irregular
distribution that changed on a second timescale (Figure 1G, left).
However, when multiple images of the same cell acquired over
25 s of total imaging time were computationally summed, the
distribution presented a smoother gradient-like profile (Fig-
ure 1G, right). This smooth pattern suggested that pom1p is
capable of occupying all cortical locations. These data suggestpmental Cell 22, 558–572, March 13, 2012 ª2012 Elsevier Inc. 559
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Figure 1. Pom1p Forms a Dynamic and Noisy Gradient along the Cell Cortex
(A) Confocal image of wild-type cells expressing pom1-tomato in a medial focal plane. See also Movie S1. Scale bar, 2 mm.
(B) Pom1p intensity along the cortex. Left view shows a cortical mask (red) superimposed on cell used for measuring cortical intensities. d is defined as the
distance along the cortex from the center of a cell tip. Right view showsmean pom1-tomato intensity profile. Mean pom1p intensities are derived from 196 profiles
from 98 cells, with each profile obtained from time-lapse images acquired over 90 s. Mean maximal intensity normalized to unity. Error bars are SD. Inset shows
same profile but on logarithmic intensity scale. Red line is a fit to an exponentially decay curve.
(C) Distribution of total number of pom1-GFP molecules per cell (number of cells analyzed = 82), estimated from fluorescence intensities (see Supplemental
Experimental Procedures).
(D) Pom1p intensity is variable; total, but not tip-region, levels correlate with cell length. Usingmedial slice, summed pom1-tomato intensities in cortical tip region
(from tip to d = ± 1 mm; blue circles) and from the whole-cell including cytoplasm (red squares) are plotted against cell length (n = 98 for both). Each data set
is normalized to maximum value independently. Data for each point are from images acquired over 90 s. For cell of length L, best fit for normalized total
intensity = 0.05L, with r2 = 0.32 (dotted red line). Best linear fit for normalized tip intensity = 0.51 + 0.005L, with r2 = 0.002 (dotted blue line).
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substantially reduced by a mechanism that incorporates time
averaging.
FRAP Measurements of Pom1p Dynamics
A current model of pom1p gradient formation is that pom1p
associates with the plasma membrane at cell tips via the
tea1p-tea4p-dis2p complex and then diffuses on the plasma
membrane before disassociating (Hachet et al., 2011). Consis-
tent with this model, we confirmed that the peaks of pom1p
and tea1p coincide at the cell tip (Figures S2A and S2B), and
that pom1p spreads over a broader area on the cell tip than
tea1p (Figures S2C–S2E). While this work was in review, the
tea1p-tea4p complex was shown to induce themembrane asso-
ciation of pom1p by regulating its phosphorylation state (Hachet
et al., 2011). The phosphorylated form of pom1p is cytoplasmic,
and is converted at the cell tip into an unphosphorylated form by
the dis2p phosphatase associated with the tea1/tea4 complex.
The unphosphorylated form of pom1p then binds to the plasma
membrane via a basic phospholipid binding domain, and
diffuses in the membrane to form the gradient. Pom1p may
disassociate from the membrane upon autophosphorylation.
The gradient distribution is independent of actin, microtubules,
and endocytosis (Figure 2A), as well as protein degradation
(Hachet et al., 2011), suggesting that a transport mechanism
based primarily on protein diffusion in the membrane is indeed
plausible.
To test this model, we sought to quantitate key parameters
such as the rate of pom1p membrane disassociation and diffu-
sion constants. First, we performed fluorescence recovery after
photobleaching (FRAP) experiments (see Experimental Proce-
dures and Supplemental Experimental Procedures). We first
photobleached the pom1-tomato signal over one entire cell tip.
The recovery profile of the total pom1p intensity in the tip region
could be fitted with a t1/2 of 30 ± 10 s (Figure 2B). Most of the
recovery came from the cytoplasmic pool because the second
unbleached tip did not change in fluorescence intensity. These
results suggest that pom1p molecules remain on the plasma
membrane for roughly 30 s. Second, we photobleached pom1-
tomato over half of a cell tip (Figure 2C; Movie S2). Although
the recovery profiles were noisy, the average fluorescence
recovery occurred with a t1/2 of 8 ± 3 s. This faster half-tip
FRAP time suggests that, in this case, recovery is not only
from association of unbleached cytoplasmic pom1p to the cell
tip but also, more importantly, from diffusion on the membrane
from the other half of the tip. Consistent with this, in some cases,
pom1p appeared to spread from the unbleached zone into the
bleached zone (Figure 2D). Assuming that the movement in the
membrane is diffusive, our half-tip FRAP measurements
provided an initial rough estimate for the diffusion constant of(E) The decay length of the gradients does not correlate with cell length. Decay le
exponential decay function. Fitted profiles with r2 < 0.9 excluded, giving n = 161
(F) Comparison of pom1p cortical cell tip region intensities (from tip to d = ± 1 mm
equal tip intensities.
(G) Time averaging can significantly decrease the effects of dynamic pom1p fluctu
Adjacent graph shows four separately normalized pom1p cortical intensity profiles
time-lapse images of the same cell taken with overall 25 s exposure time. Adjace
2 mm. See also Figure S1.
Developom1p: the half-tip is repopulated primarily by diffusion over
a distance of about 1.2 mm in around 8 s. Hence, using
xrms
2z2Dhalf-tipt,we find thatDhalf-tipz0.1 mm
2s1. These results
provide initial evidence that pom1p diffuses in the plane of the
plasma membrane.
Characterization of Motile Cortical Pom1p Clusters
To further observe the dynamics of pom1p, we imaged cells in
the cortical focal plane using spinning-disc confocal microscopy
(Figure 3A; Movie S3). We found pom1p in discrete clusters that
were distributed all over the cortex and enriched at the cell tips.
These clusters were seen with pom1-tomato-dimer, pom1-GFP,
and pom1-monomeric GFP fusions (data not shown). Among
clusters that could be tracked (primarily those located some
distance away from the cell tips), these had an average lifetime
of about 3 s (Figures 3B and 3C; mean lifetime t = 3.4 ± 2.5 s
[SD]). In general, clusters gradually formed from a ‘‘cloud’’ into
a discrete entity, and then gradually disassembled, although
there were substantial variations in behaviors (Figure 3B). No
movement of clusters into the cell interior was seen. Fluores-
cence intensity measurements estimate that detectable clusters
contained on average about 20 pom1p molecules (Figures S3A
and S3B), and that clusters assemble and disassemble at similar
rates of 14 ± 12 molecules/s (Figure S3C).
These transient clusters exhibited small (usually submicron)
movements on the membrane that appeared nondirectional
(Movie S3; Figure 3D). We observed no systematic pattern of
movements either away or toward cell tips. The appearance
and movement of clusters were unchanged upon treatment
with actin or microtubule inhibitors (data not shown). The cluster
displacement histogram was consistent with a model of purely
diffusive cluster motion (Figure 3E; Supplemental Experimental
Procedures). The root-mean-square displacement was [ z
0.36 ± 0.30 mm. Using [2 z 4Dclust, we estimate the diffusion
constant of these clusters to be Dclus z 0.01 ± 0.01 mm
2s1.
On average, larger clusters (higher intensity in regions away
from the cell tip) diffused slower than smaller ones (lower inten-
sity) (Figure 3F). Cluster formation was also independent of
tea1p, tea4p, and pom1p kinase activity (data not shown) (Padte
et al., 2006; Hachet et al., 2011).
We next used fluorescence correlation spectroscopy (FCS)
(Botvinick and Shah, 2007) to further investigate the different
states of pom1p. We assayed pom1-GFP behaviors at different
cellular sites and orientations in wild-type and tea mutants
(see Supplemental Experimental Procedures; Figures 4 and
S4). In the cellular interior, the predominant state detected
was a cytoplasmic component (Species S1), which diffused
with a diffusion constant of D1 z 1.5 mm
2s1; this suggests
that cytoplasmic pom1-GFP is in a form larger than a mono-
mer (e.g., intracellular-soluble GFP had a diffusion constantngth l was derived by fitting individual pom1p profiles imaged over 90 s to an
from 98 cells.
) on the two cell tips in the same cell (n = 98). The dashed line corresponds to
ations. Left view shows single 0.5 s exposure of cell expressing pom1-tomato.
from 0.5 s exposures taken 15 s apart in same cell. Right view shows summed
nt graph shows corresponding normalized pom1p intensity profile. Scale bars,
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Figure 2. The Pom1p Gradient May Be Formed by Diffusion
(A) Pom1-tomato was imaged in cells treated with 25 mg/ml MBC (a microtubule inhibitor), 200 mM Latrunculin A (F-actin inhibitor), or DMSO (control), and in an
end4D cell (endocytosis mutant). Graphs showmean cortical intensity profiles, with maximum normalized to unity, as function of distance d (data from 16 profiles
for each condition, each imaged over 25 s); error bars, SEM. Scale bar, 2 mm.
(B)Whole-tip region FRAP of pom1-tomato. Photobleached area is outlined in left view. Right view is a graph that shows recovery of mean tip region fluorescence
intensity in 13 cells over time. Blue circles are experimental data, and dashed black line is a fit to c0(1-(1/2)
t/t), with t = 30 s. Error bars are SD.
(C) Half-tip region FRAP of pom1-tomato. Photobleached area is outlined in left view. Right view is a graph that shows recovery of mean half-tip region fluo-
rescence intensity in 14 cells. Blue circles are experimental data, and dashed black line is fit to c1(1-(1/2)
t/t), with t = 8 s. Error bars are SD.
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the 20S anaphase-promoting complex (Y.G. and J.V.S., unpub-
lished data). We detected at least two cortical states: (1)
a Species S2 with a diffusion constant D2 z 0.026 mm
2s1
(diffusion time z 0.65 s, Figures 4B and S4C), which has
a similar diffusion constant to the clusters observed through
time-lapse imaging; and (2) a very slow Species S3, with a diffu-
sion constant D3 z 0.006 mm
2s1 (diffusion time z 2.85 s,
Figures 4B and S4C). This very slow state is enriched at the
cell tip regions (Figures 4B and S4D), and may represent
pom1p in complex with cortical tea1p. This state was not
measured in the earlier time-lapse analysis probably because
the clusters were too dense for tracking in the tip region. Over-
all, these FCS studies independently validate and characterize
multiple pom1p states.
We noted that our measurements on pom1p clusters are
significantly different from those on more general cortical
pom1p fluorescence measured by FRAP. The cluster lifetime
of about 3 s is much shorter than the 30 s estimated from
FRAP for the pom1p membrane lifetime. The diffusion constant
extracted from cluster tracking and FCS analysis was around
five times smaller than that estimated previously using half-tip
FRAP. These discrepancies suggested that the clusters alone
do not account for the whole-gradient distribution and, thus,
indicate that the measured cortical gradient includes an addi-
tional fast-moving state of pom1p, such as pom1p monomer,
that is not resolved as a discrete entity using light microscopy.
We note that this more rapid state was also not easily identified
in FCS because its presence is likely to be masked by the
brighter, slower clusters (Tcherniak et al., 2009). Taken together,
these results prompted us to consider that pom1p exists in
multiple states on the cortex.
A Two-State Model for Gradient Dynamics
To rationalize the results of the aforementioned experiments and
to mechanistically understand the formation of the pom1p
gradient, we turned to mathematical modeling. A classical model
for gradient formation is based on the localized introduction of
achemical species, afterwhich it candiffusebeforedisassociation
(an SDD model: source, diffusion, disassociation) (Gregor et al.,
2007b). Such a model has previously been applied to the pom1p
system (Padte et al., 2006; Vilela et al., 2010; Tostevin, 2011).
However, such a model with only a single-membrane diffusion
constant and membrane lifetime is clearly inconsistent with our
experimental results (see paragraph above).We therefore consid-
eredwhether pom1pmight exist in at least twomembrane-bound
forms, each with its own diffusion constant and characteristic
timescale. Consequently, we developed and tested a two-state
(TS) gradient model.
We assume that hypophosphorylated pom1p associates with
the membrane at sites marked by tea1p (Hachet et al., 2011),
with a rotationally symmetric pom1p membrane association
function (peak value J) parameterized by a Gaussian fit to the(D) Movement of pom1p on cell surface contributes to fluorescence recovery. Po
shown. Graph shows pom1p intensity changes at different positions in the tip reg
and conversely, fluorescence in region 2 loses intensity faster than region 1.
See also Movie S2 and Figure S2.
Develotea1p spatial distribution. The membrane-associated pom1p
then diffuses in the plasma membrane (assumed in the model
to consist of two hemispherical caps with a connecting cylinder
of radius 1.75 mm) as two interchanging states. The first state
consists of slow-diffusing, short-lifetime (3 s) pom1p clusters
with a diffusion constant of 0.02 mm2s1. The second state
consists of faster-diffusing pom1p, with a diffusion constant of
0.2 mm2s1 and with a membrane disassociation timescale of
around 30 s. This second state needs to bemore rapidly diffusing
with a longer lifetime in order to be consistent with the FRAP
data. The diffusion constant of 0.2 mm2s1 is larger than the
earlier estimate Dhalf-tip z0.1 mm
2s1, due to the presence of
the additional slow-diffusing state. The TS model assumes that
molecules of pom1p can transition between the clustered and
faster-diffusing forms while on the membrane. Simpler models
with transfer only in one direction between the clustered and
faster-diffusing forms did not fit the data as well (see Supple-
mental Experimental Procedures). Furthermore, whereas cluster
fragmentation was assumed to be a linear process, we em-
ployed nonlinear cluster growth dynamics, proportional to the
product of the densities of the clusters and faster-diffusing state.
Such dynamics is appropriate for an aggregation phenomenon
where slow-diffusing pom1p clusters can absorb colliding fast-
diffusing pom1p. Moreover, such a nonlinearity ensures that as
the levels of pom1p rise, the proportion of pom1p in the clustered
form can increase to an even greater extent. As we will see
below, this nonlinear cluster growth is the key to the noise-buff-
ering properties of the model; TS models with a linear growth
term do not exhibit this feature and fit our experimental data
less well (see Supplemental Experimental Procedures; Fig-
ure S5). Finally, we assume that faster-diffusing pom1p can
spontaneously disassociate from the membrane into the cyto-
plasm. Although we do not explicitly include pom1p autophos-
phorylation (Hachet et al., 2011) in our model, such dynamics
is implicit through a long (30 s) pom1p membrane dwell time
prior to disassociation, a timescale potentially created through
slow pom1p autophosphorylation followed by rapid disassocia-
tion. Importantly, constructing a simple model of autophosphor-
ylation, but without clustering, could not explain our data (see
Supplemental Experimental Procedures). The reaction scheme,
model equations, and parameter values (together with the exper-
iments from which the parameter values were extracted) are
shown in Figure 5A. A more detailed mathematical analysis is
presented in the Supplemental Experimental Procedures.
We numerically solved the steady-state differential equations
(Figure 5A) for the TSmodel. The TSmodel contains nine param-
eters (Figure 5A), which we inferred in the following way (see
Supplemental Experimental Procedures for full procedure): cell
radius (direct measurement), association width (tea1p spatial
distribution), membrane disassociation rate (full-tip FRAP),
cluster fragmentation rate (cluster lifetime) and cluster diffusion
constant (cluster tracking, FCS). The diffusion constant of the
faster-diffusing component was then constrained by the meanm1-tomato on half a cell tip was photobleached at 0 s. Images every 0.3 s are
ion. Note that the fluorescence in region 3 recovers faster than that in region 4,
pmental Cell 22, 558–572, March 13, 2012 ª2012 Elsevier Inc. 563
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Figure 3. Pom1p Forms Dynamic Clusters on the Plasma Membrane
(A) Confocal image of a cortical section along top of a cell expressing pom1-tomato (0.5 s exposure; see also Movie S3).
(B) Time-lapse images showing the behavior of a single pom1p cluster. Graph shows intensity tracings over time of representative clusters (normalized by
maximum intensity value measured).
(C) Distribution of individual cluster lifetimes (314 clusters analyzed from 13 cells).
(D) Tracks of cluster movements. Top view is an outline of cell with nine cluster tracks shown. Scale bar, 1 mm Bottom view is a magnified view of tracks. Times
mark start and finish of each track in seconds. Scale bar, 0.25 mm.
(E) Histogram of cluster displacements (116 clusters tracked from 6 cells). Red line indicates predicted distribution of cluster displacements from simple diffusion
(see Supplemental Experimental Procedures).
(F) Estimated diffusion constant (extracted from overall mean square displacement) from clusters with different average intensities (116 clusters tracked from 6
cells), showing that brighter (i.e., larger) clusters diffuse more slowly. Error bars, SEM. See also Figure S3.
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We note that the initial estimate of the diffusion constant from the
half-tip FRAP data was not used in our detailed quantitation. To
constrain the relative membrane association of the two states,
and the cluster aggregation parameter, we measured and then
fitted the TS model to the relative fraction of clustered pom1p564 Developmental Cell 22, 558–572, March 13, 2012 ª2012 Elsevieras a function of position (Figure 5C), where overall around half
of membrane pom1pwas in the clustered form. The total number
of pom1p molecules on the cortex was then used to constrain
the maximum membrane association parameter. We then vali-
dated our model parameterization by comparison with directly
measured cluster assembly/disassembly rates (Figure S3C),Inc.
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Figure 4. FCS Analysis Reveals Multiple Pom1p
Species
(A) Autocorrelation curves of pom1-GFP. FCS measure-
ments were made at multiple sites within wild-type cells
expressing pom1-GFP. Each curve represents the
average of six measurements in one cell. Measurements
in the cell interior show rapid decay of the autocorrelation
function, which can be fit to a 3D diffusion model, with
a cytoplasmic pom1p diffusion coefficient D1 =
1.5 mm2s1 (Species S1). Measurements at the cell
surface show slower decay in the autocorrelation function
corresponding to increased residence time in the FCS
volume. These results reveal the presence of membrane-
associated species whose relative abundance changes
as the probe is moved toward a cell tip.
(B) Summary of pom1-GFP species detected by FCS. See
also Figure S4.
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Dynamic Clustering Ensures a Robust Pom1p Gradientand by generating TS model half-tip FRAP recovery profiles and
comparing with our experiments. We find that the TS model is
consistent with all of our previously presented experimental
data, including the full- and half-tip FRAP (Figures 5D and 5E).
As detailed below, the TS model can also make testable predic-
tions about the robustness of the pom1p gradient to cell-to-cell
variations.
Mechanism for Buffering Cell-to-Cell Variations
One attractive property of this TS model is that it provides an
inherent mechanism for buffering against cell-to-cell variations
in concentration levels. This feature could be important because
our experimental measurements show that the intensities of
pom1p at the cell tip vary greatly. The model predicts that if
more pom1p is introduced onto the membrane at the cell tip,
a larger proportion of pom1p close to the cell tips can be in the
clustered form due to the nonlinearity of cluster growth. Because
the pom1p clusters diffuse more slowly than the faster-diffusing
component (Figure 3F), these gradients would have shorter
decay lengths l, i.e., an anticorrelation could exist between the
peak pom1p concentration and l. Thus, in the TS model, differ-
ences in the concentration of pom1p at certain distances away
from a cell tip can be reduced, as illustrated in Figure 6A. We
tested this prediction in silico. We first examined the effects of
variations in the membrane association parameter. We chose
to examine large variations in association because of the large
cell-to-cell variation in the tea1p tip intensity (Figure S2E).Developmental Cell 22, 5Accordingly, the maximummembrane associa-
tion parameter in the TS model was drawn from
a Gaussian distribution with 20% (SD) variation
relative to the mean. The resulting individual
pom1p profiles were then fit to an exponential
function over the range d = 1.5–4 mm. For 100
such profiles, Figure S6A confirms the pre-
dicted anticorrelation between the pom1p
peak concentration and l. Similarly, cell-to-
cell variation in the membrane pom1p diffusion
constants also generated a similar anticorrela-
tion (Figure S6B, 10% relative variation in diffu-
sion constants). Such an anticorrelation is not,
however, significantly generated by cell-to-cellvariations in the membrane disassociation rate (Figure S6C,
10% relative variation in the disassociation rate), nor by cell-to-
cell variations in the aggregation constant or fragmentation
rate. To test for an overall anticorrelation, we simultaneously
drew parameter values from Gaussian distributions with SDs
relative to the mean of 10% (diffusion, aggregation, fragmenta-
tion, disassociation) and 20% (association). Figure 6B shows
the pom1p peak concentration plotted against l for 100 such
simulated profiles, with a clear anticorrelation in the TS model.
The SDD model with equivalent parameter variations did not
exhibit such an anticorrelation (see Figure S6D), nor did simple
linear models that incorporated pom1p phosphorylation but
without clustering dynamics (see Supplemental Experimental
Procedures).
To test these model predictions with our in vivo data, we reex-
amined our experimental pom1p profiles (Figure 6C). Indeed,
profiles with high pom1p concentrations at the cell tip tended
to decay more rapidly with distance compared to those cells
with lower-tip pom1p concentrations (Figure 6C). To substan-
tiate this finding quantitatively, we used our earlier fits (with r2
> 0.9) of individual pom1p profiles (one from each individual
cell) to exponentially decaying functions. These experimental
data (Figure 6D) show an Ia-l anticorrelation, in quantitative
agreement with the prediction of the TS model (and in disagree-
ment with the SDD model). This striking property of the in vivo
gradients provides strong support for our TS model by conform-
ing to an important TS model prediction.58–572, March 13, 2012 ª2012 Elsevier Inc. 565
AB C
D E
Figure 5. Two-State Mathematical Model of Pom1p Gradient Formation
(A) Pictorial summary of the TS model of pom1p gradient formation. Also shown are the TS model reactions, equations, parameter values (together with the
experiments from which the values were extracted), and the Gaussian form of the membrane association function f.
(B) Fit of TS model to normalized mean pom1p intensity profile (experimental data from Figure 1B). Inset shows same profile but on logarithmic intensity scale.
(C) Contribution of pom1p clusters to the total cortical pom1p intensity as a function of linear distance from tip (see Supplemental Experimental Procedures). Data
from nine profiles from nine cells. Red profile is fit from TS model. Error bars are SD.
(D) Full-tip FRAP recovery data (as in Figure 2B) with fit from TS model (red line).
(E) Half-tip FRAP recovery data (as in Figure 2C) with fit from 1D TS model (red line) (see Supplemental Experimental Procedures). See also Figure S5.
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Dynamic Clustering Ensures a Robust Pom1p GradientAs illustrated in Figure 6A, the anticorrelation could potentially
reduce the cell-to-cell variations in the pom1p gradient. To
examine this possibility, we generated two sets of data from
our experiments: pairs of Ia and l in the first set were from the
same original profile, whereas in the second set each Ia was
paired with a randomly chosen l. The data set incorporating
the anticorrelation significantly reduced relative cell-to-cell varia-
tions (defined as the SD in the pom1p intensity from Figure 1B
divided by the mean intensity) as compared to the randomized
data set (Figure 6E), even though the mean profiles in the two
data sets were almost identical (Figure 6E, inset). We observe
that the anticorrelation can decrease cell-to-cell variations by
up to 40%.
To verify that the observed anticorrelation was not a general
artifact of our measurements (for instance in image analysis),
nor a nonspecific property of tip gradients (for instance due to
heterogeneity in membrane composition), we analyzed the
profile of the protein kinase ssp1-GFP, which also forms
a cortical concentration gradient from the cell tip, but without
visible clustering (Figure S6E) (Rupes et al., 1999). In this case,
no such anticorrelation was observed (Figure S6F).
Intrinsic Fluctuations Are Significant and Can Be
Reduced by Time Averaging
Pom1p profiles exhibited large intrinsic fluctuations, in part
because of the effects of dynamic clustering and movement.
This finding poses the question of how cells are able to sense
pom1p concentrations with high precision (Tostevin et al.,
2007). Intrinsic noise can be reduced by time averaging, where
the downstream ‘‘targets’’ of pom1p could be less dynamic
than pom1p, and thus able to integrate the variations in pom1p
over time. Indeed, FRAP studies show that two putative
pom1p targets, cdr2p andmid1p, have t1/2 >90 s (K.Z.P., unpub-
lished data) (Zhang et al., 2010). Although the utility of time aver-
aging has been proposed previously in theoretical papers (see,
for example, Tostevin et al., 2007), we sought to quantify exper-
imentally the size of the intrinsic noise, and estimate the reduc-
tion in overall noise levels potentially provided by time averaging.
Such measurements have not previously been obtained for any
intracellular gradient.
We analyzed time-lapse images of single cells to determine
the magnitude of the intrinsic fluctuations dIint as a function of
camera imaging (averaging) time in individual measuring
volumes of width z200 nm along the cortical mask. Here, dIint
is determined from the difference between the pom1p profile
averaged over the first t seconds, and the profile averaged
over the full 90 s time series (see Supplemental Experimental
Procedures for full protocol). In Figure 7A, dIint is plotted as
a function of averaging time at various locations along the
membrane: in all cases time averaging resulted in a significant
decrease in fluctuations. At 5 mm from the cell tip, we found a
5-fold reduction in dIint over 90 s of averaging. A simple time-
averaging theory predicts that after t seconds of time averaging,
dIint should be reduced by 1/Ot (see Supplemental Experimental
Procedures) (Tostevin et al., 2007; Tostevin, 2011). This predic-
tion agrees with our data (Figure 7A). The TS model also gener-
ated explicit predictions about the magnitude of the intrinsic
noise as a function of position for fixed t, predictions that we
also confirmed (see Supplemental Experimental Procedures;DeveloFigure S7). We did detect discrepancies in intrinsic noise levels
between theory and experiment near cell tips (first two frames
in Figure 7A), which could potentially be explained by bursty
pom1p association dynamics. Overall, our analysis suggests
that time averaging can provide significant intrinsic noise
reduction.
Noise Reduction Increases the Positional Precision of
the Gradient
We next determined the extent to which the mechanisms that
reduce cell-to-cell/intrinsic noise can improve the positional
precision of the gradient. We first examined the relative impor-
tance of cell-to-cell variations as compared with intrinsic noise
after varying periods of imaging (time averaging). Near the cell
tip, the majority of the observed variations in pom1p intensity
are due to cell-to-cell variations, even after only short averaging
periods (blue line, Figure 7B). Near the cell middle, intrinsic noise
is more significant, and hence, time averaging is more important
in reducing fluctuations (red line, Figure 7B). After 30 s of time
averaging, however, cell-to-cell variations are the dominant
source of error in all locations.
We then experimentally quantified the positional error for the
pom1p gradient. We first assumed that pom1p is used as a clas-
sical ‘‘morphogen’’ gradient that defines position in the cell
through a threshold mechanism. In Figure 7C, we show the posi-
tional precision as function of position, after 3 or 90 s of time
averaging. We see that time averaging significantly improves
the positional precision of the pom1p profile.
Second, we examined the role of pom1p as an inhibitor that
prevents proteins such as mid1p, cdr2p, and rga4p from binding
at the cell tip (Celton-Morizur et al., 2006; Padte et al., 2006;
Tatebe et al., 2008). We examined the probability that the
pom1p concentration is above a given threshold (taken to be
the mean cytoplasmic intensity) everywhere in a region close to
a tip (Figure 7D). With 3 s of averaging, the entire tip region for
d < 2.7 mm can be distinguished from the cytoplasm in 90% of
cells. With 90 s of averaging, a larger tip region of d < 3.6 mm
canbedistinguished, or, alternatively, the samed<2.7mmregion
can be distinguished, but now in 99% of cells. Thus, noise buff-
ering by time averaging can substantially improve the precision
of the system.
DISCUSSION
In this work, we develop a quantitative mechanistic model for the
dynamic formation of the pom1p kinase gradient distribution.
Previously, we and others have proposed a simple SDD-like
model of pom1p gradient formation (Padte et al., 2006; Vilela
et al., 2010; Tostevin, 2011). Upon more detailed analysis,
however, we find that the mechanism is more complex. We
propose that pom1p associates onto the plasma membrane
close to a cell tip at sites marked by the tea1p complex and
remains on the membrane for about 30 s. This membrane asso-
ciation is regulated by a cycle of pom1p dephosphorylation and
autophosphorylation (Hachet et al., 2011). During its time on the
membrane, pom1p undocks from tea1p and then diffuses on the
membrane. As it is diffusing, pom1p also forms larger clusters
that form transiently and then fall apart into a faster-diffusing
state. This clustering activity modulates the diffusion constantspmental Cell 22, 558–572, March 13, 2012 ª2012 Elsevier Inc. 567
Low pom1p association rate - fewer 
large clusters, long decay length
High pom1p association rate - more large 
clusters, short decay length
in silico result from TS model 
for the intensity-λ anti-correlation
Experimental result for the
intensity-λ anti-correlation
in silico profiles with 
intensity-λ anti-correlation
Experimental profiles showing
the intensity-λ anti-correlation
N
or
m
al
iz
ed
 c
on
c.
a
t d
=1
.5
μm
d (μm)
λ (μm) λ (μm)
po
m
1p
 in
te
ns
ity
a
t d
=1
.5
μm
d (μm)
po
m
1p
 in
te
ns
ity
po
m
1p
 in
te
ns
ity
B
C
D
E
d (μm)
St
d.
 d
ev
.
 
in
te
ns
ity
 / 
m
e
a
n
 in
te
ns
ity
Intensity-λ anti-correlation reduces
experimental intensity fluctuations
−6 −4 −2 0 2 4 60
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5 60.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Data with correlations
Data with correlations removed
2 3 40
0.5
1
A
0 2 4 60
0.5
1
Low association rate, large λ
High association rate, small λ
1 1.5 2 2.5
1
0.2
0.4
0.6
0.8
1.2
Experimental data
Co
rti
ca
l f
oc
al
 p
la
ne
1 1.2 1.4 1.6 1.8 2 2.20
0.2
0.4
0.6
0.8
1
1.2
Figure 6. The Two-State Model Buffers against Cell-to-Cell Variations
(A) The TSmodel predicts that gradients with highermembrane association will have a steeper decay. Left view is a schematic picture of how Ia-l anticorrelation is
generated through cluster dynamics. Right view is a demonstration of the effects of this anticorrelation on gradient profiles. Two in silico exponential profiles, with
Ia = 0.5 and l = 1.7 mm (blue) and Ia = 1 and l = 1.2 mm (dashed red).
(B) TS model anticorrelation between pom1p peak concentrations and l (red circles) from 100 simulated profiles. Shown are effects of fluctuations in pom1p
association (relative SD 20%) and diffusion, aggregation, fragmentation, disassociation (all with relative SD 10%). Pom1p concentration normalized to unity at
smallest value of l. Error bars, SD.
(C) In vivo pom1p profiles exhibit Ia-l anticorrelation. Three representative profiles with different pom1p peak intensities (imaged over 90 s) are shown. Pom1p
intensity is normalized to the highest peak. Note decay length of the gradient changes with these different peak intensities.
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Dynamic Clustering Ensures a Robust Pom1p Gradientand the properties of the gradient profile. Based upon our empir-
ical measurements of many of the key parameters, we present
a quantitative TS computational model for gradient formation.
Although this model is still a simplification of the in vivo mecha-
nism, it has significant predictive power. More sophisticated
models, such as an aggregation-fragmentation model (Wattis,
2006), that use a larger number of pom1p components with
varying diffusion constants would generate similar results but
with many more fitted parameters. However, even our relatively
simple TS model demonstrates how mechanisms for gradient
formation in biology are likely to be more complex than previ-
ously imagined.
This work also elucidates mechanisms of how gradients
buffer against noise. There is a growing appreciation that there
are substantial fluctuations in biological systems. Fluctuations
in gradients are likely to arise from stochasticity in gene expres-
sion, as well as in processes involved in gradient construction
such as diffusion, membrane association, and local tea
complex levels. Given this noise, it has not been clear how
a gradient is able to generate a precise functional spatial
pattern. Although issues of noise in subcellular gradients have
been discussed previously at a theoretical level (Tostevin
et al., 2007), we provide here quantitative measurements of
such fluctuations in vivo (both cell-to-cell and intrinsic fluctua-
tions). We propose that two mechanisms, cluster formation
and time averaging, work together to reduce the effects of noise
in the pom1p system. We find that inherent in our TS model,
with nonlinear cluster growth, is a prediction that it buffers
against cell-to-cell variations in concentration levels (of, for
example, pom1p). Both in silico predictions and verification by
in vivo data show an anticorrelation between pom1p intensity
levels and gradient decay length: even as the pom1p concen-
tration at the cell tips varies, the variation in the gradient at
distances away from the cell tips is buffered. This anticorrela-
tion relies on the property that higher (lower) pom1p concentra-
tions form proportionally more (fewer) clusters, which leads to
overall slower (faster) diffusion on the membrane. Previously,
in a developmental biology context, other mechanisms
proposed to buffer variations of this kind (Eldar et al., 2003)
relied on self-enhanced degradation, leading to algebraically
decaying profiles.
We also propose that, in the pom1p system, a time-averaging
mechanism can significantly reduce the large intrinsic fluctua-
tions generated by the stochastic dynamics of gradient forma-
tion, including, for example, slow cluster diffusion. In silico time
averaging of experimental pom1p signal intensities on the order
of 30–90 s produces a much smoother gradient distribution.
Time averaging can be implemented if the targets of pom1p
are able to integrate the pom1p concentration over time. Consis-
tent with this proposal, cdr2p, a possible target of pom1p,
resides at the cortex near the middle of the cell with a t1/2 of
greater than 90 s (unpublished data); cdr2 molecules could
thus theoretically sense pom1p concentrations at the cortex(D) Experimentally measured anticorrelation between fitted values of Ia and l (pro
with r2 < 0.9 were excluded, giving 90 profiles analyzed from 90 cells.
(E) SD in pom1p intensity divided bymean intensity, as derived from experimental
case where each Ia is paired with a randomly chosen l (red dashed line). Inset show
Figure S6.
Develoover these timescales. Overall, our analysis measures the
extent to which clustering/time averaging enhance robustness
to cell-to-cell/intrinsic noise, with the clustering-induced anti-
correlation, for example, reducing cell-to-cell fluctuations by
up to 40%.
Our studies provide quantitative measurements of the key
parameters responsible for pom1p gradient formation. The
average membrane disassociation rate, as measured by
whole-tip FRAP, shows turnover on the order of about 30 s, indi-
cating that much of the more rapid pom1p dynamics occurs on
the plasma membrane. Measurements using multiple assays
with differing resolutions suggest that pom1p molecules exist
in at least four distinct ‘‘states,’’ each with its own diffusion
constant. FCS and imaging both show a state with a diffusion
constant of around 0.02 mm2s1; these correspond to the clus-
ters moving on the membrane. It is not known whether these
clusters, which contain roughly 20 pom1p molecules at their
peak, consist solely of pom1p or some assemblage of pom1p
with other proteins. However, tea1p and tea4p do not appear
to be a major component of these cortical clusters away from
the cell tip. Gradient profiles, as well as the half-tip FRAP results,
strongly suggest the existence of a faster diffusing state with an
estimated diffusion constant of 0.2 mm2s1. This componentmay
represent a pom1p monomer, or a small pom1p complex,
diffusing on the membrane. It may appear as a haze in fluores-
cence imaging, and its presence in FCS may be masked by
the brighter and slower clusters (Tcherniak et al., 2009). In addi-
tion, FCS shows a very slow membrane-associated state with
diffusion constant of 0.005 mm2s1, located primarily at cell
tips. This slow cortical state may represent a subset of pom1p
docked at the cell tips with tea1p dots, which also move slowly
(K.Z.P., unpublished data). FCS also suggests that cytoplasmic
pom1p is part of a larger complex.
The placement of the pom1p gradient relies on a well-studied
microtubule-based morphogenetic program in fission yeast
(Chang, 2001; Chang and Martin, 2009; Piel and Tran, 2009).
Self-organizing microtubule bundles orient along the long axis
of the cell. The growing MT plus ends transport and deposit
tea1p-tea4p complexes at the cell tip, thereby indirectly helping
to position the source of the pom1p gradient. We note that tran-
sient disruption of MTs has only mild effects on the pom1p
gradient because the tea proteins continue to persist at the cell
tips even without MTs (Bicho et al., 2010).
This work illustrates how in biology, gradients are likely to use
more complex mechanisms than simple SDD-based models in
order to deal with noise. Similar quantitative analyses of other
biological gradients have also revealed complexities not easily
explained by simple models. In the Bicoid gradient, large
discrepancies in diffusion constants derived from different
approaches challenge previous models and suggest more
complex underlying mechanisms (Gregor et al., 2007b; Abu-
Arish et al., 2010). In polarization of budding yeast, formation
of a cortical gradient of the small GTPase Cdc42 relies on thefiles used in fitting were time-averaged for 90 s). Error bars, SD. Fitted profiles
ly measured Ia and l from 90 fitted profiles from 90 cells (blue line), compared to
s normalizedmean pom1p profile unchanged between two data sets. See also
pmental Cell 22, 558–572, March 13, 2012 ª2012 Elsevier Inc. 569
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Figure 7. Effects of Noise on the Overall Positional Precision of the Pom1p Gradient
(A) Standard deviation in pom1p intensity due to intrinsic fluctuations (arbitrary units) as function of averaging time at different positions along the gradient (196
gradients analyzed from 98 cells). Red curves are fit from time-averaging theory (see Supplemental Experimental Procedures).
(B) Relative contribution of cell-to-cell fluctuations to total observed variation in pom1p intensity as a function of averaging time (196 gradients analyzed from
98 cells). Lines correspond to different distances d away from a tip.
(C) Top view shows an example of a noisy pom1p intensity profile acting as a morphogen-like gradient. With little time averaging, at a given threshold intensity
(set here at 2,250 in arbitrary intensity units, solid line), a noisy gradient determines position of a boundary (dashed lines; mean threshold intercept position at
3.5 mm). Bottom view shows the effect of time averaging for 3 s (blue) and 90 s (red) on positional precision (SD of threshold intercept positions) of the gradient for
different thresholds and, therefore, different mean intercept positions < r > (188 gradients analyzed from 94 cells).
(D) Top view is an example showing how pom1p might act as a tip excluder with a minimum threshold intensity (solid line). Bottom view shows the effect of time
averaging on the probability of being able to distinguish cortical pom1p intensity from cytoplasmic pom1p intensity as a function of distance d (188 gradients
analyzed from 94 cells). See also Figure S7.
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Dynamic Clustering Ensures a Robust Pom1p Gradientinterplay of regulators including GAPs and GEFs, as well as
actin-dependent membrane trafficking (Marco et al., 2007;
Slaughter et al., 2009). Further studies on gradients will undoubt-570 Developmental Cell 22, 558–572, March 13, 2012 ª2012 Elsevieredly forge deeper understanding of the mechanisms underlying
the spatial regulation of development and morphogenesis at the
level of molecules.Inc.
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S. pombe Cell Preparation
Standard methods for S. pombe growth and genetics were used (Moreno
et al., 1991). Strains are listed in Supplemental Experimental Procedures
and Table S1. Cells were grown in liquid YE5S media at 25C with shaking
in exponential phase before imaging. Cells were generally mounted in liquid
YE5S media directly on glass; 1% agarose YE5S pads were used for long-
term imaging. For some of the FRAP experiments, cells were mounted on lec-
tin-coated chambers. Imaging was done at 23C–26C.
Microscopy
Images were generally acquired using a spinning-disc confocal fluorescence
microscope system (Nikon, PerkinElmer, Solamere Technology) with an EM
CCD camera (Hamamatsu) and a 1003 1.4 N.A. objective. Full-tip FRAP
experiments were performed with a LSM710 Meta scanning confocal micro-
scope (Zeiss). Half-tip FRAP experiments reported were performed with an
UltraVIEW VoX spinning-disc microscope system with a photobleaching unit
(PerkinElmer). We confirmed that both imaging systems provide comparable
results.
Image Analysis
ImageJ (NIH) and custom MATLAB (MathWorks) software were used for anal-
ysis. ImageJ plugins used include MtrackJ (Erik Meijering) and Manual
Tracking (Fabrice Cordeleires). For gradient profiles, generally, fluorescence
intensity values around the cortex of cells were measured from images of cells
in a medial focal plane, using custom MATLAB software for the automated
generation of a one-pixel-wide mask around the cell cortex, followed by
manual correction. Protein counts were estimated by quantitative fluores-
cence intensity with standard proteins that had been quantitated previously
(Wu and Pollard, 2005). The cortical clusters were analyzed manually from
spinning-disc confocal images taken in a cortical focal plane. See Supple-
mental Experimental Procedures for additional information.
FCS
Two-photon FCS was performed on a custom-built microscopy setup. Auto-
correlation profiles were fit to a sum of 2D and 3D diffusion models and yielded
particle residence times (Krichevsky and Bonnet, 2002; Haustein and Schwille,
2007). Each particle is summed with its brightness squared as a prefactor into
the autocorrelation profile. Thus, the presence of bright, slow species as seen
in this studymakes dimmer, faster species (e.g., monomeric pom1p) difficult to
detect. Diffusion constants of the slow species are overestimated due to the
long residence times in the excitation volume, whereas the diffusion constant
for the faster species is underestimated due to the complex mixtures of large
and small clusters in the volume (Tcherniak et al., 2009). Fission yeast cells
were measured at different cellular positions to identify diffusing pom1p
species. See Supplemental Experimental Procedures for details.
Mathematical Modeling
The cell geometry was taken to be a capsule, with two hemispherical caps
connected by a cylinder of equal radius. Pom1p dynamics was described
using reaction-diffusion equations, which were solved numerically using
MATLAB. To compare the model with the experimental full-tip FRAP data,
the model initial conditions had no pom1p present at a cell tip. Model compar-
ison to the half-tip FRAP data was more complicated due to the lack of rota-
tional symmetry about the cell’s long axis. Here, 1D approximations were
used in this case to analyze the model behavior. Model parameter fitting
was made in three stages. First, experimental results limited the range of
certain parameter values (for example, the pom1p membrane lifetime was
constrained by the full-tip FRAP). Second, parameters were fit to four further
experiments: pom1p average profile; relative distribution of slow-diffusing
pom1p clusters; total pom1p copy number; and full-tip FRAP results. Finally,
once satisfactory fits to the aforementioned data were obtained, the model
was compared with the half-tip FRAP results and estimates of cluster
assembly/disassembly rates for consistency. Further details (including discus-
sion of simpler models and of intrinsic fluctuations) are provided in Supple-
mental Experimental Procedures.DeveloSUPPLEMENTAL INFORMATION
Supplemental Information includes seven figures, one table, Supplemental
Experimental Procedures, and three movies and can be found with this article
online at doi:10.1016/j.devcel.2012.01.001.
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