This paper aims at proposing tractable algorithms to find effectively good solutions to large size chance-constrained combinatorial problems. A new robust model is introduced to deal with uncertainty in mixed-integer linear problems. It is shown to be strongly related to chance-constrained programming when considering pure 0-1 problems. Furthermore, its tractability is highlighted. Then, an optimization algorithm is designed to provide possibly good solutions to chance-constrained combinatorial problems. This approach is numerically tested on knapsack and multi-dimensional knapsack problems. The results obtained outperform many methods based on earlier literature.
Introduction
Dealing with uncertainty in optimization problems has been a central topic since the fifty's [12] . Mainly because of the various natures of uncertainty in real-world issues, different frameworks of analysis have been proposed (for surveys, we refer to [22, 23] ). Among them, stochastic and robust approaches have to be distinguished. Stochastic programming relies on probabilistic information characterizing uncertainty, and it aims most of the time at optimizing the expected objective value. Chance-constrained programming appears as a specific model of stochastic optimization, where the goal is to optimize the objective, given an unfeasibility probability tolerance. While this approach of uncertainty was introduced also in the fifty's [10] , it is still considered as very difficult and widely intractable (see for instance [7, 17] ). For instance, the convexity of the set of solutions remains often an open question, even though some results clarify some specific cases. However, this stochastic model remains one of the most appropriate to deal with many decision problems, where unfeasibility is acceptable, provided that it occurs with a controlled probability.
By comparison with stochastic programming, robust optimization appears usually as simple and tractable. Its goal is to find the best solution which remains feasible for a whole set of possible events. The main criticism for robust models is the so-called over-conservatism: the obtained solution will be feasible for all the possible events, regardless their occurrence probability. In practice, the worst case may impose a large cost, while being highly improbable. To remedy this disadvantage, some previous works have proposed to relax this worst case condition [2, 5] . The proposed robust models enable to obtain solutions which are known to remain feasible with high probability under quite weak probability assumptions (that is sometimes referred to as ambiguous chance constrained optimization, [13, 20] ). In these papers, the concept of robustness applies not to the entire set of events, but only to a subset of events. Hence, these robust approaches provide some feasible solutions to the corresponding chanceconstrained problem. The central question is to know how good the robust solutions are, compared with an optimal solution to the chance-constrained problem. Several papers underlined explicitly the link between robust optimization and chance-constrained programming (e.g. [11, 20] ). The authors of [20] developed convex approximations of the set of chance-constrained feasible solutions. In particular, the obtained results, namely the so-called Bernstein approximation, improve the simpler framework of [2] . Furthermore, [18] tried to clarify the relations between the framework of [5] and chance-constrained programming for the specific case of the knapsack problem.
With respect to combinatorial chance-constrained problems, the literature is scarce. When considering a finite number of scenarios, a chance-constrained integer linear problems can be equivalently written as an integer linear program (see e.g. [15] ). This equivalent model, while being natural, is highly intractable. Still with finite discrete scenarios, a branch-and-bound algorithm is proposed in [3] when only the right hand side of constraints is random, with joint probability constraints. [24] proposed a non-standard integer programming approach, based on Gröbner basis theory, to solve general chance-constrained integer programs to optimality. Unfortunately, without further improvements, the application of this method is restricted to small-size problems. Some other methods rely on sampling, and are readily usable with integer variables [8, 13, 21] . Their simplicity makes them very attractive at first sight. However, they may require a very large number of scenarios, and tend to provide too conservative solutions (see [20] for a comparison with the Bernstein approximation). Finally, metaheuristics have also been used to deal with chance-constrained problems, especially with integer variables (see e.g. [1, 6] ). The main practical difficulty in using metaheuristics lies in the tuning of parameters, which may require lots of tests.
Our aim in the current paper is to propose simple heuristic algorithms to find good solutions to general chance-constrained integer linear problems. A new robust optimization framework is introduced. It is shown to be strongly related to chance-constrained programming, while being highly tractable. In fact, this model enables a generalization of the results obtained in [18] for the specific case of knapsack problems. Relying on this robust model, an algorithm is designed to obtain satisfactory feasible solutions to chance-constrained integer linear problems. This solution method is applied on the knapsack problem and its multi-dimensional version. Numerical experiments illustrate the relevance and effectiveness of the proposed framework. Furthermore, it is simple to implement, highly tractable and scalable, and thus practically usable for large size real-life problems.
Problems and formulations

Pure integer linear programs
We consider the following integer linear problem (ILP): max cx s.t.
Ax ≤ b x ∈ {0, 1} n (1) where A ∈ IR m×n is the constraint matrix, b ∈ IR m and c ∈ IR n . We denote I = {1, . . . , n} and J = {1, . . . , m}. Suppose now that the matrix A is not known with certainty. More precisely, let us denote by I u (j) ⊆ I the set of uncertain coefficients for each row j ∈ J, any coefficient of I \ I u (j) being precisely known. Furthermore, we focus on the case where for all j ∈ J, for all i ∈ I u (j), A ji lies in an interval [A ji , A ji ], with A ji > A ji . In the remaining, we will denote δ ji = A ji − A ji .
Note that considering that only the coefficients of A can be uncertain is not restrictive. Indeed, this setting includes clearly the cases where cost coefficients or right hand side coefficients are uncertain.
Let A denote the set of constraint matrices A satisfying the above description. Each uncertain coefficient is associated a random variable, also denoted by A ji , taking values in [A ji , A ji ]. We also introduce: η ji = (A ji − A ji )/δ ji , which is a random variable taking values in [0, 1] . Then, let us introduce the associated chance-constrained problem (CCILP):
P denotes the probability measure, and ε ∈ [0, 1) is the unfeasibility tolerance for a given solution. In other words, solving CCILP means finding the best solution x feasible with probability at least 1 − ε.
Finally, let us introduce the robust problem RILP(γ), parameterized by a vector γ
with:
 RILP(γ) will often be simply denoted RILP. ∆ j (x) is the protection term of the robust constraint j ∈ J. Observe that if γ j = 0, the protection term is zero, that implies that only the best scenario is taken into account for row j. On the contrary, γ j = 1 means that the worst case is taken into account, when all the coefficients of row j can take their largest values.
Mixed integer linear programs
For the sake of simplicity, all the paper is written in a pure integer linear context. However, all the results are readily available for mixed integer linear problems of the following form:
when considering that for each row j, the uncertain coefficients only impact integral components of x, i.e.: I u (j) ⊆ I 1 . If I u (j) ⊆ I 1 , the robust model proposed may also be used. In this case, several results of the paper would remain correct, in particular those related to probability and complexity analysis. Some others can be easily, but carefully, adapted by considering that continuous variables lie in [0, 1] (cf for instance the reformulation of Section 4.2). However, the relation to chance-constrained programming becomes unclear, and the algorithms designed cannot be used.
On separate probability constraints
So far, only joint chance constraints have been considered (cf model (2) ). But some applications may require to consider separate chance constraints:
where ε j ∈ [0, 1). For the sake of simplicity, all the results will be stated and proved for joint probability constraints. However, they can all be easily transposed to the case of separate probability constraints.
3 On the link between RILP and CCILP Let I ′ ⊆ I and γ ∈ [0, 1] m . We introduce the problem RILP(I ′ ,γ):
where: ∆ j (I ′ , x) = min i∈Iu(j)∩I ′ δ ji x i , γ j . i∈Iu(j)∩I ′ δ ji . When considering the problem RILP(I ′ ,γ), all uncertain coefficients {A ji } j∈J,i / ∈I ′ are assumed to take their maximal values. Hence, for a row j ∈ J, the robustness parameter γ j impacts only coefficients {A ji } i∈I ′ . Note that in this setting, RILP(γ) is equivalently denoted by RILP(I,γ). Proof: Let x * be an optimal solution of CCILP. Let us introduce: I * = {i ∈ I|x * i = 1}; to simplify notations, we also denote: I * (j) = I * ∩ I u (j) for all j ∈ J. x * is feasible with probability at least 1 − ε, i.e.: P (Ax * ≤ b) ≥ 1 − ε. Let us denote A * = {A ∈ A|Ax * ≤ b}, and consider the following problem:
Let us prove first that any optimal solution x ′ of (6) is also optimal for CCILP. We have:
′ is a feasible solution of CCILP, that implies: cx * ≥ cx ′ . But as x * is feasible for (6), we also have: cx * ≤ cx ′ . Hence, x ′ is a feasible solution of CCILP with the same cost than x * : x ′ is optimal for CCILP. The goal now is to find parameters (γ * j ) j∈J such that (6) is equivalent to RILP(I * ,γ * ). Let j ∈ J, we have:
Let us prove that x is a feasible solution of (6) if and only if it is feasible for RILP(I * ,γ * ). Let x be a feasible solution of (6) . Let j ∈ J. If i∈I * (j) δ ji x i ≤ γ * j i∈I * (j) δ ji , let A j be defined by:
Thus, it is shown that A ∈ A * . So far, A has been built in each case so that it belongs to A * . Moreover, for j ∈ J, it can be checked that in both cases:
As x is feasible for (6), we have: A j x ≤ b j , which implies that x is feasible also for RILP(I * ,γ * ). Suppose now that x is a feasible solution of RILP(I * ,γ * ). Let any A ∈ A * , we have for j ∈ J:
Since A ∈ A * , the statement: i∈I * (j) δ ji η ji ≤ γ * j i∈I * (j) δ ji holds. This implies, since
. Thus, we obtain:
As x is feasible for RILP(I * ,γ * ), we obtain: A j x ≤ b j . Thus, it is proved that x is feasible for (6) .
Finally, we have that x is a feasible solution of (6) if and only if it is feasible for RILP(I * ,γ * ). As both problems have the same objective function, they are completely equivalent. As a consequence, any optimal solution of RILP(I * ,γ * ) is optimal also for CCILP.
This establishes the theoretical link between CCILP and RILP. Note in particular that this result does not require any probability assumption.
Tractability of RILP
Theoretical complexity
That RILP is NP-hard if ILP is NP-hard is immediate, since ILP is a special case of RILP (consider γ j = 0 for all j ∈ J). More precise complexity connections can be established between ILP and RILP.
Hereafter, m ′ denotes the number of constraints j ∈ J such that I u (j) = φ. Proof: In this proof, for the sake of simplicity, it is assumed that all sets I u (j) are non-empty; as a result, we have here: m ′ = m. Let V be the optimal value of RILP. Let α ∈ {0, 1} m ′ , let j ∈ J, we denote within this proof: ∆ j (x, α j ) = (1 − α j ). i∈Iu(j) δ ji x i + α j . γ j i∈Iu(j) δ ji . Then, let us introduce:
For any α ∈ {0, 1} m , a feasible solution of the above problem is feasible also for RILP, since
. Indeed, given an optimal solution x * of RILP, it is sufficient to consider:
* is a feasible solution of the corresponding problem.
Thus, it is shown that V = max{V (α) | α ∈ {0, 1} m }.
Thus, if the number m ′ of constraints subject to uncertainty does not impact the complexity of ILP, i.e. any instance of ILP has a fixed number of uncertain constraints, its robust version RILP can be solved through a constant number of problems ILP. For instance, this is the case for knapsack problems, where the classical formulation presents only one constraint. This result brings a similar consequence for the case where only cost coefficients are assumed to be uncertain, which can be solved through only 2 nominal problems.
However, most of the time, the complexity of ILP also involves the number m of constraints, which is not fixed. In this case, the above theorem leads to solve an exponential number of ILP instances. Nevertheless, in some specific cases, this can be a lot improved:
Proposition 2 Suppose that for all j ∈ J, I u (j) = I u ⊆ I and: ∀i ∈ I u , δ ji = δ j . Then an optimal solution of RILP can be obtained by solving m ′ + 1 problems ILP.
Proof:
We continue the previous proof, where it has been shown that: V = max{V (α) | α ∈ {0, 1} m }. As before, we denote by x * an optimal solution of RILP, and α * ∈ {0, 1} m such that: α * j = 1 ⇔ i∈Iu(j) δ ji x * i ≥ γ j i∈Iu(j) δ ji . We know that V = V (α * ). Let us assume now that for all j ∈ J, I u (j) = I u and all variations satisfy: δ ji = δ j . We sort the indices so that: j < k ⇒ γ j ≤ γ k . Let any j ∈ J. Consider the case where i∈Iu δ j x * i < γ j i∈Iu δ j , i.e.: α * j = 0. This implies that for all k ≥ j: i∈Iu x * i < γ k |I u |, and thus: i∈Iu δ k x * i < γ k i∈Iu δ k . As a result, for all k ≥ j: α * k = 0. Thus, we have:
As a consequence, an optimal solution of RILP can be obtained by solving m + 1 problems ILP, and keeping the best solution encountered.
In this latter case, if ILP is solved in polynomial time, this remains true also for RILP. Note that Proposition 2 applies in particular when only right hand side data of a mixed integer linear program are subject to uncertainty.
Improvements for proportional variations:
Suppose that for all j ∈ J, I u (j) = I and there exists κ j > 0 such that: ∀i ∈ I, δ ji = κ j A ji . In this case, RILP may be solved with far less than 2 m ′ nominal problems. Indeed, we prove that some problems V (α) do not need to be considered.
Let α ∈ {0, 1} m ′ , and let x(α) be the solution associated to V (α). Suppose that for some j ∈ J, we have: α j = 0 and i∈I A ji x(α) i + γ j i∈I δ ji > b j . Consider now α ′ equal to α, except: α ′ j = 1, and let x(α ′ ) be the associated solution. Observe that, since x(α ′ ) is feasible for the problem V (α ′ ), we have:
From the feasibility of x(α) for the problem V (α), we have then:
Since variations are proportional to minimal coefficients, this leads to:
. This is a contradiction. As a result, it is proved that x(α ′ ) is feasible for the problem V (α), that means: V (α ′ ) ≤ V (α). Then, it is unnecessary to look at problem V (α ′ ). The same reasoning can be reproduced when α j = 1 and i∈I A ji x(α) i + i∈I δ ji x(α) i > b j . By considering α ′ equal to α, except: α
An integer linear formulation of RILP
The continuous relaxation of RILP as written in (3) is not linear, it is even not convex since:
Proof:
This shows that:
However, we have this equivalent formulation of RILP:
Proposition 3 RILP can be equivalently written:
Proof: For any x ∈ {0, 1} n , it is easy to see that for all j ∈ J:
This can be classically linearized by introducing
Finally, the constraints z j ≤ 1 can be omitted. Indeed, any optimal solution (x, y, z) of (7) can be changed into (
, for all j ∈ J and i ∈ I u (j). As x i ≤ 1 for i ∈ I and y ≥ 0, this implies that z ′ j ≤ 1 for all j ∈ J. Thus, constraints z j ≤ 1 are unnecessary.
Hence, relaxing the integrality constraints of (7), we obtain a fully linear relaxation of RILP; we denote it by RILP-L.
Remark: The integrality constraints on z can be relaxed in (7) because x is a {0,1}-vector. But if the problem considered contains non-integral variables x i ∈ [0, 1] associated to some uncertain coefficient A ji , the exact reformulation of the robust problem requires to keep the constraint z j ∈ {0, 1}.
The formulation (7) can readily be compared with the robust model introduced in [5] , which is:
with robustness parameters Γ j ∈ [0, |I u (j)|] for j ∈ J. In particular, observe that if all the coefficient variations δ ji are equal to a same value δ, then (8) is completely equivalent to RILP by considering Γ j = γ j |I u (j)|. That is the reason for the results of [18] , where the approach of [5] was proved to be strongly related to chance-constrained programming for the uncertain knapsack problem when all coefficients variations were identical. The robust model (8) will be denoted by RILP 2 (Γ).
5 Obtaining good solutions to CCILP: algorithmic aspects
Computing the feasibility probability of a solution
One of the key issues in solving optimization problems under probabilistic constraints is to assess the feasibility probability P (Ax ≤ b) of a given point x. To calculate exactly this would require complicated multivariate numerical integrations, that appears far too hard to design a tractable resolution process. This motivates the approximation of P (Ax ≤ b), which can be performed through several classical ways. We present hereafter three different approaches, depending on the probability assumptions made.
Probability bounds: If the probability distributions of uncertain coefficients are unknown, we can rely on some Hoeffding-type bound [16] :
..,X n be independent random variables such that, for all i ∈ {1, . . . , n}:
This result leads to:
Lemma 2 Consider a feasible solution x of RILP. Let j ∈ J, we denote:
A ji x i , and that the random variables {A ji } i∈Iu(j) are independent:
where:
When considering joint probability constraints, the global probability must be assessed:
For instance, if independence is assumed between random variables associated to uncertain coefficients of different constraints, we have:
Note that the use of such analytical bounds B(x) ≤ P (Ax ≤ b) means that the chance-constrained problem CCILP is in fact approximated through the following integer program:
This problem is in general non-linear, and thus often intractable. But in some special cases, it may be linearized. This is the case, for instance, when considering the bound (9) and separate probability constraints (cf model (4)). Indeed, the constraint
. Since all the variables are boolean, we have:
, and we can classically introduce for all (k, l) ∈ I u (j) 2 with k < l: y kl = x k x l , adding constraints y kl ≤ x k and y kl ≤ x l , plus the implicit non-negativity constraints y kl ≥ 0.
Note also that it is necessary to add some constraints defining the domain of validity of the used bound:
In the case of bound (9), such a linearization implies the adding of n(n − 1)/2 new non-integer variables, as well as n(n − 1) + m new constraints.
Hence, with respect to approximation bound (9), the separate probability constraints problem (4) can be approximated through:
n , y ≥ 0 (11) with the clear convention: δ ji = 0 when i / ∈ I u (j). Such a model will be referred to as an Hoeffding approximation of a problem with separate chance constraints.
Sampling methods: If the probability distributions are known, the use of sampling techniques may lead to good estimations of P (Ax ≤ b). From the weak law of large numbers (cf for instance [19] ), the sampling size can be computed so as to ensure a probabilistically good assessment of P (Ax ≤ b). More precisely, we have:
Lemma 3 Let x be a feasible solution of RILP, we denote Ψ = P (Ax ≤ b). Let µ 1 , . . . , µ k be a random sample from density 1I {A:Ax≤b} , we denote:μ = k p=1 µ p /k. Furthermore, let us introduce D = |μ−1+ε|:
• ifμ < 1 − ε, we have:
Proof: Observe that:
Then, the result comes directly from the weak law of large numbers. The casē µ < 1 − ε is exactly similar.
Hence, if the sample size k is large enough,μ and P (Ax ≤ b) are either both more than 1 − ε, or both less than 1 − ε, with high probability. One practical advantage of this method is that correlations between random variables can very easily be taken into account by simulating events accordingly.
Gaussian approximations: A third way to assess the probability P (Ax ≤ b) is to rely on normal distributions assumptions. Hence, each random variable A ji is assumed to have a normal distribution, defined so that the probability
is small enough. This approach makes exact calculations possible (cf e.g. [7, 17] ), but may often be too constraining from a model point of view. However, [9] has proposed interesting extensions from this classical gaussian framework to a more general class of so-called radial distributions. It is proved that separate chance constraints can be equivalently written as second-order cone convex constraints. In our specific combinatorial framework, such constraints could be linearized, using the same tricks as above for the Hoeffding bound.
Difficulties and restrictions
From now on, the emphasis is put on on tractability and scalability of the resolution method. Our goal is to find a good solution provided by robust problems RILP(I,γ). That is, we look for a parameter vector
m corresponding to the best solution of CCILP available from this family of problems. Note that from Theorem 1, finding an optimal solution of CCILP would require to consider in fact problems RILP(I ′ ,γ), with varying subset I ′ ⊆ I. This is even more complex than to enumerate all the points of {0, 1}
n . To overcome this difficulty and to remain as tractable as possible, the search is limited to problems RILP(I,γ), also denoted by RILP(γ). Note however that refinements of the proposed algorithms can be obtained by investigating several subsets I ′ , but this would impact the method tractability.
Missing the optimal solution: Unfortunately, the above restriction can lead to miss the optimal solution of the chance-constrained program, as illustrated in the following example.
Example: Consider the following knapsack problem:
where the weights w i are supposed independent and uniformly distributed on their respective interval of existence: w 1 ∈ [0.5, 1.5], w 2 ∈ [0.5, 1.5] and w 3 ∈ [1.6, 2.6]. Suppose that we want to solve the associated chance-constrained problem with ε = 0.1. By enumerating all the solutions and calculating their respective feasibility probability, it comes that the optimal solution x * of the chance-constrained problem is: x * = (0, 0, 1), with associated value V * = 3 and feasibility probability P * = 0.9 (note that P * = 1 − ε). Now, let us write the robust problem for γ ∈ [0, 1]:
It can be checked that:
• if 3γ ≤ 1.5, the robust solution is (1, 1, 0), with associated value V = 4 and feasibility probability P = 7/8 < 0.9 (easy to calculate from classical probability results on the sum of two random variables, see e.g. [14] ),
• if 3γ > 1.5, the robust solution is (1, 0, 0), with associated value V = 2 and feasibility probability P = 1.
Hence, the optimal solution x * is an optimal solution for none of the robust problems tested. However, observe that x * is an optimal solution of RILP(I ′ ,γ) when I ′ = {3} and γ = 0.
Non-monotonicity of the feasibility probability: On the other hand, it would be useful to characterize the behavior of the feasibility probability P (Ax ≤ b). More precisely, for a given γ ∈ [0, 1] m , let us denote by x(γ) an optimal solution of RILP(γ): it could seem natural that when γ ≤ γ ′ , then
Unfortunately, this is not the case, as shown in the example below. This makes the use of dichotomy-type search hardly reliable when looking for a good robust parameter γ.
where the weights w i are supposed independent and uniformly distributed on their respective interval of existence:
and w 3 ∈ [1.5, 5.5]. The associated robust problem for γ ∈ [0, 1] is:
The robust solutions can be described for all values of γ:
• if γ = 0, the robust solution is (1, 1, 1), with value V = 7 and feasibility probability P = 0;
• if 0 < 6γ ≤ 1, the robust solution is (1, 0, 1), with value V = 5. The feasibility probability can be calculated from the classical probability results about sums of r.v.s (see e.g. [14] ): P = 1/8;
• if 1 < 6γ ≤ 1.5, the robust solution is (1, 1, 0), with value V = 4 and (after calculations) feasibility probability P = 7/8;
• if 1.5 < 6γ ≤ 2, the robust solution is (0, 0, 1), with value V = 3 and feasibility probability P = 0.5;
• if 2 < 6γ, the robust solution is (0, 0, 0), with value V = 0 and feasibility probability P = 1;
This enumeration shows that the feasibility probability is not non-decreasing with γ for the above simple uncertain knapsack problem.
Algorithms
Despite these difficulties, the robust framework remains practically attractive. We propose hereafter an algorithm to obtain good solutions to chance-constrained combinatorial problems in a tractable way. But let us first state a useful result:
Lemma 4 Let x * be an optimal solution of RILP(γ). Then, x * is also optimal for RILP(γ ′ ), where for each j ∈ J:
Hence, it is useless to investigate robust parameters "between" γ and γ ′ , since they have optimal solutions in common.
m and γ ′ computed as explained in Lemma 4. Consider γ ′′ equal to γ ′ , except:
′′ is an optimal solution of RKP(g).
Proof: Let x be an optimal solution associated to γ, we define γ ′ from Lemma 4:
′ , γ ′′ }, and let us denote byx the associated optimal solution. We have: i∈I A jixi + g j i∈Iu(j) δ ji ≤ b j . This implies: i∈I A jixi − i∈I A ji x i ≤ (γ ′ j − g j ) i∈Iu(j) δ ji < 0. As all coefficients {A ji } i∈I have been supposed integral, this means in fact: i∈I A jixi − i∈I A ji x i ≤ −1, or equivalently:
As a direct consequence,x is a feasible solution of RILP(γ ′′ ), and then also an optimal solution for this problem. Then, RILP(γ ′′ ) and RILP(g) have the same optimal value. Furthermore, x ′′ is feasible for RKP(g), since g ≤ γ ′′ . Thus, x ′′ is optimal for RILP(g).
This shows that it is also useless to consider the robust parameters "between" γ ′ and γ ′′ . Lemma 4 and 5 are used in the following algorithm:
Fast algorithm
Step 0: Set γ = 0.
Step 1: Solve RILP(γ), and let x be the corresponding optimal solution.
Step 2: Compute (or bound) P (Ax ≤ b).
Step 3:
compute γ ′ ≥ γ as described in Lemma 4, and set γ ← γ ′ ; select j such that: j = arg min k∈J:γ ′ k <1 b k − i∈I E[A ki ]x k ; set γ j ← γ j + 1/ i∈Iu(j) δ ji and go to Step 1.
Step 4:
The idea is to investigate an increasing sequence of parameters γ. At each loop, the current robust problem is solved (Step 1). Then, the feasibility probability of the obtained solution is computed (Step 3). If this solution is feasible for CCILP, the algorithm stops (Step 4). Otherwise, γ is increased according to Step 3. Note that this latter process ensures that the algorithm stops in finite time with a feasible solution for CCILP.
Some more explanations are needed for Step 3. The index j is chosen with the aim to improve effectively the feasibility of a solution. Hence, in the proposed implementation, we increase the protection term corresponding to the smallest gap between right hand side and the expected value of left hand side. This is motivated by observing that many probability inequalities involve this gap (cf the Markov inequality, the Hoeffding inequality...). But other more relevant criteria may be thought of, depending on the specific problem dealt with. Suppose for instance that all data A and b are positive, inspired by the Markov inequality, we could take:
In our practical tests, we observed that the criterion chosen did not have a significative impact on results.
The fast algorithm described above may still be difficult in practice, due to the exact resolution of RILP, for instance through the integer linear program (7) . A natural idea is to replace the protection term ∆ j (x) by the constant: ∆ ′ j (x) = γ j . i∈Iu(j) δ ji . Observe that this latter option corresponds to change simply the right hand side b j . When this constant protection term becomes "too large", the constraint j may be replaced by the worst case: A j x ≤ b j . These ideas are precisely described in the following algorithm:
Alternative fast algorithm
Step 1: Let x be an optimal solution of the problem:
compute γ ′ ≥ γ as described in Lemma 4, and set γ ← γ ′ ; for each j ∈ J, if γ ′ j = 1, then replace the corresponding constraint with:
; set γ j ← γ j + 1/ i∈Iu(j) δ ji and go to Step 1.
In this alternative algorithm, at each loop, only one nominal ILP problem has to be solved (cf Step 1). The simplicity and tractability of the proposed algorithms appear clearly. Furthermore, by contrast with many meta-heuristic based methods, no specific tuning is necessary here. This is especially important in practice, since a lot of time is usually spent looking for good parameters of stochastic heuristic.
Computing upper bounds for CCILP
So far, heuristics have been designed to obtain feasible solutions for CCILP. In order to be able to assess the quality of the provided solutions, an upper bound on the optimal value of CCILP is needed. An obvious bound is obtained by considering that all the uncertain coefficients take their minimal value, that corresponds to the best scenario. This can be improved with the following result:
Proposition 4 For all j ∈ J, let us introduce:
• p j ≥ 0 such that, for any optimal solution x * of CCILP:
Suppose that the {η ji } i∈Iu(j) are i.i.d.. Then, consider γ ∈ [0, 1] m such that, for all j ∈ J:
Any optimal solution x * of CCILP satisfies, for all j ∈ J:
Proof: Let x * be an optimal solution of CCILP. We prove by contradiction that x * satisfies the above inequalities. Suppose that there exists j ∈ J such that: i∈I A ji x * i + γ j i∈Iu(j) δ ji > b j . Then:
The last inequality comes from the fact that the {η ji } i∈Iu(j) are i.i.d., and from the definition of I ′ j . Then, observe that:
This is a contradiction.
Often, the {p j } j∈J can be computed quite easily. From p j , the corresponding set I ′ j is built in linear time by considering the smallest variations δ ji for i ∈ I u (j). Then, the γ j may be found by dichotomy. Note that to reach upper bounds as good as possible, we have to find γ as large as possible.
When dealing with separate chance constraints (4), Proposition 4 can be easily adapted. It is sufficient to consider γ such that, for all j ∈ J: P i∈I ′ j δ ji η ji ≤ γ j i∈Iu(j) δ ji < 1 − ε j . In this latter case, and when only one coefficient per row is subject to uncertainty, the bound obtained from Proposition 4 is the optimal value of CCILP if γ is chosen large enough. (This occurs for instance when right hand side data only are uncertain.) Proposition 4 also enables us to accelerate again the Fast Algorithm. Indeed, instead of beginning with γ = 0 at Step 0, we can begin directly with a paramater γ satisfying the requirements of Proposition 4. This pre-optimization procedure avoids useless iterations.
Finally, when relying on the Hoeffding bound to assess the feasibility probability, the analytical expression of the chance constrained problem may provide upper bounds, by relaxing integrality constraints or considering some lagrangean relaxations, for instance.
For more results on upper bounds, see Appendix D.
Applications and numerical tests
The framework proposed is suitable for a wide range of application problems, such as:
• the 0-1 knapsack problem with uncertain weights, as well as its classical extensions, multiple knapsack and multi-dimensional knapsack problems;
• shortest paths problems with uncertain edge weights;
• unsplittable multicommodity flow problems with uncertain demands;
• some capacitated location problems.
Hereafter, numerical results will be provided for the knapsack and multi-dimensional knapsack problems with uncertain weights. The computer programs have been written in C++ with CPLEX 9.0. All the tests have been performed on a computer running an Intel(R) Xeon(TM) processor 2.8GHz with 2Go of RAM.
Instances and resolution methods
Two different types of instances have been generated. With the first ones, all weight variations δ ji are 10% of the minimal weight ("proportional variations"). With the second type of instances, these weight variations are randomly chosen in an interval. This means that the variations are not correlated to the minimal coefficient value ("uncorrelated variations").
For each type of problem, two different series of tests have been performed, the first one using sampling methods to estimate the feasibility probability, and the second one relying on the Hoeffding probability bound (see Section 5.1). When dealing with multi-dimensional knapsack problems, tests have been run for separate and joint probability constraints (cf Section 2.3).
When considering separate probability constraints, several resolution methods are compared on each problem.
• Worst: It corresponds to the worst case value, that is the value when all coefficients A ji take their maximal value A ji .
• M1: The first one, denoted by M1, relies on the ideas of [5] , where the robust model RILP 2 (cf equations (8)) has been introduced. The authors pointed out the fact that, given a parameter vector Γ, the feasibility probability of any optimal solution x of RILP 2 (Γ) could be bounded by:
Hence, for each j ∈ J, we look for the lowest Γ j satisfying: P i∈Iu(j) η ji ≤ Γ j ≥ 1 − ε j . Then, the problem RILP 2 (Γ) is solved. Observe that only one robust problem needs to be solved with this approach.
• M2: A second resolution method, denoted by M2, has been directly inspired by the work of [18] , that also relies on the robust model RILP 2 . Starting with Γ = 0, a sequence of increasing parameter vectors Γ is progressively generated. At each new Γ, the corresponding robust problem RILP 2 (Γ) is solved. The choice of a new parameter vector exploits ideas very similar to those exposed in Section 5.3 for the fast algorithm: from the current Γ and the associated robust solution, a new vector Γ ′ ≥ Γ is built, which corresponds to the same optimal value. Then, its lowest component Γ j is increased by 1/ max i∈Iu(j) δ ji . For more technical details, we refer to [18] , where the same ideas are introduced on the restricted case of the knapsack problem.
• FA: A third approach is the fast algorithm, as introduced in Section 5.3.
• AFA: This fourth method is the alternative fast algorithm of Section 5.3.
• Optimum: When possible, the optimal solutions have also been computed. When using the Hoeffding bound with separate probability constraints, the optimal solution can be found through the models developed in Section 5.1; this approach will be denoted by HA. In the other cases, with sampling estimation or joint probability constraints, all solutions are enumerated. Of course, this is possible only for small size instances.
• Upper bound: When using the sampling estimation of the feasibility probability, an upper bound on the optimal value of CCILP is computed according to Proposition 4. Since we deal with knapsack problems, each value p j is computed in linear time by filling knapsack j with the largest maximal coefficients A ji first.
• Best: It corresponds to the best case value, that is the value when all coefficients A ji take their minimal value A ji .
The approaches "worst", "M1", "M2", "FA", "AFA" and "optimum" provide feasible solutions to the chance-constrained problem. On the contrary, "upper bound" and "best" correspond only to bounds on the optimal value investigated; that is the reason for writing the corresponding results in italic in the result tables.
When dealing with joint probability constraints, method M1 is no more usable. Furthermore, as the Hoeffding approximation model cannot be linearized with joint probability constraints, it has not been implemented.
The solution values obtained are always compared to the worst case value.
The knapsack problem
This problem is one of the simplest applications, since it contains only one constraint:
n c > 0 denotes the knapsack capacity. For each i, p i > 0 is the profit of taking element i, while w i > 0 is the weight of this element. In the following, all the weights are assumed to be unprecisely known:
Following the ideas of Section 5.3, the chance-constrained problem will be heuristically solved through a sequence of robust problems. With clear notations, RKP(γ) will denote the robust version of the uncertain knapsack problem for γ ∈ [0, 1], while CCKP will be its chance-constrained version. According to Theorem 1, solving RKP(γ) requires to solve only 2 knapsack problems, namely:
n , and:
The optimal solution of RKP(γ) is obtained as the best solution among this of (a) and this of (b). The problem (a) can be solved only once at the beginning, the problem (b) being solved for each value of γ tested. Hence, the fast algorithm proposed in Section 5.3 can be very easily used here:
Chance-constrained knapsack algorithm (CCKA)
Step 0: Solve problem (a), and let x be its optimal solution. Set γ = 0.
Step 1: Solve (b), and let x be the corresponding optimal solution.
Step 2: If p.x ≤ p.x: set x = x and STOP.
Step 3: Estimate or bound P (Ax ≤ b).
Step 4: If P (Ax ≤ b) < 1 − ε: compute γ ′ ≥ γ as described in Lemma 4; set γ = γ ′ + 1/ i∈I δ i and go to Step 1.
Some of the results from [18] can be adapted here, showing that algorithm CCKA may provide optimal solutions to chance-constrained problems in some cases. Let x ∈ {0, 1} n , we say that x is non-increasing if: i < j ⇒ x i ≥ x j . This means that x looks like: 1, 1, . . . , 1, 0, . . . , 0.
Proposition 5 Suppose that weights and profits can be sorted so that:
Moreover, suppose that r.v.s {η i } i∈I are independent and identically distributed (i.i.d.). Then, there exists γ * ∈ [0, 1] such that an optimal solution of RKP(γ * ) is also optimal for CCKP.
Proof: Let us first prove that an optimal solution x * of CCKP is non-increasing. Let x be a feasible solution of CCKP which is not non-increasing, we build x ′ non-increasing such that:
From the sorting of profit values, we deduce: px ′ > px. Furthermore, we have:
Since nominal weights are sorted in non-decreasing order, we have:
Similarly, from the hypothesis on variations {δ i } i∈I and r.v.s {η i } i∈I , it is easy to see that:
Finally, we obtain: P (wx ′ ≤ c) ≥ P (wx ≤ c) ≥ 1 − ε. This shows that x ′ is a feasible solution of CCKP with better cost than this of x: x is not optimal for CCKP. Hence, it is shown that an optimal solution x * of CCKP is non-increasing. From the proof of Theorem 1, x * can be used to choose I * ⊆ I and γ * ∈ [0, 1] such that any optimal solution of RKP(I * ,γ * ) is optimal also for CCKP. In particular, x * is optimal for RKP(I * ,γ * ). On the other hand, observe that an optimal solution of RKP(γ * ) is optimal for either: max p.x | w.x ≤ c, x ∈ {0, 1} n , or: max p.x | w.x ≤ c − γ * i∈I δ i , x ∈ {0, 1} n . In any case, from the sorting of profits and weights, an optimal solution x ′ of RKP(γ * ) is non-increasing. Since RKP(γ * ) is a relaxation of RKP(I * ,γ * ), we have:
, and x ′ is feasible, and so optimal, for CCKP. We suppose now that w.x ′ > c, since x ′ is a feasible solution of RKP(γ * ), we have necessarily: wx ′ + γ * i∈I δ i ≤ c. Recall that γ * satisfies: wx * + γ * i∈I δ i = c. Then we obtain: wx ′ ≤ wx * . Since x * is non-increasing, wx * is the sum of the x * 1 lowest nominal weights. As a result:
Thus, it is proved that:
As both x ′ and x * are non-increasing, this means in fact that x ′ = x * . Hence, x ′ is an optimal solution of CCKP. (12) hold and that the {η i } i∈I are i.i.d.. Let γ ∈ [0, 1], the optimal solution x * of RKP(γ) is an optimal solution of CCKP with ε = P (wx * ≥ c).
Corollary 1 Suppose that conditions
Proof: Let ε = P (wx * ≥ c). We know from Proposition 5 that there exists γ ′ such that an optimal solution x ′ of RKP(γ ′ ) is optimal for CCKP. By construction, x * is feasible for CCKP. Since both vectors x ′ and x * are non-increasing, we have:
shows that x * is optimal for CCKP.
Thus, under condition (12), the algorithm CCKA can be used to obtain an optimal solution of CCKP. It is sufficient, for each value γ tested, to consider non-increasing solutions. This is not of great practical interest, since under conditions (12) , the problem can be easily solved by adding successively the elements of largest profit, until the probability condition is reached. However, the above results indicate the relevance of algorithm CCKA, at least when dealing with some particular types of instances.
To build the test instances, the minimal weights {w i } i∈I , as well as the profits {p i } i∈I , are randomly chosen in [100,1000], and the capacity c is randomly chosen between i∈I w i /3 and 2 i∈I w i /3. All data c, w i and δ i are positive integers.
When using sampling methods to estimate the feasibility probability of a given solution, the r.v.s {w i } i∈I are supposed independent and uniformly distributed on their definition intervals. We rely on Lemma 3 to ensure that we have a feasible solution for CCKA with probability at least 99.99%. The average probabilities appearing in result tables are then approximative. When using the Hoeffding probability bound (9), the r.v.s {w i } i∈I are supposed independent and centered: ∀i ∈ I, E[w i ] = w i +δ i /2. The goal is to find a good knapsack filling being feasible with probability at least 90%, which means that ε = 0.1.
In the "proportional variations" case, we set: ∀i ∈ I, δ i = 0.1w i (δ i is possibly rounded to be integral). With "uncorrelated variations", the {δ i } i∈I are randomly chosen in [10, 100] .
Results when using the sampling method: Instances with n = 25, n = 100 and n = 200 have been considered; for each size, one hundred instances have been run. The optimal solution, found through a complete enumeration of all possible solutions, is given only for n = 25. Some major trends can be underlined from Table 1 , which reports the average results for each case. First, M1 leads to very small improvements: while being very fast, this algorithm remains far less interesting than M2 and CCKA. Secondly, M2 and CCKA provide very close results. CCKA appears as much faster than M2, that is due to the very easy resolution of RKP(γ) through one knapsack problem. Thirdly, M2 and CCKA provide both near-optimal solutions for n = 25. More precisely, we observed that M2 always found the optimum for the case of proportional variations (see Table 3 ).
The carefull observation of the obtained results leads to conclude that CCKA provides slightly better solutions than M2 for proportional variations, while the contrary occurs for uncorrelated variations (see also Table 2 , which gives the number of instances where M2 or CCKA provided the best solution). This may be explained from the protection terms used by robust models RILP and RILP 2 . For RILP, ∆(x) = min γ. i∈I δ i , i∈I δ i x i ; for RILP 2 , ∆(x) is replaced by ∆ 2 (x) = max i∈S δ i x i : S ⊆ I, |S| = Γ , when Γ is integral. It can be seen that ∆ 2 will always penalize solutions involving coefficients with large variations. Hence, for instance, if we have two elements i and j such that p i = p j , w i = w j and δ i < δ j , RILP 2 will "prefer" element i to element j, although RILP will make no difference between them most of the time. Indeed, with ∆, the variations are taken into account mainly through their sum i∈I δ i , since most of the time: ∆(x) = γ. i∈I δ i . This may explain the better ability of RILP 2 to select good solutions when variations are not correlated to minimal weights.
Finally, upper bounds computed from Proposition 4 improve on the best case value. However, they remain very weak. It appears that obtaining good upper bounds on the optimal value of CCILP may require more sophisticated algorithms.
Results when using the Hoeffding bound: As before, one hundred instances have been tested for each size n = 50, n = 100 and n = 200. From Table 4 , we see that the main observations detailed here-above remain true: M1 leads to poor solutions; M2 and CCKA lead to similar quality solutions, but CCKA is faster than M2. When n = 50, a comparison with the optimal solution, given by HA, can be done. It appears that M2 and CCKA lead to near-optimal solutions. For n = 100, HA has been solved by Cplex with a time limit of 30 minutes; as the wide majority of the instances have not been solved to optimality within this time limit, the average gap is reported in the last column of Table 4 . It appears that the solutions found by this latter process are worse than those provided by M2 or CCKA in only a few seconds. As HA was so hard to solve already for n = 100, it has not been tested when n = 200.
Hence, the solutions given by CCKA and M2 are shown to be very good quality ones. More detailed comments may be done with respect to each method performance. When dealing with proportional variations, the solutions of CCKA are slightly better than those of M2 (cf also Table 5 ). The contrary occurs for uncorrelated variations. The reasons for this are the same than those given when using the sampling method.
Remark: Note that the feasibility probability indicated in tables for solutions of M1 is always "1.00". In fact, this feasibility probability was not exactly 1, but too close to 1 with respect to the numerical precision of the given results.
The multi-dimensional knapsack problem
We also study the following generalization of the knapsack problem, known as the Multi-dimensional Knapsack Problem (MKP):
We present results only for five-dimensional knapsack problems, i.e. m = 5. All data c, w ji and δ ji are supposed positive and integral. As before, all the weights are assumed to be uncertain, with either proportional or uncorrelated variations. All data are randomly generated according to the same rules than for knapsack problems. On the other hand, we keep similar probabilistic assumptions: when using sampling methods, the r.v.s {w ji } j∈J,i∈I are supposed independent and uniformly distributed on their definition intervals; when using the Hoeffding bound, the r.v.s are supposed independent and centered. Two chance-constrained problems are considered. The first one, denoted by CCMKP 1 , addresses the case of separate probability constraints: Table 1 : CCKP: Average results on 100 instances, when using the sampling method to assess the feasibility probability CCKA > M2 CCKA = M2 CCKA < M2 proportional n = 25 2% 98% 0% variations n = 100 20% 71% 9% n = 200 38% 50% 12% uncorrelated n = 25 0% 98% 2% variations n = 100 11% 69% 20% n = 200 9% 37% 54% Table 2 : CCKP: Number of instances where CCKA performs better or worse than M2, when using the sampling method to assess the feasibility probability CCKA=optimum M2=optimum proportional variations, n = 25 100% 98% uncorrelated variations, n = 25 96% 98% Table 4 : CCKP: Average results on 100 instances, when using the Hoeffding bound to assess the feasibility probability CCKA > M2 CCKA = M2 CCKA < M2 n = 50 1% 98% 1% proportional variations n = 100 14% 84% 2% n = 200 26% 72% 2% n = 50 0% 90% 10% uncorrelated variations n = 100 2% 76% 22% n = 200 6% 37% 57% Table 5 : CCKP: Number of instances where CCKA performs better or worse than M2, when using the Hoeffding bound to assess the feasibility probability CCKA=optimum M2=optimum proportional variations, n = 50 99% 99% uncorrelated variations, n = 50 86% 95% Table 6 : CCKP: Number of instances where CCKA or M2 provide the optimal solution when using the Hoeffding bound
The second one, denoted by CCMKP 2 , is with joint probability constraints:
Note that we consider a joint probability constraint. We aim at solving these problem for ε j = 0.1, for all j ∈ J, or ε = 0.1 in CCMKP 2 .
When dealing with CCMKP 1 , as with the knapsack problem, the corresponding Hoeffding approximation (HA) problem can be formulated as an integer linear program (see Section 5.1). Hence, the results obtained with the proposed algorithm can be compared with the best solution obtainable from our probabilistic hypothesis. For CCMKP 2 , recall that the Hoeffding approximation would require to solve an integer non-linear problem, that is difficult and beyond the scope of this paper. On the other hand, recall that for CCMKP 2 (joint probability constraints), M1 cannot be used.
When using sampling methods, tests have been run for n = 20 and n = 100, with one hundred instances for each size. When considering the Hoeffding bound, one hundred instances have been generated for both n = 50 and n = 100. Average results are presented in tables 7-10. As for the knapsack problem, M1 brings almost no improvement, while M2 and FA provide very similar quality results. AFA appears as a very effective algorithm, leading to solutions close to those of FA in far less time. However, it appears that both feasible solutions and upper bounds are quite far from the optimal values, although improving significantly both respectively on the worst case and the best case values. Note that when using HA, a time limit of 30 minutes has been imposed. Then, when instances are not solved to optimality, the gap to optimal value is indicated.
Conclusion
A new and tractable robust model has been proposed. It has been shown to be related to chanceconstrained integer linear problems. Then, heuristic algorithms based on this robust model have been developped to obtain good feasible solutions to chance-constrained combinatorial problems. To the best of our knowledge, that is the first time such algorithms are developped to deal with general chanceconstrained combinatorial problems. Extensive numerical tests have been performed on knapsack and multi-dimensional knapsack instances. They show the practical effectiveness of the algorithms. In particular, their high tractability make them usable for real-life large size problems. However, these numerical results also show that improvements are possible. Hence, future work will be devoted to obtaining better feasible solutions for chance-constrained integer linear problems, as well as improving the upper bounds proposed to provide some theoretical guarantee on the solutions. 
Proposition 6
Suppose that for all j ∈ J, I u (j) = I and there exists κ j > 0 such that:
m such that any optimal solution of RILP 3 (γ ′ ) is optimal also for RILP(γ).
Proof: Let x * be an optimal solution of RILP(γ). We define γ ′ through, for all j ∈ J: γ
′ be an optimal solution of RILP 3 (γ ′ ). By construction, x * is a feasible solution of RILP 3 (γ ′ ), and then: cx * ≤ cx ′ . On the other hand, let us prove by contradiction that x ′ is feasible for RILP(γ). Suppose that this is not the case: there exists j ∈ J such that ∆ j (x ′ ) > γ ′ j . i∈I δ ji . It is equivalent to say:
As we assumed that δ j = κ j A j , we obtain:
This is a contradiction. Hence, it is proved that x ′ is feasible for RILP(γ). This ensures that x ′ is an optimal solution of RILP(γ).
Despite this result, an instance of RILP can in general not be replaced by an instance of RILP 3 , as the following example shows.
Example: Consider the problem:
where the weights w i are supposed independent and distributed on their respective interval of existence: , 3] . Suppose that we want to solve the associated chance-constrained problem with ε = 0, i.e. we want to find the worst-case solution. It is easy to see that the investigated solution is (0, 0, 1), with objective value V = 3. We can enumerate the different solutions provided by the associated robust problem RILP 3 , depending on the value of γ:
• if γ = 0, then the optimal solution of RILP 3 (γ) is (0,1,1), with objective value V = 5.
• If 0 < γ ≤ 1/3, the optimal solution of RILP 3 (γ) is (1,1,0), with objective value V = 4.
• If γ > 1/3, the optimal solution of RILP 3 (γ) is (0,0,0), with objective value V = 0.
We see that the expected solution cannot be found by using the model RILP 3 . However, it is clearly the solution of the corresponding robust model RILP with γ = 1.
B On probability calculations
As an illustration, we detail one probability calculation for the sum of two random variables. It corresponds to the last example of Section 5.2, for the case 0 < 6γ ≤ 1. The goal is to assess the probability P (w 1 + w 3 ≤ 3.5), where w 1 and w 3 are respectively uniformly distributed on [1, 2] and [1.5,5.5] . Let us denote their respective density functions f 1 and f 3 .
The density f 1+3 function of w 1 + w 3 is known to be obtained by convolution of f 1 and f 3 (cf [14] ): f 1+3 (t) = ∞ −∞ f 1 (u)f 3 (t − u)du = • if t ≤ 2.5, then for all u ∈ [1, 2], t − u ≤ 1.5: f 1+3 (t) = 0.
• If 2.5 ≤ t ≤ 3.5: f 1+3 (t) = • If 3.5 ≤ t ≤ 6.5: f 1+3 (t) = • If 6.5 ≤ t ≤ 7.5: f 1+3 (t) = 
C Properties of the value function
No type of convexity property: Another difficulty comes from the structure of solution properties on the γ-space. Consider γ and γ ′ , and the respectively associated optimal solutions x and x ′ . If γ ≥ γ ′ , we have cx ≤ cx ′ , since RILP(γ ′ ) is a relaxation of RILP(γ). Hence, roughly speaking, the objective value is "non-increasing" with γ. However, no type of convexity property can be expected in the general case, as highlighted in the following example.
Example: Let V (γ) denote the optimal value of RILP-L(γ), the linear relaxation of RILP(γ) (cf Section 4.2). We build an instance in IR 2 where V is neither convex nor concave:
The coefficients a 1 and a 2 are both supposed uncertain in the interval [0,2]. The associated robust program is: max x 1 + x 2 s.t. 2γ 1 z 1 + 2y 1 + x 2 ≤ 1 2γ 2 z 2 + 2y 2 + x 1 ≤ 1 z 1 + y 1 ≤ x 1 z 2 + y 2 ≤ x 2 x ∈ [0, 1] 2 , z ≥ 0, y ≥ 0
It is easy to see that there exists an optimal solution of this problem such that z i = x i and y i = 0 for i ∈ {1, 2}. As a result, we have:
Let us now consider two specific collections of problems, the first with γ 1 = γ 2 , and the second satisfying γ 1 + γ 2 = 1/4:
• if γ 1 = γ 2 , it is easy to see that the optimal solution of V (γ) is the crossing point of {x : 2γ 1 x 1 +x 2 = 1} and {x : x 1 + 2γ 2 x 2 = 1}. As a consequence: V (γ) = 2/(1 + 2γ 1 ), which is convex on [0,1].
• Consider now the cases where γ 1 + γ 2 = 1/4. It can be checked that here also, the optimal solution of V (γ) is the crossing point of {x : 2γ 1 x 1 + x 2 = 1} and {x : x 1 + 2γ 2 x 2 = 1}. Thus: V (γ) = 3/[2.
(1 − γ 1 + 4γ Hence, we have extracted two portions of γ → V (γ) of different concavity properties, which shows that it is neither concave nor convex.
D On upper bounds for CCILP
In Section 5.4, some results were given that allow to obtain upper bounds for CCILP. More generally, we are interested in inequalities that are valid for an optimal solution of CCILP. Indeed, such inequalities lead naturally to relaxations of CCILP. We present below some inequalities that are valid for an optimal solution of CCILP. Note that all the results can directly be transposed for separate chance constraints by replacing ε with ε j .
Lemma 6 Let j ∈ J. Suppose that the r.v.s {A ji } i∈Iu(j) are independent. For each i ∈ I u (j), let a ji ∈ [A ji , A ji ] be such that: P (A ji ≤ a ji ) < 1 − ε 1/|Iu(j)| . Then, any feasible solution x of CCILP satisfies:
Proof: Let x be a feasible solution of CCILP. By contradiction, suppose that: i∈Iu(j) a ji x i + i / ∈Iu(j) A ji x i > b j . This implies that there is i ∈ I u (j) such that x i = 1. Indeed, if x i = 0 for all i ∈ I u (j), since ε < 1, the feasibility of x for CCILP means that i / ∈Iu(j) A ji x i ≤ b j , and thus x would satisfy i∈Iu(j) a ji x i + i / ∈Iu(j) A ji x i ≤ b j , that is contradictory with our assumption. We have: P (A j x ≤ b j ) ≤ P ( i∈Iu(j) A ji x i ≤ i∈Iu(j) a ji x i ). It has been shown above that there exists i ∈ I u (j) such that x i = 1. Then: P ( i∈Iu(j) A ji x i ≤ i∈Iu(j) a ji x i ) ≤ 1 − P (∀i ∈ I u (j) s.t. x i = 1 : A ji > a ji ) ≤ 1 − P (∀i ∈ I u (j) : A ji ≥ a ji ). From the independence of the r.v.s, we obtain:
Finally, we have: P (Ax ≤ b) ≤ P (A j x ≤ b j ) < 1 − ε. This is a contradiction with the feasibility of x for CCILP.
This result can in practice be strengthened by "focusing" on optimal solutions of CCILP. Indeed, ε 1/nj can be considered instead of ε 1/|Iu(j)| for choosing the numbers {a ji } i∈Iu(j) , where n j satisfies, for any optimal solution x * of CCILP: n j ≥ i∈Iu(j) x * i . Then, x * will satisfy the corresponding inequality (14) . Such an n j can for instance be computed in linear time by filling constraint j with smaller values {A ji } i∈Iu(j) first.
Lemma 7 Let j ∈ J. For each i ∈ I u (j), let v ji ∈ [0, 1] be such that: P (η ji ≤ v ji ) < 1 − ε. Then, any feasible solution x of CCILP satisfies: i∈Iu(j)
A ji x i + max i∈Iu(j)
Proof: Let x be a feasible solution of CCILP. By contradiction, suppose that: i∈Iu(j) A ji x i + max i∈Iu(j) {δ ji v ji x i } + i / ∈Iu(j) A ji x i > b j . This implies that there is i ∈ I u (j) such that x i = 1. Indeed, if x i = 0 for all i ∈ I u (j), since ε < 1, the feasibility of x for CCILP means that i / ∈Iu(j) A ji x i ≤ b j , and thus x would also satisfy i∈Iu(j) A ji x i + max i∈Iu(j) {δ ji v ji x i } + i / ∈Iu(j) A ji x i ≤ b j . Let k ∈ I u (j) such that: δ jk v jk x k = max i∈Iu(j) {δ ji v ji x i } (from the above considerations, necessarily, x k = 1). We have:
A ji x i ≤ i∈Iu(j) A ji x i + δ jk v jk = P i∈Iu(j) δ ji η ji x i ≤ δ jk v jk ≤ P (δ jk η jk ≤ δ jk v jk ) < 1 − ε Observing that: P (Ax ≤ b) ≤ P (A j x ≤ b j ) < 1 − ε, we have a contradiction.
Despite their theoretical interests, using inequalities (14) and (15) did not lead to significant improvements of bounds provided by the model of Proposition 4.
