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Abstract
Measuring chemical concentration is vital for understanding normal
and disease physiology involving metabolism and signalling, but mon-
itoring chemical concentrations in living systems poses a unique chal-
lenge because of biological heterogeneity. The purpose of this work
is to develop a system able to monitor chemical concentrations in
primary cultured cells, and apply it to the detection of oxygen, a nu-
tritional status marker, and nitric oxide which is a signalling molecule.
Both of these electroactive species are involved in angiogenesis which
is the growth of new blood vessels, and a hallmark of cancer.
The approach used in this study is to grow porcine endothelial cells
onto fibronectin-coated gold microelectrode arrays with diameter 25 µm
and perform electrochemical measurement on them. An experimen-
tal protocol is developed for measurements of dissolved oxygen and
nitric oxide around cells in their normal cell-culture environment. It
includes developing instrumentation like a heating platform and silver
reference microelectrode; data processing for automation and normal-
isation; and optimising voltammetry techniques. Culture medium
is found to affect electrochemical measurements by changing double
layer capacitance, reaction rate constant and diffusion. The measure-
ment system is used to detect oxygen reduction around cells, and
this is used to estimate their oxygen consumption rate. Nitric oxide
produced by cells is also measured, and this is used to identify an
angiogenic pathway leading to nitric oxide production by endothelial
cells. Variability in cell measurements is shown to originate from the
biological system rather than from sensor design.
A novel electroanalytical technique for determining parameters of re-
versible redox systems is developed by experimentally testing an an-
alytical solution for the current response to a large-amplitude sinu-
soidal voltage input. The technique is used to find estimates for dou-
ble layer capacitance, half wave potential and diffusion coefficients for
both potassium ferrocyanide and ruthenium hexaamine.
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Chapter 1
Introduction
1.1 Introduction
This thesis presents the work that was involved with the development of a mea-
surement system for oxygen and nitric oxide around cultured cells. It involved
developing necessary instrumentation, protocols and data processing, and then
trying to understand the environment of cells and the effects it has on measure-
ments. The system was used to measure oxygen around cells, and to use this value
to estimate cellular oxygen consumption which could be an important marker of
metabolism. The system was then applied to measuring nitric oxide produced by
cells, and this was used to identify a biochemical pathway involved in angiogen-
induced nitric oxide release. A new electoanalytical technique was also developed.
Here I present some background to the problem and its underlying motivation.
1.2 Biosensors
Sensors measuring chemical concentration in a biological system (broadly known
as “biosensors”) have been an area of research interest for decades but have
recently been the focus of increased attention because of the drive to reduce
healthcare research and technology costs, and because of an ageing population
with increased healthcare demands. Chemical concentration is relevant in many
physiological applications from poisoning to monitoring blood-alcohol levels and
1
1. Introduction
biosensors are widely used in critical-care monitoring. They even present an
opportunity for patients to monitor themselves as is the case in blood glucose
testing. An increased awareness about how patients respond to drugs differently
has also led to a drive towards personalised healthcare. This is especially impor-
tant in cancer treatment where there is a time pressure to find a treatment that
is effective for an individual with a disease which is highly variable across the
population and even within the body. In these situations biosensors may provide
a rapid method for determining the “right” drug for each individual. However,
there are certain challenges which are unique to the field of bioanalysis, which
stem from the characteristics of biological systems [1].
Heterogeneity occurs at all spatial and temporal levels in biological systems.
It occurs at all length scales, from whole organisms and within a population, to
the subcellular level where the very meaning of concentration must be reconsid-
ered [2]. Because of the relative size of large biological compounds and small
cell compartments like mitochondria and vacuoles there can be significant vari-
ation in the spatial distribution of molecules of interest. An electrode inserted
into tissue my span different compartments like vessels and cells, the contents
of which can become disrupted and/or connected by the measurement, and the
electrode recording will be a mean and not representative of either compartment
[3]. Biological systems are also highly compartmentalised which allows them to
maintain homeostasis, and are filled with local sources and sinks. Concentration
also varies over time from years for epigenetic chemical changes to milliseconds
for neurotransmitters.These factors should be considered when interpreting data
and sampling from biological systems [4],[1].
There are two approaches to bioanalysis, either measuring in situ as the events
unfold, or taking a sample where the difficulty lies in ensuring that it is a rep-
resentative sample. For in situ measurements the biological system can be dis-
turbed by the measurement, for example a measurement probe can be attacked
by the immune system and sealed in a fibrous capsule. If the measurement probe
consumes a significant amount of the analyte it is measuring it can disturb the
measurement environment by depletion. The in vivo inflammatory response of
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biomolecule deposition on a probe in vitro can also interfere with the measure-
ment system [1].
For in situ monitoring a rapid response time is necessary to observe fleeting
fluctuations arising from interactions in the system. This motivates the minia-
turisation of bioanalysis, which also gives rise to to the benefits of reduced costs
and reagent use, and high-throughput data [5]. Attempts at miniaturisation most
often involve scaling-down existing analytical tools to micro and nano-scale size
which scales down the reagent volumes used to picolitres in some cases.
There are many important aspects of normal and disease physiology where
concentration is of interest like nutrient supply (oxygen, glucose and lactate) and
signalling molecules (cytokines, neurotransmitters and hormones). One of these
aspects of disease is angiogenesis in cancer.
1.3 Angiogenesis
Angiogenesis is the growth of new blood vessels. It happens during normal
growth and healing, but is also the hallmark of cancer and many other ischemic
and inflammatory diseases as diverse as Alzheimers and AIDS. In 1971, Folk-
man proposed that blocking angiogenesis could be used to stop tumour growth
and metastasis [6], which motivated much research into anti-angiogenic drugs.
This has created a drive to find methods to test the effectiveness of these drugs.
Angiogenesis is regulated by the balance of pro- and anti-angiogenic molecules.
Metabolic stress such as lowered pH, pO2 and glucose, interactions with the ex-
tracellular matrix [7] and shear stress [8] increase the pro-angiogenic factors, but
the influence that these environmental factors have on angiogenesis is a“complex
and largely unresolved matter” [9]. The contribution of individual pro- and anti-
angiogenic molecules varies between tumour site, type and maturity, and so what
is needed is quantitative data on the changing amounts of angiogenic factors and
the timing involved. The molecules involved in angiogenesis such as the ubiq-
uitous angiogenin [10] are not well understood in terms of temporal and spatial
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expression. Angiogenin is a 123 amino acid protein that interacts with endothelial
and smooth muscle cells in a number of ways. It stimulates basement membrane
degradation, binds to cell membrane receptors and triggers a cascade of biochem-
ical processes inside the cell and undergoes nuclear translocation and enhances
rRNA transcription [11], [12]. Its effects have been reported to induce tubular
structures to grow, and to cause migration and proliferation [12]. Anti-angiogenic
therapies are considered very promising in the treatment of cancer [9] and include
pharmacological drugs that inhibit cellular oxygen consumption in tumours [13].
Angiogenic environmental factors induce a change in gene expression and the
genetic approach to studying angiogenesis is mature technology. Advances in
molecular genetics and the use of molecular probes and imaging have thus far
dominated what is known about angiogenesis [9]. However these techniques only
facilitate the study of long term events, and information about the early stages
of angiogenesis is not available. High molecular weight messenger molecules and
the intracellular expression of proteins have been widely investigated, but far less
work has been done on smaller molecules involved in metabolism and signalling
like oxygen and nitric oxide.
1.3.1 Oxygen and nitric oxide in angiogenesis
Oxygen and nitric oxide are an interesting pair of biomolecules to study because
of their central role in angiogenesis, where a lack of oxygen triggers angiogenesis
and NO mediates this blood vessel growth.
Oxygen is well-known to be crucial for cellular respiration in which energy in
the form of ATP is produced. Unsurprisingly oxygen plays an important role in
many diseases, including cancer. A tumour needs a supply of oxygen to sustain
growth. Oxygen from blood vessels can only diffuse through short distances and
so when a tumour outgrows its blood supply it becomes oxygen starved. Because
of the irregular and abnormal organisation of tumour vasculature, many cells are
located further than the diffusional limit for oxygen. When a tumour experiences
these hypoxic (low oxygen) conditions it begins signalling for new blood vessels
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to form from existing ones. The new blood vessels not only supply oxygen so
that the tumour can grow beyond a critical size, but also allow the tumour to
spread or metastasise to other organs [9]. Endothelial cells are the cells lining
blood vessels which motivated their use in this study, as they receive angiogenic
signals from tumours.
Oxygen levels affect oxygen consumption rates, and tumour cell metabolism
and proliferation [14]. Tumour vessels sometimes lack perivascular cells so the
vessel is not protected against changes in oxygen and lacks vasoactive control to
adapt to metabolic changes. The disorganised nature of tumour vasculature also
leads to acidic and hypoxic regions within them [15]. Hypoxia can select for cancer
cells with defects in apoptosis [13] and stimulate angiogenesis [16]. Furthermore,
oxygen levels affect how tumours respond to radiation and chemotherapy and
the acidic and hypoxic microenvironments of these cells can reduce the effects of
some therapies [17] [14], [18], [19], [20].
Nitric oxide is found in various parts of the body [21] including the central
nervous system [22]. As it is a free radical (like the oxygen free radical) it can
become noxious if produced in excess [23] and one of its roles is in the immune
system where it is produced by macrophages to mediate antimicrobial activity
[24]. In the circulatory system, NO helps control blood pressure by mediating
vasodilation [25] and plays a central role in the growth of new blood vessels which
occurs in angiogenesis [10]. Oxygen and nitric oxide around cells are discussed
further in chapters 4 and 5 respectively.
1.4 Electrochemical sensing
Systems that measure chemical events in biological systems must be sensitive,
selective and have high spatial (µm) and temporal (sub msec) resolution. The
spectroscopic techniques which include fluorescence microscopy, ion-mass spec-
trometry, magnetic resonance imaging, and x-ray emission imaging can provide
information about structures in biological systems but do not have high enough
spatio-temporal resolution and (with the exception of fluorescence) cannot deal
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with low enough concentrations as electrochemical sensors can [4].
1.4.1 Overview of theory and principles
Electrochemistry is the study of a chemical reaction in a solution at the interface
between a solid conductor (electrode) and an ionic conductor (electrolyte), and
involves the transfer of electrons during oxidation and reduction. Oxidation is
the loss of electrons from the highest occupied molecular orbital, and reduction
is the gain of electrons in the lowest unoccupied orbital. The oxidised form of a
compound O gains a number of electrons n and becomes the reduced form R of
the compound, which is written as the simple reaction: O + ne −−⇀↽− R.
In a typical electrochemical experiment, three electrodes are placed in the
solution of interest containing the redox reactive species O and R, which we wish
to study. The experiment is controlled by an electric circuit known as a poten-
tiostat, which maintains the applied potential between the working and reference
electrodes and uses a current-to-voltage converter to measure the current between
the working and counter electrode. The working electrode is where the reaction
of interest (driven by the applied potential) takes place, and is often an exposed
disc of inert metal such as gold. The reference electrode provides a voltage refer-
ence, and the counter electrode is a current path to complete the circuit.
When all redox processes are in equilibrium there will be no flow of current in
the working electrode and the potential associated with the electrode, the equi-
librium potential E, can be measured directly (with a high impedance voltmeter
connected between the working and reference electrodes) or calculated from the
Nernst equation for reversible reactions in dilute solutions in equation 1.1 [26]:
E = E0 +
2.3RT
nF
log
CO
CR
(1.1)
where R is the ideal gas constant (R=8.314 J/K/mol), T is the temperature
in Kelvin, n is the number of electrons transferred, F is the Faraday constant
(F=96 485 C/mol), and CO and CR are the bulk concentrations of the oxidised
and reduced species respectively. E0 is the formal potential for the redox pair,
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which is measured with respect to the standard hydrogen electrode defined as 0 V.
The potentiostat is used to apply a non-equilibrium potential to drive oxida-
tion or reduction and the resulting current is recorded. For electron transfer to
take place a continuous supply of reactant at the electrode surface is necessary.
The redox species is brought to the surface of the working electrode by mass
transport where a reaction takes place. Mass transport includes (i) ion migration
which is minimised by the addition of excess supporting electrolyte (ii) natural
convection (due to thermal and density gradients and vibrations) and forced con-
vection (introduced in some experiments), and (iii) diffusion which is governed
by Fick’s Law which describes diffusive flux down a concentration gradient.
The rate of reaction is the rate of change of concentration of the species of
interest, and is also the rate of transfer of electrons across the interface. This flux
J (mol.s−1.m−2) is related to current i as follows:
i = nFAJ (1.2)
where A is the surface area of the electrode. This is a central feature of
electrochemistry: we can measure the rate of chemical reaction from a current.
The rate of electron transfer is characterised by the rate constant k which
increases exponentially with overpotential and is given by equation 1.3 (which
leads to the Butler Volmer equation).
k = k0 exp
(−αnFη
RT
)
(1.3)
where ko is the rate constant at the standard electrode potential, α is the
charge transfer coefficient, and η is the overpotential: E − E0.
1.4.1.1 Capacitance and the electrical double layer
In an electrochemical cell there are two types of current that arise. Reduction/ox-
idation in the cell causes faradaic current, but the electrical double layer gives
rise to what is called the capacitive current. The double layer of charge shown
in figure 1.1 arises at the electrode/solution interface when a potential is applied
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to the electrode and is therefore charged, and ions in solution become organised
in a complementary layer. The part of the double layer in solution is made up of
sub-layers, with the first layer being molecules of solvent and some adsorbed ions.
This layer is known as the inner Helmholtz plane as denoted by X1 in the figure.
The second layer which is further from the electrode is composed of solvated ions
which cannot reach further towards the electrode than the already populated in-
ner Helmholtz layer, and they form the outer Helmholtz plane. Beyond these two
planes is a diffuse layer of ionic species [27].
Figure 1.1: The electrical double layer
After [27]
The imposed change of potential on the electrode surface causes a charging
current to pass through the cell which is additive to the faradaic current. Once
the double layer has reorganised according to the new potential however, the
charging current will decay to zero.
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1.4.2 Electroanalytical techniques
Different electroanalytical techniques have different information content and so
applying a variety of techniques to a system allows the contribution of parameters
to be separated out, such as reaction kinetics, diffusion, double-layer capacitance
and the type of reaction.
1.4.2.1 Transient techniques
Amperometry
The simplest non-steady state technique involves stepping the electrode po-
tential from a potential where no reaction occurs to a potential where the reaction
is diffusion limited, and holding it there while current is recorded against time.
This potential would be one where the concentration of the species of interest is
always zero at the electrode surface. Equation 1.4 is the Cottrell equation which
describes the change in current over time t at a planar electrode for a reversible
system (one that is effectively instantaneous on the time scale of the experiment),
and shows that the current will fall with time t−
1
2 :
i =
nFAD1/2C
(pit)1/2
(1.4)
where D is the diffusion coefficient. A plot of i v t−
1
2 is a test for whether the
current response is diffusion controlled.
Equation 1.4 is valid for macroelectrodes, and disk microelectrodes in the
short time regime. In the steady state the diffusion limited current at a recessed
microdisc electrode is given in equation 1.5.
i =
4pinFCDr2
4L+ pir
(1.5)
where r is the electrode radius and L is the recess depth of the electrode.
While the potential in amperometry is held steady, there are also techniques
which involve a varying voltage programme and these have the advantage of re-
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duced analyte consumption (so that the sensor does not compete with the tissue
analyte) and improved limit of detection and sensitivity (because the non-steady
state diffusion field has a steep gradient). However these techniques involve more
complex analyses and have additional interference from charging the electric dou-
ble layer.
Cyclic voltammetry
Cyclic voltammetry is a commonly used electroanalytical technique which can
be used to characterise or get a broad overview of a system. It is often the first
technique used when studying a new system because the current-voltage curves
produced shows features of the reaction mechanism and kinetics. Amongst other
things, a peak in the current indicates whether a substance has been involved in
a reaction in that potential range and the peak height is proportional to concen-
tration.
Potential at the working electrode is ramped linearly and then decreased again,
resulting in a triangular voltage-time input waveform (in a digital potentiostat
the ramp waveform is approximated with a series of tiny, staircase steps). The re-
sulting current is measured and plotted against potential. Normally the potential
scan starts far away from the formal potential, where no reaction happens. As
the potential is brought closer to the formal potential of the reacting species, the
rate of reaction increases exponentially as electrons are transferred, until all the
reactants at the electrode surface have been used up. At potentials beyond this
point the rate of the reaction depends on how quickly reactants at the electrode
surface can be replenished by mass transport and the reaction is diffusion limited.
Multiple cycles can be used to study film formation. Parameters like start-
ing and ending voltage can be varied while studying an unknown system, and
features like the number of peaks, at what potential they occur, their shape and
height are noted in order to characterise the system as reversible or not. Cyclic
voltammograms are also useful for identifying potentials at which the reaction
is mass-transport or kinetically limited, or both, which is necessary to know for
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amperometry, rotating disc electrodes and impedance spectroscopy.
Quantitative information can also be derived from a CV. For a planar electrode
in the diffusion controlled case the Randles-Sevcik equation shows that the peak
current ip of the CV for reversible systems will be proportional to the square root
of the sweep rate ν, and the gradient of this line will give D:
ip = 0.4463
n
3
2F 3
2
R
1
2T
1
2
AD
1
2Cν
1
2 (1.6)
Pulsed techniques
Differential pulse voltammetry (DPV) and square wave voltammetry (SWV)
are a combination of the potential steps of amperometry and the sweeps of cyclic
voltammetry as shown in figures 1.2 and 1.3 respectively. Pulsed techniques were
developed to offer a lower limit of detection than sweeping techniques. Pulsed
polarography methods were originally developed by Barker in 1952 [28] and the
details of DPV by Osteryoung in 1965 [29]. These methods minimise the effects
of capacitance and charging current by sampling current sufficiently long after
the sudden change in voltage to take advantage of the fact that after a voltage
pulse, faradaic and non-faradaic currents decay differently: capacitive current
decays as e
−t
τ and faradaic current as 1√
t
so at the time of sampling the charging
current is negligible. The shape of the DPV is essentially the derivative of a nor-
mal sweep curve [29]. SWV and DPV have similarly low limits of detection but
SWV can be executed slightly faster and so is preferable for very fast applications.
In DPV the current is sampled just before the start of a pulse, and at the
end of that pulse as shown by the red dots in figure 1.2. In SWV the current is
sampled at the end of both the forward and reverse half cycles, as indicated by
red dots in figures 1.2 and 1.3. This difference in current is plotted against the
step potential, and the peak current scales with concentration and pulse height,
while the peak potential gives qualitative information. Whereas cyclic voltam-
metry has a limit of detection of typically greater than 10−5 M, pulsed techniques
have limits of detection in the range of 10−9 M [30].
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Figure 1.2: Differential pulse voltammetry waveform
Red dots indicate sampling times
12
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Figure 1.3: Square wave voltammetry waveform
Red dots indicate sampling times
13
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For pulse voltammetry techniques like SWV and DPV the net current is com-
pared with theoretical predictions of a dimensionless current. The experimental
current is proportional to concentration and relates to parameters of the experi-
ment and the system under study, as shown in equation 1.7 [31].
i = nFAC(D/pitp, )
1/2ψ(nE(t); r; k) (1.7)
where tp is the pulse width, ψ is dimensionless current, E(t) describes the wave
form, r represents the geometry of the diffusion field, and k represents thermo-
dynamic and kinetic features of the model. Even in the most simple cases SWVs
and DPVs have a mathematical description which requires digital computation
[32].
Impedance techniques
In the cyclic voltammogram described above, a large excitation signal is ap-
plied to the electrode, producing current-voltage waveforms which are non-linear.
Another possibility is to apply small-enough perturbations to result in a linear
current-voltage relationship. In these experiments an AC current is applied to
the electrode and an AC potential response is measured.
In electrochemical impedance spectroscopy (EIS) sine waves are passed through
an electrochemical cell and its impedance is measured. This data is fitted to a
model to determine the parameters of the system. The Randles’ model [33] is
frequently used as a simple equivalent electrical circuit to represent the electro-
chemical system, although more elaborate models can be used to describe a more
detailed scenario [34]. This circuit contains a resistor representing solution resis-
tance (Rs) which is fixed for a certain cell, connected to a capacitor representing
double-layer capacitance (Cdl). The capacitor is in parallel with two resistors that
represent the faradaic current: the charge transfer resistance (Rct, resistance due
to reaction kinetics) and an impedance element called the Warburg impedance
(ZW ) which models the current being limited by diffusion. These elements are
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shown in the circuit in figure 1.4.
Figure 1.4: Randles’ equivalent circuit for simple reversible electron transfer
An impedance spectroscopy trace for simple reversible electron transfer is
shown in figure 1.5, where the data is plotted as a Nyquist diagram with the
imaginary part of the impedance against the real part, over a range of different
frequencies (ω). The plot shows a semi-circular region at higher frequencies where
the reaction is governed by kinetics, and a straight region (with gradient 45◦) at
lower frequencies due to diffusion. The size and shape of these different regions
give values for the components of the model circuit which can be related to the
electrochemical system.
The behaviour of the circuit is as follows: at all frequencies the impedance of
the circuit will contain Rs, this is represented by the shift of the semi-circle along
the real axis. At low frequencies the capacitor will act as an open circuit and
all the current will be faradaic, and would pass through the branch containing
Rct. At high frequencies, current will begin to pass through the circuit branch
containing the capacitor and the cut-off frequency at the height of the semicircle
gives the value of the capacitor. With increasing frequency the real component of
the impedance continues to decrease and beyond the cut-off frequency the imag-
inary component also decreases as the capacitor becomes a short circuit. Since
the charge transfer resistance is at a maximum at the equilibrium potential, this
15
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Figure 1.5: Nyquist plot with real and imaginary components of the system’s
impedance
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is the potential around which the system should be perturbed [30].
AC voltammetry uses small perturbations, and refers to an excitation signal
which a small-amplitude high-frequency signal superimposed on a slowly varying
voltage waveform. The main advantage of this technique is that the measurement
is sensitive to faradaic current and has high immunity to double-layer charging
effects because capacitive charging current is primarily linear and most of its in-
tensity remains in the fundamental frequency.
The use of large amplitude excitation signals has been investigated, which dis-
tributes the faradaic signal into higher harmonics where they can be retrieved with
the Fourier transform. AC techniques are discussed further in chapter 6, which
describes how a new analytical solution for large-amplitude sinusoidal voltamme-
try was tested experimentally.
1.4.2.2 Steady-state techniques
Rotating disc electrode
A rotating disc electrode (RDE) is part of a hydrodynamic technique where
the working electrode is mounted on an axle which is rotated at a rate controlled
by the experimenter, while the potential is swept on the electrode. In the methods
discussed above, the rate of mass transport to the electrode can only be varied
by changing the electrode potential, but at high frequencies a charging current
is introduced. However with a RDE the rotation rate controls mass transport
allowing it to vary over a wider range. If we can control mass transport then we
can separate its effect from kinetic effects on the overall current.
For the diffusion limited case, the current at the rotating disc IL is given by
the Levich equation:
IL = −0.62nFD2/3υ− 16Cω 12 (1.8)
Where υ is the kinematic viscosity (in cm2/s) and ω is the angular rotation
17
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rate of the electrode (in rad/s). To test whether the current is mass transport
controlled, current can be plotted against ω
1
2 which should yield a straight line
passing through the origin with a slope from which D can be found:
1
i
=
1
ik
+
(
1
0.62nFACD2/3υ−1/6
)
1
ω1/2
(1.9)
1.4.2.3 Microelectrodes
Electrochemical sensors allow the rate of change of signal to be measured, rather
than the signal itself. This means that the signal does not decrease with sample
size, and allows the sensors to be easily miniaturised, and so the experiments
using the techniques described above can be vastly reduced in size. Microelec-
trodes experience radial diffusion which creates a high rate of mass transport and
allows for fast response times. At short times the diffusion to a disc microelec-
trode is planar just like a conventional, large electrode, but as time progresses
the diffusion field becomes larger than the electrode and eventually forms a hemi-
sphere around it. This results in a microelectrode having diffusion of reactant
from all directions and therefore a greater diffusion flux overall [35]. This allows
the steady state to be reached quickly, and also facilitates the detection of short
lived species. Smaller electrodes also decrease capacitance as the time taken for
the double layer to charge and discharge is shorter. This means that reliable
recordings of faradaic current can be made sooner, and reduce ohmic drop. De-
creasing electrode size also allows more structural and biochemical complexity to
be studied in a highly spatially varying biological system. Microelectrodes are
defined as such if they have at least one dimension in the micrometer range.
Microelectrode arrays are grids of microelectrodes which can be randomly or-
dered or periodically arranged. If the microelectrodes are far apart enough not to
have overlapping diffusion fields then each electrode can be individually address-
able and behaves independently. This allows multi-analyte sensing and increases
data throughput. Individually addressable microelectrode arrays were developed
previously at Imperial College [36] and these were used throughout this study,
and will be discussed in subsequent chapters.
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1.4.3 Electrochemical biosensors
Electrochemical methods have been an established tool for direct biological oxy-
gen measurements [37], [38], [39] since 1938 when Blinks and Skow measured
oxygen from photosynthesis with a platinum electrode [40]. This method was
improved by Clark and it was used to measure blood oxygen, which gave rise to
what is known as the Clark electrode. This is a platinum electrode covered by a
Teflon membrane with an integrated counter electrode. Since then this type of
electrode has been refined and used in various biological applications including
identifying hypoxic tumour tissue [41]. Most electrochemical sensors today are
insulated inert conductors with an exposed area. In this study analytes are de-
tected directly on gold, but the electrode can also be modified with enzymes and
antibodies.
Electrochemical techniques were chosen for this study because they provide
rapid results, good spatial resolution, are easy to use, the equipment needed is
inexpensive, can be mass produced and miniaturised which gives them an advan-
tage over other techniques used for biological measurements like chromatography,
isotropic labelling and confocal microscopy. Importantly there are many crucial
biological molecules that can be sensed electrochemically to give a “fingerprint”
of cell activity, as summarised in figure 1.6.
Advancements in the manufacture of integrated circuits have made micro-
electrode arrays popular because they allow small (often expensive) volumes of
analyte to be measured, and several measurements to be taken on the same chip
[42]. These could be different analytes to be tested at the same time (e.g. oxy-
gen, nitric oxide, glucose, lactate or pH on the same chip) without the need for
separation. For this to be possible the arrays must have high selectivity which
is the ability to respond only to the target analyte. Selectivity of amperometric
and voltammetric devices is primarily through applying an appropriate electrode
potential, but can be refined with signal processing. Additionally the electrode
surface can be modified with a semi-permeable membrane or a highly specific
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Figure 1.6: Cellular biomarkers/molecules which can be sensed electrochemically
enzyme which reacts catalytically with the analyte to produce a reaction product
which is then detected [1].
Because electrochemical techniques can be miniaturised they have emerged
as important for studying communication between neurons, and Wightman et al
[43] first demonstrated that it is possible to detect neurotransmitter from a single
vesicle. This was achieved by placing a 5 µm diameter carbon fibre electrode close
enough to a bovine chromaffin cell in a culture dish to be able to detect release
upon mechanical or chemical stimulation. Amperometric techniques are preferred
for studying single-cell exocytosis and have been used by Ewing in primary [44]
and immortalised cell lines [45]. The task of resolving different neurochemicals
has motivated the development of new data techniques and Wightman has used
fast scan cyclic voltammetry to resolve neurochemicals [46].
Growing cells directly onto microelectrodes offers several advantages over ex-
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ternal electrodes. It creates an undisturbed environment which is similar to in
vivo conditions. The microelectrode does not need to be positioned close to the
cell with a micromanipulator and microscope, reducing the need for costly and
complicated equipment [47]. They can be mass produced which reduces the vari-
ation between device and the sensors can be left in an incubator with the cells
allowing long-term measurements.
A schematic of angiogenesis and how its pathways in endothelial cells may be
studied with cells on a chip is shown in figure 1.7.
Figure 1.7: Overview of using “cells-on-a-chip” technology to study angiogenesis
Left is a blood vessel being stimulated to grow by a tumour (in yellow), right shows how
angiogenic pathways in endothelial cells may be studied with cells on a chip.
1.5 Aims
The aim of this work is to (i) determine what instrumentation and protocols
would be needed in order to make use of new microelectrode array sensors with
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cells, (ii) to find out whether it is possible to measure a change in sensor current
due to the presence of cells and if so, to use this to gain insight into oxygen’s role
in metabolism and signalling, (iii) to determine whether the new chips could be
used to measure nitric oxide production in cells, and to see if a new biochemical
pathway can be elucidated. This data can then be analysed in terms of variabil-
ity to determine the relative effects of inherent variability in biomeasurements.
Lastly, the goal is to (iv) translate a novel voltammetry model into something
that can be tested experimentally.
This first chapter of the thesis has introduced the topic of electrochemical sen-
sors for biomedical applications. Chapter 2 describes the development of a mea-
surement system for electrochemical detection around cells. Chapter 3 explores
measurements in the environment of cells which is culture medium. Chapter 4
presents the results of oxygen measurements around cells. Chapter 5 presents the
results of measurements of nitric oxide around cells. Finally, chapter 6 presents
a promising new electrochemical technique.
1.6 Conclusion
Biosensors find application in many biomedical problems because they can sense
chemical concentrations in living systems at low concentrations, short time and
length scales. Biosensors can be used to study the biochemical pathways of
angiogenesis, which is the growth of new blood vessels that occurs in cancer as well
as normal physiology. Oxygen and nitric oxide are both involved in angiogenesis,
which motivates monitoring endothelial cells for levels of these molecules. Nitric
oxide and oxygen are both electroactive and can be sensed electrochemically.
Microelectrodes constructed previously were used throughout the work presented
in this thesis, the results of which are presented in the subsequent chapters.
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Chapter 2
Developing methods for
electrochemical measurements
This thesis includes the results of taking oxygen and nitric oxide measurements
from cells in vitro and in this chapter I describe the methods that were devel-
oped for this purpose. I discuss the microelectrode array sensors themselves and
how they were modified and prepared, and the experimental set-up including
how the sensors were used with cells and how experimental data was processed.
Experimental methods used in conventional macroelectrode experiments are also
described here. The subsequent chapters in this thesis make reference to the
techniques in this chapter.
2.1 Instrumentation, reagents and glassware
Unless otherwise stated, the CHI 1030 potentiostat from CH Instruments was
used for all voltammetry measurements. It is a multi-channel potentiostat for up
to 8 working electrodes with a common reference and counter electrode, and it
was always used at the maximum sampling frequency or minimum sampling pe-
riod of 0.001 s. The Ag|AgCl reference electrodes used in this study were either a
reference electrode with porous tip and 3 M KCl filling solution from CH Instru-
ments, a leak-free reference electrode from Warner Instruments or a laboratory
made microelectrode. Laboratory-grade glassware was used throughout and all
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chemicals were used as received from Sigma unless otherwise stated. Ultrapure
water (Purite, 15 MΩ.cm resistivity at 25 ◦C) was used for the preparation of
reagents. Decon90 laboratory detergent was used to clean glassware and chips. It
is made up as a 5 % solution in deionised water and removed with hot (> 60 ◦C)
water. The water is heated in a water-bath. Macroelectrode studies were on com-
mercial gold inlaid disc electrodes of 2 mm or 5 mm diameter. The phosphate
buffered saline (PBS) used in all studies in this thesis was cell-culture grade PBS
(pH=7.4) which was supplied sterile. Cell culture medium is discussed in detail
on page 54.
2.2 Microelectrode array chips
The microelectrode arrays used in this study for cell-work are built on silicon
dioxide (SiO2) wafers packaged either as an 8-pin dual in-line package DIL/DIP
format chip which can be connected to an external potentiostat using standard
electronic components, or as the newer design which is a silicon dioxide wafer with
gold pads which is connected to the potentiostat by a specially designed gold pin
connector, as shown in figure 2.1. The silicon dioxide wafer is the base for gold
electrodes over an adhesion layer of titanium, covered in a patterned insulating
layer of silicon nitride (Si3N4) which defines the active areas of the electrodes to
be a circle over the tip of each working electrode, and most of the counter and
reference electrodes as seen in 2.2. Each working electrode is therefore a disk
recessed by 1 µm [36]. Each working electrode is individually addressable with
a multi-channel potentiostat. All the working electrodes on any single chip are
designed to have the same diameter, being either 20, 25, 30 or 35 µm in diam-
eter. Although each chip contains a gold reference electrode, for the majority
of measurements an external commercial silver-silver chloride reference electrode
was used.
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Figure 2.1: Electrode wafers packaged as the older (left) DIL design and the
newer (right) “glass” chip design
2.2.1 DIL chip design and connector
Each DIL chip array (henceforth known as a “DIL chip”) contains a total of eight
gold electrodes: six gold working electrodes surrounding a central gold reference
electrode; and a gold counter electrode with a large surface area, as seen in figure
2.2.
The gold electrodes are on a silicon dioxide (fused silica) wafer which was
wire bonded and encapsulated into the 8-pin DIL chip form which can be easily
connected to a solderless breadboard, integrated into a printed circuit board or
soldered directly to connecting wires for attachment to the crocodile clips of the
potentiostat, as shown in 2.3. The CAD schematic of the wafer is shown in figure
2.4. 100 of the 4 mm × 4 mm wafers were sent to Quik-Pak microelectronic pack-
aging and assembly in California where they were bonded into 8-pin side-brazed
packages with ceramic encapsulation, with a custom-made encapsulation dam to
create a circular opening of 3 mm over the sensing part of the array. The final
dimensions of the DIL chip are 10 mm × 7 mm × 6 mm.
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Figure 2.2: DIL chip showing layout of electrodes with non-insulated, active areas
of electrodes in red
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Figure 2.3: DIL chip in a socket with soldered connections for potentiostat
The arrays are modified to be able to hold a 120 µl volume in a solution cham-
ber, by attaching a glass cylindrical collar (Aleria Biodevices) onto the chip with
biocompatible epoxy glue (Epo-tek 301) as shown in figure 2.5. When attaching
the glass collars care is taken to not let excess glue run onto the sensing part of
the array. This can be achieved by dabbing tiny dots of glue onto the collar for
the first curing at 65 ◦C for one hour. Increasingly more glue can be added the
second and then the final time it is cured.
2.2.2 Glass chip design and connector
The electrode layout of the newer silicon dioxide transparent chips (henceforth
referred to as “glass chips”) is similar to that of the DIL chip except that it fea-
tures 14 working electrodes between the central reference electrode and the large
outer counter electrode, as shown in figure 2.6. The glass chips used throughout
this study have 25 µm diameter electrodes unless otherwise stated. Each elec-
trode extends to a rectangular gold pad on the edge of the wafer, outside the
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Figure 2.4: CAD schematic of the DIL chip wafer containing the six working
electrodes.
The areas in green are exposed gold and the areas in red are insulated
Figure 2.5: DIL chip with glass collar creating a chamber for analyte
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glass circular collar. The wafer has dimensions of 1 cm × 1 cm and its CAD
schematic is shown in figure 2.7. The electrodes are arranged in a grid so that
they are all equally far from the reference electrode and will experience the same
solution resistance. The electrodes are also spaced sufficiently far apart so that
their diffusion fields do not overlap and cross-talk does not occur. The counter
electrode is much larger than the working electrodes so that it does not limit the
current through the electrochemical cell.
Figure 2.6: Glass chip showing electrode layout, with a pencil for scale
For measurements the glass chip is placed inside a specially made pin adapter
called the “CD-player” (figure 2.8) because of its resemblance to portable round
Discman music players which were popular in the early 2000s. The glass chip is
positioned in a special sprung holster (figure 2.9). When the chip is mounted in
the holster and the “CD-player” is closed it is completely encased by the “CD-
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Figure 2.7: CAD schematic of the glass chip wafer containing 14 working elec-
trodes.
The areas in green are exposed gold and the areas in red are insulated
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player” except for a small opening directly above the chip which can be used as
an entry point for an external reference electrode.
Figure 2.8: Pin adaptor referred to as the “CD-player” because of its resemblance
to a Discman device
The “CD-player” connects with the gold pads on the chip with a comb-like
array (figure 2.10) of gold pins. Two gold pins ensure adequate contact with each
gold pad on the chip.
The gold pins are fragile and can be easily bent out of place if touched, or if
the chip is not inserted into the holster properly. Because the gold pins are very
small and closely spaced it is possible for small amounts of moisture to create a
film which joins pins and makes a short circuit between adjacent channels. In
this case moisture on the comb of pins can be evaporated with ethanol applied
with a fine paintbrush. The pins can be kept dry by drying the outside of the
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Figure 2.9: Sprung holster inside“CD-player” containing a glass chip
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Figure 2.10: Comb-like array of gold connector pins
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chip thoroughly and using a fast stream of inert nitrogen gas to blow away tiny
droplets before it is inserted into the “CD-player”. The chip should also only
be filled with solution to a level that will allow displacement when an external
reference electrode is inserted without overflow. Thus although the full volume
capacity of a chip is 120 µl it was only filled to 70 µl in practice. A special
holder was created to ensure that the reference electrode is always inserted into
the solution at the same depth, so that it does not collide with the electrode array
surface or displace too much solution causing spillage. Experiments involving an
internal (on-chip) reference electrode had the advantage of not having the threat
of accidental spillage and 100 µl volumes were used.
2.2.2.1 Comparison of DIL and glass chips
The major advantage of the newer glass chips is that once cells are seeded they
can be easily viewed under a light microscope just as cells are normally viewed
in culture flasks. This gives the experimenter a wealth of additional novel infor-
mation about the cells which are not easy to image on the opaque DIL chips.
The most important advantage is being able to see whether seeding the cells was
successful i.e. that the cells have been seeded with the intended density and ap-
pear healthy and have a normal elongated morphology, growing in a cobblestone
pattern, and do not appear rounded or detached which is an indication of cell
death. Another advantage is that the measured current at each electrode can be
compared to an image of the electrode showing the number of cells around it,
and even their morphology or behaviour, such as their motility.
The potentiostat has eight channels which are not all utilised by the six-
electrode DIL chips, while on the 14-electrode glass chips all eight channels are
used and six electrodes are left free. The advantage of having extra electrodes is
that there is a choice about which ones to use. On some occasions (approximately
1 time in 5) a bubble appears on the electrodes the day after seeding and cells do
not grow in that area, as seen in figure 2.11. This could be because the bubble
was present from the time cells were seeded and so they never made contact with
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the fibronectin and didn’t grow, or because a bubble formed on top of the cells
causing them to die or move away. On occasions when the seeding process leaves
a bubble over an electrode, another electrode in the array can be used instead.
Figure 2.11: A bubble over electrodes after seeding cells (left) and its impact on
cell growth, visible once it has been washed away (right)
2.3 Internal reference electrode
For the majority of experiments described in this thesis an external reference
electrode was used. For the DIL chips a commercial Ag|AgCl electrode was used
as shown in figure 2.12. Clearly this set-up with one electrode being many times
larger than the entire chip defeats the point of miniaturisation and the possibility
of creating an integrated internal on-chip reference electrode by modifying one of
the electrodes on the array was explored. An internal reference electrode would
make the measurement process easier as the reference electrode would not need
to be positioned, a process which is time consuming and which sometimes traps a
small bubble which is not easily removed, and which could influence oxygen con-
centration in solution. It would cause less disturbance to the cells and solution
to not have an external reference moving in an out of the chip, especially in ex-
periments containing angiogenin where the reference electrode tip must be rinsed
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before every measurement to prevent experimental contamination. A reliable in-
ternal reference electrode would also introduce the possibility of sealing off the
chip and limiting the gaseous exchange, and is an important step in completing
the miniaturisation of the system.
Figure 2.12: DIL chip used with an external Ag|AgCl reference electrode, moti-
vating the need for a miniaturised, internal reference electrode
Ideal characteristics of a reference electrode are that the potential should re-
main constant even if small amounts of current pass through it, that the potential
should be reproducible and have low temperature sensitivity, and for biological
applications it should also be biocompatible.
The reaction at a silver-silver chloride reference electrode is as follows:
Ag+ + e−−Ag(s) (2.1)
AgCl(s)−Ag+ + Cl− (2.2)
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giving the overall reaction:
AgCl(s) + e−−Ag(s) + Cl− (2.3)
Since solid silver chloride and elemental silver have an activity of 1, the po-
tential of the Nernst equation depends only on the Cl– activity, aCl− .
E = E◦ + 2.303
RT
F
log
(
1
aCl−
)
(2.4)
If the chloride ion activity is kept constant then the half-cell potential of the
reference electrode should remain constant since Ag+ is only sparsely soluble [48].
In this section I describe how an internal reference electrode was made by
plating silver onto gold and then chloridising the electrode. Previous attempts at
plating silver had been unsuccessful due to silver forming rapidly and not being
contained to a single electrode. Patel et al [36] and Trouillon et al [49] report
that electrodeposition had been problematic because the silver coating could not
be controlled. However the procedure described by Chen et al. [50] for a needle
electrode was successfully adapted to single microelectrodes and then to DIL and
glass chips.
2.3.1 Experimental
To deposit the silver onto the large, central gold electrode, the chip was filled
with a silver-plating solution of Ag(NH3)2OH. The 10 mM Ag(NH3)2OH plating
solution was prepared by adding NH4OH drop-wise to AgNO3 according to the
first step of equation 2.5. At first the solution appears cloudy brown because of
the Ag2O precipitate, but as NH4OH is added in excess it becomes a clear and
colourless solution of 2 (Ag(NH3)2)OH:
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2 AgNO3(s) + 2 NH4OH(aq) −−→ Ag2O(s) + 2 NH4NO3(aq) + H2O(l) (2.5)
Ag2O(s) + 4 NH4OH(aq) −−→ 2 (Ag(NH3)2)OH(aq) + 3 H2O(l) (2.6)
The concentration of the NH4OH is not important; enough of it must just
be added so that all the AgNO3 reacts and forms Ag(NH3)2OH. It was found
that for plating several chips, about 3 mg AgNO3 should be added to an empty
10 ml glass vial. With the glass vial on a weighing balance a few millilitres of
50 mM NH4OH were added until the solution became clear. This opacity change
was difficult to observe in such a small volume and was carefully matched to the
colour of the NH4OH. The density of water was used to convert the weight of the
water added to volume so that the resulting concentration of the Ag(NH3)2OH
could be determined, since the AgNO3 produces Ag(NH3)2OH in a 1:1 molar
ratio according to equation 2.5. The resulting Ag(NH3)2OH product was diluted
with water to produce the final concentration of 10 mM needed for plating. The
Ag(NH3)2OH solution becomes explosive if stored over some time and should be
made in a small quantity and made fresh every day, with excess discarded daily.
The chip was filled with 80 µl of the plating solution and connected to a po-
tentiostat, with the lead for the working electrode connected to the electrode on
the chip to be plated (what will be the central, reference electrode), the lead for
the reference electrode connected to an external no-leak silver reference electrode,
and the counter connection to the counter electrode. The no-leak reference elec-
trode is important because it was found that contact between chloride ions (from
a standard porous silver reference electrode or chloridised wire) and the silver
plating solution immediately causes the formation of AgCl and the solution goes
milky white [48]. Alternatively a salt bridge could be used.
To electrodeposit the silver on gold the method described by Chen et al. in
[50] was adapted. The potential of the electrode to be plated was cycled 15 times
with cyclic voltammetry with a scan rate of 0.05 V/s and a potential of -0.25 V
to 0.55 V with respect to the leak-free reference electrode, in a plating solution.
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After the gold electrode had been plated with silver, the silver was chloridised
by rinsing off the plating solution with deionised water and filling the chip with
80 µl of 0.1 M HCl and applying a constant potential of 0.20 V for 15 minutes.
The chip was then rinsed and filled with 100 µl of 1 M KCl and stored in the
dark for two days to stabilise, because silver chloride is light sensitive.
The stability of the reference electrodes was tested by comparing their poten-
tials with a commercial Ag|AgCl reference electrode. This was carried out using
the open circuit potential function of the CHI1030 in 1 M KCl for 6 minutes.
2.3.2 Results
A typical cyclic voltammogram of silver electrodeposition is shown in figure 2.13.
Figure 2.13: Cyclic voltammogram of silver electrodeposition onto a gold elec-
trode in a chip
Scan rate 0.05 V/s
In the first potential cycle the silver ions are reduced and these silver atoms
form nucleation sites, as indicated by the cathodic peak at +140 mV . The abrupt
drop at the anodic stripping peak at +430 mV is where all the small unstable
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silver nucleation centres are oxidised and dissolved back into solution and only
the large stable nuclei are retained on the electrode surface. Cycling between re-
duction and oxidation thus allows nucleation sites to grow and eventually overlap
to form a continuous layer of silver [51]. Both peaks grow over time indicating
that the silver layer is growing, however the anodic peak starts to decrease even-
tually as all unstable nuclei are converted to stable nuclei in the layer of silver.
The peak in the negative region around zero volts may be the onset of oxygen
reduction.
After electrodeposition the central reference electrode appeared shiny silver
when inspected in the light with the naked eye or with a watchmaker’s eyeglass.
Figure 2.14 shows the amperometic current-time curve for chloridising the
silver layer on the reference electrode in HCl with a constant potential of 0.2 V.
Initially there is a high current as the the silver is oxidised to Ag+ which combines
with Cl– in solution to form AgCl. The current decays rapidly as the silver is
converted to a film of AgCl.
Figure 2.14: Amperometric curve of chlorodising the internal reference electrode
A potential of 0.2 V v Ag|AgCl is applied for 15 minutes in 0.1 M HCl
40
2. Developing methods for electrochemical measurements
After chloridising the reference electrode appears bright to the naked eye, and
after storage for two days it appears dark and dull as described by Ives [48]. The
difference in appearance of the reference electrode compared to surrounding gold
electrodes on a DIL chip is shown in figure 2.15.
Figure 2.15: On-chip reference electrode after silver electodeposition (left) and
silver chloridising (right)
The reference electrode shown here is on a DIL chip and is the large, central electrode which
appears silver in the light after silver electrodeposition and white after chloridising.
The transparency of the glass chips allows a more detailed visual inspection
of the silver layer as shown in figure 2.16.
The open circuit potential of one of the internal reference electrodes on a chip
against a commercial electrode had a drift of 4 mV over a period of 6 minutes.
Since a typical DPV measurement lasts 10 seconds, and the potential drift in cell
measurements can be up to 80 mV this drift is sufficiently small to be suitable
for cellular measurements. Variation in the silver chloride on each electrode is
expected because the electrodeposition depends on the surface properties of the
underlying gold electrode, and so the repeatability of this method would need to
be tested on a larger sample size. Further work would also be required to test the
stability of the reference electrodes over the course of a day of experiments over
several hours, and whether the electrodes can be re-used or must be stripped off
and re-plated. However initial results show a vast improvement over unsuccessful
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Figure 2.16: Internal reference electrode on a glass chip showing silver growth
Vertical electrode on the right is the silver-covered reference electrode and horizontal
electrodes on the left are unmodified gold electrodes.
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Figure 2.17: Internal reference electrode on a glass chip showing silver growth as
the silver layer extends slightly over the edge of the electrode.
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early attempts at plating silver reported by Patel et al [36], and that the method
described here should be suitable for modifying chips to contain an internal ref-
erence electrode in future.
The internal reference electrode is used for cell measurements of oxygen and
NO in chapter 4.7 and chapter 5.5 respectively.
2.4 Measurement environment: heating and gas
exchange
Initially experiments with cells were done at room temperature and at equilib-
rium with the air but this scenario was modified to reduce disturbance to the
cells. For measurements of cells on chips, cells were seeded onto a chip and left
overnight inside a cell culture incubator and transferred to the potentiostat-based
measurement system in another laboratory for recording currents. In this section
I describe how the environment of the incubator (which is optimised for cell cul-
ture) was maintained during measurements with a heater and a gas pipe. If the
measurement involves deviations from the “normal” environment then the results
may simply be a response to this disturbance.
2.4.1 Heating
Maintaining a constant temperature of 37 ◦C is important so that the cells are
not disturbed, and also so the diffusion coefficient does not change, because it is
temperature dependent and affects the peak current.
The temperature of the chip is maintained at 37 ◦C using a heater and a
temperature controller. The temperature of the base plate of the chip holster is
raised to 37 ◦C by a thermoelectric Peltier module directly underneath it, which
makes contact through a layer of thermal paste. The temperature at the base
plate is sensed by a thermistor which is a type of resistor whose resistance varies
substantially with temperature. The thermistor is attached to the base plate with
copper tape as close to the chip as possible. The temperature at the chip is fed
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back to a temperature control circuit which compares it to the set-point voltage
to generate a current control signal for the Peltier chip.
A thermistor has a non-linear relationship between resistance and tempera-
ture which is modelled by the Steinhart-Hart equation, and for each thermistor
a table of resistance at different temperatures is published by the manufacturers.
The Maxim MAX1978 evaluation kit was used as the control circuit because
it is specially design for a temperature control system, has a small footprint, an
operating temperature range of 0 ◦C-70 ◦C and is conveniently powered by a 5 V
power supply. The set-point temperature on the MAX1978 is set by adjusting a
20 kΩ potentiometer with 1.5 V across it. The varying resistance thermistor is
in series with a 10 kΩ resistor with 1.5 V across both of them. According to the
thermistor manufacturers the thermistor has a resistance of 6 kΩ at 37 ◦C. Using
the voltage divider rule it was calculated that at 37 ◦C the thermistor will have
a voltage drop of 0.563 V across it. To balance this the potentiometer is turned
until the voltage that is measured across it is also 0.563 V.
Ambient room-temperature corresponds to about 0.8 V which can be mea-
sured at the thermistor. When the control circuit is powered up the ambient
voltage converges on the set-point voltage, measuring 90 % of the value in under
a minute. When the heating control circuit is attached to the “CD-player” it
takes about 10 minutes to warm-up from room temperature. The advantage of
using a thermoelectric heating element is that it can actively cool down. When
commercial ceramic infrared heating elements (resistance wire like nichrome em-
bedded in a ceramic pad) overshoot they must be switched off to cool down,
which is slow and also introduces switching noise.
To ensure that the Peltier plate maintained good contact under the base of
the “CD-player” it was held in place inside a specially made stand which remains
mounted on the “CD-player”. The thermistor remained carefully attached to the
holster base plate with copper tape, as close to the chip as possible. The stand
allows for connections to/from the Peltier/thermistor. The heating set-up would
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Figure 2.18: Heating circuit
containing the temperature controller which is connected to both the thermistor and the
peltier
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also allow future experiments to affect cellular metabolism by heating and cooling
the cells.
2.4.2 Gassing and de-gassing
2.4.2.1 De-gassing
In macroelectrode experiments when it was necessary to add or remove a gas like
oxygen from a solution, the experiment was conducted in a custom-made glass
cell with a bifurcated gas inlet (controlled via a plastic tap) which allowed either
sparging of the solution through the bottom of the cell (for 20 minutes) or main-
taining a gas blanket above the solution.
For macroelectrode studies in culture medium this method was unsuccessful
because it caused large bubbles to form in the medium which soon flowed out of
the cell. As an improvement the gas was passed through a small syringe needle
in order to reduce the bubble size but the medium would still become completely
frothy. This was due to the high protein content in medium. Proteins denature
at the gas/liquid interface and the froth is denatured protein, as seen in figure
2.19 which shows several millilitres of medium after sparging through a needle.
As an alternative to gas sparging, oxygen was removed from medium by plac-
ing the beaker of medium in a vacuum chamber and using a vacuum pump and
a series of taps and rubber pipes to evacuate air from the chamber. Air was
removed from the chamber and small bubbles of gas emerged from the medium.
The vacuum pump was turned off after a few minutes when all the bubbles had
emerged and just before the solution began to boil. At this point argon gas was
used to flood the vacuum chamber to prevent any oxygen from returning in to
the mixture, and during the experiment argon was blanketed over the solution
surface. Alternatively, to add oxygen to solution, all gas was removed with the
vacuum and the chamber was then flooded with pure oxygen.
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Figure 2.19: Medium after gas sparging
Medium foams easily because of the high amount of proteins present
2.4.2.2 Gassing
It was important to maintain the 5% CO2 environment of the cells because the
medium relies on a carbonate buffering system to maintain a narrow range of pH
for optimal cell growth. Chips which had equilibrated with the 5% CO2 in the
incubator were moved quickly to the measurement site and 5% CO2/95% air was
blanketed the head-space above the chip via a syringe needle attached to a gas
pipe. The incoming gas from a compressed-gas cylinder was first moistened by
passing it through a beaker of PBS.
2.5 Grounding and noise
Electrical noise interferes with current measurements but several precautions can
be taken to reduce its effect. Electrical noise has an internal component of ther-
mal noise, and external contributions can come from fluorescent lights and distant
transmitted electromagnetic signals, but the strongest effect is from interference
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from nearby 50 Hz AC power circuits. Since there is a practical limit on how far
the measurement circuit can be physically separated from other circuits in the
laboratory, the most important tool in noise reduction is electrostatic shielding.
The microelectrode measurement circuit can be shielded with a Faraday Cage
which is a metal screen providing a low impedance path to earth for interfering
currents that arise from capacitive coupling to other power circuits [52]. The
“CD-player” is a Faraday cage itself, and with its base stand housing the Peltier
and the temperature-control circuit board, it is housed within a solid metal Fara-
day box with one small hole to allow in a gas line, potentiostat cables and a
power line for the control circuit. The potentiostat itself also has analogue low
pass filters to reduce 50 Hz line interference.
The Faraday box is grounded via a connection to the cold-water tap from a
screw in the chassis. The ground signal of the power source for the control circuit
is also grounded to the Faraday Cage, as well as the “CD-player” itself, the circuit
board, and cables from the unused pre-amplifier
To avoid a ground loop caused by unequal earth potentials at different mains
sockets in the laboratory, all electrical equipment involved in measurements was
connected to the same mains plug socket, namely power cables for the computer
and monitor, potentiostat, and power supply for the temperature control circuit.
Where possible wires from the heating circuit were also formed into twisted pairs
arrangements.
External leakage currents can also degrade the accuracy of low current mea-
surements so the experiment is kept as dry as possible to prevent a continuous
film of water vapour developing, conductors are insulated as far as possible and
potentiostat connections are suspended so as not to make contact [53].
Since the most significant contribution to noise is 50 Hz mains hum, and
possibly several higher harmonics of this frequency, the Nyquist/Shannon sam-
pling theorem [54] indicates that to avoid aliasing the sampling frequency of the
measurement should be at least 100 Hz, and higher for any higher harmonics in
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multiples of 50 Hz. However the available multi-channel potentiostat has con-
trol software which allows a maximum sampling frequency of 100 Hz and since
each channel is sampled sequentially the sampling frequency is divided equally
amongst the channels. This is below the Nyquist-Shannon requirement so if the
measurement system is not properly shielded and grounded a very slow sinusoidal
signal of about 0.05 Hz as seen in figure 2.20 is apparent on top of the electro-
chemical signal, which is an alias of higher frequency interference. With these
precautions against noise being followed, the alias was much less noticeable. In
all experiments the maximum sampling rate of the potentiostat was used.
Figure 2.20: Typical signal with (blue) and without (red) noise-reducing tech-
niques.
Signal is oxygen reduction current in atmosphere-equilibrated PBS from a
steady state cyclic voltammogram on a bare gold microelectrode of 35 µm
diameter, frequency in red is 0.05 Hz.
2.6 Data capturing and processing
One of the advantages of microelectrode arrays over single electrodes is that they
allow simultaneous measurements on different channels and therefore increase
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data throughput. A typical experiment involving cells and biochemical stim-
uli/inhibitors can result in hundreds of arrays of data, for example 6 chips × 8
channels × 3 repeats × 3 conditions (eg. before and after angiogenin) = 432
arrays . This is a conservative estimate because for many experiments a com-
bination of techniques were used (for example DPV and CV) and several more
biochemical conditions were tested. Each array is a text file generated by the CHI
potentiostat software and is a voltage column and a current column, which are
formatted differently depending on the technique used. To analyse an experiment
this data must be extracted from text and converted into a more useful form, for
example the data from each channel must be separated. The data must then
be visualised to get a qualitative understanding of the experiment before it can
be processed quantitatively by look for peak heights etc. It became clear that a
degree of automation was necessary to handle this high data throughput.
For this purpose data processing code was created in Matlab. The functions
used are summarised here and the source code is included in appendix A. The
process was not entirely automated as it is still necessary to check the quality of
the data during the process, and these programs have to be executed from the
Matlab command line in several steps.
2.6.1 Importing
Importing text files into the Matlab workspace begins with removing non-data
heading text, separating each column of data into its own voltage, time or cur-
rent vector and naming each vector in a concise but descriptive way. It was
helpful to adhere to a naming convention for data as follows: a CHI text file is
named DIL27 DPV O2 cellsCN a to indicate that it is a DIL chip identified as
number 27, the method used is DPV, oxygen is measured,“cells and cyanide” is
the experimental condition, and a is the first run of possibly several repeats. In
Matlab this data is split into separate voltage and current channels using the
following convention: DIL27 DPV O2 cellsCN a V, DIL27 DPV O2 cellsCN a ch1
... DIL27 DPV O2 cellsCN a ch8. Data obtained using different electroanalytical
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techniques is formatted differently (for example in a SWV the forward and re-
verse currents for each channel are columns in the text file) which is reflected in
the three different importing functions, import CV, import DPV, import SWV. At
this point the data can be plotted in Matlab for viewing. It is clear that even
naming 400 vectors manually would be time consuming.
2.6.2 Smoothing
In cases where the peak current needed to be found the data was smoothed with
a Savitzky Golay filter. Rather than fitting an average value between points like
a basic averaging/smoothing filter, a Savitzky Golay filter fits a polynomial be-
tween points thereby retaining important features. It’s effectiveness depends on
choosing the right window size by determining the size of the largest feature of
interest in the signal.
I experimented with a variety of smoothing parameters and found that for
typical data a 3rd order polynomial with a window length of 15-23 points (al-
ways at the potentiostat’s highest sampling rate) was optimal, as shown in figure
2.21. Besides figure 2.21, none of the data presented in graphs in this thesis is
smoothed; all data is shown as “raw”.
2.6.3 Grouping
For batch processing all the data needs to be grouped together in a structured
way so that the program can loop through every vector. The makeCell function
was created for this purpose.
2.6.4 Peak finding
Current peaks are found relative to the background current. The peak finding
function searches for a negative peak for reduction currents and a positive peak
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Figure 2.21: Smoothing data with a Savitzky Golay filter with different parame-
ters
Data is DPV current of oxygen reduction on cells on a chip
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for oxidation currents. The program searches for a peak within the two potentials
specified by the input arguments. This program has to be used with caution in
cases where the peak is not well defined as is the case of the first peak of oxygen
reduction with cells, and was sometimes manually overridden.
2.7 Cells and cell culture
The cells used in this study were predominantly endothelial cells which adhere
as a monolayer in culture. Cells were cultured in cell-culture treated polystyrene
flasks (Corning, product 430639) with either a 25 cm2 (“T25”) or 75 cm2 (“T75”)
volume, and vented caps for gaseous exchange. Culture medium consists of Dul-
becco’s Modified Eagles Medium (DMEM) supplemented with antibiotics (peni-
cillin (100 µg/ml), streptomycin (100 µg/ml), amphotericin (2.5 µg/ml), gen-
tamycin (50 µg/ml)), foetal calf serum (10% serum), L-glutamine (5 mM), en-
dothelial cell growth factor (ECGF, 5 µg/ml) and is made up fresh once per week.
It is carbonate buffered to maintain a constant pH of 7.4 and contains the in-
dicator phenol red to indicate pH. The ingredients of (unsupplemented) DMEM
(Sigma, D5546) used in this study1 are given in figure 2.22.
Foetal bovine/calf serum (FBS) is the blood fraction remaining after the co-
agulation of blood, followed by centrifugation to remove any remaining red blood
cells. FBS comes from the blood drawn from a bovine fetus at the slaughterhouse.
Foetal bovine serum is the most widely used serum-supplement for the in vitro
cell culture of eukaryotic cells and it provides cultured cells with a medium in
which they can survive, grow, and divide [55]. The protein bovine serum albumin
is a major component of foetal bovine serum.
L-glutamine is an essential amino acid required in cell culture media formula-
tions, and is unstable, breaking down into ammonium and pyroglutamate which is
why it cannot be kept in solution for more than a week under normal refrigeration.
1For some commercially available media formulations this information is not available to
researchers.
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Figure 2.22: Product information for unsupplemented DMEM (Sigma, D5546)
which is the main component of cell culture medium
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The cells were passaged (subcultured) when confluent, approximately once a
week. If left in a confluent state without space to divide they would eventually
die. During passaging, cells were disassociated by incubation with 0.1% trypsin
and 0.02% ethylenediaminetetraacetic acid (EDTA) in PBS. Trypsin is an enzyme
from the digestive tract and is used to break down proteins that keep cells adhered
to the flask. Cells were incubated with trypsin at 37 ◦C for 1-2 minutes to
dissociate them, and quickly neutralised with medium to minimise cleaving of cell
surface proteins. The suspended cells were then centrifuged and re-suspended in
3 ml medium in new T25 flasks. Cells were incubated with 5 % CO2/95 % air at
37 ◦C and cells from passage P0-P6 were used.
2.7.1 Cell isolation
The majority of cells used in this study were porcine aortic endothelial cells
(PAEC) which were isolated from fresh aortas. The aorta is the largest blood
vessel in the body and is therefore the most convenient for isolating endothelial
cells from. The wall of the aorta is made up of the tunica intima, surrounded by
the tunica media and then the outermost tunica adventitia [56] as shown in figure
2.23. The goal of cell isolation is to remove only the single layer of endothelial
cells from their basement membrane.
For isolation, descending thoracic aortas from Landrace Cross pigs, aged 4-6
months and weighing 80 kg were delivered in a solution of Hanks Balanced Salt
Solution (HBSS) supplemented with antibiotics the day after slaughter (Fresh
Tissue Supplies). Cells were isolated from the aortas according to the method of
Bogle et al [57]. The ascending aorta was discarded so that about 20 cm of the
descending aorta was available as a straight tube which could easily be clamped
shut on one end and clamped to a syringe on the other end. As can be seen
in the cell isolation setup of figure 2.24, connective tissue and fat were trimmed
from the aorta to reveal the intercostal arteries to be ligated with thread. Once
the aorta was determined to be a water-tight tube it was rinsed with antibiotic-
supplemented PBS via the syringe to remove blood cells, and then filled with
15 ml collagenase solution (0.2 mg/ml in DMEM, with antibiotics) which digests
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Figure 2.23: Cross section of the aorta showing cell layers
Creative Commons licensed image from Wikimedia Commons. Attribution: “DRosenbach at
English Wikipedia”
collagen fibres in the basement membrane of the tunica intima and disaggregates
the cells. The optimal time for incubation with collagenase was ten minutes,
which ensures enough cells from the endothelial layer were disaggregated, with-
out acting on layers beyond the tunica intima and releasing smooth muscle cells
from the tunica media or fibroblasts from the tunica adventitia.
The collagenase solution containing cells was then collected in a tube. The
aorta was then massaged and flushed with collagenase once more which was col-
lected and centrifuged at 200 × g for 5 minutes. The cell pellet was resuspended
in 3 ml culture medium in a T25 flask section, and cells adhere to the bottom of
the flask within a few hours. After 4-8 days the cells formed a confluent mono-
layer as can be seen in figure 2.25 depending on how many cells are collected
during the isolation. The number of cells collected depends on the activity of
the collagenase solution and length of time the cells are exposed to it; whether it
makes good contact with the length of the aorta and how much of it leaks out;
and the number of healthy cells, which is determined by how fresh the aorta is
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Figure 2.24: Cell isolation: aortas as received (right) and once connective tissue
has been trimmed and intercostal arteries ligated (left).
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and whether it was preserved well during transport. If too few cells are isolated
and they are too sparsely seeded (covering less than 10 % of the flask surface)
they become very elongated, start forming long cellular processes and if they do
not come into proximity with other cells, will die.
Figure 2.25: PAEC 3 days (left) and 8 days (right) after isolation
2.8 Preparing chips
2.8.0.1 Cleaning chips
A brand new, unused chip is prepared by filling the analyte chamber with De-
con90 laboratory detergent and soaking the electrodes for one hour to remove any
traces of grease or contaminants from the manufacturing process. The Decon90
is then removed with hot (>60 ◦C) purified water. The array is then electrochem-
ically cleaned by performing cyclic voltammetry in 0.05 M H2SO4 at a scan rate
of 0.5 V/s, between 1 V and -0.4 V v Ag|AgCl until reproducible voltammograms
were obtained, typically after 50 cycles. Potential cycling was followed by apply-
ing a constant potential of -0.3 V for 400 s to reduce any surface oxides which
would make the surface inactive, and rinsing and storing in deionised water.
59
2. Methods
2.8.0.2 Fibronectin
Fibronectin has been shown to be a biocompatible membrane for electrodes which
supports cell growth and has little interference with electrochemical measure-
ments [49], [58]. Fibronectin is a high molecular weight glycoprotein which is
known to provide a binding site for cell surface receptors which aids attachment
between cells and the extracellular matrix [59].
Applying the fibronectin to the chips by drying causes it to denature, and
denatured fibronectin produces a looping “Velcro” like matrix of extended fibrin
strands with thiol moieties on the end [60]. Fibrin strands are reported to be
12 nm in diameter but spaced 84 nm apart [61]. Fibronectin has also been re-
ported to contain a kink dividing the molecule into two arms and producing a
“V” shape [62]. These properties makes it an ideal membrane because it binds
to relatively few sites on the gold electrode surface so that it covers little of the
active area.
Before cells can be grown on the arrays, the electrodes are coated in fi-
bronectin. To apply the fibronectin membrane the chips cleaned as outlined in
section 2.8.0.1 are first sterilised by spraying with 70 % ethanol. Under the sterile
tissue culture hood, the ethanol is rinsed off the electrode surface with PBS. A
50 µl drop of fibronectin solution (20 µg/ml in DMEM to prevent denaturation
[58]) was deposited onto each array surface. The drop was left to dry overnight
(or at least 12 hours) in the hood with air flowing and then the excess solution
was rinsed off with PBS. It is essential that the fibronectin layer is allowed to dry
completely or the cells will not attach to it. The last place for the fibronectin to
dry is around the circumference of the glass collar, and cells will not grow in this
area unless it is dry.
2.8.0.3 Re-using chips
Once a chip had been used in an experiment it could ideally be cleaned and used
again, however this was not the case. If an array has been used in prior experi-
ments it must undergo an additional cleaning stage before re-use. The protocol
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for re-using chips described in [63] is to use a 20-minute minimum trypsin in-
cubation to remove cell debris and fibronectin followed by rinsing with ethanol
and then water. However it was found that this does not translate well to the
new glass chips and cells grow poorly on re-used chips prepared in this way. The
cells grown on re-used glass chips were poorly attached and did not appear to be
thriving and grew in uneven clusters rather than with an even cobblestone ap-
pearance. The re-using protocol also resulted in about 1 in 4 chips failing during
a cell experiment when the glass collar fell off.
This re-use cleaning protocol was modified by adding medium to the chips af-
ter the trypsinisation stage, to neutralise any remaining active trypsin that may
act on cells, before soaking in ethanol and rinsing with water. However this step
did not ultimately improve the appearance of cells and further investigation is
necessary to identify which step of the re-use cleaning protocol is problematic.
In addition to the biocompatibility issue mentioned, arrays cannot be re-used
indefinitely and gradually electrodes begin to fail after 3-6 experiments. Failed
electrodes can be identified in the electrochemical cleaning phase when the CV has
an abnormal shape or very large current. Failure could be due to the insulation
around the electrode being worn away and exposing more electrode surface area.
2.9 Cleaning macroelectrodes
Just prior to any experiments, working macroelectrodes were cleaned so that they
always have a reproducible surface that does not depend on the history of the
electrode. For macroelectrodes (either 2 mm or 5 mm diameter, gold or platinum)
whose recent history is not known (for example, which may have been covered
in a film/membrane from a previous experiment) or which have been scratched,
the cleaning stage begins with rinsing with water and then soaking in Decon90
detergent, and then rinsing with 60 ◦C water. The electrode was then polished
by hand in a figure of eight in alumina aqueous slurry in decreasing degrees of
roughness (1 µm, then 0.3 µm, and finally 0.05 µm grade) supported by a pol-
ishing cloth (Buehler), followed by sonication in ethanol and rinsing with water.
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The mechanical polishing step was omitted if the electrode was used frequently
in experiments that did not have lasting effects on the surface.
The surface of the electrodes were electrochemically cleaned by potential cy-
cling in 0.5 M H2SO4 between hydrogen evolution at -0.2 V and oxygen evolution
at 1.5 V v Ag|AgCl at 0.5 V/s until reproducible voltammograms were obtained,
typically after 50 cycles. Potential cycling was followed by applying a constant
potential of -0.2 V for 600 s to reduce any surface oxides which would make the
surface inactive, and rinsing and storing in water.
2.10 Conclusion
Many of the methods used frequently in this thesis were presented in this chap-
ter. The two different microelectrode array chip designs were discussed along with
their measurement environments which includes a feedback-controlled heater and
electrical noise reduction techniques. Higher throughput of data was made pos-
sible by automated data processing, and the protocol for modifying the chips
with an internal reference electrode was described. Preliminary investigations
on a small batch of chips showed that internal reference electrode technique was
successful but future work should be undertaken to characterise the reliability of
the process. Cell culture techniques were presented for isolating and subculturing
endothelial cells, as well as seeding them onto chips.
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Chapter 3
Oxygen measurements in culture
medium
3.1 Introduction
In the previous chapter the experimental methods for measurements with cells
on chips were discussed. However, before measurements with cells are possible
it is necessary to understand measurements in the background medium, and the
results of these studies are presented here.
Measuring dissolved oxygen is also of interest in areas as broad as waste water
and ecology to biomedical applications like in vivo monitoring of the metabolism
of organs; the activity of tissue during surgery; changes in blood, brain, lungs and
muscle during exercise; clinical monitoring such as in radiation therapy where
hypoxic areas make tumour cells less responsive to radiation; and diagnosis of
patients with diseases where oxygen is a key parameter.
Methods for measuring dissolved oxygen include tonometry and sampling
blood for chemical analysis are both labour intensive and give delayed results.
Oximetry is used to measure oxygen levels in blood by making use of the unique
property of blood where oxygenated and non-oxygenated haemoglobin absorbs
red and infrared light differently [3]. Early examples of oxygen measurements
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in biology include Blinks and Skow [40] who used a platinum electrode to study
oxygen in plants, and Davies and Brink [64] who used platinum electrodes to
make measurements on animal tissue.
Before in vitro oxygen measurements can be successful it is important to un-
derstand what effects the supporting solution for cells has on oxygen reduction.
Electrochemistry of dissolved oxygen on gold in culture medium has been mostly
overlooked since much of the motivation for studying oxygen reduction has been
for fuel cells [65]. There is much that can be drawn on for this study but little
that can be directly applied to the unique situation of these endothelial cells.
The basis for culture medium is Dulbecco’s Modified Eagles Medium (DMEM)
which is a pH buffer containing amino acids, salts, glucose and vitamins (ingredi-
ents given on page 55). To make culture medium, DMEM is supplemented with
antibiotics, L-glutamine, endothelial cell growth factor and variable-composition
blood serum. Culture medium therefore contains a variety of molecules that could
interfere with electrochemical measurements.
Most reported electrochemical measurements from cells are performed in a so-
lution of phosphate buffered saline (PBS) to avoid the fouling caused by culture
medium [66]. PBS is an isotonic, pH-buffered salt solution used in cell culture to
make up solutions and to temporarily store cells in. It is used to rinse medium off
of cells but exposure to it should be limited to as short as possible [55] because
it does not contain any of the nutrients that cells require, and furthermore it
contains no essential divalent cations (like calcium and phosphate) because these
ions have a low solubility product and become precipitated at low concentrations.
The results from measurements in PBS should therefore be interpreted in light of
the fact that cells are not in their normal environment, and any cellular response
may be due to the measurement background (PBS) itself.
The proposed mechanism of oxygen reduction to water on gold is illustrated
in figure 3.1 [67] [68] [69]. The figure shows two parallel reaction pathways which
are a direct 4 electron reduction to water (which is the overall electrode reaction)
and the two electron reduction to adsorbed peroxide HO–2 (which can desorb)
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followed by the two electron reduction to water.
Figure 3.1: Proposed mechanism of oxygen reduction [67] [68] [69]
In figure 3.1 k1 represents the direct 4 electron reduction to water without any
intermediates (although doubt has been cast on the possibility of this pathway
[70]). The two step reduction with adsorbed peroxide as an intermediate starts
with k2 which is an is an overall rate constant for the formation of the adsorbed
peroxide. k3 is the rate constant for the two electron reduction of peroxide to
water, k4 is the dismutation of adsorbed peroxide and k5 and k − 5 are the rate
constant for adsorbing and desorbing peroxide. In acidic solution the peroxide
anion would be present as hydrogen peroxide.
The overall rate constant k2 involves rate constants for the formation of ad-
sorbed superoxide (equation 3.1) and its dismutation (equation 3.2). The O-O
bond is not ruptured prior to the formation of peroxide [71].
O2 + e
− −−→ O·−2 (3.1)
2 O·−2 + H2O←−→ HO−2 + O2 + OH− (3.2)
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The rate limiting step in oxygen reduction is the first electron transfer to
O2 which forms the superoxide anion radical O
·–
2 . An electron source adequate
for the reduction of O2 will also produce other reduced forms of dioxygen (O
·–
2 ,
HO·2, H2O2, HO
–
2 and OH
·) via disproportionation, reduction and hydrolysis as
shown in figure 3.2. Therefore the reduction of O2 results in a variety of reactive
oxygen species. In water the superoxide ion is rapidly converted to dioxygen and
peroxide [72]:
2 O·−2 + H2O←−→ O2 + HO−2 + HO− (3.3)
Figure 3.2: Degradation of the superoxide anion radical in aqueous solutions [72].
Once oxygen has diffused to the electrode surface it adsorbs onto electrocat-
alytic sites which are reported to be highly energetic out of lattice gold atoms [73].
These sites will also adsorb background species like protein in culture medium,
which is why we expect interference from such molecules. Oxygen reduction is
sensitive to the type of electrode material used, the condition of the electrode
surface, solution pH and temperature, and the presence of any contaminants [74].
3.1.1 Biofouling
A biological setting is a difficult environment to make chemical measurements in.
There are often multiple interfering signals so a biosensor must be specific, which
is achieved by controlling the applied potential, and the electrode material. The
surface of the sensor must also be protected from large proteins which adsorb
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to it as shown in figure 3.3, obstructing mass transport, changing the electrode
geometry and blocking catalytic sites [75]. Even noble metals like gold are slowly
affected by substances in biological systems. Electroactive species that may be
present in biological systems include H2, CH4, CO and H2S [3]. Interferents found
in vivo can also be introduced in vitro when serum derived from whole blood is
added to cell culture medium. The electrode can be protected with a membrane
such as fibronectin.
Figure 3.3: Obstructed reduction at an electrode in the presence of biological
molecules
O is the species in the oxidised form and R is in its reduced form
In this chapter I aim to address how medium affects oxygen reduction so that
any necessary improvements to the measurement system can be made. I aim to
identify the reaction that occurs in the environment of culture medium, study
the effects of the environment on oxygen measurements, and test the effective-
ness of the anti-fouling fibronectin membrane to culture medium. I also aim to
optimise the oxygen measurement technique for the particular environment of
cells in culture.
67
3. Oxygen measurements in culture medium
3.2 Identifying oxygen reduction peaks
Oxygen reduction is highly surface dependent because of its adsorption step and
is very irreversible so that even minute impurities can affect the overall kinetics
and potential. It is a two step reaction but as shown, there are a number of
possible routes that can occur, and the intermediate H2O2 can decompose and
diffuse away [67], or be produced by cells, or be left over from previous scans. It is
therefore necessary to start by exploring oxygen reduction in culture medium and
identifying the most common mechanism. The selectivity of oxygen measurement
comes from applying the correct potential which must also be determined.
Experiments were conducted to test oxygen reduction in medium, and medium
with the addition of hydrogen peroxide and sodium sulfite. Sodium sulfite is an
oxygen scavenger used as a food preservative and was used to remove oxygen
from the solution. The addition and removal of reactants and intermediates of
oxygen reduction should illuminate the mechanism that is unique to this setting.
3.2.1 Experimental
A DIL chip with electrodes of diameter 35 µm was fitted with a custom-made
Polydimethylsiloxane (PDMS) chamber which could hold up to 1 ml of solution.
It was then electrochemically cleaned and fibronectin coated as described on page
59.
Square wave voltammetry was performed from 0 V to -1.2 V with a commercial
Ag|AgCl reference electrode, with an increment of 0.004 V, amplitude of 0.025 V,
and frequency of 5 Hz. All measurements were performed in oxygen-saturated
medium which had been gas-sparged for 20 minutes. The solution became frothy
during sparging but 500 µl medium at the base of the beaker underneath the
bubbles was used and transferred in a pipette to the chip, where it was then
blanketed with oxygen for the remainder of the measurement. The medium was
warmed to 37 ◦C on a hot plate while being sparged, and measurements took
place on the hot plate. The set-up is shown in figure 3.4.
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Figure 3.4: Experimental set up for heating and gas-sparging medium
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The concentration of H2O2 was determined before an experiment as H2O2 is
unstable and decomposes over time even when it is stored in refrigeration. Prior
to each experiment with H2O2 its concentration was determined using a potas-
sium permanganate titration.
The H2O2 was diluted from a concentrated stock solution to form a bench
solution of 50 mM in water. 50 µl of this bench solution was mixed with 450 µl
medium in the PDMS chamber on the chip to give a final concentration of around
5 mM. This gave a total of 2.5 µmol of H2O2 on the chip. Sodium sulfite was
added at a concentration of 1 % (w/v).
3.2.2 Results
Typical results of these measurements are shown in figure 3.5 with the medium-
only measurement shown in red (as red is the colour of medium it is always used
in graphs in this thesis to represent medium). The two peaks suggest the two-step
reduction of oxygen so that the first peak at a more positive potential (-0.44 V) is
the two electron reduction of oxygen to hydrogen peroxide, and the second peak
at a more negative potential (-0.87 V) is the two electron reduction of hydrogen
peroxide to water. In the medium-only case the two peaks should have the same
area because they are both two electron transfers, but according to figure 3.6,
Peak 2 is slightly larger than Peak 1. This is most likely due to contamination
with small amounts of residual H2O2 left over from prior measurements.
When hydrogen peroxide is added to the medium the second peak becomes
larger in magnitude indicating that the second peak is due to the reduction of
hydrogen peroxide. When sodium sulfite is added, the first peak is removed and
subsequently there is no second peak either, showing that the first peak is due
to oxygen reduction. Results of the investigation into identifying the peaks are
summarised in figure 3.6.
The reaction was therefore identified as having two steps responsible for the
70
3. Oxygen measurements in culture medium
Figure 3.5: Square wave voltammetry on microelectrodes in medium to investi-
gate the two peaks in oxygen reduction, labelled Peak 1 and Peak 2
Medium is oxygen saturated. 35µm gold electrodes are fibronectin-coated
two peaks which are henceforth referred to as Peak 1 and Peak 2:
O2 + 2 H
+ + 2 e– −−→ H2O2 + 2 OH– Peak 1
H2O2 + 2 H
+ + 2 e– −−→ 2 H2O Peak 2
(3.4)
3.3 Macroelectrode studies of fouling
Once the mechanism for oxygen reduction in medium had been identified, a series
of experiments were conducted on macroelectrodes which offer a wider range of
techniques for studying mechanistic aspect of reactions, like the rotating disc elec-
trode. In this section I aim to quantify and explore the effects of medium on gold
oxygen sensors and to determine if oxygen can still be measured reliably despite
fouling. Rather than trying to avoid fouling altogether a systematic approach to
understanding fouling could give new insights and suggest improvements for the
technology and future engineering interventions.
Three aspects of fouling are considered: (i) firstly, the effect of interfering
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Figure 3.6: Magnitude of square wave voltammogram current comparing the two
peaks of oxygen reduction
Peak 1 is the more positive peak and Peak 2 is the more negative peak. Error bars are
standard deviation, n=24
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molecules in the medium adsorbing to the electrode surface. Their doing so
would be expected to displace counter ions in the double layer, which is analo-
gous to increasing the distance between capacitor plates, which would decrease
electrode capacitance. Capacitance can be measured using cyclic voltammetry
(CV) and Electrochemical Impedance Spectroscopy (EIS), (ii) secondly, adsorb-
ing molecules may cover specific electrocatalytic sites. Since adsorption of oxygen
to these sites is essential for the reaction, this may affect the overall rate of re-
action. Reaction rate can be studied with the rotating disc electrode, and (iii)
lastly, the contents of medium which may be adsorbing to the surface may hin-
der diffusional mass-transport, and may isolate some parts of the electrode. We
would expect oxygen reduction to be disproportionately affected by adsorption
of proteins compared, to a simple, rapid and reversible, outer sphere electron
transfer couple like ruthenium(III) hexaammine which would only be affected by
hindered diffusion. Information about hindered diffusion and reversibility can be
obtained with cyclic voltammograms of ruthenium(III) hexaammine in medium.
Ruthenium(III) hexaammine chloride ([Ru(NH3)6]Cl3) undergoes reduction as
follows:
Ru(NH3)6
3+ + e− 
 Ru(NH3)6
2+ (3.5)
Lastly, it may be expected that medium affects the solution resistance. In this
case CVs would be drawn out horizontally (flattened) and and the peak widths
would increase.
3.3.1 Effect of medium on capacitance
Experiments were conducted to study the effect of medium on the electrode sur-
face. If ingredients in medium are adhering to the surface of the gold electrode,
the double layer capacitance is expected to decrease.
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3.3.1.1 Experimental
Two methods were used to find capacitance on the macroelectrode in medium:
cyclic voltammetry and electrochemical impedance spectroscopy. For both of
these methods a 5 mm gold electrode was used in 100 % oxygenated PBS and in
5 % CO2 sparged-medium using the gassing procedure described in section 2.4.2.
CVs were carried out with the CHI 1030 potentiostat from 0.1 V to -1 V with
a scan rate of 0.1 V/s. The expression for current at a capacitor in equation 3.6
and 3.7 shows that we can find the capacitance C of an electrode from the current
due to capacitance i and the scan rate υ.
dQ
dt
= C
dV
dt
(3.6)
i = Cυ (3.7)
The capacitive current can only be seen in the“tail” of the CV before the re-
action starts. For oxygen reduction this was at -0.151 V as shown in the dashed
line of the CV in figure 3.7. The current difference in the double layer region was
halved and divided by the scan rate to find capacitance.
EIS was carried out with the Ivium CompactStat potentiostat and impedance
analyser. The EIS function on the Ivium was tested with a physical circuit
consisting of a 2.2 µF capacitor in parallel with a 240 Ω resistor, and the model
generated predicted the values of the circuit components. The potential used for
EIS should be at the steepest point of the CV where the slope is close to linear and
there is a combination of kinetically-limited and diffusion-limited current in order
to see the semi-circle and straight-line region on the Nyquist plot as discussed in
section 1.4.2.1. A potential of -0.55 V was chosen as shown with the dashed line
in figure 3.7. The constant potential impedance method was used with sinusoids
of amplitude 0.01 A applied to the cell with frequencies from 5000 Hz to 0.05 Hz,
with 5 frequencies generated per decade of continuous frequencies, and a current
output range of 1 mA. From EIS the capacitance can be found from the frequency
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Figure 3.7: CV of oxygen reduction in medium with dashed lines showing poten-
tial used to find capacitive current using CV (-0.151 V) and EIS (-0.55V)
CV is on 5 mm fibronectin-coated gold electrode in 5 % CO2 gas-sparged medium, scan rate
0.1V/s
at the peak of the circle as described in section 1.4.2.1.
3.3.1.2 Results
The results of the EIS are shown in the Nyquist plot in figure 3.8. The dots trac-
ing out a semi-circle are data points at different frequencies, with the direction of
increasing frequency indicated by the arrow. The solid line is a fit generated with
the equivalent circuit shown on the Nyquist plot. There is insufficient length in
the 45◦ straight line to get a good estimate of the Warburg impedance. This may
be possible by using lower frequencies (which is time consuming) or choosing a
more negative potential for the experiment where the current becomes more dif-
fusion controlled.
Figure 3.9 shows the results of using the two techniques to find an estimate
for capacitance. There is a decrease in capacitance in medium compared to PBS
on both the bare and fibronectin-coated electrodes, suggesting components of
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Figure 3.8: Nyquist plot from impedance spectroscopy with the equivalent circuit
used for fitting
The arrow indicates the direction of increasing frequency. 5 mm diameter bare gold electrode
in 100% oxygenated PBS
medium are adsorbing to gold surface and displacing the double layer. As ex-
pected the two different methods give slightly different estimates for capacitance,
because they have to be performed at different potentials on different machines
and unlike a real capacitor, double-layer capacitance has some voltage depen-
dence [51]. There is however the same downward trend in both methods where
capacitance in medium is lower.
The capacitance values found range from 7-34 µF for the 5 mm diameter
electrode which is a range of 35-173 µF/cm2. This is high compared to 10-
40 µF/cm2 for a typical metal electrode [27] but it is a function of the surface
roughness of the particular electrode used.
3.3.2 Effect of medium on rate and diffusion
Rotating disc electrodes (RDE) make it possible to change the thickness of the
diffusion layer by changing the rotation speed, thereby changing the concentra-
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Figure 3.9: Capacitance decreases in medium v PBS
Estimates from CV and EIS on a bare and fibonectin-coated 5 mm gold electrode in 100%
oxygen-saturated PBS and 5 %CO2-sparged medium, n=3, error bars indicate standard
deviation
tion gradient at the electrode at any given potential. This allows mass transport
and electron transfer to be addressed separately, so that the the reaction rate
constant can be obtained. Experiments were conducted with the RDE method
to study the effects of medium on the reaction rate constant, compared to a non-
interfering solution of PBS.
3.3.2.1 Experimental
Before each experiment the electrode was polished and electrochemically cleaned
as described in section 2.9. To apply the fibronectin coating used in some ex-
periments, 200 µl of fibronectin solution (20 µg/ml in DMEM) was deposited
onto the electrode forming a dome-shaped droplet which covered the entire gold
surface. The droplet was left to dry overnight in a flow hood, and then the excess
was rinsed off with PBS. The electrode was used in either 100 % oxygenated PBS
or in 5 % CO2 sparged medium and gas-blanketed using the gassing procedure
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described in section 2.4.2.
For the rotating disc experiment a 5 mm diameter gold electrode was at-
tached to a Modulated Speed Rotator (Pine Instruments). Contact between the
electrode and the rotating shaft was via silver-carbon brushes and the rotator
speed was adjusted on a dial with an LCD screen displaying rotation speed in
revolutions per minute (rpm). Before a measurement, the rotation rate was set
to 0, 225, 400, 625, 900 or 1225 rpm. At each rotation rate the electrode was
cycled from 0.5 V to -1 V at a scan rate of 0.1 V/s with the CHI 1030 potentiostat.
3.3.2.2 Results
Typical current-voltage curves for the electrode under all six rotation speeds (in-
cluding stationary) are shown in figure 3.10. As expected the current increases
at higher rotation rates as more reactant is brought to the electrode. Current in
the steepest region of the voltammogram before each of the two peaks was used
to determine the rate constants of those reactions. These potential regions are
shown by the dashed lines where there is a combination of diffusional and kinetic
effects.
Equation 3.8 which is used to find reaction rate [71], [27] shows that the
measured current (i) has a contribution from the kinetically limited current ik
and the diffusion-limited current id.
1
i
=
1
ik
+
1
id
(3.8)
1
i
=
1
nFAkC
+
1.61ν0.166
nFACD0.67
1
ω0.5
(3.9)
A plot of 1
i
against the square root of rotation rate ω, where i is read off from
the current-voltage curves at the potentials shown in figure 3.10, gives a straight
line with an intercept which can be used to calculate the reaction rate constant k
and a slope which gives parameters relating to diffusion. At infinite rotation rate
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Figure 3.10: Current-voltage curves for oxygen reduction on a rotating electrode
at different rotation speeds
5 mm fibronectin-coated electrode in medium with 5 % CO2
the current would be purely kinetically limited, so by extrapolating to
√
1
ω
= 0
we find the current due to the kinetic contribution (where there is no diffusion
limitation).
An example of this type of plot is shown in figure 3.11 where a straight line is
fitted through the points. The current at a number of different potentials is shown
and each of these lines has an intercept which gives the potential-dependent rate
constant. To determine the rate constant for the two oxygen peaks, potentials
halfway down each peak were chosen, as shown in figure 3.10.
A comparison of the rate constants for peak 1 and peak 2 determined at the
appropriate potentials shown in 3.10 are shown in figure 3.12, for both bare gold
and fibronectin-covered gold in medium and PBS. The results show a decrease in
rate constant from medium to PBS except for the first peak on bare gold which
appears to be unaffected. The rate constant on the fibronectin-covered electrodes
is lower than on bare gold electrodes which may be due to fibronectin’s blocking
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Figure 3.11: Plot of the inverse of current against rotation rate at different po-
tentials to determine the reaction rate of oxygen reduction from the y-intercept
5 mm bare gold electrode in oxygen-saturated PBS
of adsorption sites on the electrode.
The rate constants found here can be substituted into the Butler Volmer equa-
tion (equation 1.3) to find the standard rate constant if the formal potential is
known. The rate constants found here range from 0.5 - 4×10−3 m/s. These are
similar to the standard rate constants reported in a review by Schiffrin [68], where
the kinetics of oxygen reduction on gold was studied using the rotating ring disc
electrode. The value for peak 1 in the two-step reduction in 0.1 M KOH was
found to be 4×10−3 m/s, and 2 ×10−3 m/s in 0.05 M H2SO4.
Equation 3.8 shows that it is also possible to obtain the diffusion coefficient
from the RDE experiment. While reaction rate constants have been found from
the y-intercept of Levich plots like that in figure 3.11, the slope yields informa-
tion about the diffusion coefficient. Calculated diffusion coefficients are shown in
table 3.3.2.2.
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Figure 3.12: Reaction rate constant for the first and second peak of oxygen
reduction on a bare and coated electrode in medium and PBS
Gold 5 mm electrode, error bars are standard deviation, n=5
PBS Medium
Bare D/ 10−9m2/s 2.36± 0.32 1.17± 0.09
Coated D/10−9m2/s 2.08± 0.05 1.50± 0.27
Table 3.1: Diffusion coefficient (D) calculated from Levich plots from RDE ex-
periments for bare and fibronectin-coated gold 5 mm electrodes
Average ± standard deviation, n=5
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The value for the diffusion coefficient of oxygen on bare gold in PBS is
found to be 2.36×10−9m2/s which is in agreement with the literature value of
2.3×10−9 m2/s [76]. The apparent diffusion coefficient would be expected to de-
crease as diffusion is hindered and as such it decreases slightly with an electrode
which is fibronectin-coated, and more so for oxygen reduction in the presence
of medium. Even though chronoamperometry at ultramicroelectodes is the most
widely used method for determining the diffusion coefficient [30], this broad agree-
ment offers some validation of the rate data which was obtained from the same
experiment.
3.3.3 Effect of medium on surface
Results from the previous experiments show that medium fouls the electrode by
adsorbing to it and causing a decrease in capacitance as measured with CV and
EIS. Medium also causes a decrease in reaction rate for reduction Peak 2 and a
decrease in the diffusion to the electrode as measured using the RDE method. In
this subsection I investigate the cause of the decreased reaction rate by consider-
ing the peak current of a CV.
There is a decreased oxygen reduction current in CVs conducted in medium
rather than PBS, but it is not clear from a CV whether this diminished current is
due to the decreased reaction rate already discussed, or due to lowered effective
diffusion of oxygen to the electrodes. Results from the RDE experiment show
that the effective diffusion of oxygen does decrease.
Oxygen reduction requires catalytic sites and obstruction of these sites may be
responsible for the decreased reaction rate constant. One way to disentangle the
effects of decreased reaction rate and hindered diffusion is to use an outer sphere
redox couple which does not adsorb to the electrode surface and therefore whose
rate will not be affected by medium blocking catalytic/adsorption sites on the
electrode. Cyclic voltammety allows for the separate study of diffusion (from the
peak height) and reaction rate (from the peak width). A CV of the well-known
reversible redox system ruthenium(III) hexaammine in medium will therefore
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allow these two effects to be studied separately. Ruthenium (III) hexaammine
reduction can be compared in both the commonly used supporting electrolyte
KCl and in medium.
3.3.3.1 Experimental
Before each experiment the 5 mm gold electrode was polished and electrochem-
ically cleaned as described in section 2.9. To apply the fibronectin coating used
in some experiments, 200 µl of fibronectin solution (20 µg/ml in DMEM) was
deposited onto the electrode forming a dome-shaped droplet which covered the
entire gold surface. The droplet was left to dry overnight in a flow hood, and
then the excess was rinsed off with PBS.
CVs were performed in either 1 mM ruthenium(III)hexaammine chloride in
culture medium or in 1 M KCl, which had had oxygen removed by gas-sparging
with nitrogen for 20 minutes prior to each measurement, and blanketed during
each measurement as described in section 2.4.2, so that oxygen reduction would
not interfere with the reduction of ruthenium(III)hexaammine. The potential
was cycled from 0.1 V to -0.5 V at a scan rate of 0.1 V/s.
3.3.3.2 Results
Typical cyclic voltammograms for ruthenium(III)hexaammine in medium and
KCl are shown in figure 3.13 which shows a decrease in the peak height in medium.
Considering the Randles-Sevcik equation for a reversible system in equation 3.10,
the peak height ip can only be affected by D in this experiment, as long as the
reaction is still reversible. There is a reference electrode drift in these experiments
which is noticeable as a slight change in peak potential.
ip = 0.4463
n
3
2F 3
2
R
1
2T
1
2
AD
1
2Cυ
1
2 (3.10)
The results of the differences in peak height in medium and in KCl are sum-
marised in figure 3.14 which shows a decreases in medium for both anodic and
cathodic current peaks.
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Figure 3.13: CV of ruthenium(III)hexaammine in medium (red) and KCl (green)
5 mm bare gold electrode
KCl Medium
Bare gold peak width/mV 56.6± 1.5 61.6± 0.5
Fibronectin-coated peak width/mV 56.7± 0.6 61.3± 0.6
Table 3.2: CV peak width for ruthenium(III)hexaammine in KCl and in medium
mean± standard deviation, n=4
Despite the decrease in peak height, the small increase in peak width indicates
that the reaction is still reversible, as shown in table 3.3.3.2, where the peak width
for a one electron transfer at room temperature is defined in equation 3.11 [27].
|Ep − Ep/2| = 56.5mV (3.11)
Since the peak width (and therefore the reaction rate constant) of an outer
sphere redox couple is not affected by medium, but the reaction rate constant of
oxygen does decrease in medium (as shown with RDE), it shows that medium
blocks gold catalytic sites, and that this is how the reaction rate constant of oxy-
gen is affected. On the time scale of a typical RDE experiment the reaction rate
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Figure 3.14: CV peak current of ruthenium(III)hexaammine in medium (red) and
in KCl (green)
Error bars are standard deviation, n=4 from four independent experiments
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constant of ruthenium(III)hexaammine is effectively infinite and so reaction rate
constant data cannot be usefully extracted from the RDE.
These results show that medium affects oxygen reduction in at least three
ways: (i) components of medium adsorb tightly to the electrode which blocks
oxygen reduction sites, which (ii) causes a decrease in the reaction rate. In ad-
dition to this, medium (iii) hinders diffusion of oxygen to the electrode. Lastly,
solution resistance is not likely to be a significant effect because the peak widths
remain unchanged.
These results also show that fibronectin does not offer protection from the type
of fouling that was tested here, that occurs in culture medium, although it has
been shown to protect electrodes against fouling in studies with other biological
interferents [58]. Fibronectin does however still offer an essential biocompatible
surface which cells depend on.
3.4 Electrode pre-fouling
The previous experiments showed that fouling is inevitable. From observations of
measurements run over 24 hours it was found that fouling by medium happened at
the start of an experiment and did not appear to worsen over time. This motivated
tying to purposefully “foul” the electrode before a measurement so that changes
would take place before a measurement and the system would stabilise.
3.4.0.3 Experimental
A fibronectin-coated 5 mm gold electrode was polished and electrochemically
cleaned as described in section 2.9. Medium was sparged with 5% CO2 gas for
20 minutes and then a cyclic voltammogram was performed with the CHI 1030
potentiostat from 0.1 V to -1 V with a scan rate of 0.1 V/s.
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3.4.0.4 Results
Figure 3.15 is a CV run continuously for several sweeps. It shows that the very
first reduction is different to subsequent reductions. After the first reduction
however the shape begins to settle and the traces converge on a lower current,
indicating that the electrode surface has become fouled by the reaction but is
stabilising. There is no reverse/oxidation wave showing that the reaction is irre-
versible chemically.
Figure 3.15: Cyclic voltammogram in medium showing the change between the
first and subsequent traces which converge on a deceased current
Gold 5mm electrode in medium with 5% CO2
To “pre-foul” an electrode its potential is swept several times over the po-
tentials of the measurement and stopped at the potential that will be applied.
The solution is then stirred and allowed to rest, or the medium replaced, so that
the solution is homogeneous and under the correct initial conditions. Afterwards,
repeating the CV shows that the the first wave is no longer apparent, as seen in
figure 3.16.
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Figure 3.16: Cyclic voltammogram in medium showing how an initial “pre-
fouling” has stabilised subsequent traces
Gold 5mm electrode in medium with 5% CO2
The pre-fouling programme was applied to glass chips and greatly decreased
variability between measurements as shown in figure 3.17 which is an electrode
that was pre-fouled in medium by potential cycling, and then the medium changed.
DPV was performed five times in succession with the medium being changed be-
tween each run.
Figure 3.18 shows two electrodes on two different chips which had been pre-
fouled on different days. This motivated the use of the pre-fouling program for
all subsequent oxygen measurements with cells. These results show that despite
inevitable fouling occurring, it happens immediately and afterwards the reaction
still continues reliably with a diffusion-limited current.
3.5 Optimising DPV and SWV parameters
In order to find the best parameters for measuring oxygen reduction in medium
using DPV and SWV, the size of characteristic parameters such as pulse width
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Figure 3.17: Five successive DPV measurements of oxygen in medium on a single
electrode once the electrode had been pre-fouled.
Measurements were 5 minutes apart and medium was changed between measurements
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Figure 3.18: DPV measurements of oxygen in medium on a single electrode from
two different chips on different days
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were optimised. Optimising these pulse techniques is important because they are
chosen for their high sensitivity resulting from the current being sampled at the
end of a pulse where capacitive current has decayed more than faradaic current, as
described in section 1.4.2.1. When the pulse is sampled is crucial for minimising
the contribution of the charging current. Capacitance on macroelectrodes has
been discussed in this chapter, but the microelectrode arrays behave differently
in terms of capacitance. I found the capacitance for the microelectrodes to be
higher than expected when determined with EIS. This is because only a small tip
of each electrode is exposed gold and the rest of the electrode is covered in silicon
nitride insulator. However double layer capacitance is not confined only to the
exposed electrode tips but to the entire length of the insulated electrode in contact
with solution. Over the insulated gold the double layer is displaced further by
the insulator. Capacitance can be estimated for both the gold and insulated gold
because their geometries and dielectric properties are known, using equation 3.12.
C = εRε0
A
d
(3.12)
where εR is the relative static permittivity or dielectric constant of the mate-
rial between the “plates”, ε0 is the electric constant (8.854×10−12 F/m), A (m2)
is the overlapping area of the two “plates” and d(m) is the distance between them.
For the gold part of one single electrode we have solution as the dielectric
material (for water at 25◦C, εR=78), an electrode area of 1×10−9m2 for a 35 µm
diameter electrode, and a distance of the Debye length (0.76 nm for PBS) which
gives a capacitance of approximately 9×10−10 F (which is 90 µF/cm2).
For the insulated part of one single electrode we have the insulating layer
of silicon nitride as the dielectric material (εR=5), a rectangular electrode area
of approximately 100 µm wide and 7 mm long, and a distance of the insula-
tion layer thickness (1 µm) which gives a capacitance of 0.3×10−10 F (which is
0.2 µF/cm2). Therefore each electrode on the chip has approximately 3% more
capacitance than expected because of capacitance from the insulated part.
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The defining parameters in DPV and SWV are shown in figures 3.19 and 3.20
(which were introduced in chapter 1) and the red dots indicate where the current
is sampled.
Figure 3.19: Parameters that define the DPV waveform which is sampled at the
times indicated by the red dots
After [26]
For a DPV the potentiostat software parameters which were optimised are:
∆Es Increment/V
∆Ep Amplitude/V
tp Pulse width/sec
T Pulse period/sec
S Sampling width/sec
For a SWV the potentiostat software parameters which were optimised are:
∆E Increment/V
ESW Amplitude/V
1
τ
Frequency/Hz
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Figure 3.20: Parameters that define the SWV waveform which is sampled at the
times indicated by the red dots.
After [26]
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The parameters which were not optimised are the starting potential 0.1 V and
ending potential -1.15 V v Ag|AgCl, and the sensitivity which is 1×10−8 A/V.
Experimental optimisation involves maximising or minimising some system
response by varying experimental values. The parameters were optimised using
the simplex optimisation method described in [77] which reduces the number of
experiments needed to find the combination of parameters (factors) that give
the optimum response. In the case of a DPV experiment where there are five
parameters, if each continuous parameter was limited to just two values (high or
low) there would be 25=32 different combinations to try. The simplex method
is a way of reducing the number of experiments needed and rapidly converging
on the optimal combination. Briefly, the circles in figure 3.21 represent contour
lines on the response curve, and each triangle vertex has coordinates (factor X,
factor Y). The simplex method uses geometry to reflect the triangle along one of
its axes in order to ascend the response curve and find its maximum. The vertex
that is furthest away from the maximum of the response curve is rejected and the
triangle is reflected so that it has a new vertex. This process is repeated until
the vertices converge on the maximum. This figure illustrates a two dimensional
problem where there are two factors and the shape involved is a triangle. The
shape involved is called a simplex which has numberoffactors+ 1 sides, and in
the case of the DPV optimisation the response curve would have 5 dimensions
and the shape or simplex would be six-sided which would be difficult to illustrate.
However, the geometry of finding the centroid of the shape and reflecting it is
still straightforward.
3.5.0.5 Experimental
Optimisation of parameters in the CHI 1030 software was done using a fibronectin-
coated glass chip filled with 70 µl of culture medium with an external leak-free
reference electrode. The system temperature was maintained at 37 ◦C and the
solution was gas blanketed with 5 % CO2 gas. The glass chip was cleaned and
covered in fibronectin in the usual way described in section 2.8.
The response to be optimised is the signal-to-noise ratio, with the signal being
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Figure 3.21: Triangular simplex reflected through five iterations towards the max-
imum of the response curve whose contours are shown
This illustrates an optimisation of a two factor problem. After [77].
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the peak current with respect to starting/background current, and the noise being
the peak-to-peak amplitude of noise where the graph is flat. As a starting point
each simplex had vertices based on prior knowledge of the experiment. One
vertex was the parameters used for measuring NO in culture medium [63], another
vertex was within the range suggested in a textbook [26], another was the default
parameters from the CHI software, the other parameters were from a less rigorous
“complete factorial design” optimisation that was performed previously. The
remaining two vertices were combinations of these values.
The first two iterations of the simplex (i.e. the first two times the shape is
reflected up the signal-to-noise ratio response curve) is shown in table 3.22, where
the highlighted grey row is the rejected vertex.
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SIMPLEX 1 Factors Response
A B C D E First peak Second peak 
Parameters: Incr/V Amplitude/V Pulse width (tp)/s Sampling width/s Pulse period (T)/s Noise amplitude / A Peak 1 height / A Peak 1/noise Peak 2 height /A Peak 2/noise
Used Vertex 1 0.004 0.05 0.1 0.025 0.2 1.69E-11 -3.50E-10 41.47208723 -6.48E-10 76.82825649
Publication Vertex 2 0.004 0.006 0.06 0.025 0.2 1.09E-11 -6.93E-11 12.70269279 -5.77E-11 10.58404872
Textbook Vertex 3 0.004 0.01 0.05 0.025 0.5 9.54E-11 -1.22E-102.560016773 -1.24E-10 2.604046546
Software default Vertex 4 0.004 0.05 0.2 0.02 0.5 2.47E-11 -4.29E-10 34.69635628 -3.65E-10 29.52226721
Vertex 5 0.006 0.02 0.075 0.01 0.15 1.16E-10 -2.26E-10 3.91518823 -2.77E-10 4.794461272
Vertex6 0.005 0.05 0.1 0.03 0.2 1.28E-11 -3.81E-1059.42232631 -3.98E-10 62.09211553
(i) Sum excluding reject 0.02 0.18 0.54 0.11 1.25
(i) Sum/5 excluding reject 0.0046 0.0352 0.107 0.022 0.25
(ii) Rejected vertex 0.004 0.01 0.05 0.025 0.5
(iv) Displacement 0.0006 0.0252 0.057 -0.003 -0.25
(v) next vertex 0.01 0.06 0.16 0.02 0.00
NEXT VERTEX 7: 0.01 0.05 0.06 0.02 0.15
SIMPLEX 2 Factors Response
A B C D E First peak Second peak 
Parameters: Incr/V Amplitude/V Pulse width (tp)/s Sampling width/s Pulse period (T)/s Noise amplitude / A Peak 1 height / A peak1/noise Peak 2 height / E-10 A peak2/noise
Used Vertex 1 0.004 0.05 0.1 0.025 0.2 1.69E-11 -3.50E-10 41.47208723 -6.48E-10 76.82825649
Published Vertex 2 0.004 0.006 0.06 0.025 0.2 1.09E-11 -6.93E-11 12.70269279 -5.77E-1110.58404872
New vertex 7 Vertex 7 0.01 0.05 0.06 0.02 0.15 2.97E-11 -4.37E-10 29.38446014 -3.65E-1024.56104945
Software default  Vertex 4 0.004 0.05 0.2 0.02 0.5 2.47E-11 -4.29E-10 34.69635628 -3.65E-10 29.52226721
Vertex 5 0.006 0.02 0.075 0.01 0.15 1.16E-10 -2.26E-10 3.91518823 -2.77E-10 4.794461272
Vertex6 0.005 0.05 0.1 0.03 0.2 1.28E-11 -3.81E-1059.42232631 -3.98E-10 62.09211553
(i) Sum excluding 0.03 0.21 0.52 0.12 1.25
(i) Sum/5 excluding  0.0054 0.0412 0.104 0.024 0.25
(ii) Rejected vertex 0.006 0.02 0.075 0.01 0.15
(iv) Displacement -0.0006 0.0212 0.029 0.014 0.1
(v) next vertex 0.00 0.06 0.13 0.04 0.35
NEXT VERTEX 8: 0.003 0.05 0.13 0.04 0.35
Figure3.22:FirsttwoiterationsofsimplexoptimisationofDPVparametersforoxygenreduction
Rejectedvertexwithworstresponseishighlighted
97
3. Oxygen measurements in culture medium
3.5.0.6 Results
After eight iterations (reflections) the DPV simplex converged on the optimal
signal-to-noise ratio at which point it began to oscillate. Similarly the SWV
simplex converged after six iterations, although there was no improvement from
the values that were already used. The results of the DPV optimisation are shown
in figure 3.23. In addition to the signal-to-noise ratio, the shape of the curve was
also taken into account. With the optimised parameters the first peak is more
well formed and easier to discern than with the parameters which had been used
previously.
Figure 3.23: DPV measurements of oxygen reduction in culture medium on one
electrode under five sets of DPV parameters
* from [63] and ** parameters chosen within the range suggested in [26].
The optimised parameters for oxygen reduction in medium on the microelec-
trode arrays using DPV and SWV are given in tables 3.3 and 3.4
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Parameter Symbol Value
Initial E 0.1 V
Final E -1.15 V
Increment ∆Es 0.005 V
Amplitude ∆Ep 0.05 V
Pulse Width tp 0.1 s
Sample Width 0.03 s
Pulse Period T 0.2 s
Sensitivity 1× 10−8AV −1
Table 3.3: Parameters for DPV of oxygen reduction in medium including simplex
optimised parameters
Parameter Symbol Value
Initial E 0.1 V
Final E -1.15 V
Increment ∆E 0.004 V
Amplitude ESW 0.025 V
Frequency 1
τ
5 Hz
Sensitivity 1× 10−8AV −1
Table 3.4: Parameters for SWV of oxygen reduction in medium including simplex
optimised parameters
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3.6 Conclusion
Oxygen reduction is very dependent on its environment and given the unique
properties of this measurement system the reaction had to be tested experimen-
tally. Even though measurements in medium are usually avoided in favour of
minimal solutions like PBS, medium should be preferred for more biologically
relevant results. Tackling oxygen reduction in medium began with identifying
the steps that are likely to be involved, and once the reaction was identified as
the two 2e− pathway, these steps were verified by adding and removing interfer-
ents. Next, experiments were conducted to show how culture medium fouls the
electrode and what role fibronectin plays in preventing fouling. After realising
that fouling is to some extent inevitable it was determined that fouling should be
allowed to proceed before the measurement. The electrochemical techniques used
for detecting oxygen in this particular measurement scenario were also optimised.
Having investigated oxygen reduction in medium alone, it is investigated in the
presence of cells in the chapter which follows.
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Oxygen measurements on cells
4.1 Introduction
In the previous chapter oxygen measurements were investigated in culture medium
which is the supporting solution of cells, in order to understand what effects this
solution has on measurements. In this chapter the microelectrode array chips are
used for measurements with cells.
Measurements of oxygen on cells are made because oxygen usage indicates how
metabolically active a cell is. Unlike nitric oxide for example which is produced by
cells locally, oxygen is present in the atmosphere and therefore oxygen measure-
ments on cells must reflect very small changes against a large background signal.
Various direct and indirect ways of measuring the state of oxygenation in and
around tissue exist. Oxygenation has been studied through molecular markers of
hypoxia, such as hypoxia inducible factor 1 (HIF-1) [18], markers of hypoxic cells
like the drug misondazole whose metabolism is accelerated in hypoxic areas [78],
and genes affected by hypoxia which can be imaged with fluorescence microscopy
[79]. There are several approaches based on magnetic resonance including NMR
and EPR for paramagnetic materials like oxygen in the presence of cells [80].
Electrochemical techniques offer fast response and high spatial resolution. In
scanning electrochemical microscopy (SECM) studies the electrode must be pre-
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cisely positioned close to the cell without crashing into it. Another aspect of
SECM oxygen measurements is competition of the measurement electrodes with
the cells for oxygen consumption. This was addressed by Schuhmann et al [81]
who have used SECM in a pulsed mode. Electrode arrays have been used for
oxygen measurements from cells because they offer good spatial resolution. Oxy-
gen consumption and H2O2 production by macrophages was monitored by Baur
et al [82]. They combined fast scan cyclic voltammetry (FSCV) with SECM.
Cyclic voltammetry allowed the detection of multiple electroactive species, and
the SECM provided micrometer spatial resolution. The result is a profile of
changing oxygen concentration around a single cell. Oxidative stress has been
studied at the single cell level. The Matsue group has developed a microfluidic
device with built-in array of amperometric detectors. It is used to measure oxygen
consumption in bovine embryos. The embryo was placed in a channel near four 7
µm microelectrodes. As with most studies of this kind they used special medium
without albumin, serum or growth factors to avoid electrode contamination [83].
The advantage of growing cells directly onto chips rather than lowering an elec-
trode over the cells is that the electrodes don’t have to be carefully positioned,
but growing cells on chips presents its own challenges. Cells require a narrow
range of environmental factors to thrive and deviations outside of this can cause
poor cell growth, particularly in fragile, sensitive primary mammalian cells, as
opposed to immortalised cells lines and bacteria. However primary mammalian
cells should provide better models for understanding human diseases than bac-
teria or cell lines derived from abnormal cancer cells. To bypass the difficulty of
growing cells on sensors Isik et al [84] have created cone-shaped electrodes so that
Human Umbilical Vein Endothelial Cells (HUVECs) grow in the valleys between
electrodes and avoid direct contact with them, which they claim causes cell death
because of the potential used. There has been considerable interest in measuring
reactive oxygen species (ROS) from cells grown on microelectrode arrays. These
are the short-lived intermediates of oxygen reduction like the superoxide anion
which are very reactive and therefore destructive to cells. They cause chemical
changes to structural components of the cell which can lead towards cell death.
The Amatore group has used amperometry at a platinised 20 µm microelectrode
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to detect reactive oxygen species from macrophages in a microfluidic device. To
overcome electrode fouling, the electrode surface is chemically regenerated in situ
[66]. NO and superoxide are often measured simultaneously because they combine
to form the cell-damaging peroxynitite. Bedioui et al reported an amperometric
electrode array for simultaneous NO and superoxide detection in glioblastoma
cells in a cell-culture plate, with a cytochrome c modified gold electrode, and the
electrodes were kept apart from the cells.
In this chapter I present the development of a protocol for measuring oxygen
around cells on a chip, and use this to measure the oxygen consumption rate
of cells. I then present the results of stimulating the cells with angiogenin and
discuss the variability of these measurements. Finally I discuss the testing of the
internal reference electrode.
4.2 Growing cells on chips
Fibronectin which was discussed in section 2.8.0.2 has made it possible to grow
cells on the DIL chips used in this work [58], and indeed I observed that it sup-
ports cell growth on materials that cells will otherwise not adhere to: glass, a
non-cell culture treated plastic petri dish and even a sample of graphene on glass,
covered in fibronectin.
Cell morphology as observed under the microscope gives an indication of
whether or not cells are thriving and behaving normally. The endothelial cells
used in this study normally grow in a “cobblestone” pattern forming large swirls
of cells. They are in contact with each other and have a polygonal morphology
while being elongated and lying parallel to form swirls. Signs that cells are not
behaving normally are when they become rounded, appear in clumps, start pro-
ducing large cellular processes, form vacuoles and pull away from other cells so
that there is no longer a monolayer [85]. Cells were seeded on chips in variety of
cell densities in order to find the optimum number for these chips.
103
4. Oxygen measurements on cells
4.2.1 Experimental
Cells were seeded onto an electrode array for an experiment when they were ap-
proximately 60% confluent, a level adhered to consistently to reduce biological
variability. Cells from a flask were disaggregated with trypsin, centrifuged and
resuspended. A 50 µl sample of the resuspended solution was mixed with 50 µl
trypan blue, which stains non-viable cells. The mixture was placed on an Im-
proved Neubauer haemocytometer and the cells were counted.
The desired number of cells per chip were then diluted from the cell suspension
and seeded on the prepared fibronectin-coated arrays. On average, cells from a
flask were at a concentration of 200 000 - 600 000 cells/ml. For 4000 cells per
chip this translates to about 4 µl of cell solution per chip of 100 µl capacity. 4 µl
is a very small volume to pipette and cell suspension can be “sticky” or clumpy
so instead of pipetting 4 µl into each chip and then diluting with medium, it is
preferable to take 4 µl for each chip, so for example 24 µl for six chips, to add
the required amount of medium and mix, and then pipette the diluted solution
onto the chip. This reduces error in the number of cells seeded onto a chip.
Cells experience a lag phase for up to two days after subculture before growing
exponentially so measurements are taken within 24 hours of seeding to ensure
their quantity does not change [55]. Sparse cell density was reported as 50 000
cells/ml [86] which seeded in 100 µl medium would give 5000 cells/chip [63]. Cell
densities of 1000, 3000, 4000, 5000, 7500 and 10 000 cells per chip were seeded.
4.2.2 Results
4000 cells per chip was found to be optimal. 10 000 per chip was very close
to confluent as shown in figure 4.1 and endothelial cells are very sensitive to no
longer differentiating once they reach confluence [55]. 1000 cells was too sparse
as they would not be viable for cell culture at this density, as shown in figure 4.2.
At such low densities the cells start forming long cellular processes which reach
out towards neighbouring cells.
Once seeded cells do not appear to be affected by being on the chip, and grow
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Figure 4.1: 10 000 cells per chip is too dense
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Figure 4.2: 1000 cells per chip was found to be too sparse
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directly over electrodes unaffected by them as shown in figure 4.3.
Figure 4.3: Cells growing over electrodes and showing no signs of avoiding elec-
trode surfaces
Cells do not show signs of being disturbed by electrochemical measurements
and even after a series of measurements (multiple CVs and DPVs) over the course
of several hours the cells are still growing over electrodes as seen in figure 4.4, and
are healthy as indicated by their spindle shape and swirling cobblestone pattern.
If the cells were affected by the electrode surface or by the potential applied we
would expect to see cell-free areas at the sensing tips of the electrodes.
I also cultured a variety of other cell-types onto the chips. HeLa and HUVECS
were grown on the older DIL chips and although cells appeared to be consuming
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Figure 4.4: Cells after a series of voltammetric measurements are still growing
over electrodes
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oxygen they could not be visually inspected. However the glass chips were used
for measurements with human dermal lymphatic endothelial cells (from foreskin
lymphatic microvasculature) and using the same protocol as aortic endothelial
cells resulted in the cells appearing to grow well and responding to a variety of
stimulants and inhibitors. This suggests that the chips and the protocol presented
here may be applied to studies on a wide range of mammalian cells.
4.3 Measurements with cells
Cells were grown on the glass chips to determine whether their presence would
change the measured oxygen current in a detectable way.
4.3.1 Experimental
The glass chips were cleaned and covered in fibronectin as described in section 2.8.
Cells were cultured and seeded as described in section 4.2.1. Cells were seeded in
100 µl of culture medium the night before experiments. The following morning
the cells were studied under the microscope to check for any abnormalities, in-
cluding unusual cell shape or distribution. Afterwards the medium was changed
to remove waste products, replenish nutrients and to “re-set” all medium for ex-
periments. Medium in each chip was replaced by 70 µl of new medium, and each
chip placed in the incubator for 1.5 hours to allow the medium to re-equilibrate
with the incubator, in its own petri dish so as not to be disturbed when the others
are handled.
Typically an experiment involved 4-7 chips as this is the maximum that can
be measured in the space of a single day. Without any interruptions it takes
approximately ten minutes to move a chip with cells on it from the incubator in
the tissue culture laboratory to the potentiostat for a triplicate measurement and
back to the incubator.
With the possibility of many measurements over the course of the day it was
essential to plan experiments carefully. For example, if in the morning after
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seeding, the medium is changed for six chips at the same time, their 1.5 hour
equilibration times will overlap and they will all be ready for their first measure-
ment simultaneously. However at ten minutes per chip measurement, the sixth
chip will already be delayed by an hour. To aid with these experiments a time-
table was drawn-up in Microsoft Excel and conditional formatting was used to
plan experiments so that there were no time clashes and that measurements were
out of sync. Using this method, measurements on five chips could take about
nine hours of continuous monitoring with as few time gaps as possible. There
is a way to improve the planning of experiments and reduce the total experi-
ment length which is known as solving a timetabling problem in computing. It
involves scheduling a set of events (moving chips to and from incubators, mea-
suring, changing solutions etc) at specific time slots so that the researcher or chip
does not need to be in to be in two places at once 1.
4.3.2 Results
A typical measurement on cells is shown in figure 4.5 where it is compared to a
measurement with no cells (medium-only). There is a potential drift in cellular
oxygen measurements of up to 100 mV v Ag|AgCl but the onset of hydrogen evo-
lution at potentials more negative than the second peak around -1 V v Ag|AgCl
is a useful reference point (the cell trace in figure 4.5 ends just at this point).
The oxygen electrode reaction is complicated because it is irreversible and impu-
rities can affect electrode kinetics (as they have been shown to do in the previous
chapter) and this can determine which reaction pathway occurs, with different
pathways having different standard potentials. Even the simple two step reaction
observed in medium is composed of a network of possible reactions involving a
series of proton and electron transfers [67]. There are also a number of possible
sources of pH changes in the medium, both locally and in bulk solution, like OH–
ions from oxygen reduction, and cells making the medium more acidic through
metabolism. The culture medium relies on the bicarbonate pH buffering system
but it is difficult to determine whether the very small 70 µl solution inside the
1The problem arises in lecture and exam timetabling, and, since first been researched since
the 1960s [87] timetabling has developed into its own research area in computing.
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Faraday cage is being consistently blanketed by 5 % CO2 gas. The reference
electrode could be unstable due to general reference electrode failure, instability,
or etching of silver by proteins. The reference electrode could also experience
changes in chloride concentrations close to the electrode. For these reasons the
horizontal shift in current-voltage traces is not unexpected. Furthermore it does
not cause a problem when identifying the amplitude of oxygen peaks. Potentials
beyond -1 V v Ag|AgCl are still avoided however, to minimise potential shifts
and for the sake of the cells, as was done in figure 4.5.
The positions of the first and second peaks in figure 4.5 are indicated with
coloured dots. For medium-only measurements a DPV contains two distinct peaks
whereas in a DPV in the presence of cells only the second peak is noticeable. The
first peak is more difficult to define in the presence of cells and in this case a
point of inflection is used. Although less noticeable however, it is substantially
different to the current when no oxygen reduction occurs and therefore does rep-
resent an oxygen measurement. Adding sodium sulphite to medium to remove all
oxygen resulted in the green trace in figure 3.5 on page 71 which is flat up until
the onset of hydrogen evolution. These types of measurements are very suscepti-
ble to noise as described on page 48 and the noise on the medium trace in figure
4.5 is typical of noise created by movement at the laboratory bench on a busy day.
4.4 Measurements of oxygen consumption rate
A difference between medium-only and cell measurements was observed and so
this was used to try and determine a cellular consumption rate. Early attempts
to block the entry of oxygen into the glass cell chamber with a custom-made resin
plug and a greased glass cover-slip were unsuccessful. There was no noticeable
difference in oxygen current after amperometric sensing over a whole day and it
was not clear how effective these oxygen barriers were. Instead, the cell’s ability to
use oxygen was cut off with cyanide which inhibits cellular respiration, because it
inhibits enzyme cytochrome c oxidase and uncouples the electron transport chain
[88].
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Figure 4.5: Typical DPV on a chip with 10 000 cells and without any cells with
coloured dots indicating the position of the peaks
Medium-only typically has two distinct peaks whereas with cells there is only one clearly
discernible peak.
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An experiment was carried out where oxygen measurements were taken with
and without cells, and potassium cyanide enabled a measurement when the cells
were present but not using oxygen.
4.4.1 Experimental
DIL chips were modified by gluing on a glass collar as described in section 2.2.1
and chips were cleaned and coated with fibronectin as described in section 2.8.
They were used with the older experimental set-up i.e. without heating, gassing
or the pre-fouling programme.
Some chips were measured with medium only and others with 1000 or 10 000
cells seeded. Cells and medium-only measurements were on different chips be-
cause once a chip has had a medium-only measurement it is no longer sterile
and cells can no longer be seeded on it. Quasi-steady state current-voltage
curves (CVs) were obtained using the CHI 1030 potentiostat from 0.2 to -1.1 V v
Ag|AgCl at a scan rate of 0.05 V/s. The diffusion limited current for the second
peak was identified at -1 V from these current-voltage curves.
The lethal blood concentration of cyanide for human beings is 0.15 mM [89].
Gesinski reports that cellular respiration of rat bone marrow is completely inhib-
ited by 50 mM cyanide solution in 2 minutes, and by 5 mM cyanide solution in
10 minutes [90]. Stryer reports that cyanide at 1 mM is more than adequate to
inhibit cytochrome c oxidase [91].
Different concentrations and incubation times were tested until the follow-
ing protocol was found to be optimal. Potassium cyanide bench solution was
prepared by dissolving 5 mg potassium cyanide in 5 ml DMEM, giving a concen-
tration of 15.4 mM in DMEM 1. Before starting a measurement with cyanide,
the culture medium of the cells was replaced with 50 µl of fresh medium. 50 µl
1This amount was initially chosen so that the content of cyanide in the bench solution would
be below the occupational exposure limit and could be handled outside of the safety hood.
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of potassium cyanide bench solution was then added to the cells giving a final
cyanide concentration of 7.7 mM cyanide in medium.
The exposure time for cyanide was determined separately with cells in a cul-
ture flask. Although cells may start to be affected by this concentration of potas-
sium cyanide immediately, changes were noticed in their morphology from 15
minutes after adding the cyanide. After 30 minutes of exposure the cells became
rounded (but not detached) and most of them had taken up the vital stain Try-
pan blue. Thus measurements on cells considered “dead” or not respiring were
taken after 30 minutes of cyanide exposure.
After measurements on cells which had been cyanide-exposed, cell viability
was tested to confirm whether the addition of cyanide had had the desired ef-
fect of killing the cells. The medium was removed from the chip which was then
rinsed with PBS and the run-off caught. The chips were then incubated with
100 µl trypsin for 10 minutes, and the trypsin solution containing cells from the
chip was then added to trypan blue. Approximately 95% of cells were stained
blue, indicating the effectiveness of the cyanide treatment. The medium from the
experiment and the run-off PBS were also examined under the microscope in case
cells had detached, but this was not the case.
4.4.2 Results
Figures 4.6 and 4.7 are the results of testing different potassium cyanide con-
centration and exposure times. 30 minutes was found to be sufficient for an
approximately 7 mM concentration. The cells in figure 4.6 have lost their cob-
blestone appearance and become clumped together, grainy, unevenly distributed
and have started to round up, but are still attached. Detachment (and therefore
floating) only began to occur after several hours of exposure to cyanide. This
is important because the aim of this experiment was to measure oxygen current
when cells were present on the chip but not actively respiring.
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Figure 4.6: Cells after being exposed to cyanide for 30 minutes
Cells have lost their elongated shaped as they have become detached
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The cells in figure 4.7 were diluted 1:1 with 0.4 % trypan blue in PBS solution
which stains cytosol blue when it is let into the cell-interior by non-viable cells.
Figure 4.7: Cells after being exposed to cyanide, and to Trypan blue
Cells have lost their elongated shape as they have become detached, and non-viable cells have
taken up the Trypan blue.
Figure 4.8 shows the result of measuring current with and without cells
present. There is a decrease in current in the presence of cells, and more so at a
higher cell density. The difference could be attributed to the cells using oxygen
themselves, or simply blocking the diffusion of oxygen to the electrodes. However
after the addition of potassium cyanide the cells are present on the electrodes
but not consuming oxygen, and the current returns to the level it was without
the presence of cells. This indicates that the cells do not have a significant effect
on mass transport, and the difference between medium-only and cellular oxygen
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levels can be attributed to cellular oxygen consumption.
1000 cells causes a decrease in medium-only current of approximately 9 %
while 10 000 cells causes a change of approximately 30 % which is not propor-
tional. While 1000 cells is very sparse, 10 000 cells is confluent and so these
represent two different states for the cells. Cells in contact with other cells expe-
rience growth (contact) inhibition for example. In addition to this the distribution
of cells around electrodes will be different for the two cell densities. Not only will
there be variation in the average distance between a cell and an electrode, but
the oxygen depletion field around each cell will interact with its neighbours’ in
a way that is not simply linear. However, if the entire population of cells was
seeded onto one large electrode, then we might expect the measured current to
be proportional to the size of the population.
Figure 4.8: Oxygen current in the presence of different cell densities, live and
dead.
Peak current for five different scenarios, showing standard deviation error bars. Stars indicate
values significantly different to medium-only measurements at **:p<0.01 and *** : p<0.001
significance levels. Results are for n=113 medium electrodes, n=44 electrodes for 1000 cells,
n=49 electrodes for 10 000 cells, n=24 electrode for cells with cyanide and n=26 electrodes for
medium and cyanide electrodes
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The DIL chips could therefore successfully be used to measure a difference in
oxygen reduction current in the presence of cells. This value of oxygen current
due to the presence of cells was also used to estimate an oxygen consumption
rate of the cells in the next section. Measuring oxygen consumption of cells does
not require poisoning them with cyanide, this step was only included to test the
cells’ effect on mass transport.
4.5 Oxygen consumption model
To attempt to determine the oxygen consumption rate of the cells from measured
current, a simple model was developed. It is a steady-state flux balance between
oxygen entering and leaving the solution chamber and is based on the schematic
(not to scale) in figure 4.9.
Oxygen enters the solution (medium) from the atmosphere, and dissolved
oxygen is consumed by the electrodes and by the cells as indicated by the green
arrows in figure 4.9. This is a “worst-case” assumption which is that the elec-
trodes consume a significant amount of oxygen. When the cell chamber is open to
the atmosphere it is assumed that the dissolved gases will be at equilibrium with
gases in the air. If there is a difference between electrode oxygen consumption
with and without cells growing on them, then we can attribute this difference to
the cells. It was shown with the potassium cyanide experiments in the previous
section that the decrease in oxygen current in the presence of cells is due to their
oxygen consumption rather than their presence on the surface of the electrodes
which interferes with mass transport. It has also been shown that fibronectin
does not significantly affect the diffusion of oxygen to the electrodes [49]. This
model does not consider convection, or the nature of the concentration profile
near the cells. At the bottom of the column of liquid is in fact a thin boundary
layer with a complex three dimensional concentration field [92] [93] [94] which is
affected by the presence of cells and the diffusion fields of the electrodes. This
boundary layer is thin considering that the endothelial cells have a height of a few
µm, and that the diffusion field of the electrodes extends to 6 radii [35] around
the electrode, being less than 100 µm, which is small compared to the height of
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Figure 4.9: Schematic for simple oxygen consumption model (not to scale)
Oxygen flux in the cell culture medium is due to incoming and outgoing oxygen represented
by green arrows
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the liquid which is 5 mm. Improvements to take this boundary layer into ac-
count would be complex and highly model dependent. This simplistic model also
does not take into account any barrier to oxygen entry at the top of the liquid,
which would require a gas/liquid partition to be added to the model. However
a boundary layer or membrane at the gas/liquid partition would likely be thin
and the diffusion time across it could likely be much smaller than the time for
oxygen to diffuse the entire height of the column of liquid. This would also be a
less important modification to the model than addressing the assumptions about
the bottom of the liquid column.
We can write a flux balance for the oxygen entering and leaving the solution.
According to Fick’s first law which concerns the diffusive flux at a point x, down
a concentration gradient, the flux (J) to the electrodes is:
J = −DdC
dx
(4.1)
Here C is concentration, x is the vertical distance from the electrodes at the
bottom of the chamber and D is the diffusion coefficient of dissolved oxygen.
In the steady state J is constant and independent of x so:
J = −D (Ch − C0)
h
(4.2)
Where h is the height of the column of liquid. The concentration at the solu-
tion surface is known from Henry’s Law which states that at a constant tempera-
ture, the amount of a given gas that dissolves in a liquid is directly proportional to
the partial pressure of that gas pO2 in equilibrium with that liquid, with Henry’s
constant of proportionality kH . If we define x = 0 as the bottom of the chamber
and x = h as the solution surface, then the oxygen concentration at the solution
surface Ch for air equilibrated PBS at room temperature [95] is:
Ch = kHpO2 = 0.25mol/m
3 (4.3)
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Flux out of the solution due to any electrode oxygen consumption (in mol
m2.s
) is
J =
i
nAF
= kC (4.4)
Completing a flux balance for flux through a cross-sectional area A of the
solution chamber, we can write:
Jin = Jout (4.5)
D
(Ch − C0)
h
=
i
nAF
+OCR′ (4.6)
where OCR′ is Oxygen Consumption Rate in mol
m2.s
. To convert this OCR′
to units of moles of oxygen per second, we multiply equation 4.5 by the cross-
sectional area A. In units of mol
s
:
DA
h
(Ch − C0) = i
nF
+OCR (4.7)
Next we test whether the contribution of measurement electrodes (the current
term in equation 4.7) is small enough to disregard. We start by calculating the flux
caused by electrodes on their own (no cells present) using equation 4.4. The cur-
rent in the presence of medium and no cells was measured to be imed = 14.05 nA
(from figure 4.8). For 1000 cells we have a current of i1k = 12.92 nA and with
n = 4 there is a flux of 1.67 × 10−9 mol
m2.s
. For 10 000 cells we have a current of
i10k = 9.84 nA and therefore a flux of 1.27×10−9 molm2.s . Therefore 1000 cells cause
a current decreases of 9 % and 10 000 cells a decrease of 30 %.
As current is proportional to concentration according to 4.4, there must be a
proportional decrease in concentration at the electrodes when cells are present.
Based on the current we measure with and without cells, cells on their own cause
a flux of:
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J = −D (Ch − C0)
h
(4.8)
= −D (Ch × (1−
i1k
imed
))
h
(4.9)
for 1000 cells, which is −9.25 × 10−9 mol
m2.s
, or approximately 9 times the flux
created by electrodes. For 10 000 cells:
J = −D (Ch × (1−
i10k
imed
))
h
(4.10)
which is −34.5 × 10−9 mol
m2.s
, or approximately 27 times the flux created by
electrodes. This shows that flux due to electrode oxygen consumption is much
smaller than due to cellular metabolism.
Furthermore, if we explore the case where cells consume nothing (OCR = 0)
then we can rearrange 4.7 to give:
C0 = − ih
DnAF
+ Ch (4.11)
Solving for C0 shows that the concentration at the base of the column liquid
is C0 = 2.47mol/m
3. Thus when the cells are not consuming any oxygen and the
only difference between concentration at the top and bottom is due to electrode
consumption, the concentration at the base C0 is only 1 % lower than at the gas
interface Ch (if the DPV technique is employed rather than CV, this effect would
be even less considering the “duty cycle” or percentage of time that current
is measured). This further suggests that the electrode oxygen consumption is
minimal and can be ignored so that the flux balance in 4.7 becomes
OCR =
DA
h
(Ch − C0) (4.12)
Using this equation 4.12 and equation 4.9 to solve for the oxygen consumption
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rate based on 1000 cells:
OCR =
DACh
h
(1− i1k
imed
) (4.13)
gives OCR = 1.85 × 10−13 mol/s, and dividing by 1000 cells gives 18.5 ×
10−17 mol
cell.s
.
For 10 000 cells:
OCR =
DACh
h
(1− i10k
imed
) (4.14)
gives OCR = 27.6 × 10−13 mol/s, and dividing by 10 000 cells gives 27.6 ×
10−17 mol
cell.s
. These values are comparable to values of (in 10−17 mol.cell−1.s−1):
2-4 for chondrocytes [96], 1.92 for HUVECS [97], 3.06 for hepatocytes [98], 2.53
for macrophages [99] and 5.5 for the“average cell” [100].
The OCRs estimated with 1000 and 10 000 cells is 18.5 × 10−17 mol
cell.s
and
27.6 × 10−17 mol
cell.s
respectively, which therefore differ by a factor of 1.5. This is
most likely due to error in the cell density. Seeding only 1000 cells on a chip from
a typical culture flask would often require pipetting only 1-2 µl of concentrated
cell suspension. Because cells in suspension are “sticky” and form large clumps
it is difficult to mix the solution well while working quickly (as the cells should
not remain in suspension for long periods). For subsequent experiments the cell
suspension was diluted so that larger volumes like 40 µl could be pipetted onto
the chip, and a smaller volume pipette was acquired.
It is worth noting that for the purpose of modelling it is useful to have a
repeatable solution chamber volume and shape which is one advantage of using
a glass collar over the custom carved PDMS vessel used in previous work [101].
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4.6 Cells and angiogenin
In the previous section the oxygen consumption rate of cells was studied. In this
section it is determined whether or not the concentration of oxygen in the medium
around cells changes when the cells are given angiogenin. Angiogenin is known
to have a variety of physiological effects on cells [12]. It facilitates cell migration
during angiogenesis by binding to receptors and cleaving the extracellular ma-
trix. It is hypothesised that in preparation for the cellular division and motility
that endothelial cells undergo during angiogenesis [102] they may increase their
oxygen consumption and this change may be detectable. Before the results of
this experiment are shown the variability of these measurements is discussed.
4.6.1 Variability
It is evident that there is considerable variability in oxygen measurements on cells
stemming from many factors. There is variability due to the sensors themselves:
due to the manufacturing process there will be variations in electrode size and
shape, gold surface quality and defects in the insulation. There will be variation
in the quality of the experimental conditions for electrochemical measurements
such as having a well-mixed and quiescent solution. There is variation in the
thickness of the fibronectin layer which affects electrochemical measurements and
even cell attachment. There is variation in each batch of culture medium con-
taining serum from different animals. There is variation in the cells that grow
on the chips: the cells come from aortas from different animals and may experi-
ence different environments in culture which they respond to by differentiating.
Within each population of cells there are cells which have divided more recently
than others, are at a different stage in the cell cycle, are damaged in the passag-
ing process and that are undergoing apoptosis and subsequently have different
metabolic needs. Clearly there are many sources of variation and many exper-
iments would be needed to untangle the contribution from each effect. Even if
biological variation due to experimental procedure is kept to a minimum the cells’
variable response to inhibitors or stimulants cannot be controlled, and is in fact
an interesting property to measure itself.
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The biological variability cannot be measured directly but the variability due
to the sensors can be estimated from experiments with a redox species which
has no known biological involvement such as hexaamine (III) ruthenium chloride.
This approach is summarised in the schematic of figure 4.10 where S2 is the stan-
dard deviation squared, or variance.
Figure 4.10: Schematic showing contributions of variance (S2) to measured cur-
rent
Hexaammine (III) ruthenium is neither produced or consumed by cells and
its only possible interaction would be exclusion by cell bodies, although in the
previous section in figure 4.8 it was shown that cell bodies do not interfere con-
siderably with the diffusion of oxygen to the electrode.
If variability due to biological factors is much greater than variation due to the
sensors then there may be no incentive for engineering interventions to improve
the sensors, or to even investigate the contribution of each source of variability
separately.
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Before cell measurements with angiogenin are actually presented, the vari-
ability in these measurements is discussed. In this section the variance of the
cell measurements S2total is compared with the variance of the sensors alone by
reducing hexaammine (III) ruthenium in the presence of cells, and the variance
is studied using analysis of variance (ANOVA).
4.6.1.1 Experimental
Glass chips were prepared in the usual way by cleaning and then applying a fi-
bronectin membrane as described in section 2.8. Cells were seeded at a density of
4000 per chip in 100 µl of culture medium, and the following morning the chips
were “pre-fouled” by cycling the potential 3 times as described in section 3.4.
This process and the timing of subsequent experimental events are summarised
in figure 4.11. This figure also shows that there were three groups of chips in this
experiment (A, B and C), and there were five chips in each group. The medium
was then replaced with 70 µl of fresh medium and allowed to equilibrate in the
cell-incubator for 1.5 hours.
For the angiogenin experiments (Chip group A according to figure 4.11), a
DPV measurement was performed at 37 ◦C, under 5 % CO2 with a leak-free
Ag|AgCl reference electrode and CHI 1030 potentiostat. A DPV measurement
in medium was followed by a measurement 30 minutes after adding angiogenin.
Bovine angiogenin was isolated and purified in the laboratory of Prof. Soo-Ik
Chang [103]. 1.94 mg of lyophilized angiogenin was added to 1 ml sterile deionised
water to give a 1.94 mg/ml solution. This was distributed into 100 µl aliquots
of 200 µg/ml each and frozen at -80◦C. For angiogenin measurements, 7 µl of
medium on the chip was removed and replaced with 7 µl of angiogenin solution
which was mixed by gently flushing with the pipette to give a final angiogenin
concentration of 20 µg/ml. This is the higher concentration of angiogenin known
to give a nitric oxide response in these cells [63]. Human plasma concentration of
angiogenin is reported to be 359.0 ± 59.9 ng/ml [104] and the threshold for NOS
activation in endothelial cells has been found to be from 250 ng/ml to 1 µg/ml
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Figure 4.11: Summary of the timing of the experimental protocol for oxygen
measurements on cells.
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[63]. Basal levels of angiogenin around this concentration may not be enough
to trigger angiogenesis, but 5-20 µg/ml has been found to give a detectable NO
response [63].
For the cyanide measurements (Chip group B according to figure 4.11), potas-
sium cyanide bench solution was prepared by dissolving 5 mg potassium cyanide
in 5 ml DMEM, giving a concentration of 15.4 mM in DMEM. 35 µl of potassium
cyanide bench solution was mixed with 35 µl medium on the cells giving a final
cyanide concentration of 7.7 mM cyanide in medium. After 30 minutes a DPV
measurement was performed at 37 ◦C, under 5 % CO2 with a leak-free Ag|AgCl
reference electrode and CHI 1030 potentiostat.
For the “ruhex” measurements (Chip group C according to figure 4.11), hex-
aamine (III) ruthenium chloride was made up in DMEM to give a 100 mM stock
solution. 7 µl of medium on the chip was replaced with 7 µl of stock solution after
30 minutes and gently mixed to give a 10 mM final concentration. A DPV mea-
surement was then performed at 37 ◦C, under 5 % CO2 with a leak-free Ag|AgCl
reference electrode and CHI 1030 potentiostat.
4.6.1.2 Variability results
While the results of the four types of measurements shown in figure 4.11 (cells,
cells+angiogenin, cells+cyanide, cells+ruhex) are discussed in the next section,
the variability of these measurements is discussed here first.
Figure 4.12 condenses the total of 280 DPV measurements performed by
comparing variability within chips and between chips. Each bar represents one
chip and its height is the relative standard deviation of the currents measured
at the eight electrodes in that chip. Relative standard deviation (RSD) is a
widely used measure of spread, and RSD in units of per cent is: (standard
deviation/mean)×100. The height of each bar gives a measure of the spread
within a chip.
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Figure 4.12: Variability in DPV current between and within chips. Each bar
represents the RSD of measurements from electrodes on a chip. The F and p
statistics from a 1-way ANOVA are also shown which indicate the between-chip
variability for the seven different current peaks.
The chip marked with a * is referred to in this chapter
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There are seven clusters of five chips each, where each cluster is (i) the first
or second peak of oxygen reduction with cells, (ii) first or second peak for cells
after the addition of angiogenin, (iii) first or second peak for cells which have
been killed with cyanide and are no longer respiring, and (iv) the peak for the
reduction of ruthenium(III) hexaammine when cells are present.
The five bars represent the same 5 chips and are kept in order (so for example
the first bar can be compared with the first bar within a group) for “cells” and
“cells+angiogenin” which were done on the same chips, and are Chip group A
according to figure 4.11. Similarly the same 5 chips are represented in order for
“cells+cyanide” measurements, and are represented by Chip group B in figure
4.11. Finally, “cells+ruhex” are 5 chips used only in that experiment and come
from Chip group C.
The RSD values indicate high variability within chips with live cells, because
each cell has its own metabolic needs and could be using oxygen differently. This
variability increases in some chips with the addition of angiogenin due to each
cell responding differently to angiogenin. Half an hour after adding potassium
cyanide to the cells there is low variability within chips as cells are no longer
actively changing the oxygen concentration. When ruthenium(III) hexaammine
chloride is added to the cells there is a low variability within the chip as cells
do not actively consume it. The long term effects of ruthenium(III) hexaammine
on cells are not known and so the measurement is taken immediately after its
addition, however this may require further investigation.
Above each of the seven clusters is an F and a p statistic which are the results
of a 1-way ANOVA conducted in Igor Pro software. ANOVA is a statistical tech-
nique which can be used for the comparison of several independent means, and
to test whether the difference between sample means is too great to be explained
by random error. The null hypothesis is that all the electrode measurements are
drawn from one population with a certain mean and variance. The within-chip
mean square is calculated, and the between chip mean square is calculated, and
if the null hypothesis is correct then both estimates of variance should not differ
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significantly. If it is incorrect, then the between-chip estimate of variance will be
greater than the within-chip estimate because of between-chip variation. To test
whether it is significantly greater, a one-sided F-test is used where F=between
sample variance/within sample variance. A smaller p means that the null hy-
pothesis can be rejected more easily and larger F values indicate that there is
considerable variability between chips.
The F values for oxygen measurements on cells are high (10.96 for Peak 1 and
12.37 for Peak 2) indicating that each chip is its own unique environment con-
taining cells with a particular biology. The F values increase to 89.95 and 62.97
when angiogenin is added to the cells, because this amplifies the unique response
of each cell. An estimation of the number of angiogenin molecules available for
each cell is made using the concentration of angiogenin in the volume of medium
used, and found to be approximately 109 molecules of angiogenin per cell. This
number should be high enough to rule out the possibility of different cells being
exposed to a heterogeneous angiogenin concentration.
The F values for oxygen measurements on cells that have been killed with
potassium cyanide is lowered, indicating that the cells are no longer actively con-
tributing to variability between chips. The exact effects of dying cells on the
mass transport of oxygen is not known but it is possible that their permeability
is altered. Finally, the low F value for the reduction of ruthenium(III) hexaam-
mine in the presence of live cells shows that there is not a significant difference
between chips at the 95% confidence level. The ruthenium(III) hexaammine is
not involved in biological variability and is effectively both ignored by and ignor-
ing the cells.
These results show that neither Peak 1 nor Peak 2 have more precision since
both have large variability. The precision of a measurement system is a measure
of how repeatable the results are, while the accuracy of a measurement system
is how close the measured value is to the true (reference) value as illustrated in
figure 4.13. While the variance and therefore precision of these electrodes has
been tested, the accuracy has not.
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Figure 4.13: An illustration of the meaning of precision and accuracy
The results also show that the source of variability between electrochemical
measurements on these chips is not due to the sensors themselves but due to the
inherently variable biological system which they measure. There may be consid-
erable variation in oxygen concentration at the single-cell level, and some of this
may be due to the stochastic variations in cell signals.
Another consequence of these F-tests is that measured currents from multiple
chips probably cannot be meaningfully averaged together as was done in the pre-
vious section in figure 4.8. This motivates the need for normalising the measured
current to the current on the same electrode at another time point, and reporting
normalised currents which is addressed in the next section.
Intra-chip variability can vary greatly for measurements with oxygen and cells
with some chips having a comparable variability to “ruhex+cells”, while some
chips have a much higher variability. Some have consistently low variability,
some consistently high and some have mixed variability. One reason for this
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could be the distribution of cells around electrodes. It is possible that some elec-
trodes may be close to a group of cells while others may be far from any cells
at all. The effect of cell distribution around the electrodes on variability was
examined. With the glass chip design it is possible to see the cells on the chip
under the microscope and to match up each current trace to its source electrode.
The chip marked with a star in figure 4.12 (the last chip in Chip group A) has
consistently high RSD in each of the four scenarios. It is used as an example for
searching for a link between irregular cell distribution and high variability. All 8
electrode currents are shown in figure 4.14 with the dashed lines representing the
approximate position of the peaks. Adjacent to this is a microscope image of the
electrodes showing the cell distribution around each electrode with colour-coded
labels.
At this cell density of 4000 cells per chip the cells arrange themselves evenly
over the surface in a cobblestone formation. There are no obvious sparsely or
densely populated regions. Figure 4.15 shows a closer view of electrode 1 which
shows an outlying current. However it does not have a remarkable cell distribu-
tion around it.
Figure 4.16 shows two more electrodes. In contrast to electrode 3 which is
in a relatively sparse area, electrode four is surrounded by a cluster of cells with
one growing directly over it. However this contrast is not reflected in the current
traces for these electrodes .
The distribution of cells on this chip is typical as cells arrange themselves
fairly evenly when seeded. At the density used in these experiments (4000 cells
per chip) the cells are dense enough for their to be little variation in their ar-
rangement in relation to the electrodes. In addition to this observation there is
no apparent link between the cell distribution in the immediate vicinity of an
electrode and the measured current. As the variability arising from the sensors
has been ruled out with the ruthenium(III) hexaammine experiments, it could
arise from different cells having different metabolic needs which creates oxygen
microenvironments around each electrode.
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Figure 4.14: Left: DPV current for oxygen reduction on the 8 electrodes on
a single chip, with dashed lined showing the approximate position of the peaks.
Right: corresponding image of the working electrodes covered in cells with colour-
coded labelling.
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Figure 4.15: Top: Electrodes covered in cells with colour-coded labelling. Bot-
tom: Corresponding DPV currents for oxygen reduction on that chip
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Figure 4.16: Top: Electrodes covered in cells with colour-coded labelling. Bot-
tom: Corresponding DPV currents for oxygen reduction on that chip
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4.6.2 Angiogenin and oxygen results
Previously the variability inherent in measurements with cells, cyanide and an-
giogenin was discussed. Here the current response to angiogenin is presented. As
discussed above there is a significant difference between chips which motivates
the need for normalising current data to another time point so that data can
be pooled. The time-point chosen is the start of the experiment, so results are
reported as a ratio of current after some stimulant/inhibitor at time t = x (where
x would be 30 minutes for angiogenin experiments) to t = 0 at the start of the
experiment, with cells-only, as shown in equation 4.15. This represents a new
experimental design: whereas before there were several chips measured at one
time point, now there is one chip measured at multiple time points.
current ratio =
it=x
it=0
=
iang
icells
(4.15)
Figure 4.17 shows the ratios of current after to current before the addition of
angiogenin. The ratio is obtained for each electrode and because it is normalised
for differences between electrodes, it can be pooled (averaged) with the other
electrodes on the chip. A value of one would indicate that no change occurred
and stars indicate that the ratio is significantly different from one. There was no
consistent change in oxygen current when angiogenin was added in either Peak
1 or 2 as both current decreases and increases were observed. The experiment
was conducted with a variety of different cell densities to see if this affected the
result but angiogenin does not appear to consistently affect oxygen consumption,
within the time-frame tested.
As an alternative means of data processing the initial cell-only current was
subtracted from the angiogenin current according to equation 4.16.
current difference = it=x − it=0 = iang − icells (4.16)
As a note on sign conventions, a signal change that implies an increase of
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Figure 4.17: Ratio of peak current with angiogenin to peak current with cells-only,
for both the first (Peak 1) and second (Peak 2) oxygen peaks, for five different
chips with different cell densities. The combined mean is not significantly different
to 1 at the 5 % confidence level, but stars indicate ratios that are significantly
different to 1.
Ratio shown is the average across all electodes on a chip. DPV oxygen reduction in culture
medium on fibronectin-coated glass chips
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the analyte concentration is taken as an increase. Therefore the hypothesis is
that after the addition of angiogenin the measured current (signal) should de-
crease. Oxygen currents are always negative, so for example we have a peak of
icells=-0.7 nA for cells-only and a peak of iang=-0.5 nA after the cells have been
incubated with angiogenin. In this case the current ratio of iang
icells
=0.7 indicating
that the signal has decreased. The current difference would then be positive e.g.
iang − icells=-0.5 nA-(-0.7 nA)=0.2 nA.
The results of subtracting the current according to equation 4.16 are shown
in figure 4.18. This method also yields inconclusive results as the ratios both
increase and decrease.
Finally, the current was also normalised by subtracting off the initial, cell-only
current and then dividing by the initial cell-only current according to equation
4.17. Using the previous example values this would give a value of −0.5nA−(−0.7nA)−0.7nA =
−0.3nA.
current difference ratio =
it=x − it=0
it=0
=
iang − icells
icells
(4.17)
The results of subtracting and then dividing by the initial, cell-only current
are shown in figure 4.19. Again there is no consistent trend and so the results are
still inconclusive.
It has been reported that endothelial cells produce nitric oxide which reaches
a peak 20 minutes after being stimulated with vascular endothelial growth factor
[105] and 30 minutes after being stimulated with angiogenin [63]. Angiogenin
may also prompt the cells to prepare for cellular division and motility during
angiogenesis by increasing their oxygen consumption accordingly. However these
results show that increased oxygen consumption is not significant within the first
30 minutes of being stimulated with angiogenin. Indeed scratch wound assays
used for studying the migration of endothelial cells are conducted over a much
longer period of 12 hours [63]. Further investigation would be needed to conduct
a time-dose response curve for angiogenin and oxygen consumption over several
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Figure 4.18: Difference between peak current with angiogenin and peak current
with cells-only, for both the first (Peak 1) and second (Peak 2) oxygen peaks, for
five different chips with different cell densities. Stars indicate differences that are
significantly different to 0.
Difference shown is the average across all electrodes on a chip. DPV oxygen reduction in
culture medium on fibronectin-coated glass chips
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Figure 4.19: Difference ratio for peak current with angiogenin and peak current
with cells-only, for both the first (Peak 1) and second (Peak 2) oxygen peaks, for
five different chips with different cell densities. Stars indicate difference ratios
that are significantly different to 1.
Ratio shown is the average across all electrodes on a chip. DPV oxygen reduction in culture
medium on fibronectin-coated glass chips
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hours or days.
4.7 Oxygen measurements with internal refer-
ence electrode
The suitability of the internal reference electrode described in section 2.3 on page
35 was tested by using it for measurements with cells.
4.7.1 Experimental
After creating the internal reference electrode as described, the chips were pre-
pared for cell-seeding. Any materials that will come into contact with cells must
be robust enough to withstand the three available methods of sterilisation namely
autoclaving, being held to a flame, or being covered in 70 % ethanol. The chips
were generously sprayed with 70 % ethanol to sterilise them, before being put
into the sterile laminar flow hood where they were covered in a fibronectin film
as usual, as described in section 2.8.0.2, and then cells were seeded.
4.7.2 Results
Measurements with the internal reference electrode were successful and the cells
appear to be unaffected by this electrode modification. The cells grow over the
central reference electrode as before, as seen in figures 4.20 and 4.21. Despite
silver being possibly cytotoxic [106] the fibronectin membrane appears to provide
adequate protection against it over the course of two days from seeding the cells
to a full day of experiments.
Measurements with the internal reference electrode have the same form as with
the external reference electrode. Oxygen reduction exhibits the same features as
with an external reference electrode, however the potential is shifted by 280 mV
to the right as seen in figure 4.22. The internal reference electrode is expected to
have a different reference potential than a commercial reference electrode which
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Figure 4.20: Cells growing over the central, silver chloride reference electrode
Figure 4.21: Cells growing over the central, silver chloride reference electrode
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has a 3 M KCl filling solution. As discussed on page 37 and according to equation
2.4 the potential of the reference electrode depends on the activity of chloride ions
around the silver chloride electrode. Activity a is related to concentration by the
activity coefficient of ion species γ± as shown in equation 4.18:
a = γ±C (4.18)
Chloride ions in medium can be estimated from the DMEM ingredients list
in figure 2.22 on page 55, and inorganic salts give rise to a chloride concentration
of 0.17 M. Using the Nernst equation (equation 2.4) and equation 4.18 with
the activity coefficient of KCl as a single electrolyte at 3 M as 0.714 [107] it is
calculated that the internal reference electrode should shift measurements 75 mV
positive (to the right). The difference in chloride ion concentration does not fully
explain the potential shift seen with the internal reference electrode. The shift
may also be a contribution from the external reference electrode which may need
to be calibrated or replaced. The repeatability of this shift against a reliable
reference electrode would need further investigation. However, some difference
between reference electrodes is expected and as long as the difference is stable
this does not pose a problem for most measurements. If the absolute potential is
needed as in the case of finding the standard potential, the reference electrode can
be calibrated against a standard potential. Since there is a constant chloride ion
concentration in medium the potential should be stable (assuming the electrode
surface and response are stable).
4.8 Conclusion
In this chapter the protocols that were developed in chapter 2, and the under-
standing of oxygen reduction in culture medium that was gained in chapter 3
were combined to take oxygen measurements from cells. There is a significant
difference in current when cells are present and this was used to determine that a
reasonable oxygen consumption rate can be calculated from a simple model. Cells
were then treated with angiogenin and it was found that this had no conclusive
effect on their oxygen consumption. Further work may be necessary to adapt the
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Figure 4.22: Typical cell measurements of oxygen on chip using the internal
reference electrode compared with a commercial external reference electrode.
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experiment. The variability of measurements on live cells within and between
chips was compared, with oxygen which is actively consumed and ruthenium
(III) hexaammine which is not. There is much higher variability in oxygen mea-
surements both between chips and within chips. This indicates that variability in
the currents measured is due to the inherently variable biological system, rather
than the sensors. This should be taken into account when designing sensors for
use with cells. The internal reference electrode which was constructed was tested
for use with cells measurements. The cells appeared undisturbed by the electrode
modification, and although there is a substantial potential shift which needs to be
investigated, oxygen reduction using the into reference electrode closely resembles
that made using the external reference electrode.
A possible engineering solution to the variability in oxygen measurements may
be to use only a single electrodes on the chip rather than all eight electrodes si-
multaneously. This may lead to less heterogeneity if perhaps the measurements
on different electrodes on a chip are not independent of each other. The chips
were designed so that the electrodes are far enough away from each other so that
diffusion fields do not overlap and cross-talk does not occur, but this could also
be tested experimentally for the case with cells.
Future work could also include adding H2O2 or pure oxygen in a Hamilton sy-
ringe to the cell chamber at the end of an experiment as a form of post-calibration
for potential. For cells that have been given cyanide it would also be interesting
to do an amperometric recording to see how oxygen consumption changes over
time during cyanide exposure, and lastly the heating system could be used to
study the effects of high and low temperatures on the cells.
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Nitric oxide measurements on
cells
5.1 Introduction
The previous chapters have focused on the measurement of oxygen around cells
and in culture medium, and this chapter presents the measurement of nitric oxide
produced by cells.
Nitric oxide (NO) is a small gaseous molecule which acts a chemical messenger
in the body and it is one of only three gases that acts as a signalling molecule
(along with H2S and CO). It is found in various parts of the body in important
biological processes [108] including in the central nervous system (where it affects
the function of brain and nervous tissue), in tissue growth, oxidative stress, im-
mune response (where it is used as a defence mechanism rather than a signal),
and the circulatory system. In the circulatory system it is a signalling molecule
involved in vasodilation. It was first observed that cells produce nitric oxide in
1987 when so-called endothelium-derived relaxing factor (EDRF) was identified
to be nitric oxide [25], and it has been the subject of study for many years because
of its physiological relevance.
Nitric oxide is difficult to measure because in addition to the challenges of in
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situ biological measurements already described, it is very short-lived. Because
it is a small molecule it diffuses quickly, it is also uncharged and moves across
cells because it is membrane permeable, and because it is a free radical (having
an unpaired electron in its outer electronic orbital)it is very reactive. The NO
radical can gain or lose an electron to form NO+ or NO– or be converted to
nitrates (NO–3) or nitrites (NO
–
2). It reacts with oxygen according to equation
5.1.
4 NO + O2 + 2 H2O −−→ 4 H+ + 4 NO−2 (5.1)
The rate of nitrite formation is third order overall and second order with re-
spect to nitric oxide so the higher the NO concentration, the more readily it reacts
with O2 to form NO
–
2. It can also react with superoxide (O
–
2) to form peroxyni-
trite (ONOO–) which is also very reactive. At low concentrations it reacts with
glutathione to form S-nitrosoglutathione (GSNO). As it is a signalling molecule
these reactions effectively “turn off” the signal not long after it originated.
NO is produced by the enzyme nitric oxide synthase (NOS) which catalyses
the oxidation of L-arginine [109]. NO mediates vasodilation [25] [110] which regu-
lates blood pressure. Because blood supply is critical in cancer [9], NO is central
in angiogenesis [10], [111] because it triggers the formation of endothelial cells
into tubes and synthesises other angiogenic factors [105] which motivates trying
to study NO. It has also been reported to lead to migration in coronary cells. The
pathways upstream and downstream of endothelial NOS are show in figure 5.1.
The purpose of this study is to investigate the relationship between angiogenin
and endothelial cells’ extracellular NO release.
NO has a physiological concentration of pmol/l to µmol/l [112] and so can
only be detected by sensors with high sensitivity. Ways to detect NO from cells
are chemiluminescence [109] and the Griess test [113] which cannot be performed
in real time, show high limits of detection and poor spatial and temporal resolu-
tion, which motivate the use of electrochemical techniques for this work.
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Nitric oxide can undergo many redox reactions like oxygen,but electrochemical
detection is usually based on its one [114] electron oxidation NO −−→ NO+ + e–.
There are several interfering molecules in biological environments including nitrite
which overlap to form the peak which is measured [115].
Figure 5.1: eNOS signalling pathways. Image from SA Biosciences
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5.2 Nitric oxide in medium
Before measurements with cells were undertaken some studies on nitric oxide
in medium were performed. It was observed that even without cells present
on a chip (medium-only) there is some current measured in the region of nitric
oxide oxidation at around 0.8 V v Ag|AgCl as shown in figure 5.2, which has
been observed previously [101] [116] and shown to be removed by the addition of
sulfamic acid added to medium [101].
Figure 5.2: DPV in medium-only (no cells) showing a small “NO” peak
One electrode on a fibronectin-coated 25 µm diameter electrode on a glass chip, using a
leak-free Ag|AgCl reference electrode
The nature of this peak was investigated with DPV on a gold 2 mm electrode
in medium.
5.2.1 Experimental
Nitrite was added to the medium, and then sulfamic acid was added which re-
duces nitrite to form sulfuric acid while liberating N2 [117].
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A measurement in medium alone was first performed, followed by a measure-
ment after the addition of sodium nitrite, and lastly sulfamic acid was added to
this before the final measurement. A concentration of 10 mg/ml sulfamic acid
was used [118] and pH was adjusted to the 7-8 range with 1 M NaOH using the
phenol red colorimetric indicator.
The solutions were made up using the following procedure:
1.  Perform DPV in 4 ml medium
2.  Make up 5 mM NaNO2 in 1 ml DMEM
 Add 1 ml of 5 mM NaNO2 in DMEM to the 4 ml medium, giving
1 mM NaNO2
 Perform DPV with sodium nitrite in medium
3.  Prepare 60 mg sulfamic acid in 1 ml medium.
 Add this to the 5 ml solution above, to give 6 ml of solution containing
10 mg/ml sulfamic acid
 Remove 1 ml to measure pH
 Medium solution turns bright yellow as pH drops to 1.57
 Solutions bubbles as N2 is produced, fizzing is complete in 5 minutes.
 Add several hundred microlitres of 1 M NaOH to bring the pH back
up to neutral and solution goes pink again
 Perform DPV with sodium nitrite and sulfamic acid in medium
DPV was performed on a bare gold 2 mm electrode with a Ag|AgCl reference
electrode from 0.5 V to 1.1 V with the CHI 1030 potentiostat.
5.2.2 Results
DPVs made at each step described above are shown in figure 5.3. When sodium
nitrite is added to the medium the peak increases, and when sulfamic acid is
added to the medium and sodium nitrite, the peak decreases. This indicating
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Figure 5.3: NOx oxidation in medium with sodium nitrite and then sulfamic acid
added
Peak DPV current measured on 2 mm diameter gold electrode
that the peak of figure 5.3 is due to nitrites in the medium.
In this study “NOx” will be used to refer to NO and NO–2 as these species are
oxidisable at about 70 mV apart [119], but cannot be distinguished and appear
as one broad peak which is also subject to potential shifts as described in the
previous chapter, consistent with shifts in peak potential of up to 100 mV which
are repeated in the work of Trouillon [120].
5.3 NO and angiogenesis
It is clear from the biochemical pathways involving eNOS in figure 5.1 that there
are many interacting factors which ultimately lead to the release of NO by cells,
but we can try to narrow down our study of individual pathways by using highly
selective inhibitors. There is an abundance of inhibitors for angiogenic pathways,
many of which began as or are currently being used as anti-cancer drugs in clin-
ical trials [121]. These selective inhibitors can be used for the pharmacological
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approach to studying biochemical pathways. In this study, inhibitors of angio-
genesis are used to study NOS.
Angiogenin is known to induce NO production by cells, and the pathway re-
sponsible for this can be discovered by using selective pathway inhibitors. Angio-
genin has been cited as causing NO release via the PI3-kinase [122] pathway and
so an inhibitor of this pathway called LY294002 [123] was used, which is a deriva-
tive of wortmannin, a fungus metabolite [124]. Another inhibitor of this pathway
is ROCK Inhibitor (Y27632) which is a selective, ATP-competitive inhibitor of
Rho-associated protein kinase (ROCK) [125]. The structures of LY294002 and
Y27632 are shown in figure 5.5. Their effect on the pathways leading to nitric
oxide production is shown in the schematic of figure 5.4 [63].
Figure 5.4: Pathway for angiogenin-induced eNOS activation in a cell
Adapted from [63] [125]
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Figure 5.5: Drug structures of a) the PI3 kinase inhibitor, LY294002, and b) the
Rho-associated protein kinase inhibitor, Y27632.
5.3.0.1 Experimental
For this study, angiogenin was used by itself and in conjunction with two differ-
ent inhibitors. All current measurements are DPV performed at 37 ◦C and under
5 % CO2 with a leak-free Ag|AgCl reference electrode and CHI 1030 potentiostat.
As discussed in the previous chapter, data processing included normalising the
measured current after a treatment to the current with cells-only at time t=0 as
given by equation 4.15 on page 137. This normalises for the variations between
electrodes. ROCK inhibitor experiments were performed using glass chips with
20 µm diameter, all other measurements were with 25 µm diameter electrodes.
For measurements of NO release from cells on chips (icells), glass chips were
prepared in the usual way by cleaning and then applying a fibronectin membrane
as described in section 2.8. Cells were seeded at a density of 4000 per chip in
100 µl of culture medium. The following morning the medium was replaced with
70 µl of fresh medium and allowed to equilibrate in the cell-incubator for 1.5 hours.
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For angiogenin experiments, a measurement of cells in medium (icells) was
followed by a measurement 30 minutes after adding angiogenin (iang), by remov-
ing 7 µl of medium and replacing it with 7 µl of angiogenin solution to give a
final angiogenin concentration of 20 µg/ml. The angiogenin was carefully mixed
into the medium by gently flushing with the pipette. It has been reported that
NO production on endothelial cells reaches a maximum at 30 minutes [63]. On
a chip tested previously it was found that NOx current decreased by 19 % from
a 30 minute to 60 minute incubation, and so 30 minute was used for angiogenin
incubation time in this study. The ratio of the measurement before and after the
angiogenin addition is defined as “ang” which is iang/icells.
For LY294002 kinase inhibitor experiments, a measurement of cells in medium
(icells) was followed by a measurement 1 hour after adding LY294002 (iLY ).
LY294002 was added to medium to give 10 µM. The ratio of the measurement be-
fore and after the LY294002 addition was found, so the ratio for “LY” is iLY /icells.
For angiogenin in the presence of LY294002 experiments, angiogenin was then
added to the same chip to give a concentration of 20 µg/ml of angiogenin in
medium. 30 minutes after the addition of angiogenin the chips was measured
again (iLY+ang). The ratio of the measurement before and after any additions is
defined as “LY+ang” which is iLY+ang/icells.
For Rho kinase (ROCK) inhibitor Y27632 experiments, the ROCK inhibitor
was purchased from Cytoskeleton Inc and added to sterile deionised water to
yield a stock solution of 0.1 mM. This was added to the 70 µl medium solution
on cells by removing 7 µl of medium and replacing it with 7 µl stock solution
to give a final concentration of 10 µM in medium [126]. For ROCK-inhibitor
measurements, cells were measured (icells) and then incubated with ROCK in-
hibitor for 30 minutes as uptake of the inhibitor is reported to reach a plateau
at 30 minutes [126]. After 30 minutes they were measured again (irock inhib). The
ratio of the measurement before and after any additions was found, so the ratio
defined as “ROCK inhib” is irock inhib/icells. For angiogenin in the presence of
ROCK inhibitor experiments, angiogenin was then added to the same chip to
give a final concentration of 20 µg/ml of angiogenin in medium. 30 minutes after
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the addition of angiogenin the chips was measured again (iROCK inhib+ang). The
ratio of the measurement before and after any additions is defined as “ROCK
inhib+ang” which is iROCKinhib+ang/icells.
For angiogenin and cyanide experiments, the cells were measured (icells) and
then potassium cyanide bench solution was added to the cells giving a final
cyanide concentration of 7.7 mM cyanide in medium. After 30 minutes in the
cyanide solution the cells were given angiogenin (20 µg/ml), and 30 minutes later
the cells were measured again (iCN+ang). The ratio of the measurement before
and after any additions is defined as “CN+ang” which is iCN+ang/icells.
For the control experiment a measurement on cells in medium was taken
(icells) and then 7 µl of medium was removed and 7 µl of sterile deionised water
was injected. After 30 minutes of incubation the measurement was taken again
(icontrol). The ratio of the measurement before and after any additions is defined
as “control” which is icontrol/icells.
5.3.0.2 Results
Figure 5.6 shows raw data from a typical measurement from all eight electrodes
on a single chip with cells on it, before and after adding angiogenin.
For measurements 30 minutes after adding angiogenin there is a peak increase
as cells are being stimulated to produce more nitric oxide by the angiogenin. A
slight potential drift is noticeable here, and on some chips there is a shift of about
100 mV which is of the same magnitude as seen for oxygen measurements in the
previous chapter.
The ratio of the peak after addition of a stimulant to the peak before ad-
dition (the “base-line” cell measurement) is calculated for each electrode. The
ratios are then averaged and each electrode contributes n = 1 sample in figure 5.7.
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Figure 5.6: Typical raw data for a measurement of NOx from one chip which is
covered by cells, before and after adding angiogenin
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Figure 5.7: Nitric oxide current ratio for various cell-treatments
Peak DPV current measured on 25 µm electrodes in glass chips, n values are electrodes,
***:p<0.001. Control is medium and water.
Figure 5.7 shows a significant increase in the NOx peak when angiogenin
(“ang”) is added. In the presence of the LY294002 inhibitor (“LY”) the effect of
the angiogenin is negated indicating that the PI3-kinase pathway is involved in
angiogenin-induced NOS activity. It has been reported that the PI3-kinase (and
downstream Akt pathway) mediates NOS activation [63].
When the cells are treated with cyanide before the addition of angiogenin they
do not respond to the angiogenin. Even though the cells have been killed there
is still residual NO in the medium and this would be expected to diffuse out over
time.
Since ROCK is an inhibitor of NO production, an inhibitor of ROCK might
be expected to cause an increase in NO production, however this was not seen,
with or without angiogenin.
The ROCK and angiogenin experiments were also repeated with serum-starving
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which is common practice in cell experiments [55]. This involves seeding the cells
in serum-free medium i.e. DMEM supplemented with only endothelial cell growth
factor (ECGF) and L-glutamine, but with 0.1 % instead of 10 % foetal bovine
serum. Some experiments were also conducted without endothelial cell growth
factor (ECGF). The following morning the medium was changed back to serum-
supplemented medium so that the cells were “kick-started”. Serum-starving the
cells effectively “resets” them all to the same stage of the cell cycle because when
they are being starved they stop dividing and undergoing cell-division and go into
the resting state of the cell cycle. Despite this change in the experiment the cells
still did not respond to the ROCK inhibitor and further investigation would be
necessary to understand why.
5.4 Variability
As shown in chapter 4, the variability in peak currents can be attributed to both
biological and sensor-based factors. Here, variability between chips and between
electrodes on a chip is quantified and the source of variability is explored.
5.4.0.3 Experimental
Variability studies were conducted on 25 µm diameter electrode glass chips which
were prepared in in the usual way by cleaning and then applying a fibronectin
membrane as described in section 2.8. Cells were seeded at a density of 4000 per
chip in 100 µl of culture medium. The following morning the medium was re-
placed with 70 µl of fresh medium and allowed to equilibrate in the cell-incubator
for 1.5 hours. DPV measurements were performed at 37 ◦C and under 5% CO2
with a leak-free Ag|AgCl reference electrode and CHI 1030 potentiostat.
Hexaamine (III) ruthenium chloride stock solution of 100 mM in medium was
made fresh on the day, and added to the medium in the chip to give 10 mM in
70 µl medium, and reduced using DPV from 0.1 V and -1.1 V v Ag|AgCl.
The protocol for cell and cell+angiogenin experiments are as described before
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in section 5.3.0.1 on page 154.
5.4.0.4 Results
Figure 5.8 displays variability within chips and between chips and will be com-
pared to figure 4.12 on page 129 which is the equivalent result for oxygen reduction
in chapter 4. Each bar represents one chip and its height is the relative standard
deviation of the currents measured at the eight electrodes in that chip, giving a
measure of the spread of results in that chip.
Figure 5.8: Variability in DPV current between and within chips
Each bar represents the RSD of measurements from electrodes on a chip. The F and p
statistics from a 1-way ANOVA are also shown which indicate the between-chip variability for
the three different current peaks.
There are three clusters of five chips each, where the clusters are NOx oxi-
dation with cells, with cells after the addition of angiogenin, and the peak for
the reduction of ruthenium(III) hexaammine when cells are present. The results
for cells and cells+angiogenin are from the same chips and the chips are in order
(so that for example, the first bar from both groups represents the same chip).
Cells+ruhex experiments were on different set of chips.
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The RSD values indicate high variability within chips with cells. When ruthe-
nium(III) hexaammine chloride is added to the cells there is a low variability
within the chip which can be explained by the fact that cells do not actively
produce it.
Above each of the three clusters is an F and a p statistic which are the results
of a 1-way ANOVA conducted in Igor Pro software. The ANOVA considers the
variability within each chip, and compares this to the variability between chips.
The F values for NOx measurements on cells (F = 8.4) and on cells with an-
giogenin (F = 7.8) are higher than with ruthenium(III) hexaammine chloride
(F = 2.5) indicating that the sensors themselves contribute minimally to the
overall variability in measurements. The nitric oxide F values on cells and cells
with angiogenin are similar, indicating that different populations of cells on dif-
ferent chips produce NO with as much variance, whether being stimulated with
angiogenin or not. This is in contrast to the ∼6 fold increase in the F values
for oxygen measurements when angiogenin is added, in figure 4.12. This may
shed some light on attempts to detect a response in oxygen current when cells
are stimulated with angiogenin, the results of which were shown in figure 4.17
(page 138). While addition of angiogenin causes an unambiguous change in nitric
oxide production, it causes an increase in the variability between chips for oxygen
consumption.
5.5 NO measurements with internal reference
electrode
The internal reference electrode which was described in section 2.3 (page 35) was
tested for use with cells during NOx measurements and the results are presented
here.
161
5. Nitric oxide measurements on cells
5.5.1 Experimental
After creating the internal reference electrode as described in 2.3 (page 35), the
chips were prepared for cell-seeding. The chips were generously covered in 70 %
ethanol to sterilise them, before being put into the cell flow hood, rinsed with
PBS and covered in a fibronectin film as usual, as described in section 2.8.0.2,
and then cells were seeded at 4000/chip.
For chips that were covered in a Nafion film, a 30 µl drop of Nafion (used as
purchased from Sigma as a 5 % solution in ethanol) was dried onto the chip at
200 ◦C for 2 minutes as described by Trouillon [58].
5.5.2 Results
A potential shift in the same direction as with oxygen measurements (on page
145) with the internal electrode is also apparent when measuring NO, but on the
chip shown in figure 5.9 the shift is only 120 mV.
While oxygen measurement on the internal reference electrode were successful,
NO measurements do appear to be affected by the internal reference electrode,
as there is an extra, sharp oxidation peak at 0.8 V when the internal reference
is used as seen in figure 5.9. Silver chloride is not expected to undergo any reac-
tions, but on every chip there was a sharp peak before the larger NO peak. To
investigate the possibility that some species involved in fabricating the reference
electrode is being oxidised, the reference electrode was covered in a Nafion mem-
brane to entrap the underlying species. However further investigation is necessary
to investigate a protocol for applying the Nafion film because the silver layer was
damaged by the protocol used to apply the membrane [58].
This result shows the possibility of using the internal reference electrode for
NOx measurements but further work would be necessary to identify the extra
oxidation peak and entrap any escaping species with an additional membrane.
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Figure 5.9: Typical cell measurements of NO on chip using the internal reference
electrode compared with a commercial external reference electrode
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5.6 Conclusion
In this chapter the results of using the measurement system to detect extracellular
nitric oxide were presented. Medium contains some nitrite and so the peak that
is measured is a combination of nitrite and nitric oxide. Endothelial cells were
found to produce NO when stimulated with angiogenin. When the drug LY294002
was used however, they did not respond to the angiogenin suggesting that the
PI3 kinase pathway which it targets is involved. The cells did not respond in a
significant way to ROCK inhibitor and further investigation would be necessary
to find out if this is biologically meaningful or the result of measurement error.
Next, the focus was on the variability of NO measurements. It was again shown
that the biology of NO production is much more variable than the sensors, but this
was lower overall compared to oxygen. This chapter concludes the presentation
of work relating to cells on chips, and in the next chapter a new electroanalytical
technique is introduced.
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Chapter 6
Sinusoidal voltammetry
6.1 Introduction
The work presented thus far has been the result of measurements in biological sys-
tems using electroanalytical techniques. In this section I discuss the development
of a new electroanalytical technique. The work in this section was a collaboration
between myself and Dr Christopher Bell who developed the underlying theory for
the technique and who helped analyse experimental data, and with Ms Shu Rui
Ng who assisted with collecting experimental data while visiting the Department
as part of a joint PhD programme.
Voltammetry is a widely used technique to study electron transfer, and its use
in a number of applications has already been discussed in this thesis, from identi-
fying oxidisable species in culture medium, to studying capacitance and diffusion,
to making measurements from cells. Cyclic voltammetry is often the first tool in
understanding a chemical system because it gives an easy-to-interpret assessment
of all the redox species in solution. While cyclic voltammetry is a commonly used
technique, its limitation is the difficulty in separating the faradaic current from
the capacitive current which appear together in a waveform. Pulsed voltammetry
techniques were discussed in section 1.4.2.1 and used throughout this thesis to
take measurements from cells in vitro. They were used for measurements requir-
ing high sensitivity, because pulsed techniques allow the separation of faradaic
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and charging currents in the time domain.
AC techniques which involve fast sinusoidal excitation waveforms, were devel-
oped to study fast processes, and include electrochemical impedance spectroscopy
which was used in this thesis to study the effect of medium on electrode kinetics in
section 3.3.2. Sinusoidal voltammetry in which the excitation waveform is a pure
sinusoid, also allows the pure faradaic current to be separated from capacitive
current. A novel analytical solution for a sinusoidal excitation was developed in
a theoretical paper by Bell et al [127]. My work involved liaising with the author
of the theoretical work, Dr Christopher Bell, and translating the theory into an
experiment so that it could be tested.
6.1.1 Sinusoidal voltammetry
Pure sinusoidal and AC voltammetry (where a sinusoid is superimposed on a DC
ramp) both have the advantage that capacitance effects are confined to the funda-
mental harmonic while the higher harmonics are largely purely faradaic currents,
which makes it possible to separate the two effects. Use of higher harmonics in
the current response therefore increase the signal to noise ratio.
Electrochemical systems have a highly non-linear relationship between the in-
put voltage signal and the output current. Traditionally the amplitude of AC
excitation waveforms have been sufficiently small (in the order of mV) so as to
yield a linear response [128], but recently there have been investigations into the
use of large amplitudes in AC voltammetry [129]. The application of a large-
amplitude excitation ensures that the intensity at higher frequencies is enough
to produce a measurable signal. Long and Weber [130] have shown how large-
amplitude sinusoidal voltammetry has a higher signal-to-noise ratio than cyclic
voltammetry fast scan cyclic voltammetry (FSCV) is widely used to measure neu-
rochemicals like dopamine [131], however this relies on background subtraction
which assumes that the electric double layer is unaffected by adsorption or the
electrode reaction. Guo and Lin have investigated ultra-fast sinusoidal voltam-
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metry to study fast kinetics [132].
Kuhr et al [133] have shown that the fast Fourier transform (FFT) of the
current response to sinusoidal voltammetry can fingerprint different electrochem-
ically active species. The work by Bell[127] derives more information about the
redox parameters than just being able to identify species. Bond et al have fitted
numerical simulations to the current response of various types of voltammetry,
but analytical solutions can give further insight into how the current response de-
pends on the system parameters. The numerical approach does not guarantee a
unique solution because it requires non-linear fitting of a large number of param-
eters, and noise in the current response can cause large errors in the estimates.
Another approach is to use analytical solutions to model the problem which has
been done by Mooring [134] and Engblom [129] who have found formulae for
harmonic amplitudes. The work of Bell et al [127] is a new analytical solution
for the current response of a macroelectrode in a reversible redox system to a
sinusoidal excitation. As an extension of Engblom’s work this solution is also
valid for non-zero initial concentrations and includes analysis of the long-term
DC current response. Instead of evaluating Fourier coefficients as with Oldham’s
work, the work by Bell et al uses the harmonic amplitudes of the current response,
and both methods produce the same results. They also show that although ca-
pacitive effects are largely limited to the fundamental harmonic, there is some
leakage to higher harmonics. They show that this problem can be overcome by us-
ing a Hann window with the FFT. The Hann window is a window function used in
signal processing which is zero outside of a certain interval, but has smooth edges.
Bell [127] et al outline a protocol for extracting electrochemical parameters
from the theory, such as solution concentration, diffusion coefficient, and half
wave potential from the amplitude and phase of the frequency spectrum of the
current response. In principal the sinusoidal voltammetry protocol could be ap-
plied to any reversible redox system with unknown parameters without the need
for calibration. They also present a new protocol for deducing the electrode ca-
pacitance which, as has already been shown in section 3.3.1, may change because
of adsorbed species, making it a possible tool for understanding electrode fouling.
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In this section I recap the theory from Bell’s paper, explain how it was trans-
lated into experiment, and then present the relationship between theory and
experimental results.
6.2 Theory
The theory describing large-amplitude sinusoidal voltammetry derived by Bell et
al is available elsewhere [127], and only those parts of it which are practically
related to the experiment are shown here. A brief recap of the theory follows.
We use the electrochemical naming convention here where ω is the fundamental
harmonic and 2ω is the second harmonic, and therefore A˜0 is the amplitude of
the DC component, A˜1 the fundamental frequency and A˜2 the second harmonic.
Throughout this chapter tildes denote dimensional variables consistent with the
theoretical solution (derived by Bell [127]) which involves non-dimensionalisation.
The initial bulk concentrations of both the oxidant (O) and reductant (R)
are assumed to be uniform and far away from the electrode the dimensional
concentrations approach C∗O and the C
∗
R (mol m
−3). To make this assumption
valid the freshly made solution in the electrochemical cell is well mixed at the
start of the experiment. The constant diffusion coefficients of each species are
denoted by DO and DR (m
2 s−1), and we assume that mass transport is due to
only one-dimensional diffusion and any effects due to migration and convection
are neglected. The redox species used are in a supporting electrolyte of 1 M KCl
and the solution is given enough time so that the solution is stationary before
commencing the experiment. Assuming that the redox reaction at the electrode
is described by the Nernst equation and that the formal oxidation potential of
the redox species is E˜0, then the half-wave potential, E˜
r
1/2 is given by:
Er1
2
= E0 − 1
2f
log
(
DO
DR
)
, (6.1)
Here f = nF/RT and n is the number of electrons transferred between the
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redox couple.
The potential applied at the working electrode (E˜(t˜) (V)) is a sine wave given
by:
E˜(t˜) = E˜in −∆E˜ sinωt˜, (6.2)
where E˜in (V) is the initial starting voltage, ∆E˜ (V) and ω (rad.s
−1) are the
amplitude and angular frequency of the sinusoidal excitation. In practice E˜in was
chosen to be zero and so the sinusoid ∆E˜ sinωt˜ has no vertical offset.
The theoretical expression derived for the long-time current response is given
(approximately) by a DC term plus an infinite sum of harmonics [127]:
i˜(t˜) ≈
A˜0
(
fη˜, C∗O
√
DO, C
∗
R
√
DR, f∆E˜
)
2
√
piωt˜
+
∞∑
n=1
A˜2n−1
(
fη˜, C∗O
√
DO, C
∗
R
√
DR, f∆E˜
)
sin
(
(2n− 1)ωt˜+ pi
4
)
+
∞∑
n=1
A˜2n
(
fη˜, C∗O
√
DO, C
∗
R
√
DR, f∆E˜
)
sin
(
2nωt˜− pi
4
)
. (6.3)
The error in this solution for the current is proportional to t˜−3/2. The co-
efficient determining the size of the DC part of the current response is given
by:
A˜0 = 2nFA
√
ω
[(
C∗R
√
DR + C
∗
O
√
DO
)
Aˆ0(fη˜, f∆E˜) + C
∗
R
√
DR
]
, (6.4)
where A is the electrode area. The coefficients determining the amplitudes of
the harmonics have the form:
A˜m = 2nFA
√
ω
(
C∗R
√
DR + C
∗
O
√
DO
)
Aˆm(fη˜, f∆E˜), m = 1, 2, 3, . . . . (6.5)
Here η˜ is the voltage offset of the initial starting voltage from the half-wave
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potential:
η˜ = E˜in − E˜r1
2
. (6.6)
The harmonic amplitudes, |A˜m|, can be found by extracting the individual
harmonics from the stationary part of the current response using the FFT (with
the Hann window to reduce spectral leakage due to double-layer capacitance if
necessary).
The phases of the faradaic harmonics obey the following rules: If the mth
harmonic is written as sin(mt + φ) scaled by a positive amplitude, where φ ∈
[0, 2pi) is the phase, then for the odd harmonics
Aˆ2n−1(η, ∆E) > 0 ⇐⇒ φ = pi
4
, (6.7)
Aˆ2n−1(η, ∆E) < 0 ⇐⇒ φ = 5pi
4
, n = 1, 2, 3, . . . , (6.8)
and for the even harmonics
Aˆ2n(η, ∆E) > 0 ⇐⇒ φ = 7pi
4
, (6.9)
Aˆ2n(η, ∆E) < 0 ⇐⇒ φ = 3pi
4
, n = 1, 2, 3, . . . . (6.10)
6.2.1 Determining the half-wave potential, E˜r1/2
Once the experimental harmonic amplitudes have been extracted, their ratios can
be calculated: ∣∣∣∣∣A˜rA˜s
∣∣∣∣∣ =
∣∣∣∣∣AˆrAˆs
∣∣∣∣∣ , (r 6= s). (6.11)
The expression (6.5), shows that, if the harmonics are purely faradaic, then
the ratios of their amplitudes only depend on the functions Aˆm(fη˜, f∆E˜). For a
given ∆E˜ and temperature T , these are simply functions of η˜ for which working
curves were calculated using the following integrals [127] [135]:
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Aˆ0(fη˜, f∆E˜) =
1
4pi
∫ 2pi
0
tanh
(
fη˜ − f∆E˜ sin t
2
)
dt− 1
2
, (6.12)
Aˆ2n−1(fη˜, f∆E˜) =
√
2n− 1
4pi
∫ 2pi
0
tanh
(
fη˜ − f∆E˜ sin t
2
)
sin
(
(2n− 1)t) dt,(6.13)
Aˆ2n(fη˜, f∆E˜) = −
√
2n
4pi
∫ 2pi
0
tanh
(
fη˜ − f∆E˜ sin t
2
)
cos
(
2nt
)
dt. (6.14)
These working curves are used to calculate each ratio, |Aˆr/Aˆs|, as a function
of η˜ and, for each ratio, these curves can be used to find the values of η˜ that
produce the experimental values |A˜r/A˜s|. Since |Aˆr/Aˆs| is an even function of η˜,
both ±η˜ will give the same values. Also for each ratio, there may be a number of
pairs, ±η˜, that give the correct values. The pair that contains the correct value
of η˜ is the one that consistently produces the correct experimental values for a
number of different ratios.
If the solution of interest is known and the experimentalist knows whether
the starting voltage, E˜in, lies above or below the half-wave potential, E˜
r
1/2, then
selection of the correct sign for η˜ is simple. Alternatively the choice can be made
by considering the phases of the even harmonics, which are odd functions of
η˜. Consideration of the rules (6.9) and (6.10) shows that, if the phase of the
2nth experimental harmonic is 7pi/4, then the correct value of η˜ is the one that
ensures that Aˆ2n(nF η˜/RT, nF∆E˜/RT ) > 0. Similarly, if the phase of the 2n
th
experimental harmonic is 3pi/4, then the correct value of η˜ is the one that ensures
that Aˆ2n(nF η˜/RT, nF∆E˜/RT ) < 0.
Once the sign of η˜ has been determined, it is simple to calculate the half-wave
potential from (6.6).
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6.2.2 Determining C∗O
√
DO and C
∗
R
√
DR
Rearrangement of (6.5) shows that the sum
(
C∗R
√
DR + C
∗
O
√
DO
)
can be calcu-
lated from the amplitudes of any of the faradaic harmonics:
C∗R
√
DR + C
∗
O
√
DO =
∣∣∣∣∣∣ A˜m2nFA√ωAˆm (nF η˜RT , nF∆E˜RT )
∣∣∣∣∣∣ . (6.15)
In this expression, η˜ is known and Aˆm(nF η˜/RT, nF∆E˜/RT ) can be calcu-
lated from (6.13)-(6.14). For many experiments, one of the bulk concentrations,
C∗O or C
∗
R, is zero, so that either C
∗
O
√
DO or C
∗
R
√
DR can be determined.
If both bulk concentrations are non-zero, C∗O
√
DO and C
∗
R
√
DR can only be
estimated separately by determining the value of A˜0. If the function I˜
(
t˜1, k
)
is
defined as the average integral of the long-time current response over n intervals
of k periods starting at t˜1:
I˜
(
t˜1, k
)
=
ω
2kpi
∫ t˜1+ 2kpiω
t˜1
i˜(t˜) dt˜. (6.16)
Then A˜0 can be found by least-squares fitting a curve of the following form
to I˜
(
t˜1, k
)
over a range of t˜1:
I˜
(
t˜1, k
) ≈ B˜ +
(√
t˜1 + 2kpi/ω −
√
t˜1
)√
ωA˜0
2kpi3/2
. (6.17)
The fitting finds estimates for A˜0 and B˜, which both have the dimensions of
current (A). In the analytical work there is no requirement to include the constant
B˜ because it should be zero. However when fitting to the experiments, it was
found that B˜ was not exactly zero and although small it was included.
Once A˜0 has been determined, C
∗
R
√
DR can be found by rearranging (6.4) to
give:
C∗R
√
DR =
A˜0
2nFA
√
ω
−
(
C∗R
√
DR + C
∗
O
√
DO
)
Aˆ0
(
nF η˜
RT
,
nF∆E˜
RT
)
, (6.18)
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where Aˆ0 can be calculated from (6.12), and everything else on the right-hand
side is known. Finally C∗O
√
DO can be found by subtracting C
∗
R
√
DR from the
known sum (C∗O
√
DO + C
∗
R
√
DR).
6.2.3 Determining the linear double-layer capacitance
If the contribution of the charging current to the overall current takes the form
of a linear capacitor with constant capacitance per unit area, Cdl (Fm
−2), and is
independent of the faradaic current, then the charging current will only contribute
to the fundamental harmonic, which will have the form:
A˜1 sin
(
ωt˜+
pi
4
)
− CdlA∆E˜ω cos(ωt˜). (6.19)
The coefficient of the faradaic contribution, A˜1, can be calculated from (6.5),
since all the parameters are known. Then subtraction of this faradaic component
from the fundamental harmonic obtained experimentally should leave a signal of
the form
−CdlA∆E˜ω cos(ωt˜). (6.20)
Then the linear capacitance can be estimated from the amplitude CdlA∆E˜ω,
and it can be verified that the phase of the signal is correct, so that the assumption
of linear capacitance is reasonable.
6.3 Experimental
To assess the effectiveness of sinusoidal voltammetry for parameter extraction,
the theory was applied to two well-characterised reversible redox systems (both
single-electron outer-sphere electron transfer (n = 1), potassium ferrocyanide
(K4[Fe(CN)6]) which undergoes oxidation:
[Fe(CN)6]
4− 
 [Fe(CN)6]
3− + e− (6.21)
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and ruthenium(III) hexaammine ([Ru(NH3)6]Cl3) which undergoes reduction:
Ru(NH3)6
3+ + e− 
 Ru(NH3)6
2+ (6.22)
6.3.1 Chemicals
Sinusoidal voltammetry was carried out in 1 mM potassium ferrocyanide (K4[Fe(CN)6])
and 1 mM ruthenium(III) hexaammine chloride ([Ru(NH3)6]Cl3), in 1 M KCl.
Before each voltammetry measurement oxygen was evacuated from the solution
by argon purging for 20 minutes, followed by blanketing over the top of the so-
lution for the duration of the measurement. The solutions were made up fresh
between each measurement to ensure reliable starting concentrations. When a so-
lution was re-used it was observed that the transient envelope around the sinusoid
changed in successive runs and the experiment did not agree well with theoretical
predictions. This is because the theoretical model places strict requirements on
the initial conditions and a re-used solution may contain a mixture of oxidised
and reduced species.
6.3.2 Electrode preparation
Before each voltammetry measurements from each solution, the platinum working
electrode (nominal diameter: 2 mm) was polished with 0.05 µm grade alumina
aqueous slurry followed by sonication in ethanol and rinsing with water. The
surface was then electrochemically cleaned by potential cycling in 0.5 M H2SO4
between -0.2 V and 1.5 V v Ag|AgCl at 0.5 V/s until reproducible voltammo-
grams were obtained, followed by applying a constant potential of -0.2 V for 300 s
to reduce surface oxides, and rinsing in purified water. The electrode was cleaned
before every measurement to maintain a reproducible electrode surface between
measurements and was found to be essential for the quality of the data, particu-
larly for potassium ferrocyanide oxidation which can be considered to be surface
dependent [136].
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6.3.3 Cyclic voltammetry
Conventional cyclic voltammograms (scan rate 0.05 V/s) were acquired before
performing sinusoidal voltammetry, in potassium ferrocyanide solution (-0.2 V to
0.5 V) with a CHI 1030A potentiostat, and ruthenium(III) hexaammine solution
(-0.6 V to 0.1 V) with a CHI 650 potentiostat, with an Ag|AgCl reference electrode
and platinum counter electrode, to establish the potential range for the sinusoidal
voltammetry experiments and to derive estimates for the half wave potential.
6.3.4 Sinusoidal voltammetry
For both solutions (potassium ferrocyanide and ruthenium(III) hexaammine)
voltammetry was performed with a sinusoid of frequency 5 Hz, 10 Hz, 15 Hz,
30 Hz and then 45 Hz. The frequencies were chosen so as not to overlap with
mains noise (or multiples of it), and 45 Hz was the highest frequency limited by
the size of data files produced. Repeating the experiment at different frequencies
allowed us to assess whether the higher harmonics of the current response were
purely faradaic. If they are purely faradaic, then the harmonic amplitudes and A˜0
scale with the square root of frequency. In addition, the phases of purely faradaic
harmonics will be independent of the frequency. Following the rules (6.7)-(6.8)
and (6.9)-(6.10), the phases of the odd harmonics must be pi/4 or 5pi/4, and those
of the even harmonics must be 3pi/4 or 7pi/4.
The sinusoidal excitation had the form (6.2) with E˜in = 0 V and ∆E˜ = 0.4
V (amplitude of 0.8 V peak-to-peak) and was supplied by a waveform generator
(Agilent 33220A) as shown in figure 6.1. Its burst function generated 2000 cycles
at each frequency, with a phase shift of 180 degrees to produce a negative sinu-
soid. 2000 cycles was found to be sufficiently long for the transient envelop to
flatten. The device was powered up, and then the output was turned on which
positioned the voltage at its constant mean level i.e. starting voltage, which was
0 V. This feature of the waveform generator meant that a sine wave had to be
used instead of a cosine, even though the theoretical analysis could also be solved
for a cosine excitation waveform. A sine wave spans an equal range on either
side of the starting potential, but a cosine wave starting at zero volts where no
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reaction is happening would increase in one direction only and not span both
peaks of the voltammogram. For both of the redox solutions 0 V corresponds
to a potential where no reaction is happening and so the species should stay en-
tirely in its reduced form (Fe(CN)6
4−, C∗R = 1 mM, C
∗
O = 0 mM) or oxidised form
(Ru(NH3)6
3+, C∗R = 0 mM, C
∗
O = 1 mM) (if they have equal diffusion coefficients).
Figure 6.1: Schematic of experimental set-up for sinusoidal voltammetry
Further details about the experimental set-up, including the waveform gener-
ator and data acquisition component shown in figure 6.1 are given in appendix B.
The harmonics for each experiment were extracted from the stationary current
response using the FFT with the Hann window. The electrode used was nomi-
nally 2 mm in diameter, so we assume that the area is given by A = pi × 10−6
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m2.
6.4 Results
6.4.1 Calculations
To illustrate the steps involved in processing the experimental data to arrive at
estimates of Cdl, D and E˜
r
1/2, one typical set of data is shown here. However the
entire data set includes five frequencies used three times each, for each chemical.
6.4.1.1 Step 1: Importing data
We will consider potassium ferrocyanide excited by a 5 Hz signal. The 0.4 V
amplitude sinusoid is shown in figure 6.2, at the moment it is triggered on the
signal generator.
This signal input produces a current waveform of the shape shown in figure
6.3.
The entire 2000 cycle current waveform is shown in figure 6.4, where there is
a clear decaying envelope eventually leading to what is taken as the stationary
part of the signal after 100 seconds.
When plotted using the more conventional electrochemical format of current
against voltage in figure 6.5, the similarity to a cyclic voltammogram is evident.
6.4.1.2 Step 2: Finding the half wave potential
The current waveform is then Fourier transformed to the frequency domain with
the Hann window applied to reduce spectral leakage or overlap between harmon-
ics.
Each harmonic is extracted from the frequency spectrum and inverse Fourier-
transformed back to the time domain where its amplitude in the stationary part
of the wave is found, these amplitudes are A˜1 − A˜7 from equation 6.5. This
equation shows that the amplitudes of A˜2 − A˜7 scale linearly with √ω, as shown
for A˜6 in figure 6.6.
177
6. Sinusoidal voltammetry
Figure 6.2: 5 Hz sinusoidal voltage excitation signal
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Figure 6.3: Output current for a 5 Hz sinusoidal voltage excitation signal in
potassium ferrocyanide
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Figure 6.4: Envelope of the output current for a 5 Hz sinusoidal voltage excitation
signal in potassium ferrocyanide
A˜1 does not scale linearly with
√
ω because it contains the capacitance, and
would be better described by a quadratic.
The phase difference between the input voltage waveform and each harmonic
of the second to seventh harmonics are shown in figure 6.8. The dotted lines
indicate the expected phases if the harmonics are purely faradaic: an ‘o’ at the
end of the dotted lines indicates the expected phases of the odd harmonics, while
the ‘x’ indicates the expected phases of the even harmonics, from equations 6.7
to 6.10. In the higher harmonics (5th to 7th), the phases decrease slightly with
frequency. This is perhaps due to errors in the phase being magnified at higher
frequencies because a small time-shift results in a large difference in the phase.
Next the ratios of the amplitudes of these extracted harmonics are calculated
(eg A˜3/A˜2, A˜4/A˜2, A˜5/A˜2 etc) and the working curves (resulting from numerical
integration of equations 6.12 to 6.14) are used to calculate ratios of |Aˆr/Aˆs|, as a
function of η˜. For each ratio, these curves can be used to find the values of η˜ that
produce the experimental values, |A˜r/A˜s|, indicated by the dotted line in figure
6.9. This figure shows one working curve where the intersection of the dashed
line with the working curve gives η˜=0.296 V which is read off the horizontal axis.
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Figure 6.5: Output current for a 5 Hz sinusoidal voltage excitation signal in
potassium ferrocyanide, plotted as current v potential
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Figure 6.6: Fitting harmonic amplitude A˜6 to see if it scales with
√
ω. Dashed
lines indicate 95% confidence intervals.
Data for a 5 Hz excitation signal in potassium ferrocyanide
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Figure 6.7: Fitting harmonic amplitude A˜1 which does not scale linearly with
√
ω
unless capacitance is small. A better fit may be quadratic in form.
Data for a 5 Hz excitation signal in potassium ferrocyanide.
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Figure 6.8: The phases of the second to seventh harmonics for potassium ferro-
cyanide, with the dotted lines to indicate the expected phases if the harmonics
are purely faradaic: an ‘o’ at the end of the dotted lines indicates the expected
phases of the odd harmonics, while the ‘x’ indicates the expected phases of the
even harmonics
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Figure 6.9: Example of a working curve used to estimate η˜.
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Estimates of η˜ from all five frequencies and all possible harmonic ratios are
shown in figure 6.10. These values are averaged to find the final estimate of the
half wave potential.
Figure 6.10: Estimates of | η˜ | from ratios of the harmonic amplitudes for the
5 Hz excitation signal in potassium ferrocyanide.
Estimates of Aˆm (m = 0, . . . , 7) from the working curves using the average
estimate of η˜ from each frequency are shown in figure 6.11. The figures adjacent to
the bars for Aˆ2-Aˆ7 are the expected phases given the sign of Aˆm and rules (7)-(8)
and (9)-(10). Comparison with figure 6.8 shows that the expected phases agree
well with the actual phases, so that our estimated values of Aˆm are consistent.
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Figure 6.11: Estimates of Aˆm (m = 0, . . . , 7) from the working curves using the
average estimate of η˜ from each frequency for potassium ferrocyanide.
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6.4.1.3 Step 3: Finding D and C
The products C∗O
√
DO and C
∗
R
√
DR can be calculated, and so either the starting
concentration or the diffusion coefficient can be found, but not both. Equation
6.15 shows that the sum
(
C∗R
√
DR + C
∗
O
√
DO
)
can be calculated from the value
of η˜ (previously found), and Aˆm(nF η˜/RT, nF∆E˜/RT ) (already calculated from
equations 6.13–6.14). If one of the bulk concentrations, C∗O or C
∗
R, is zero, either
C∗O
√
DO or C
∗
R
√
DR can be determined.
In this experiment the starting concentration of one of the species was in-
tended to be zero, but in practice this was not the case. This may be due to
small amounts of it being converted by noise on the input voltage waveform
around zero volts before the actual excitation signal is triggered, or the voltage
spike which is triggered by turning on the waveform generator.
If both bulk concentrations are non-zero, C∗O
√
DO and C
∗
R
√
DR can only be
estimated separately by determining the value of A˜0. The current waveform in
figure 6.4 is integrated to find the envelope. This envelope is fitted with a curve
of the form of equation 6.16 to find B˜ and A˜0. The fit of the current from the
5 Hz excitation is shown in figure 6.12.
The DC component A˜0 scales linearly with
√
ω because it does not contain
capacitance, as shown in figure 6.13.
With A˜0, equation 6.18 can be used to find C
∗
O
√
DO, C
∗
R
√
DR. The non-zero
ferricyanide concentration is shown in figure 6.14 and is consistently estimated
to be about 3-8% of ferrocyanide concentration. The estimates for the diffusion
coefficient of ferrocyanide are shown in figure 6.15, which have greater variability
in the lower harmonics.
6.4.1.4 Step 4: Finding the capacitance
The amplitude of the fundamental harmonic A˜1 was found previously when
each harmonic was extracted from the frequency spectrum and inverse Fourier-
transformed back to the time domain. Equation 6.19 shows that the experi-
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Figure 6.12: Fitting the transient DC current I˜(t˜1, 10) to find A˜0 for a 5 Hz
excitation in potassium ferrocyanide, where the current integral is shown in black
and the white squares are the fit.
189
6. Sinusoidal voltammetry
Figure 6.13: The DC component A˜0 scales linearly with
√
ω because it does not
contain capacitance
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Figure 6.14: Estimates of C∗O
√
DO for potassium ferrocyanide after assuming that
C∗R = 1mM.
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Figure 6.15: Estimates of the diffusion coefficient for potassium ferrocyanide.
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mentally determined fundamental harmonic will be a combination of faradaic
current and capacitive current. Therefore from the fundamental harmonic in
time, A˜1 sin
(
ωt˜+ pi
4
)
is subtracted so that a cosine wave whose amplitude is Cdl
remains.
6.4.2 Estimates
The results from one data set (5 frequencies) were shown above, and this process
was repeated three times for each chemical. The resulting estimates for all the
data sets are summarised here.
For the ruthenium(III) hexaammine chloride there were a total of five frequen-
cies (5-45 Hz) and three repeat measurements at each frequency giving a total
of n=15 data points. All averages and standard deviations for this chemical are
therefore reported with n=15. For potassium ferrocyanide there were the same
n=15 data points plus one data point at 60 Hz and one at 90 Hz and so there is
one data set with n=17 1.
6.4.2.1 Double layer capacitance
The average capacitance calculated was 142 ± 21 µF/cm2 for ruthenium(III)
hexaammine chloride and 82 ± 14 µF/cm2 for potassium ferrocyanide. This is
in within the range of capacitance found on a bare gold electrode in PBS in chap-
ter 3 on page 75 which was 173 µF/cm2 found using CV and 52 µF/cm2 found
using EIS. This is high compared to 10− 40µF/cm2 for a typical metal electrode
[27]. The capacitance found using both redox species should agree closely be-
cause the same electrode was used for both experiments. However these averages
may not be meaningful considering that a significant (p<0.01) downward trend
in capacitance was observed at higher frequencies as shown in figures 6.16 and
6.17. This is most likely due to spurious effects in the measurement circuitry at
1The higher frequencies were possible to achieve early on in the experiment but the high
sampling frequency required caused frequent computer crashes and so these frequencies were
abandoned after the first attempt.
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higher frequencies which needs to be investigated.
Figure 6.16: Estimates for capacitance using ruthenium (III) hexaammine chlo-
ride show a significant downward trend with increasing frequency, based on three
estimates at each frequency
p<0.01 for the linear regression shown
6.4.2.2 Diffusion coefficient
The diffusion coefficient found from 90 estimates (15 data points × 6 harmonics)
using ruthenium (III) hexaammine was D=7.1 ± 5.2×10−10m2/s. The mean is
in good agreement with literature value of D=7.9×10−10m2/s in 1 M KCl [137].
However estimates for D have very high variance.
Using all data collected from potassium ferrocyanide (102 estimates) gives
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Figure 6.17: Estimates for capacitance using potassium ferrocyanide show a sig-
nificant downward trend with increasing frequency, based on three estimates at
each frequency
p<0.01 for the linear regression shown
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D=7.5± 2.7×10−10m2/s which can be compared to 7.5×10−10m2/s in 1 M KCl
[138]. Again the mean is in good agreement with literature values but the stan-
dard deviation is high.
This variability in the diffusion coefficient estimated with both species arises
from estimates using the lower harmonics (1st to 4th), however these harmonics
do scale well with the square root of frequency and have good phase agreement.
The variability in D may be improved by extracting higher harmonics (beyond
the 7th harmonic) from the current response and using for example harmonic 5
to 10 to estimate D, rather than harmonic 2 to 7. The lower harmonics may be
affected by capacitance which leaks into higher harmonics.
6.4.2.3 Half wave potential
The estimate for the half wave potential (E˜r1/2) for ruthenium (III) hexaam-
mine based on 225 estimates (15 harmonic ratios × 15 data points) is E˜r1/2=-
144±24 mV, and for potassium ferrocyanide, based on 255 estimates is E˜r1/2=299±15 mV.
Variation in the estimated half wave potential depends on the stability of the
Ag|AgCl reference electrode which was used for several months over the course
of these experiments. Therefore the values derived from sinusoidal voltammetry
are compared to the half wave potential derived from CVs performed with the
very same reference electrode.
The half wave potential E˜r1/2 was calculated from cyclic voltammograms using
two alternative formulae described in textbooks [27] for reversible redox species.
The first formula allows the calculation of E˜r1/2 from the peak current of the
voltammogram which occurs at the potential Ep. The second formula can be
used if the peak is broad and the peak potential is difficult to determine, in that
case the potential (Ep/2) at ip/2 can be used to find E˜
r
1/2.
For oxidation reactions, as in the case of K4[Fe(CN)6] we have
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Redox Species E˜r1/2 using E˜p/mV E˜
r
1/2 using E˜
r
p/2 /mV E˜0/mV
Equation (6.23) or (6.25) (6.24) or (6.26) (6.27)
K4[Fe(CN)6] 296± 8 298± 10 294± 9
[Ru(NH3)6]Cl3 −142± 5 −140± 4 −139± 5
Table 6.1: Estimates of E˜r1/2/mV from cyclic voltammetry using the same refer-
ence electrode, n=6
E˜ap = E˜
r
1/2 + 1.109
RT
nF
or (6.23)
E˜ap/2 = E˜
r
1/2 − 1.09
RT
nF
, (6.24)
where E˜ap is the anodic peak potential, E˜
a
p/2 is the potential at which half the
anodic peak current occurs. The magnitude of the peak current was obtained
taking into account the extrapolation of background current. Similarly, for the
reduction of [Ru(NH3)6]Cl3, we have
E˜cp = E˜
r
1/2 − 1.109
RT
nF
or (6.25)
E˜cp/2 = E˜
r
1/2 + 1.09
RT
nF
, (6.26)
where E˜cp is the cathodic peak potential, E˜
c
p/2 is the potential at which half
the cathodic peak current occurs, and n=1 in this case.
The formal potential E0 is also commonly reported by using the equation
E˜0 =
E˜ap + E˜
c
p
2
, (6.27)
to take the average of the anodic and cathodic peak potentials. This common
practice arises because it is assumed that the ratio of diffusion coefficients is unity
in equation 6.1
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There is good agreement between the half wave potential found from both
sinusoidal voltammetry and cyclic voltammetry (using three different equations)
as seen in table 6.4.2.3.
The result of this work is evidence that the analytical model agrees well with
experiment. The model was tested on a large data set, but for practical use the
parameters capacitance, half wave potential and diffusion coefficient or concen-
tration could be found with far fewer experiments.
The high variability in estimates for the diffusion coefficient arising from lower
harmonics for both chemicals motivates a repeat of the analysis using higher har-
monics which are most free of capacitance contamination. Analysis of a back-
ground scan of the supporting electrolyte (KCl) to show the frequency spectrum
would also be informative as it would show where the capacitance is found.
6.5 Conclusion
An analytical solution for large-amplitude sinusoidal voltammetry was developed
previously and this was translated into an experimental protocol. This included
setting up the necessary hardware and software, and understanding experimental
conditions that needed to be met to agree with theoretical assumptions. The
result was testing the analytical solution with two different redox systems, which
agreed with the theory.
Measured current is widely assumed to simply be the sum of faradaic and
charging currents, and capacitance is assumed to be independent of voltage, and
this is the basis for the commonly used technique of baseline subtraction. Our
results show consistently good agreement between experiment and theory with
the phases of harmonics, which gives some validity to these assumptions. The
theory gives direct estimates of the half wave potential, which is usually calculated
from other parameters like peak potential, and is often just treated as equal to the
formal potential which assumes that both diffusion coefficients are equal. This
method is expected to provide good estimates for the diffusion coefficient (when
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higher harmonics are used), although applying the theory has shown that this
may not be the most efficient way to find D.
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Chapter 7
Conclusion
This thesis presented the work towards developing and applying a biomedical
measurement system capable of measuring nitric oxide and oxygen in their nor-
mal cell-culture environment.
This required developing suitable instrumentation, as the new model of trans-
parent “chips” had extended capabilities. The newer “glass” chips were mounted
in a custom-made connector. A feedback-controlled heating circuit was devel-
oped to keep cells at 37 ◦C and a small gas line maintained the conditions of the
incubator even during measurements. At first, measurements were overwhelmed
by noise but after careful and thorough noise reduction techniques like use of
a Faraday cage and choosing the correct sampling frequency this was reduced
to an acceptable level. To take advantage of the multiple electrodes on each
chip which could produce hundreds of current-voltage graphs in a few hours of
measurements, data processing was automated to some extent using a Matlab
programme. While previous attempts had failed, plating silver onto the chips to
make an internal reference electrode was successful and applied to measurements
with cells. Cell culture techniques were refined and adapted for the new system
so that porcine endothelial cells could be used. This included determining the
correct cell density and it was found that the glass chips could not be used with
the same cleaning process that worked with cells on the older chips. A major
advantage of the new chips is the ability to look at cells to determine if they are
normal, which was not possible before.
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Before measurement from cells could be made, the environment of the cell
was investigated, namely the cell culture medium. Most measurements from cells
in culture avoid the use of culture medium to simplify measurements, but the
biological relevance of measurements in minimal salt-solutions is questionable.
Culture medium was found to be a very complex and variable solutions provid-
ing a multitude of interferents for electrochemical measurements. Despite this a
characteristic two step oxygen reduction involving H2O2 as an intermediate was
identified. The effects of the medium on oxygen reduction on gold electrodes was
explored. The techniques of cyclic voltammetry, electrochemical impedance spec-
troscopy and rotating disc electrode were used to find estimates for capacitance,
rate constant, and current peak in the presence of medium. These parameters
were used to determine that culture medium adsorbs to the electrode and not
only decreases electrode kinetics but also hinders mass transport. Although fi-
bronectin was found to be an excellent substrate for cell adhesion, it did not offer
noticeable protection against the type of fouling that occurs in culture medium.
When it was determined that fouling was to be inevitable, a pre-fouling protocol
was developed to ensure that it happened before measurements in a controlled
way, after which reliable diffusion-limited currents were found. The parameters
used in voltammetry for sensing oxygen were optimised using the simplex method
and the result was not only a higher signal-to-noise ratio, but a more well-formed
peak.
Despite a drift in potential of measurements, it was possible to measure a
difference in current when cells were present on the chips. Success in measuring
oxygen motivated extending the protocol to determine if oxygen consumption
rate by cells could be detected. The difference in current in the presence of cells
was found to be due to oxygen consumption and not diffusional blocking by cells,
by employing potassium cyanide. A simple oxygen model was then developed to
use this data to estimate oxygen consumption rate. The link between angiogenin
and oxygen consumption was tested, but the cells did not respond to angiogenin
in a measurable way within the time tested. However instead of focusing on the
mean of current values, attention was turned to the variability in these mea-
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surements. Analysis of variance showed that there is i) high relative standard
deviation within chips and ii) high variation between chips in the case of oxygen
measurements on cells, and that this variability is due to the heterogeneous na-
ture of the cells themselves rather than the sensors, indicating that there is little
motivation for engineering interventions to improve the sensors.
Studies on the nitric oxide production of cells were also made and similarly
there was higher biological variance than sensor variance. However the variability
for nitric oxide measurements was overall lower than for oxygen. This may be
because oxygen measurements are inherently more difficult because the oxygen re-
duction mechanism is more complex and because oxygen measurements are taken
within oxygen-filled environments. The ability to measure nitric oxide motivated
the study of two biochemical pathways known to involve angiogen. LY294002
inhibited angiogenin-induced nitric oxide production implicating the involvement
of the PI3 kinase pathway in NO production. While it was expected that the Rho-
associated protein kinase (ROCK) inhibitor might enhance angiogenin-induced
nitric oxide production, this was not the case.
Turning attention to the techniques used for measurements themselves, a
new electroanaytical technique was tested. Theory for large-amplitude sinusoidal
voltammetry for reversible redox systems which had previously been developed
was translated into experiment. This involved developing the necessary instru-
mentation and protocols to work outside of the constraints of commercial elec-
troanalytical hardware and software. The protocol was refined and two redox
species were tested, showing good agreement with the theory.
Future work required on this project would include understanding whether
the shift in potential seen in oxygen and nitric oxide measurements is biologically
significant or whether it can be eliminated, which may make distinguishing nitric
oxide and nitrite possible. It also may be possible to extract information from the
two peaks of oxygen reduction. The first peak changes shape in the presence in
cells for example and it would be interesting to explore the relationships between
the peaks in case it contains information about H2O2 and cells. It was shown
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that the chips supported a variety of different kinds of cells besides endothelial
cells it may be interesting to follow up the work presented here with a study of
tumour cells to determine the effectiveness of anti-cancer therapies.
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Appendix A: Matlab code
This appendix contains the code for high throughput data processing which is
described in section 2.6.
Importing function for CV:
function [ ] = import CV(chip no, condition)
%importCV: Imports CV data from a text file generated by CHI, and plots
%all channelcurrents against voltage
%chip no identifies which DIL chip was used , eg 3
%condition identifies the type of experiment eg 'medium', 'cells',
%'cyanide'
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Create names for each column:
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
exp name= [ 'DIL' int2str(chip no) ' CV ' condition ]; % create a name for
%this experiment based on function input
Col names(1)={[exp name ' V']}; % first column is voltage
for d=1:8
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s=d+1;
Col names(s)={[exp name ' ch' int2str(d)]}; %iterates through
%column names: channel 1−8
end
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Create a vector from each column:
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
A = importdata([exp name '.txt']) ; %read in the textfile in the current
%folder, textfile is comma separated, read from first row onwards
for k = [1:9] %one voltage array and 6 electrode channel arrays
assignin('base', Col names{k}, A.data(:, k)) ;%make a variable
%(vector) in the 'base' workspace, access the 'data' attribute
%of the structure A
eval([ Col names{k} '=A.data(:,k)']);
end
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Plot: (optional)
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
figure % makes a new figure window
% plot each current against voltage
eval(['plot(' Col names{1} ',' Col names{2} ',' Col names{1} ','
Col names{3} ',' Col names{1} ',' Col names{4} ',' Col names{1} ','
Col names{5} ',' Col names{1} ',' Col names{6} ',' Col names{1} ','
Col names{7} ')' ]);
%label:
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title(strrep(exp name,' ','\ ')) ; %Underscore in the title comes out as
%subscript, so replace with \
xlabel('E vs Ag |AgCl / V')
ylabel('CV current / A')
%Legend: also need to replace underscores with \
hleg1 = legend( (strrep(Col names{2},' ','\ ')) ,(strrep(Col names{3},' '
,'\ ')),(strrep(Col names{4},' ','\ ')), (strrep(Col names{5},' ','\ ')
),(strrep(Col names{6},' ','\ ')),(strrep(Col names{7},' ','\ ')),
'Location','SouthEast',' ','\ ');
end
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Importing function for DPV:
function [ ] = import DPV(chip no, condition)
%importDPV: Imports DPV data from a text file generated by CHI, and plots
%all channel currents against voltage
%chip no identifies which DIL chip was used , eg 3
%condition identifies the type of experiment eg 'medium', 'cells',
%'cyanide'
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Create names for each column:
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
exp name= [ 'DIL' int2str(chip no) ' DPV ' condition ]; % create a name
%for this experiment based on function input
Col names(1)={[exp name ' V']}; % first column is voltage
for d=1:8
s=d+1;
Col names(s)={[exp name ' ch' int2str(d)]}; %iterates through
%column names: channel 1−8
end
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Create a vector from each column:
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
A = importdata([exp name '.txt']) ; %read in the textfile in the current
%folder, textfile is comma separated, read from first row onwards
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for k = [1:9] %one voltage array and 6 electrode channel arrays
assignin('base', Col names{k}, A.data(:, k)) ;%make a variable
%(vector) in the 'base' workspace, access the 'data' attribute
%of the structure A
eval([ Col names{k} '=A.data(:,k)']);
end
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Plot: (optional)
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
figure % makes a new figure window
% plot each current against voltage
eval(['plot(' Col names{1} ',' Col names{2} ',' Col names{1} ','
Col names{3} ',' Col names{1} ',' Col names{4} ',' Col names{1} ','
Col names{5} ',' Col names{1} ',' Col names{6} ',' Col names{1} ','
Col names{7} ')' ]);
%label:
title(strrep(exp name,' ','\ ')) ; %Underscore in the title comes out as
%subscript, so replace with \
xlabel('E vs Ag |AgCl / V')
ylabel('DPV current / A')
%Legend: also need to replace underscores with \
hleg1 = legend( (strrep(Col names{2},' ','\ ')) ,(strrep(Col names{3},' '
,'\ ')),(strrep(Col names{4},' ','\ ')), (strrep(Col names{5},' ','\ ')),
(strrep(Col names{6},' ','\ ')),(strrep(Col names{7},' ','\ ')),
'Location','SouthEast',' ','\ ');
end
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Importing function for SWV:
function [ ] = import SWV(chip no, condition)
%importSWV: Imports SWV data from a text file generated by CHI, and plots
%all channelcurrents against voltage
%chip no identifies which DIL chip was used , eg 3
%condition identifies the type of experiment eg 'medium', 'cells',
%'cyanide'
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Create names for each column:
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
exp name= [ 'DIL' int2str(chip no) ' SWV ' condition ]; % create a name
%for this experiment based on function input
Col names(1)={[exp name ' V']}; % first column is voltage
for d=1:6
s=d+1;
Col names(s)={[exp name ' ch' int2str(d)]}; %iterates through
%column names: channel 1−6
end
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Create a vector from each column:
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
A = importdata([exp name '.txt']) ; %read in textfile in the current folder
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for k = [1:7] %one voltage array and 6 electrode channel arrays
u=((k*2)+(k−2)); %discard forward and reverse current, only
%need every third column
assignin('base', Col names{k}, A.data(:, u)) ;%make a variable
%(vector) in the 'base' workspace, access the 'data' attribute
%of the structure A
eval([ Col names{k} '=A.data(:,u)']);
end
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Plot: (optional)
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
figure % makes a new figure window
% plot each current against voltage
eval(['plot(' Col names{1} ',' Col names{2} ',' Col names{1} ','
Col names{3} ',' Col names{1} ',' Col names{4} ',' Col names{1} ','
Col names{5} ',' Col names{1} ',' Col names{6} ',' Col names{1} ','
Col names{7} ')' ]);
%label:
title(strrep(exp name,' ','\ ')) ; %Underscore in the title comes out as
%subscript, so replace with \
xlabel('E vs Ag |AgCl / V')
ylabel('SWV current / A')
%Legend: also need to replace underscores with \
hleg1 = legend( (strrep(Col names{2},' ','\ ')) ,(strrep(Col names{3},' '
,'\ ')),(strrep(Col names{4},' ','\ ')), (strrep(Col names{5},' ','\ ')),
(strrep(Col names{6},' ','\ ')),(strrep(Col names{7},' ','\ ')),
'Location','SouthEast',' ','\ ');
end
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Smoothing function:
%clear all variables from memory before starting
%this code should be run after importing all voltammetry data to be
%analysed
name array=who;%find all the variables in the workspace
len=size(name array);
for i=1:len
evalin('base', [name array{i} ' SMOOTH' '=sgolayfilt('
name array{i} ',3,23)']);
%re−label data that is smoothed and smooth it using a Savitsky Golay
%filter with a 3rd order polynomial with window size 27 points
end
clearvars name array len i; %clear these uneeded variables
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Grouping function
%Script to put all the variables (voltages and currents) in the workspace
%into a cell array.
%(can use it to find Tomes potential afterwards. The Tomes potential for
%each CV is stored in a text file alond with the name of each CV)
% FIRST clear workspace with clc and clear
% THEN create variables from text fles by importing using importCV
% function
% THEN optionally smooth data
% optionally delete non−smoothed data
% THEN run this script
whoCell=who; % names all the variables in the workspace, which were
%created by importing from the textfile
[rows cols]=size(whoCell); % how many variables
myCell=cell(rows, 1); % create an empty cell array to put the variables in
%Don't put the strings that "who" returns, but rather the actual
%variables they refer to, into myCell.
for i=1:rows
eval(['myCell{i}=' whoCell{i}]);
end
%myCell now hold all variables and can be indexed.
clearvars whoCell i cols rows;
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Finding reduction peaks
function [current peak]=find O2peak(all var, cutoffV)
%all var is a cell containing voltage and currents from a chip
%cutoffV is the minimum voltage range for searching for a peak, about
%−0.9V at the hydrogen evolution voltage for 2nd oxygen peak
%remember to check that the voltage cutoffV actually exists because
%voltage values are discrete
[rows, cols]=size(all var);
length=rows;
current peak=zeros(length,1);
maxi=current peak;
mini=current peak;
V=all var{:, 1};
cutoff row=find(V==cutoffV)%
for i=1:length
maxi(i,1)=abs(max(all var{i}((1:cutoff row),1)));
%max between start of trace and cutoffV
mini(i,1)=abs(min(all var{i}((1:cutoff row),1)));
%min between start of trace and cutoffV
current peak=maxi−mini;
current peak(1)=cutoffV;
end
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clear rows;
clear i;
clear cols;
end
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Finding oxidation peaks
%preceed with makeCell
function [current peak]=find NOpeak(all var)
%Find peak current for DPV data for each channel
[rows, cols]=size(all var);
length=rows;
current peak=zeros(length,1);
for i=1:length
current peak(i,1)=max(all var{i}((1:length),1));
%indece of range for searching for peak
end
end
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Appendix B: Sinusoidal
voltammetry experimental
protocol
This appendix contains the details of the experimental procedure used in si-
nusoidal voltammetry. The hardware set-up for generating and recording the
waveforms shown in figure 1 is described here.
Waveform generator
Pressing output on the waveform generator produced a millisecond voltage spike
which was allowed to settle for 20 s before pressing the trigger button which
started the waveform. To summarise, the order of pressing the four buttons on
the waveform generator is as follows:
1. sine: to select a sine wave, followed by specifying its parameters, amplitude
(400 mV peak), phase (180 degrees) and frequency (5,10,15,30 or 45 Hz)
2. burst: set to 2000 cycles
3. output: a toggle switch which in the on-state produces a constant voltage
which is the starting voltage of the sine wave. The experimenter should
wait for 20 s in this state.
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Figure 1: Schematic of experimental set-up for sinusoidal voltammetry
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4. trigger: a toggle switch which in the on-state starts the sine wave
Once the 2000 cycles are complete and the voltage goes back to a constant
level, the experiment should be exited by pressing trigger and then output. If the
steps are followed in this order the toggle switches will be in the correct state for
the next experiment. If the experimenter makes a mistake and the sine wave is
triggered at the wrong time (for example before the correct phase has been set)
the experiment should be abandoned because the voltage spike will affect the
starting concentrations of the reactants which will lead to poor agreement with
the theory. In this case the solution in the electrochemical cell should be replaced
with a new solution, the solution should be argon-purged for 20 minutes, and the
working electrode should be electrochemically cleaned again.
Potentiostat
The sinusoidal waveform was the input to a potentiostat circuit, which controlled
the electrochemical cell consisting of the platinum working electrode, a silver sil-
ver chloride reference electrode and a platinum counter electrode in the solution
of interest. The available commercial potentiostats were not suitable for these
experiments because they did not allow variations on standard electrochemical
techniques. A large amplitude, high frequency sinusoid is not a common excita-
tion signal and not part of the in-built methods in the CHI potentiostat. The
option for an external voltage input would require modifying the CHI hardware.
The Ivium potentiostat has a ramp input with a small superimposed sinusoid but
the software does not allow the ramp amplitude to be set to zero. For this rea-
son an in-house laboratory-built potentiostat circuit was used. The potentiostat
circuit included a selection of gain resistors to set the gain of the output signal.
A gain was chosen so that the signal was as high as possible so that the signal
reached full scale without any clipping. The circuit contains voltage followers
with a unity gain to provide a high input impedance. The outputs of the po-
tentiostat were the excitation waveform and the voltage proportional to working
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electrode current through the gain resistor.
Data acquisition
These potentiostat outputs were connected to a shielded connector block for BNC
cables (National Instruments BNC 2110) which interfaced with a data acquisition
card (National Instruments PCI-6036E) with 16-bit resolution, inside a 2.40 GHz
Pentium IV personal computer.
The data acquisition card performs analogue-to-digital conversion as specified
by acquisition software written with Labview (National Instruments). The Lab-
view program controls the sampling rate of the voltage and current waveforms,
which was 200 times the frequency of the excitation sinusoid. This value is a fac-
tor of one hundred greater than the Nyquist criterion and is the maximum before
data files become too large to work with on the computer or data is dropped.
The Labview software also produces a Graphical User Interface (GUI) so that
the data can be viewed in real time, while the data is written to text files which
can later be processed with Matlab. The front-end and back-end of the Labview
GUI are shown in figure 2 and 3 respectively.
The result of an experiment is a text file with a time column with the time
of each sample, and a list of the amplitudes of the voltage waveform spaced at
intervals based on the the sampling rate. There are two voltage waveforms, one is
the input excitation waveform and the other is the voltage proportional to output
current through the gain resistor. The voltage waveform representing current is
multiplied by the resistance value of the gain resistor to be converted into current
values.
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Figure 2: Front-end of the Graphical User Interface created in LABview used in
sinusoidal voltammetry
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Figure 3: Back-end of the Graphical User Interface created in LABview used in
sinusoidal voltammetry
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