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This paper presents an extension of the stochastic volatility model which allows for level
shifts in volatility of stock market returns, known as structural breaks. These shifts are
endogenously driven by large return shocks (innovations), reflecting large pieces of
market news. These shocks are identified from the data as being bigger in absolute terms
than the values of two threshold parameters of the model: one for the negative shocks
and one for the positive shocks. The model can be employed to investigate different
sources of stock market volatility shifts driven by market news, without relying on
exogenous information. In addition to this, it has a number of interesting features which
enable us to study the effects of large return shocks on future levels of market volatility.
The above properties of the model are shown based on a study for the US stock market
volatility.
Crown Copyright & 2015 Published by Elsevier B.V. This is an open access article under the
CC BY license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
There is recently considerable evidence indicating the existence of discrete-time and persistent, level shifts in the volatility
process of asset (stock) returns.1 Most of these volatility shifts, referred to as structural breaks in the empirical finance
literature, are related to large negative, or positive, stock market return shocks, which may reflect large piece of news about
stock markets (see, e.g., Karolyi and Stulz, 1996; Chen et al., 2003; Charles and Darne, 2014; Dendramis et al., 2014a). These
news may reflect financial leverage effects and/or feedback volatility (risk premium) effects (see, e.g., Campbell and Hentschel,
1992; Fornari and Mele, 1997; Bekaert and Wu, 2000; Mele, 2007; Ozdagli, 2012; Dendramis et al., 2014). If they are very
severe, their effects may lead to financial crises and/or may be associated with changes in business cycle conditions (see, more
recently, Jordan et al., 2012).
In the empirical literature surveyed above, initial research efforts investigating the level shift effects of large returns
shocks on stock market volatility rely on the intervention-dummy variable analysis of Box and Tiao (1975). This analysis
exploits out-of-sample information to determine the time points of major market events triggered volatility breaks.
Recently, research efforts are focused on capturing the timing of these breaks from the data based on sample searching
procedures or employing independent break processes (see, e.g., McCulloch and Tsay, 1993; Glosten et al., 1993; So et al.,
1998, 2003; Marcucci, 2005; Smith, 2009; Bai and Perron, 2003).sevier B.V. This is an open access article under the CC BY license
endramis), g.kapetanios@qmul.ac.uk (G. Kapetanios), etzavalis@aueb.gr (E. Tzavalis).
and Lastrapes (1990), Tzavalis and Wickens (1995), Psaradakis and Tzavalis (1999), Diebold and Inoue
Starica (2004), Morana and Beltratti (2004), Granger and Hyung (2004), Starica and Granger (2005),
(2008).
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modelling their relationship to large market return shocks, which is the main motivation of this paper. By modelling such a
relationship, we can give a direct interpretation to the large return shocks which cause important level shifts in volatility.
Our model can indicate if leverage effects in volatility are driven by large return shocks. Separating the impact of large
return shocks on volatility from those of ordinary ones can also have important implications for long-term portfolio
management and hedging, as it will bring more focus on controlling important sources of risks caused by long-term shifts in
volatility leaving aside its short-term ones.
The proposed volatility model extends the SV model, suggested in the literature by, see, e.g., Taylor (1996) and Harvey
et al. (1994) inter alia, to allow for breaks in volatility driven by large stock return shocks, as part of model specification. Note
that our model is quite flexible, as it allows for not all large return shocks to cause level shifts in volatility. This will depend
on the data at hand. The large shocks are identified through our model by being larger (or smaller) than a positive (or
negative) value of a threshold parameter. The different values of the threshold parameters that our model considers will
enable us to investigate asymmetric effects of large return shocks on volatility. To study the dynamic effects of large shocks
on volatility, the paper estimates generalized impulse response functions (GIRFs) of volatility with respect to these large
shocks. These functions will allow us to study the above dynamic effects by integrating out any possible future or history
effects of return shocks on volatility, which can affect the sample path of it.
Another interesting feature of our model is that it allows for shifts in volatility which are stochastic in time, magnitude
and frequency. The last two features of our model distinguishes it from the Markov-chain and threshold volatility models
assuming level shifts in volatility of fixed magnitude. Note also that these threshold volatility models assume a known value
of the threshold parameter. Our model treats the threshold parameters as unknown, which are estimated by the data. Their
estimates can provide important information about the size of the return shocks which can cause reverse level shifts in
volatility. Our model is related to that of Qu and Perron (2013). But, it differs than it since it assumes that level shifts in
volatility are not independent of return shocks, as the Qu and Perron model assumes. Moreover it allows for leverage effects
which is curial in modelling time-varying volatility.
Since our model is nonlinear, to estimate its parameters and retrieve from the data its state variables, namely the
stochastic volatility and break processes, we propose a Bayesian Markov Chain Monte Carlo (MCMC) method often
employed in the literature to estimate SV models with leverage effects (see, e.g., Omori et al., 2006). This method is also used
to estimate the threshold parameters of the model. Based on a Monte Carlo exercise, the paper shows that the proposed
estimation procedure of the state variables and structural parameters of our model leads to efficient estimates of them.
Implementation of our model to investigate if level shifts in the volatility of the US stock market aggregate return can be
attributed to large return shocks leads to a number of interesting conclusions. First, it shows that, indeed, shifts in volatility
can be triggered by large return shocks. Most of these shifts are quite persistent and are due to negative large return shocks.
They are found to be associated with financial crises occurred during our sample, like the subprime mortgage crisis and the
Bankruptcy of Lehman brothers due to highly leveraged markets. Our model identifies as large negative return shocks these
with values less than 2.89% of daily returns, while as large positive shocks those whose values are bigger than 2.75%. This
asymmetry of the estimates of the threshold parameters can explain shapes of news impact functions of volatility which are
asymmetric towards large negative return innovations, as is observed in practice (see, e.g., Engle and Ng, 1991 or, more
recently, Ederington and Guan, 2010). Second, values of in and out of sample forecasting performance measures indicate
that the SVEB model compares favorably to the SV model and the model of Qu and Perron. Finally, the estimated GIRFs by
the model clearly indicate that large negative, or positive, return shocks cause persistent shifts in volatility, which last about
60 trading days. This is in contrast to ordinary (small) return shocks, which are found to die out very fast.
The paper is organized as follows. Section 2 presents our model and discusses some of its main features. Section 3 presents
the estimation method of the model. In Section 4, we report the results of a small Monte Carlo study, assessing the
performance of the estimation method of the model to provide accurate estimates of its structural parameters and state
variables. Section 5 presents the results of the empirical application of the model to the US stock market data. Apart from
estimating the model, this section involves calculating its news impact and generalized impulse response functions, analyzing
the dynamic effects of large return shocks on volatility. Finally, Section 6 concludes the paper.2. Model speciﬁcation
Consider the following stochastic volatility model of a stock return series at time t, rt
rtμ¼ exp ht2
 
εt ; t ¼ 1;2;…;n ð1Þ
where stochastic volatility ht, defined as the logarithm of the conditional variance of rt, obeys the following process:
htþ1 ¼ btþ1þϕhtþηt ; ð2Þ
where bt is a stochastic process given as
btþ1 ¼ btþ IðAtÞγt ; ð3Þ
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return and volatility innovations, respectively, distributed as follows:
εt
ηt
 !
NIDð0;ΣÞ with Σ¼
1 ρση
ρση σ2η
 !
; ð4Þ
where ρ is the correlation coefficient between innovations εt and ηt capturing leverage effects, and γt is a random variable
distributed as γt N 0;σ2γ
 
.
Model (1)–(3) extends the standard stochastic volatility (SV) model with leverage effects to allow for discontinuous and
persistent shifts in the level of volatility process ht of unknown time, referred to as structural breaks in the literature. These
shifts, which are modelled through break process (3), are based on indicator function IðAtÞ. I Atð Þ is defined as taking the
value 1 if the event At ¼ fεt4rR or εtorLg occurs, and zero otherwise, where rL; rR
 
is a pair of threshold parameters which
can be estimated based on sample information.2
The events captured by set At can be thought of as reflecting large pieces of positive (or negative) stock market news
when εt4rR (or εtorL), affecting stock market returns at time t. Such news may be associated with stock market crashes,
bubbles or changes in business conditions. Since the breaks captured by the above SV model, defined by Eqs. (1)–(3), are
endogenously driven by stock return innovations εt, this model will be henceforth denoted with the acronym SVEB, which
stands for stochastic volatility (SV) with endogenous breaks (EB).
One interesting feature of the SVEB model is that the specification of break process bt, governing the level shifts in
volatility ht, allows for both the timing and the magnitude of these shifts to be stochastic in nature. The timing of a possible
shift in ht is controlled by innovations εt through indicator function I Atð Þ, while its magnitude is determined by γt, which is a
random variable distributed as N 0;σ2γ
 
. The random nature of γt allows for a more flexible approach of modelling cyclical
shifts in volatility, relaxing the assumption that these shifts are of constant magnitude over time. The last assumption is
made by existing threshold volatility models like that of Glosten et al. (1993), or its extensions suggested by So et al. (2003)
and Smith (2009). The SVEB model can be thought of as an extension of the stochastic permanent break model of Engle and
Smith (1999) for the conditional mean of economic series, as was extended by Kapetanios and Tzavalis (2010) to allow for
stochastic in magnitude level shifts, to model structural breaks in volatility.
In addition to the above, the SVEB model has a number of other interesting features which can be proven very useful in
practice. First, by allowing the threshold parameters rL and rR to differ to each other (i.e., rLarRÞ, it can be employed to
unveil from the data values of stock return innovations that are considered by stock market participants as large negative, or
positive, return shocks. The threshold volatility models mentioned above treat these values of rL and rR as known, set them
to zero (i.e., rL ¼ rR ¼ 0Þ. Furthermore, by allowing for different values of rL and rR both in terms of sign and magnitude, the
model can capture asymmetries of stock market news on volatility function beyond those implied by the standard stochastic
volatility model with leverage effects. As shown in the empirical section of the paper, these asymmetries can produce
patterns of stock market news impact functions (NIFs) which are more close to reality. Finally, the model can be employed to
study the dynamic effects of large negative, or positive, return shocks on the future path of volatility through generalized
impulse response functions (GIRFs), which are net of the effects of possible future (or past) return shocks on volatility. The
latter can obscure the true effects of large return shocks on volatility function. The same can be done for ordinary return
shocks, defined as rLrεtrrR.
The SVEB model can nest different stochastic volatility models which may be employed in practice. When rL ¼ rR, the
model reduces to a version of the SV model with time-varying coefficient (TVC) effects. This corresponds to the TVC model
introduced by Harvey (see Harvey et al., 1994), for the mean of economic and/or financial series. This version of the SVEB
model assumes shifts in volatility at every period, which do not conform with the notion of structural breaks observed in
stock return volatility series. When σ2γ tends to zero (or r
L-1 and rR-þ1), then volatility ht is driven by ordinary
shocks ηt and thus, the SVEB model essentially reduces to the standard SV model with leverage effects. The SVEB model is
also closely related to the SV model suggested in the literature by Qu and Perron (2013), denoted as SVQP. The last model
assumes that break process bt follows a sequence of independent Bernoulli random variable (denoted as δt) taking value 1
with unknown probability p, if there is a level shift in volatility. In particular, it is written as
rtμ¼ exp htþbt2
 
εt ; t ¼ 1;2;…;n;
where htþ1 ¼ϕhtþηtþ1 and btþ1 ¼ btþδtξt with δt  Bð1; pÞ and ξt N 0;σ2ξ
 
:
This model differs from the SVEB model on many fronts. First, from an economic point of view, the SVEB model gives a
structural interpretation to the level shifts in ht, compared to the SVQP model. These are driven by large return shocks,
defined by At ¼ fεt4rR or εtorLg, and not by a Bernoulli distributed random variable which is independent of εt. As said in
the Introduction, the large return shocks can be taken to reflect large piece of stock market news. These shocks and their
related level shifts in volatility are filtered from the data and they can be estimated based on the conditional information set
at time t. On the other hand, the SVQP model chooses break points of volatility process through a Bernoulli random variable,2 In the literature, these news are sometimes recognised as outliers in the level of series rt (see, e.g., Hwang et al., 2007).
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EðεtηtÞ ¼ 0. The last assumption of the SVQP model implies new's impact functions (NIF) which are flat, as the SV model
without leverage effects.
As it stands, the SVEB model can generate a non-stationary pattern for volatility process ht, given that the variance of the
process governing breaks bt grows with the time-interval of the data. If stationarity of volatility process ht is a desirable
property or required by the data, then stationarity of break process bt would be required for this. There are a number of
restrictions which can be imposed on bt to make this process stationary (see Cogley and Sargent, 2002). A straightforward
one is the following:
btþ1 ¼ψ tbtþ IðAtÞγt ; ð5Þ
where
ψ t ¼
1 if Iðjbt jobÞ
0 otherwise:
(
ð6Þ
This condition implies that bt is bounded by b and, hence, it renders ht stationary, too.3 In the next theorem, we prove that
restriction (5) implies strict stationarity of ht provided that jϕjo1.
Theorem 1. If jϕjo1 and condition (5) hold, then ht is strictly stationary.
The proof of the theorem is given in the Appendix.
3. Model estimation
In this section we propose a procedure to obtain sample estimates of the parameters of the volatility function of the SVEB
model. Since the model is a non-Gaussian state space one, its estimation and inference procedures will rely on the Bayesian
MCMC methods suggested by Kim et al. (1998) and Omori et al. (2006), also used by Qu and Perron (2013) recently. For
forecasting, we will employ the method of the auxiliary particle filtering, which can be easily implemented (see Pitt and
Shephard, 1999). This method is described in the Appendix.
To facilitate the estimation procedure of threshold parameters rL and rR, we define the transformed threshold parameters
thrL and thrR as follows:
1thrL ¼Φ rL  and thrR ¼Φ rR ;
where Φ :ð Þ is the standard normal cumulative density function (cdf) and (thrL, thrRÞ are allowed to take values on the set
0;1½ , since these represent the quantiles of the standard normal distribution. With these transformations, rL and rR are
estimated implicitly through the quantile function of the standard normal distribution. Given them, the event set At can be
rewritten as follows:
At ¼ fεt4rR ¼Φ1 thrR
 
or εtorL ¼Φ1 1thrL
 
¼ Φ1 thrL
 
g
Collect the parameters of the SVEB model in a vector θ¼ ϕ;ση;σγ ;ρ; thrL; thrR
 0
, and its state variables in the vector
at ¼ ht ; bt ; γt
 0. To provide estimates for θ and volatility process ht, we will write the demeaned return process yt ¼ rtμ
(see, e.g., Qu and Perron, 2013 implied by Eq. (1), in terms of the following bivariate set of observations: dt ; ynt
 	
, where dt is
the sign of yt, and ynt ¼ log y2t , i.e.,
yt ¼ dt exp
ynt
2
 
; εnt ¼ log ε2t and ynt ¼ log y2t ¼ htþεnt ;
where εnt is a transformed IID innovation process distributed as log χ
2ð1Þwith one degree of freedom, written in parenthesis.
Note that, in practice, to avoid any undesirable effects of small numbers due to the logarithmic transformation of the
demeaned return yt, we can define an offset parameter c such that ynt ¼ log y2t þc
 
, where c is set equal to 1e4 (see, e.g.,
Omori et al., 2006; Qu and Perron, 2013).
The above transformation of yt enables us to write the observation and state equations of the SVEB model as follows:
ynt ¼ htþεnt ð7Þ
and
htþ1
btþ1
γtþ1
264
375¼ ϕ 1 I Atð Þ0 1 I Atð Þ
0 0 0
264
375 htbt
γt
264
375þ ηt0
wtþ1
264
375; ð8Þ3 Further restrictions could be placed on the process btþ1 so that, if the bound b is exceeded, the process returns to some prespecified level. We do not
advocate a particular mechanism for making the process btþ1 stationary. We simply wish to indicate that there exist specifications which give a stationary
btþ1 process. The exact specification of the process may be left to the empirical researcher depending on their priors on the particular issue at hand.
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 
. The steps taken to estimate the SVEB model given by observation and state Eqs. (7)
and (8), respectively, are presented next. The key feature of the MCMC method employed to estimate the SVEB model is to
express the joint density of εnt and ηt as a mixture of K¼10 normal distributions, with latent mixture component indicators
denoted as stA 1;2;‥;10f g, for t ¼ 1;2;…;n. Conditioned on st, this method produces a model whose state space
representation is linear and Gaussian, and thus it enable us to sample the posterior distribution of sn ¼ stf gnt ¼ 1, and
an ¼ atf gnt ¼ 1, as well as that of the parameter vector θ based on the following MCMC scheme.
For an initial vector sn, we iterate the following steps to obtain posterior samples:1. Draw an;θ


ynn; dn; sn by
(a) drawing θ


ynn ;dn; sn
(b) drawing anjynn ;dn ; sn ;θ
2. Draw snjynn ; dn ; an;θ,until convergence is achieved. To obtain the posterior distribution θ


ynn;dn; sn based on the above algorithm, we will assume
a prior distribution of θ, denoted as π θ
 
, and will calculate the likelihood g ynn


θ; dn; sn  based on the approximation of the
bivariate joint density f εnt ;ηt jdt
 
by the following mixture of K¼10 normal distributions with meanmj, variance vj2, denoted
as N εnt ;mj; v
2
j
 
, for j¼ 1;2;…;K ¼ 10:
f εnt ;ηt jdt
 ¼ f ηt jεnt ; dt f εnt 
C
X10
j ¼ 1
pjN ηt ; dtρσe
mj
2 ajþbj εnt mj
  
;σ2 1ρ2  N εnt ;mj; v2j ; ð9Þ
where pj; aj; bj;mj; vj
n o10
j ¼ 1
constitutes the set of mixing parameters. These parameters are chosen to make the approxima-
tion of the true density f εnt ;ηt jdt
 
as tight as possible.4
The approximating density given by (9) implies that the vector of innovations εnt ;ηt
 0 conditional on the mixture
component indicator st ¼ j and the sign dt, converges asymptotically to the following random vector:
εnt
ηt
 !




dt ; st ¼ j
( )
¼L
mjþvjz1t
dtρσ ajþbjvjz1t
 
exp mj2
 þσ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1ρ2p z2t
" #
; ð10Þ
for j¼ 1;2;…;K ¼ 10, where z1t and z2t are two independent normally distributed random variables with zero mean and unit
variance, and “¼L ” signifies convergence in distribution. This result implies that we can write the observation and state
equations of the SVEB model (see (7) and (8), respectively) in a conditionally Gaussian state space form and thus, use the
Kalman filter algorithm to compute the likelihood of density g ynn


θ; dn; sn .5 In so doing, we will replace the innovations εt of
set At by their filtered estimates, denoted as εtjt , implied by the estimates of volatility state variable ht, denoted as htjt , which
are received by the Kalman filter, i.e.
εtjt ¼ ytexp 
htjt
2
 
: ð11Þ
The large shocks of the demeaned return process yt can be easily obtained from filtered estimates εtjt based on values of the
vector of threshold parameters thrR and thrL, or equivalently rL and rR.
The above linear Gaussian state space form of the SVEB model allows us to draw posterior samples from the density of
anjynn; dn; sn;θ (step 1b of the MCMC algorithm) based on a simulation smoother algorithm (see De Jong and Shephard, 1995).
The step 1a of the MCMC algorithm is sampled using the Gibbs sampler. To this end, we draw iteratively from the following4 Optimal values of aj and bj , as well as of pj, mj and vj, for j¼ 1;‥;10, are reported by Omori et al. (2006).
5 In particular, this representation of Eqs. (7) and (8) are given as follows:
ynt ¼ e0tatþmjþG0tut
atþ1 ¼ TtatþWtþHtut ;
where
at ¼ ht ; bt ; γt
 0
; et ¼ 1;0;0½ 0 ;
Tt ¼
ϕ 1 I Atð Þ
0 1 I Atð Þ
0 0 0
264
375; Ht ¼ dtρσ1exp
mj
2
 
bjvjz1t ση
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ρ2 q 0 0
0 0 0 0
0 0 0 σγ
2664
3775
Gt ¼ vj;0;0;0
 0
; Wt ¼ dtρση exp
mj
2
 
aj ;0;0
h i0
;
ut NIID 0; Ið Þ; εt ¼ exp e
0
tat
2
 
yt
Table 1
Simulation results.
Parameter Average values Std deviations True values
ϕ 0.9692 0.0101 0.96
ση 0.2071 0.0188 0.21
σγ 0.1063 0.0135 0.10
ρ 0.7087 0.0288 0.75
thrL 0.9973 0.0016 0.998
thrR 0.9961 0.0021 0.997
Corrðht ;htjnÞ 0.9713 0.0197
Corrðbt;btjnÞ 0.9342 0.0539
Notes: The table reports average values and standard deviations of all the parameters of the model, over the total number of experiments. It also reports
average values and standard deviations of correlation coefficients Corrðht ; htjnÞ and Corrðbt ;btjnÞ between the generated and smoothed estimates of state
variables ht and bt.
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 
, f σηjsn; yn;θση
 
, f σγ jsn; yn;θσγ
 
, f ρjsn; yn;θρ
 
, f thrLjsn; yn;θ thrL
 
and f thrRjsn; yn;θ thrR
 
,
where θζ denotes θ with ζ excluded (for ζAfϕ;ση;σγ ;ρ; thrL; thrRgÞ, to produce posterior samples from the desired
posterior f θjsn; yn
 
. The procedure to sample from each of these parameters is similar, so we next present details only for
the parameter ϕ. As
f ϕjsn; yn;θϕ
 
p f ynjsn;θ
 
π ϕ
 
; ð12Þ
in Eq. (12) f ynjsn;θ
 
is the kalman filter likelihood, while π ϕ
 
is the prior distribution of the parameter. In order to sample
(12), we use the adaptive rejection metropolis sampling (ARMS) proposed by Gilks et al. (1995). This method constructs a
proposal density which is able to approximate not only log-concave densities. The ARMS method is adaptive in the sense
that, as the sampler progresses, it provides a tighter approximation of the true conditional density. In practice, since this is a
Metropolis type algorithm, several iterations are needed in order to have convergence to the target distribution.
Regarding the mixture indicator variable sn (step 2 of the MCMC algorithm), we will use the inverse transform method to
sample from the following posterior:
π snjynn; dn; an;θ
 
pPr st ¼ jð ÞN ynt ht ;mj; v2j
 
N htþ1ϕhtbt I Atð Þγt ; dtρσemj=2 ajþbj ynt htmj
  	
;σ2η 1ρ2
  
;
for all j. Since the Bayesian MCMC method presented above involves a small approximation error due the sampling
variability of sn, to control this we will reweigh the samples of h
k
t ; b
k
t ; γ
k
t ;θ
k
n oM
k ¼ 1
obtained through M MCMC iterations
using the following weights:
wnk ¼ ∏
n
t ¼ 1
f εnkt ;η
k
t


dt ;θk 
~f εnkt ;ηkt


dt ;θk  for k¼ 1;2;‥;M ð13Þ
where f :ð Þ is the true density of εnt ;ηt
 0, ~f :ð Þ is its approximation given by Eq. (9), εnkt ¼ ynt hkt and ηkt ¼
hktþ1bkt  I Akt
 
γkt ϕkhkt .
The priors of the parameters of the SVEB model assumed by our Bayesian estimation procedure are independent. These
are mainly based on the literature of the SV model (see Kim et al., 1998; Omori et al., 2006; Shibata and Wiatanabe, 2005;
Carlos et al., 2007; Qu and Perron, 2013). They are given as follows:
ϕþ1
2  Betað20;1:5Þ;
σ2η  Gamma 2:5;0:025ð Þ and σ2γ  Gamma 2;0:35ð Þ
ρU 1;1ð Þ;
thrL  Beta 50;1ð Þ and thrR  Beta 50;1ð Þ:
The priors of the threshold parameters thrL and thrR imply rare large shocks, as other break models in the literature consider
(see, e.g., Qu and Perron, 2013). The prior for σ2γ implies a mean value of σ
2
γ given by 0.03634. This corresponds to levels
shifts similar to those found by Kapetanios and Tzavalis (2010) and Chourdakis et al. (2014) for the conditional mean of
economic times series.
500 1000 1500 2000 2500
−2
0
2
500 1000 1500 2000 2500
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−10
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10
Fig. 1. Smoothed estimates of ht and bt (see, respectively, top and middle graphs) against their true (generated) values; the bottom plot presents a return
series generated by the SVEB model.
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In this section, we carry out a small scale Monte Carlo study to investigate the performance of the Bayesian MCMC
method presented in the previous section to estimate the parameters of the SVEB model and the vector of its state variables.
In our Monte Carlo experiments, we generate samples of size n¼2500 observations, according to models (1)–(3)
considering the following values for its structural parameters: ϕ¼ 0:96, ση ¼ 0:2, σγ ¼ 0:1, ρ¼ 0:75; thrL ¼ 0:998 and
thrR ¼ 0:997. These values correspond to the estimates of the parameters of the SVEB model reported in the empirical section
of our paper. In the MCMC method of sampling the posterior distributions, we draw 12,000 samples discarding the first 7000.
As priors of the parameters of the SVEB model, we use those mentioned in our previous section.
In total, we perform N¼200 experiments. In Table 1, we report average values and standard deviations of all the
parameters of the model, including threshold parameters thrL and thrR, over the whole number of experiments. To see how
accurately the Bayesian method estimates the state variables of the model, namely ht and bt, the table also reports average
values and standard deviations of correlation coefficients of the generated state variables ht and bt with their smoothed
estimates, denoted as htjn and btjn, respectively, i.e., Corrðht ;htjnÞ and Corrðbt ; btjnÞ, over the above set of experiments. In Fig. 1,
we graphically present the smoothed estimates of htjn and btjn with the highest values of correlation coefficients Corrðht ;htjnÞ
and Corrðbt ; btjnÞ found across all experiments against the generated values of ht and bt. To see if the SVEB model can
generate return series rt of the kind observed in reality, i.e., with clusters of volatility, the figure also presents a graph of rt
generated by the SVEB model.
The results of the table and figure clearly indicate that the suggested Bayesian MCMC method can efficiently estimate
both the parameters and state variables of the SVEB model. The mean values of the posterior distributions of the parameters
of the model are very close to their theoretical values (reported in the last columns of the table), while the standard
deviations imply that the 95% confidence interval of all the parameters encompass the true values of data generating
process. Note that this is true even for threshold parameters thrL and thrR, whose estimation is a difficult econometric task.
The efficient estimation of state variables ht and bt can be also justified by their very close to unity average values of
correlation coefficients Corrðht ;htjnÞ and Corrðbt ; btjnÞ, and the standard deviations of them reported in the table.
As was expected by the theory, the patterns of state variables ht and bt generated by the SVEB model are cyclical and
persistent, with changing magnitude over time. The cyclical pattern of ht is captured by that of break process bt. This element
of our model can explain rare shifts in volatility of stock returns of different sizes over time, which can be attributed to
extraordinary market events like crashes (see Introduction). These shifts can interpret clusters in the volatility of rt observed in
reality, resembling those generated by the SVEB model (see bottom graph of the figure).5. Are level shifts of the US stock market volatility driven by large return shocks?
In this section, we estimate the SVEB model introduced in Section 2 based on US stock market aggregate return data to
address the following issues. First, we investigate if shifts in volatility of the US stock market are triggered by large return
shocks. If yes, we then find the dates of our sample that these shifts have occurred. Second, we assess the fit of the model
into the data based on some standard metrics used in the literature. To this end, we compare the performance of the model
to that of the standard SV model and the SVQP model. Third, we employ the model to investigate if the effects of large return
shocks on the stock market volatility are asymmetric and how long do they last, as well as how important they are
compared to the ordinary volatility shocks ηt.
Table 2
Estimates of the SVEB, SVPQ and SV models.
Panel A (SVEB): htþ1 ¼ btþ1þϕhtþηtþ1 with btþ1 ¼ btþ IðAt Þγt
At ¼ fεt4rR ¼Φ1 thrR
 
or εtorL ¼Φ1 1thrL
 
¼ Φ1 thrL
 
g and γt Nð0; σ2γ Þ
ϕ ση σγ ρ thrL thrR
Mean 0.967 0.216 0.12 0.763 0.998 0.997
Std. dev 0.009 0.021 0.042 0.045 0.001 0.002
IF (2500 lags) 10.552 12.079 5.634 5.978 2.157 10.315
MSFE ðbased on htþ1jt Þ ¼ 20:171, MSFE ðbased on htjt Þ ¼ 19:873
log f ðyt jyt1Þ ¼ 3142:023
LBð5Þ ¼ 0:063; LBð10Þ ¼ 0:16
Panel B ðSVQPÞ:htþ1 ¼ ϕhtþηtþ1 and btþ1 ¼ btþδtγt with ξt Nð0; σ2ξ Þ
and δt  Bð1; pÞ
ϕ ση σξ p
Mean 0.974 0.153 1.63 0.004
Std. dev 0.016 0.021 0.256 0.003
IF (2500 lags) 0.688 13.97 2.529 17.385
MSFE ðbased on htþ1jt Þ ¼ 22:53;MSFE ðbased on htjt Þ ¼ 22:14
log f ðyt jyt1Þ ¼ 3182:48
LBð5Þ ¼ 0:062; LBð10Þ ¼ 0:15
Panel C (SV): htþ1 ¼ bþϕhtþηtþ1
ϕ ση ρ
Mean 0.98 0.19 0.746
Std. dev 0.004 0.019 0.051
IF (2500 lags) 4.036 12.826 5.165
MSFE ðbased on htþ1jt Þ ¼ 24:77; MSFE ðbased on htjt Þ ¼ 24:30
log f ðyt jyt1Þ ¼ 3186:35
LBð5Þ ¼ 0:045; LBð10Þ ¼ 0:12
Notes: The table presents estimates (mean values of the posterior distributions) of the parameters of the SVEB, SVQP and SV models. In parentheses, it
reports the standard deviations of the estimates. The sample frequency of our data is daily covering the period is from June 19, 2003 to January, 16 2013.
MSFE is the mean squared forecast error between yt
2
and σt
2
(see (14)) and log f ðyt jyt1Þ is the predictive log-likelihood. LBð:Þ is the Ljung–Box test statistic
for serial correlation in return innovations εt of different lag orders, denoted in parenthesis. IF is the inefficiency factor of the MCMC draws of the
parameters.
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Qu and Perron, 2013, mentioned in the Introduction). Our model can help to provide clear cut answers to these questions
since it can identify large negative (or positive) return shocks endogenously from the data. We use daily data of the S&P500
index covering the period from June 9, 2003 to January 16, 2013, consisting of 2500 observations. Note that, during this
period, many extraordinary events occurred in the US stock market which may have caused shifts in its volatility, i.e., the
subprime mortgage crisis and the collapse of Lehman Brothers. Some of these events are associated with financial crises in
international markets, like the Shanghai stock exchange or the European sovereign debt crisis. Our model can provide clear
cut answers which of the above events had the most important shifts on the volatility of the stock US market and how
persistent they were.
Table 2 presents the means of the posterior distributions of the parameters of the SVEB model together with those of the
SV model with leverage effects and the SVQP model. In parentheses, we present standard deviations of these estimates.
Estimates of the posterior distributions of the parameters of the models and their autocorrelograms are presented in
Fig. 2A–C. These autocorrelograms are used to estimate the inefficiency factor (IF) of the MCMC draws, reported in Table 2.6
The SVEB model is estimated based on the estimation procedure suggested in Section 3, while the SV and SVQP models are
estimated based on the Bayesian methods suggested by Omori et al. (2006); Qu and Perron (2013), respectively. For the
SVQP model, we extend Qu's and Perron method by replacing the seven normal approximation of the log χ2ð1Þ density by a
mixture of ten normal distributions. This is a tighter approximation of the true logχ21 density (see Omori et al., 2006) and it
allows us a smaller value of the offset parameter c.7 To estimate the models, we employ the priors discussed in Section 3. For
the SVQP model, we use the same priors to those of the SVEB for parameters ϕ and ση, while for σ2ξ and p we assume
σ2ξ  Gamma 10;30ð Þ and p Betað1;40Þ (see Qu and Perron, 2013). This prior for p means that a shift occurs on average
every 41 days. The posteriors distributions are generated based on 12,000 draws discarding the first 7000, as in our6 The inefficiency factor (IF) is defined as 1þP1s ¼ 1 ρs , for all parameters of the models considered, where ρs is the sample autocorrelation of the
MCMC draws for each parameter of the model at lag s (see the plots of the autocorrelograms of Fig. 2A–C).
7 Note that Qu and Perron assume that c¼ 1e3:
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Fig. 2. (a) Plots of the posterior distribution (see left column of graphs) of the following parameters of the SVEB model: ϕ; ση; σγ ; ρ; Φ1 thrL
 
;Φ1ðthrRÞ
and their autocorrelograms (see right column of graphs). (b) Plots of the posterior distribution (see left column of graphs) of the following parameters of
the SVQP model: ϕ; ση; σγ and p, and their correlograms (see right column of graphs). (c) Plots of the posterior distribution (see left column of graphs) of the
following parameters of the SV model: ϕ; ση and σγ , and their correlograms (see right column of graphs).
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chain mixes very well, as it was expected by our Monte Carlo study. Indeed, the values of the IF reported in the table are very
close to those of Omori et al. (2006), for the SV model.
In addition to the above results, Table 2 presents values of in sample measures of fit of the models, like the MSFE (mean
squared forecast error), the predictive log-likelihood function log f ðyt jyt1Þ, where yt ¼ rtμ, and the Ljung–Box (LBð:Þ) test
statistic for serial correlation in return shocks εt of different lag orders, denoted in parenthesis. In particular, theMSFE is given as
MSFE¼ 1
T
XT
t ¼ 1
y2t σ2t
 2
; ð14Þ
where σt ¼ expðht=2Þ, which is a distance metric between yt2 and σt2. This is done for the forecasted and filtered estimates of
volatility function ht, i.e., htjt and htjt1, respectively. These estimates of ht are based on the auxiliary particle filtering method.
The values of the LBðÞ statistic, reported in the table, are based on the smoothed estimates of εt. These values indicate that there is
no evidence of serial correlation in εt, which means that the dynamic specification of stock return rt assumed by all stochastic
volatility models compared is consistent with our data.
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Fig. 3. Plots of the return series rt (top graph), the smoothed estimates of stochastic volatility and break processes htjn (second graph from the top) and btjn
(third graph from the top) of the SVEB model against the filtered estimates of shocks εtjt (bottom graph) of the SVEB model; the graph of εtjt contains also
the threshold values of rL and rR, implied by the posterior means of thrL and thrR, respectively.
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Fig. 4. (a) Plots of the smoothed estimates of the stochastic volatility process htjn (top graph) and break process btjn (bottom graph) of the SVQP model.
(b) Plot of the smoothed estimates of stochastic volatility htjn of the SV model.
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of the return shocks εtjt are graphically presented in Fig. 3. Note that the graph of εtjt also contains the values of threshold
parameters rL and rR, implied by the posterior means of thrL and thrR. For comparison, in Fig. 4A and B we respectively
present the estimates of ht and bt retrieved by the SVQP model and the estimates of ht obtained by the SV model with
leverage effects.
A number of interesting conclusions emerge from the results of Table 2 and the inspection of Figs. 2A–C, 3 and 4A–B.
First, the estimates of threshold parameters of the SVEB model indicate that large negative return shocks (defined by
rLo2:88% on daily basis), or positive ones (defined by rR42:75% on daily basis) can explain cyclical patterns of volatility
of the S&P500 stock index return.8 The above values of rL and rR mean that there is a slight asymmetry in the magnitude of
the large negative and positive return shocks.
Second, the smoothed estimates of stochastic volatility and break processes htjn and btjn (presented in Fig. 3) indicate that
the SVEB model can clearly capture a non-linear and persistent pattern of level shifts in the volatility of the US stock market.
These shifts have different magnitude over time. They are associated with important events of the New York Stock Exchange8 Note that the posterior standard deviations of thrR and thrL, reported in the table, indicate that the values of rL and rR are far away from zero. These
results cannot support the TVC extension of the SV model, mentioned in Section 2.
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volatility, are found to be related to the following events. The start of the subprime crisis at the end of year 2006,
characterized by a sharp fall in the US housing prices, the collapse of the Chinese stock market at the end of February 2007,
triggering major drops in worldwide stock markets,9 the collapse of the Lehman brothers in September of year 2008 and
Libya's escalating political crisis sparked a sharp sell-off of US stocks on February 22, 2011. On the other hand, the most
influential large positive return shock on the volatility of the US stock market occurred on January 1, 2013. On that day, the
US stocks rallied, with the Dow closing above 14,000 for the first time since October 2007, as investors welcomed a batch of
strong economic data, especially on the job market. Note that most of the above dates correspond to those obtained from
the data through the SVQP model. In fact, we have found that the smoothed estimates of bt obtained by our model are
almost 90% correlated with those obtained based on the SVQP model (see Fig. 4B).
Third, regarding the remaining parameters of the SVEB model, namely ϕ, ρ and σγ , the results of the table indicate that
the allowance for a break process bt in the volatility function ht drops the value of autoregressive coefficient ϕ from 0.98
estimated by the SV model to 0.96. Note that the same is true for the SVQP model. A similar result is found by Qu and Perron
(2013). Concerning the parameter ρ, its estimate for the SVEB model implies slightly higher leverage effects compared to the
SV model. A similar result is found by Smith (2009), who extended the SV model to allow for threshold effects triggered by
stock returns rt. Regarding the parameter σγ of the SVEB model, our results indicate substantial in magnitude level shifts in
volatility. Note that the magnitude of these shifts differ from those implied by the SVQP model (see estimate of σξ). The
estimate of σξ cannot be directly compared to that of σγ because of the different specification of the log-volatility function ht
assumed by the two models.
Fourth, the results of Table 2 are very satisfactory concerning the fit of the SVEB model into the data and its specification.
The values of the MSFE metric reported in the table either for the filtered or forecasted values of εt are smaller for the SVEB
model, compared to the SV and SVQP models. The same conclusion can be drawn based on the values of predictive log-
likelihood function log f ðyt jyt1Þ. Note that the values of the above all measures are better for the SVEB and SVPQ models
than the SV model, which does not allow for breaks in volatility function. These results together with those on break
processes, graphically presented in Figs. 3 and 4A and B, support the view that the stock market volatility is subject to level
shifts which change in magnitude over time.6. Out of sample forecasting exercise
To examine the forecasting performance of the SVEB model, in this section we conduct an out of sample forecasting
exercise. This exercise compares the performance of the SVEB model to that of the SVPQ and SV models, as well as the
EGARCH(1,1) and GRJ-GARCH(1,1) models. The last model, suggested by Glosten et al. (1993), assumes level shifts in
volatility function σt driven by last period's return innovations.
As in our in sample forecasting exercise, we evaluate the relative performance of the above all models by calculating the
MSFE metric defined as
MSFE¼ 1
TT0þ1
XT
t ¼ T0
y2t σ2t
 2
;
where T0 is the start of the forecasting interval, yt¼rtμt , where μt is the sample mean based on data up to time t and
σt ¼ expðht=2Þ. This metric is calculated based on filtered and forecasted values of ht, i.e., htjt and htþ1jt . Both these values are
computed based on the auxiliary particle filtering method, presented in the Appendix. In addition to this metric, we also
calculate the predictive log-likelihood function of the model for the out-of-sample set of observations, given byPT
t ¼ T0 log f ytþ1jyt
 
. This function is also calculated based on the auxiliary particle filtering method.
Our forecasting exercise is conducted, recursively. First, we estimate all models using the first 1623 (implying T0 ¼ 1624)
observations of our sample (i.e., from June 9, 2003 to September 7, 2009). The parameter estimates of the models for this
subsample are then used to produce one-step ahead forecasts of σt
2
for the next 125 observations. This procedure is then
continued, recursively, by including these 125 observations, re-estimating the models again and producing one-step ahead
forecasts of σt
2
for the next 125 observations. We repeat this procedure until the end of the sample (January 16, 2013).
Table 3 presents values of the above metrics, for all models considered in our exercise.
The results of our out of sample exercise are consistent with those of the in sample one (see Table 2). They indicate that the
forecasting performance of the SVEB model is very satisfactory. The model considerably improves upon the forecasting
performance of the SV model and it also outperforms the SVQP model. The above results hold for both the MSFE metrics
reported in the table and the predictive log-likelihood function. Note that all three versions of the stochastic volatility models
outperform the forecasting performance of the E-GARCH(1,1) and GJR-GARCH(1,1) models.9 Note that, for the US stock market, this date coined with the announcement of the Federal Home Loan Mortgage Corporation (Freddie Mac) that it
will no longer buy the most risky subprime mortgages and mortgage-related securities.
Table 3
Out of sample forecasting performance.
SVEB SVQP SV E-GARCH(1,1) GJR-GARCH(1,1)
MSFE (based on htþ1jt) 6.66 7.34 6.89 7.741 7.772
MSFE (based on htjt) 6.55 7.21 6.72
MSFE (based on htþ1jt) 1116.0 1164.1 1143.37 1225.3 1218.9
Notes: The table reports values of the MSFE between σt
2
and yt
2
, where yt ¼ rtμ, σt ¼ expðht=2Þ. The estimates of σt
2
are based on filtered and forecasted
values of ht. It also reports values of the predictive log-likelihood function of the model for the out-of-sample observations, i.e.,
PT
t ¼ T0 log f ytþ1jyt
 
. The E-
GARCH(1,1) and GJR-GARCH(1,1) models report only forecasts of σt
2
conditional on the past information set.
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In this section, we estimate the news impact function (NIF) implied by the SVEB model, based on its sample estimates
reported in Table 2. This function captures the reaction of volatility change Δσtþ1 ¼ ln σtþ1=σt
 
to a current stock return
shock (innovation) εt ¼ ytσt . Δσtþ1 and εt are based on smoothed estimates volatility process. The NIF is often used in the
literature as a model specification criterion to assess if volatility models can explain the asymmetric responses of volatility
changes Δσtþ1 observed in practice. The latter are based on values of volatility implied by option market prices, like the
volatility index (known as VIX) constructed by the Chicago Board Options Exchange Market. As is shown in the literature (see,
e.g., Engle and Ng, 1991; Kane et al., 2000; Li et al., 2005), the effects of εt onΔσtþ1 are described by a monotonic and negative
relationship which is more asymmetric at its end points, corresponding to large negative or positive return shocks.10 This
relationship is similar to that between volatility changes Δσtþ1 and values of stock return rt (see Ederington and Guan, 2010).
Estimates of the NIFs implied by the SVEB, SVPQ and SV (with and without leverage effects) with respect to return
innovations εt are reported in Table 4A and, graphically, in Fig. 5A. The estimates of the NIFs for the SVQP and SV (with
leverage effects) models are also based on the results of Table 2. For the version of the SV model without leverage effects,
these are based on new estimates of this model obtained by our data. The NIFs of the SV model without leverage are
included in order to compare them with those of the SVPQ, which does not also allow for leverage effects. In Table 4B and
Fig. 5B, we present estimates of the above NIFs with respect to return values rt. This table and figure also include estimates
of NIFs based on market measures of volatility given by VIX, defined as ΔVIXtþ1 ¼ ln VIXtþ1=VIXt
 
. These will be compared
to the NIFs implied by the above stochastic volatility models to see which of them can better explain the shapes of NIFs
implied by the VIX.
The results of Tables 4A and 4B and Fig. 5A and B clearly indicate that both the SVEB and SV models, allowing for leverage
effects, can produce shapes of NIFs which correspond to those observed in reality, based on the VIX values. These are
negative and monotonic, and they become asymmetric towards their end points, especially bellow and above their
threshold values rL ¼ 2:88 and rR ¼ 2:75, respectively. As was expected, the reaction of Δσtþ1 to εt (or rt) is bigger for the
SVEB model compared to the SV model, given that the former considers that the effects of large return shocks on volatility
function are different from the ordinary shocks. Note that, due to the allowance for different threshold parameter values rL
and rR, the NIFs implied by the SVEB model are more asymmetric with respect to large negative return innovations rather
than the positive ones. Compared to the SV model, the shape of the NIF of the SVEB is more close to that implied by the VIX,
which is an observable risk neutral measure of market volatility. Moreover, it follows the slopes of the NIF of the VIX at the
end points of rt. Note also that the differences between the VIX based estimates of volatility changes and those predicted by
the SVEB model become larger, the larger the negative values of returns rt become. Given that the VIX values constitute risk
neutral estimates of the stock market volatility, this result can be taken to support the view that stock market risk premia
effects and/or their associated price of risk may increase in terms of magnitude with the size of negative return innovations.
Finally, another interesting conclusion which can be drawn from the inspection of Tables 4A and B and Fig. 5A and B is
that the NIFs of the SVPQ model with respect to εt and/or rt resemble those of the SV model without leverage effects. These
functions are almost flat implying that return shocks εt (or rt) have almost no effect on volatility changes Δσtþ1, which is
not consistent with the shape of the NIF of the VIX. This can be obviously attributed to the fact that both these models do not
allow for leverage effects. That is, they assume that EðεtηtÞ ¼ 0.6.2. Generalized impulse response functions of large stock return shocks
One of the interesting features of the SVEB model is that it enable us to study the pattern of the dynamic effects of large
return shocks εt on the expected future values of volatility htþN . To this end, in this section we will employ the model to
calculate impulse response functions of future sequences of volatility htþN , for horizons N¼ 1;10;20;30;40;60 with respect
to return shocks εt. Our analysis will enables us to examine the relative importance of large and ordinary return shocks on10 Note that parametric volatility models like GARCH, GJR-EGARCH, EGARCH cannot produce NIFs with the monotonic mentioned above (see, e.g., Yu,
2005; Ederington and Guan, 2010). In particular, GARCH, EGARCH and GJR-GARCH models imply a V-shaped NIF, which is against the almost linear NIFs
reported in the empirical literature, based on realised or implied values of volatility.
−3 −2 −1 0 1 2 3
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2 SVEB
SVleverage
SVQP
SV
−3 −2 −1 0 1 2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
VIX
SVEB
SVleverage
SVQP
SV
Fig. 5. (a) Estimates of the NIFs of the SVEB, SVPQ and SV (with and without leverage effects) models against εt. (b) Estimates of the NIFs function of the
SVEB, SVPQ and SV (with and without leverage effects), as well as values of VIX against values of stock return rt.
Table 4A
NIFs with respect to return shocks εt.
lioεtrki SVEB SV SVQP SV (no leverage)
li ki Δσtþ1jt Mean εtþ1jt Δσtþ1jt Mean εtþ1jt Δσtþ1jt mean εtþ1jt Δσtþ1jt Mean εtþ1jt
4.26 2.88 0.23 3.1957 0.2096 3.2985 0.0043 3.4692 0.0112 3.7362
2.88 2.5 0.19 2.6642 0.1786 2.725 0.003 2.6595 0.0092 2.6706
2.5 2.0 0.17 2.2121 0.1502 2.21 0.0031 2.2435 0.0076 2.1763
2.0 1.5 0.13 1.7009 0.1195 1.6995 0.0008 1.7374 0.0009 1.7167
1.5 1.0 0.10 1.229 0.0887 1.2347 0.002 1.2227 0.0014 1.2428
1.0 0.5 0.06 0.733 0.0547 0.7339 0.0018 0.7242 0.0017 0.7289
0.5 0.0 0.02 0.1949 0.0173 0.1944 0.0042 0.1957 0.0034 0.1934
0.0 0.5 0.017 0.2454 0.0149 0.244 0.0018 0.2333 0.002 0.242
0.5 1.0 0.060 0.7331 0.0526 0.7325 0.0013 0.7214 0.0007 0.728
1.0 1.5 0.103 1.2117 0.0882 1.2029 0.0037 1.2146 0.0039 1.2237
1.5 2.0 0.147 1.7035 0.1283 1.6971 0.0078 1.7052 0.0123 1.7282
2.0 2.5 0.187 2.182 0.1663 2.1944 0.0099 2.2366 0.0198 2.2348
2.5 2.75 0.219 2.561 0.1917 2.5696 0.0142 2.64 0.035 2.5975
2.75 2.9319 0.275 2.9319 0.2342 3.0355 0.015 3.3696 0.0249 2.8873
Notes: The table presents the reaction of Δσtþ1 with respect to εt for the SVEB, SVPQ and SV (with and without leverage) models. Δσtþ1 and εt are based on
smoothed estimates of volatility process.
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Table 4B
NIFs with respect to return shocks. rt
liortrki VIX SVEB SV SVQP SV(no leverage)
li ki Δσtþ1jt mean rt Δσtþ1jt mean rt Δσtþ1jt mean rt Δσtþ1jt mean rt Δσtþ1jt mean rt
9.47 1.90 0.2514 3.2656 0.1346 3.207 0.119 3.207 0.0025 3.207 0.0016 3.207
1.90 1.24 0.1798 1.5642 0.1099 1.5186 0.0981 1.5186 0.0021 1.5186 0.0014 1.5186
1.24 0.66 0.1061 0.9639 0.0923 0.9193 0.081 0.9193 0.001 0.9193 0.0013 0.9193
0.66 0.31 0.0504 0.5119 0.0592 0.4665 0.0513 0.4665 0.0046 0.4665 0.0037 0.4665
0.31 0.08 0.019 0.2245 0.03 0.1805 0.0257 0.1805 0.004 0.1805 0.0025 0.1805
0.07 0.04 0.0086 0.0259 0.0086 0.0081 0.007 0.0081 0.0033 0.0081 0.0034 0.0081
0.04 0.22 0.0238 0.1402 0.0078 0.1286 0.007 0.1286 0.0024 0.1286 0.0023 0.1286
0.22 0.42 0.0399 0.321 0.0298 0.3105 0.0261 0.3105 0.0008 0.3105 0.0011 0.3105
0.42 0.69 0.0655 0.561 0.0555 0.5513 0.0483 0.5513 0.0001 0.5513 0.0001 0.5513
0.70 1.21 0.0958 0.9384 0.0912 0.9265 0.0794 0.9265 0.0042 0.9265 0.0037 0.9265
1.21 1.71 0.1363 1.458 0.1185 1.4481 0.1037 1.4481 0.008 1.4481 0.0074 1.4481
1.71 10.9 0.1869 2.969 0.1433 2.9443 0.1253 2.9443 0.0155 2.9443 0.0139 2.9443
Notes: The table presents the reaction of Δσtþ1 to stock return rt, for the SVEB, SVPQ and SV (with and without leverage) models. Δσtþ1 are based on
smoothed estimates of volatility process.
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Fig. 6. (a) Estimates of the densities of GIRF of the SVEB model across different horizons N, for large positive (bottom plot) and negative (top plot) return
shocks. (b) Estimates of the densities of GIRF of the SVEB model across different horizons N, for ordinary positive (bottom plot) and negative (top plot)
return shocks.
Y. Dendramis et al. / Journal of Economic Dynamics & Control 55 (2015) 130–147 143volatility, either for negative or positive shocks. Since the SVEB model is nonlinear and has a multivariate structure, we will
calculate the Generalized IRF (GIRF) (see, e.g., Koop et al., 1996; Pesaran and Shin, 1998), instead of the traditional IRF. The
GIRF considers impulse responses that are history and shock independent, while it treats the problem of future realizations
Table 5
Descriptive statistics of the GIRF distributions.
N εtAð1; 2:88 εtA ½2:75;1Þ εtA 2:88;0ð Þ εtA 0;2:75ð Þ
Mean Variance Mean Variance Mean Variance Mean Variance
1 0.557 0.0019 0.5035 0.0023 0.1315 0.0097 0.1295 0.0093
10 0.4067 0.0021 0.3679 0.0023 0.0953 0.0051 0.0946 0.005
20 0.2865 0.0036 0.2603 0.0037 0.0676 0.0028 0.0666 0.0026
30 0.2026 0.0056 0.1836 0.0058 0.0477 0.0018 0.047 0.0017
40 0.1438 0.0075 0.1299 0.0077 0.0335 0.0016 0.0335 0.0016
60 0.0723 0.0113 0.0641 0.0112 0.0162 0.0024 0.0175 0.0024
Notes: The table presents the mean and variance of the GIRFs for the SVEB model, for N¼ 1;10;20;40;60 horizons ahead.
Y. Dendramis et al. / Journal of Economic Dynamics & Control 55 (2015) 130–147144of traditional IRFs. This means the GIRF captures the effects of εt on htþN which are net of the effects of possible future or
past values of εt on htþN . This function is defined as the difference of the following conditional expectations E htþN


εt ; at 
and E htþN


at , i.e.,
GIRF N; εt ; atð Þ ¼ E htþN


εt ; at E htþN

at ; ð15Þ
and it can provide impulse responses of htþN to εt given only the past of state vector at. If we consider εt and at as particular
realizations of random variables, GIRF N; εt ; atð Þ can be thought itself as a realization of a random variable whose distribution
can be estimated.
The random nature of GIRF N; εt ; atð Þ provides a more flexible approach to analyzing the effects of εt on htþN . One can
condition on a particular shock εt and treat at as a random vector, or she/he can condition on a particular history at, treating εt
as a random variable. Another possibility is to condition on particular subsets of the history of εt, i.e., large or ordinary values of
innovations εt. To this end, we will first define the following sets: Bð1Þ ¼ ð1; 2:88 and Bð2Þ ¼ ½2:75;1Þ consisting of the
large negative and positive return shocks, respectively, identified by the estimates of the threshold parameters of the SVEB
model, implied by the values of thrL and thrR (see Table 2). Given Bð1Þ and Bð2Þ, the following complementary sets of return
shocks: ~B
ð1Þ ¼ ð2:88;0Þ and ~Bð2Þ ¼ 0;2:75ð Þ define the ordinary negative and positive return shocks, respectively. Then, for the
above all sets, we will calculate GIRF N; εt ; atð Þ, at time t. Below, we describe how this can be done for the case of large return
shock sets, i.e. for εtAB ið Þ, i¼1,2. A similar procedure can be followed for the ordinary shocksεt, i.e. for εtA ~B
ið Þ
, i¼1,2.
We estimate the distribution of GIRF N; εt ; atð Þ by means of a Monte Carlo integration. First, we pick up 500 series of at from its
sample estimates. To compute the first expectation of (15), i.e., E htþN


εt ; at , we proceed as follows: when N¼1, for each of the
500 series of at, we draw 30 realizations of the large return shock εt from the truncated normal distribution TNB ið Þ 0;1ð Þ, which is
truncated at B ið Þ, for i¼1,2. That is, we generate 15,000 (¼ 500 30) realizations of GIRF. Then, for each of the 30 realizations of εt,
we simulate 1000 volatility shocks ηt conditional on each sampled εt, i.e., ηt N ρσηεt ;σ2η 1ρ2
  
, and average out to compute
expectation E htþN


εt ; at . For N41, to estimate E htþN

εt ; at  we simulate 1000 vectors of innovations εtþN1 and ηtþN1;
according to its distributional assumption given in (4) and we calculate the values of future volatility htþN recursively, based on its
data generating process. The average of the 1000 series of htþN generated will give the estimate of E htþN


εt ; at , for N41. To
compute the second expectation of (15), E htþN


at , for all N, we will draw 1000 samples of the vector of innovations εtþN1 and
ηtþN1, and we then calculate htþN recursively, according to its data degenerating process. The average of the series of htþN
generated gives an estimate of E htþN


at . Given the above estimates of E htþN

εt ; at  and E htþN

at , we then obtain estimates of
GIRF N; εt ; atð Þ, for all N, through Eq. (15). To obtain the density of these estimates of GIRF N; εt ; atð Þ, we will use a normal kernel.
Fig. 6A and B presents the marginal densities of GIRF N; εt ; atð Þ implied by the SVEB model, for N¼ 1;10;20;40;60
horizons ahead, based on the estimation procedure described above. This is done for both negative and positive large return
shocks εt, i.e. εtABð1Þ and εtABð2Þ, as well as for their complementary sets ~B
ið Þ
, for i¼1,2, consisting of ordinary return shocks.
To better understand the economic meaning of distribution features of the above densities related to the traditional IRFs, in
Table 5 we present the mean and variance of the above densities, for different values of horizon N.
Inspection of the results of Fig. 6A and B and Table 5 leads to a number of very useful conclusions about the dynamic effects
of large or ordinary stock return shocks on the future paths of volatility. First, the large return shocks tend to last for a higher
number of future horizons ahead compared to the ordinary shocks. This is much more likely to happen and it is true either for
negative or positive return shocks. Second, both the plots of the GIRF densities and the values of their descriptive statistics,
reported in the table, clearly indicate that the effects of large return shocks on future paths of volatility tend to be much bigger
in magnitude than those of the ordinary shocks. This can be also seen, more clearly, by the higher in magnitude values of the
mean the GIRF densities for the large shocks than the ordinary shocks, for all N considered, reported in Table 5. Third, either
the large or ordinary return shocks εt have the correct sign effect on volatility, predicted by the leverage hypothesis. That is, the
negative shocks (reflecting bad market news) have a positive effect on volatility, while the positive shocks (reflecting positive
market news) have a negative effect. The magnitude effects of these shocks on volatility htþN differ slightly between the
negative and positive return shocks, with the positive shocks to have lower mean effects on htþN than the negative ones.
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This paper suggests a new stochastic volatility model which extents the standard stochastic volatility model to allow for
persistent level shifts in volatility, referred to as structural breaks in the empirical finance literature. These shifts are
endogenously driven by large asset (stock) return shocks. The latter are defined as being bigger in absolute terms than the
values of threshold parameters distinguishing large negative shocks from positive ones. Thus, the model is appropriate for
studying the dynamic effects of large positive, or negative, pieces of stock market news on level shifts of volatility.
The suggested model allows for shifts in volatility which are stochastic both in time and magnitude. The last property of
the model can explain clusters of volatility of asset return series observed in reality, whose variability has different size over
time. Apart from interpreting different sources of volatility shifts, the model can be also employed to reveal from the data
the magnitude of stock market return innovations which can be considered as large shocks. Since the model is nonlinear, to
estimate its parameters and state variables, namely volatility and break processes, the paper relies on a Bayesian MCMC
method. A Monte Carlo exercise conducted by the paper shows that the above estimation method can efficiently retrieve
from the data estimates of its parameters and state variables.
The paper employs the model to investigate if level shifts in the volatility of the US stock market aggregate return are
endogenously driven by large negative or positive return shocks. This is done based on a sample of daily observations from
year 2003 to 2013, covering the period of the recent financial crisis. Then, it examines the dynamic effects of these shocks on
the future levels of the US stock market volatility. We compare the in and out of sample performance of the model to that of
the stochastic volatility model with leverage effects and Qu and Perron (2013) model allowing for breaks in volatility.
The results of the paper lead to a number of interesting conclusions. First, they show that large stock return shocks can
indeed explain level shifts of the volatility of the US stock market. We have found that the most important large negative
shocks (caused substantial level shifts in volatility) are related to the US subprime mortgage crisis, the bankruptcy of
Lehman Brothers, the Shanghai stock exchange crash in year 2007 and Libya's escalating political crisis in year 2011, sparked
a sharp sell-off in US stocks. On the other hand, the most important effect of a large positive return shock on the US stock
market volatility is found to be related to positive economic news, like those on the US economy on January 1, 2013. Second,
the above large return shocks, either positive or negative, have found to have quite persistent effects on the stock market
volatility, in contrast to the ordinary shocks which die out almost immediately. Third, our model can produce news impacts
functions of future changes in volatility which are very similar to those observed in reality (e.g., VIX). Fourth, the comparison
of the model with the other stochastic volatility models mentioned above indicates that it fits very satisfactorily into the
data and it improves upon the forecasting performance of the other models.Acknowledgments
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Appendix A. Appendix
In this appendix, we provide the proof of Theorem 1, presented in the main text.
A.1. Proof of Theorem 1
We now prove strict stationarity for ht, given by
yt ¼ exp 
ht
2
 
εt ;
htþ1 ¼ btþ1þϕhtþηt and btþ1 ¼ψ tbtþ IðAtÞγt ;
where
ψ t ¼
1 if Ið bt


 

obÞ
0 otherwise:
(
ð16Þ
The first step is to derive a recursive representation for ht. This is given by
ht ¼
X1
j ¼ 0
ϕj bt jþηt j1
 
:
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E hαt
 
o1:
By The Marcinkiewicz–Zygmund inequality we have that
Eðhαt Þ ¼ E
X1
j ¼ 0
ϕj bt jþηt j1
 0@ 1Aα0@ 1Arc X1
j ¼ 0
ϕ2j
0@ 1Aα=2E bt jþηt j1 α;
which is finite as long as bt is strictly stationary and E bt j
 αo1 and E ηt j1 αo1. Thus it suffices to prove that bt is
strictly stationary and E bt j
 αo1. E bt j αo1 follows easily from strict stationarity and E γt αo1. Thus we only need
to prove strict stationarity for bt. To do that we prove geometric ergodicity of bt, which implies strict stationarity
asymptotically. To prove geometric ergodicity, we use the drift criterion of Tweedie (1975). This condition states that a
process is ergodic under the regularity condition that disturbances have positive densities everywhere if the process tends
towards the center of its state space at each point in time. More specifically, bt is geometrically ergodic if there exists
constants 0oϑo1, B; Lo1, and a small set C such that
E bt
 ∣bt1 ¼ d rϑ d þL; 8d=2C; ð17Þ
E bt
 ∣bt1 ¼ d rB; 8dAC; ð18Þ
where k k is the Euclidean norm. The concept of the small set is the equivalent of a discrete Markov chain state in a
continuous context. It is clear that (18) follows easily. We need to show (17). Eq. (17) follows if the following condition holds
Eðψ tÞo1: ð19Þ
To prove (19) it suffices to show that
Prð bt


 

4bÞ40:
This follows easily by the independence of εt1 and γt, the fact that PrðAtÞ40 and the fact that Prð γt


 

42bÞ40 for all finite
b.
Appendix B. The auxiliary particle ﬁltering
This method can provide filtered and forecasted values of ht, i.e., htjt and htþ1jt , as well as values of the predictive
likelihood f ytþ1jyt ;θ
 
. It can be though of as a repeated application of a two stage procedure. Following Omori et al. (2006),
we implement a simulation based approach to sample from the filtering density f ht jyt ;θ
 
, the evolution
density f htþ1jyt ;θ
 
, and the predictive likelihood f ytþ1jyt ;θ
 
. To this end, the auxiliary particle filtering relies on the
following relationship:
f htþ1;ht jytþ1;θ
 
p f ytþ1jhtþ1
 
f htþ1jyt ;ht ;θ
 
f ht jyt ;θ
  ð20Þ
Assuming that we have a discrete uniform approximation of f ht jyt ;θ
 
by particles ht
j
, with discrete probability massbf hjt jyt ;θ , we can sample the target posterior density (20) by utilizing the importance density
g htþ1;h
i
t jytþ1;θ
 
p f htþ1jyt ;hit ;θ
 
g hijytþ1;θ
 
; ð21Þ
where
g hijytþ1;θ
 
p
f ytþ1jμitþ1
 bf hit jyt ;θ PJ
j ¼ 1 f ytþ1jμ
j
tþ1
 bf hjt jyt ;θ 
and μjtþ1 ¼ E htþ1jh
j
t ; yt
 
. The main idea is that, by making proposals from the above importance density, we sample particles
associated with large likelihood. The auxiliary particle filtering algorithm is given by the following steps:1. At t¼1, sample hj1
n oJ
j ¼ 1
from its unconditional distribution and compute the weights w1j ¼ f y1jhj1
 
, for all particles j.
The approximation bf ht jyt ;θ  of f ht jyt ;θ  now becomes bf ht jyt ;θ ¼ πj1 ¼w1j=Pjw1j.
2. For all j, sample ht
j
and hjt1 from the importance density g ht ;ht1ð Þ and update weights by
wti ¼
f yt jhjt
 bf hjt1jyt1;θ 
g hit1jyt ;θ
  ;
as well as the approximation bf ht jyt ;θ .  
3. Resample particle ht
j
, with weights proportional to bf hjt jyt ;θ , increment t and return to Step 2.
Y. Dendramis et al. / Journal of Economic Dynamics & Control 55 (2015) 130–147 147It can be shown that, as J-1, the wt ¼ J j ¼ 1 wtj-f yt jyt1;θ , which is the prediction likelihood. Given this result,
it follows that
PT
t ¼ 1 log wt-
p PT
t ¼ 1 log f yt jyt1;θ
 
. In addition, the draws on ht are particles from the f ðht jyt1;θÞ, while1PJ p  
the resampled items in Step 3 are samples from the f ðht jyt ;θÞ. In our empirical exercise, we use J¼20,000 to estimate the
state vectors and the predictive likelihood.
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