This paper presents the first empirical measurement of the K -band effective wavelength and bandwidth of the CHARA Classic beam combiner on the CHARA Array. Prior to this work, the accepted effective wavelength value used for CHARA Classic data (2.1501μm) came from a model of the system; it was not derived from measurements done on the system directly. We employ two data collection methods for our observations: using the Optical Path Length Equalizer (OPLE) cart to scan through the interference fringes and using the dither mirror to scan through the fringes. The two observational methods yield similar effective wavelength measurements (2.141 ± 0.003μm with the OPLE cart and 2.136 ± 0.002μm with the dither mirror). Both of these results are lower than the previously adopted effective wavelength value, but by less than 0.7%. The bandwidth values measured by the two methods differ from each other by almost 5% (0.334 ± 0.002μm with the OPLE cart and 0.351±0.003μm with the dither mirror). Our results establish the first estimate of the uncertainty in the effective wavelength and bandwidth.
INTRODUCTION

Overview of CHARA Classic
Georgia State University's Center for High Angular Resolution Astronomy (CHARA) has a six-telescope optical/infrared interferometric array on Mt. Wilson in California. The six 1.0m telescopes are arranged in a Y-configuration, with two telescopes on each arm of the Y. The facility has been fully operational for science since 2005 and has the longest functioning baseline in the world at 331m. The entire CHARA Array system and facility is described in detail in ten Brummelaar et al.
Knowing the actual wavelength of light observed is very important because that value is necessary for determining astrophysical parameters of stars, including stellar diameters. If the effective wavelength value is not accurate and precise, then it introduces systematic errors in the resulting stellar parameters. The CHARA Array can measure angular diameters to better than 1%, 2, 3 but those results do not take into account any uncertainty in the effective wavelength value. Determining the effective wavelength to a couple of tenths of a percent would allow angular diameter measurements to better than 1%.
This Project
The goal of this project is to measure empirically a more accurate and precise value for the effective wavelength of the CHARA Classic K filter. The passband is the range of wavelengths that are transmitted through the Array and the instrument. The effective wavelength is the centroid of the passband, or the centroid of the effective transmission. It is also useful to know what wavelengths of light on either side of the centroid arrive at the detector. In other words, it is useful to know the bandwidth or the passband width of the Array. In addition to the effective wavelength, we also measure the bandwidth value for the CHARA Classic K filter. We determine the effective wavelength by measuring the separation between individual interference fringes in the fringe packet and we determine the bandwidth by analyzing the overall width of the fringe packet.
We employ two observational methods to measure these optical characteristics: using the Optical Path Length Equalizer (OPLE) carts to scan through the interference fringes and using the dither mirror in the beam combiner to scan through the interference fringes. The position of the OPLE cart is known to a greater precision than the position of the dither mirror (nm versus μm). Consequently, we believed the observations collected with the OPLE cart would yield a more precise effective wavelength measurement. However, as discussed later (Sec. 4), we find that the increased level of precision during data collection does not necessarily translate to increased precision in the measured effective wavelength.
DATA COLLECTION
Approach
The approach of this project is to observe stars of varying temperatures and calculate the effective wavelength for each star. Just as the peak wavelength of light emitted by a star increases for cooler stars, the effective wavelength value measured might also increase. In order to get the best signal to noise ratio, we want to observe bright, unresolved, non-multiple stars. We would also like to observe each of these stars at varying altitudes (horizon to zenith) in order to determine the effect, if any, of altitude on the wavelength of light observed. For example, water vapor in the atmosphere can increase the effective wavelength value. This effect would become more pronounced at larger airmasses because the star light travels through more atmosphere. If we detect an effective wavelength dependence on target temperature or altitude, then as CHARA users are reducing science observations, they can use the measured effective wavelength for a star of a similar temperature and altitude as their science target.
As previously mentioned, we employ two different methods for measuring the effective wavelength: using the OPLE carts to scan through the fringes and using the dither mirror to scan through the fringes. The data collection approach was different for the two observing methods.
Using the OPLE Carts for Fringe Scanning
The OPLE carts continuously move on their tracks during data collection, ensuring that the light from different telescopes travels an equal distance before it enters the beam combiner. When using an OPLE cart to scan through the interferences fringes, the general behavior of the OPLE cart is no different than during regular Array operation. The difference between normal operation and using an OPLE cart to scan through the fringes is the motion of the dither mirror in the beam combiner. During normal operation, the dither mirror is constantly moving back and forth, scanning through the fringes. When an OPLE cart is used to scan the fringes, the dither mirror is completely stationary.
We used the S1-S2 baseline because the combination of silver and aluminum coated mirrors is most similar to the setup that is planned for the rest of the Array (silver coatings for the mirrors in vacuum, aluminum coatings for the mirrors exposed to air). An added bonus in using S1-S2 is the short baseline (34.08m on average), which means that most stars will be unresolved, giving us more target options.
We chose three bright, main sequence stars of different spectral types: HD 102647 (A3V), HD 119850 (M2V), HD 131156 (G8V). These stars are all unresolved with S1-S2 and up for much of the evening during our observing period, allowing us to observe them at various altitudes.
We obtained data for all three stars over two nights, 2009 May 19 and June 1, totaling 61 data sets. A data set is a file containing fringe packets from a given number of sequential scans. All three stars were observed 2009 June 1 while only two of the stars were observed 19 May 2009. During the first night of observations (2009 05 19), the S1 OPLE cart scanned the fringes while the S2 cart served as the reference cart and remained stationary. Their roles reversed on the second night of observations (2009 06 01); the S2 cart scanned the fringes while the S1 cart remained stationary. Table 1 details the observations taken using the OPLE carts to scan through the interference fringes. The spectral type (column 2) and K magnitude (column 4) are as reported by SIMBAD. The effective temperature estimates are taken from Gray 4 based on the spectral type. The estimated angular diameter (θ EST , column 5) for each star is calculated from the radius estimations in Gray 4 (based on spectral type) and the Hipparcos parallax.
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'N' is the number of data sets obtained that night (column 7), while '# scans' is the number of individual scans (or fringe packets) in all data sets from that night (column 8). About half of the data were collected at a camera sampling frequency around 1000 Hz and the rest of the data were collected around 750 Hz ('Freq', column 9). All of the data were collected with a fringe sampling frequency of 200 Hz. 'Alt range' shows the altitude (in degrees) of the star in the middle of the first data set and in the middle of the last data set of the night (column 10). Due to delays from weather and technical issues, we did not achieve the broad altitude coverage we were hoping. 
Using the Dither Mirror for Fringe Scanning
During normal operation of the beam-combining instrument CHARA Classic, a dither mirror scans through the interference signal repeatedly, searching for interference fringes. Rather than use valuable Array sky time collecting this normal type of Classic data, we chose to use data that had already been collected for other purposes. Not only does this save observing time, but it also provides us with more data than we would have been able to collect ourselves. Tabetha Boyajian graciously shared all of her 2008 CHARA Classic data with us. These data include 1501 total data sets for 107 different stars on 31 different nights and 6 different baselines, all collected with the K filter. Again, a data set is a file containing fringe packets from a given number of sequential scans. We did not distinguish between which stars Boyajian used as calibrators and which stars were science targets; we considered all stars. Consequently, we have a mixture of resolved and unresolved targets. As previously stated, we would like our targets to be unresolved in order to get a higher signal to noise ratio. We do not believe that including some resolved stars in our sample of dither data will affect the effective wavelength measurement because such a large amount of data is going into the calculation. The amount of OPLE data is much smaller, making it important that the targets observed using the OPLE carts are unresolved, giving higher signal to noise ratios.
We utilized a subset of Boyajian's 2008 Classic data for this project. We want the dither mirror observations to be as similar to the OPLE cart observations as possible. In an ideal situation, we would observe the same stars at varying altitudes using the same baseline. However, we do not have that luxury because we are using existing data. We selected which of Boyajian's data we would use based on spectral type. We included all observations for stars with spectral types similar to the spectral types of the stars we observed using the OPLE cart fringe scanning method. We utilized data from A2, A3, and A4 stars (to correspond with HD 102647), data from M0, M1, M2, and M3 stars (to correspond with HD 119850), and data from G6, G8, K0, and K1 stars (to correspond with HD 131156). These data encompass 224 data sets for 19 different stars on 17 different nights and 5 different baselines. Table 2 details the observations taken while using the dither mirror to scan through the fringes. The spectral type (column 2) and K magnitude (column 4) are as reported by SIMBAD. The effective temperature estimates are taken from Gray 4 based on the spectral type. The estimated angular diameter (θ EST , column 5) for each star is calculated from the radius estimations in Gray 4 (based on spectral type) and the Hipparcos parallax. 5 Some stars do not have estimated angular diameters because Gray 4 does not provide radius estimations corresponding to those spectral types. 'N' is the number of data sets obtained that night (column 7), while '# scans' is the number of individual scans (or fringe packets) in all data sets from that night (column 8). 'Alt range' shows the altitude (in degrees) of the star in the middle of the first data set and in the middle of the last data set of the night (column 9). 'Tel. used' (column 10) indicates which telescope pair was used to collect the data. Much of the time observations of the same star on different nights were collected with different telescope pairs, thus it does not make sense to assess the overall altitude coverage for targets over multiple nights. Some telescopes have different mirror coating configurations in their optical path than others. With the available observations, it would be impossible to determine whether a change in effective wavelength was due to the change in telescopes or due to the altitude change of the target.
ANALYSIS
Approach
The meat of our data analysis is based on the process discussed in ten Brummelaar et al. 1 and Benson et al.
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The basics of the analysis, described in this section, are the same for the two types of data, but the execution details differ.
The raw data is broken into individual scans, one for each fringe packet, based on the fringe position. We use the filtering process described in ten Brummelaar et al.
1 to smooth the data. Using Mathcad's built-in genfit function, we then fit each of the fringe packets to the fringe equation
where I(t) is the normalized and filtered signal, V is the visibility, Δσ is the coherence length (Δλ/λ 2 ), determined by the width of the spectral bandpass, σ 0 is the wavenumber (1/λ 0 ), determined by the center of the spectral bandpass, v g is the group velocity of the fringe packet, φ is an atmospheric induced phase shift, and t is time. The results of the fringe fit are best fit values for these parameters, including the wave number and the coherence length. Malformed, asymmetric, and very weak fringes are rejected. The fringes that are discarded are not used in any further calculation.
We use the fringe fit results to calculate the optical characteristics of CHARA Classic in which we are interested: the effective wavelength and the bandwidth. We utilize the wave number term to calculate the wavelength of light observed for each fringe packet with the equation
This value is averaged for all 'good' fringes, resulting in the mean effective wavelength λ eff for the whole data set. Because genfit does not provide errors for the fitted parameters, the average of the standard deviation of each λ 0 value from the mean is used for the effective wavelength error σλ eff . The λ eff value represents the centroid of the effective transmission of CHARA Classic.
Another parameter calculated while fitting the fringe is the coherence length. As done with the observed wavelength of light, we calculate the mean coherence length of all 'good' fringes and calculate the error from the average standard deviation.
The effective wavelength value and the mean coherence length value are both used to calculate the average bandwidth, or how many microns of light on both sides of the effective wavelength make it through the instrument. From the equation for coherence length,
it follows that the bandwidth (Δλ) can be calculated from the effective wavelength (λ eff ) and the mean coherence length (Δσ):
In summary, the fringe fitting process determines the best fit values for the wave number and coherence length parameters. The effective wavelength is then calculated from the wave number. Once the effective wavelength is known, the bandwidth, or passband width, is determined from the coherence length.
Data Collected Using OPLE Carts
This was one of the first CHARA Classic projects to use the OPLE carts to scan through interference fringes instead of the dither mirror. During all CHARA Classic observing, the dither mirror position (in μm) is written to file every millisecond. When the dither mirror is turned off (as it is when using the OPLE carts to scan for fringes), the dither mirror position of 0.00μm is written to file every millisecond. Normally, the dither mirror position information enables us to determine the position and velocity of the interference fringes. Without this dither mirror position information, we had to develop alternative means of determining the fringe position and velocity in order to extract results from the data.
The fringe position information is used to determine where to clip the raw signal in order to break the data set into individual scans. To obtain the positions of the fringes in our OPLE data, we visually examine each data set in its entirety and record the position of each fringe packet. The data set is then broken into individual scans based on our visually estimated fringe positions. Each scan is 1025 milliseconds long and centered around the fringe position. The visually determined fringe positions are accurate to within 200 milliseconds.
We use information from the OPLE cart log file to determine the velocity of each fringe packet. Every half a second during observations the system records the position (in m) of each OPLE cart along the track in the log file. A bit of data manipulation is required before the fringe velocity can be determined from the information recorded. Figure 1 . Left: The position of the OPLE cart during a data set has a sloped saw-tooth pattern. This plot is zoomed in on a portion of the data set in order to clearly display the saw-tooth pattern. The diamond points indicate the location of the OPLE cart when a fringe was recorded. Right: OPLE cart position after the slope is removed.
As shown in Fig. 1 (left) , the motion of the cart follows a sloped saw-tooth pattern. The slope is due to the OPLE cart compensating for the change in optical path length between the two telescopes caused by the telescopes tracking the star as the Earth rotates. In other words, the slope is the result of the OPLE cart doing its normal job and has nothing to do with scanning for fringes. Using IDL's poly fit function, we do a 2 nd degree least-squares polynomial fit to capture the general sloping trend. We then subtract the sloping trend from the OPLE cart position data. The result, as seen in Fig. 1 (right) , is a much flatter saw-tooth pattern. One can clearly see the back and forth motion of the OPLE cart as it scans through the interference fringes. The fringes are recorded roughly in the middle of the cart's back and forth motion.
To calculate the velocity of the OPLE cart, we use IDL's deriv function to perform numerical differentiation on the flattened position values and their corresponding times from the OPLE log file. Figure 2 (left) shows the resulting velocity. The vast majority of the velocity data points are located in the horizontal portions of the plot where the fringes are recorded (indicated by diamonds on the plot). The cart spends most of the time moving at a fairly constant speed and quickly changes direction to scan through the fringe again. We believe that the fringes should always occur when the cart's velocity is fairly constant, during the flat parts on velocity plots. As previously mentioned, the fringe times should be accurate to 200 milliseconds. Things should work perfectly because we have velocity data for the OPLE cart every 500 milliseconds. However, sometimes the fringes seem to occur while the cart changes direction, during the vertical parts in Fig. 2 (left) . It is not clear whether this is actually the case, or whether the appearance of this is the result of an inconsistency in the system. It is possible that atmospheric turbulence is shifting the fringe and causing it to appear in this position.
For the fringe velocity, we are really only interested in the speed of the OPLE cart and not whether the cart was moving toward or away from the detector when the fringe was recorded. Therefore, the absolute value of the cart velocity is the value we are after. In order to determine the velocity of the cart when the fringe was recorded, we use IDL's interpol function to interpolate the velocity at the time of the fringe based on the absolute value velocity data for the times in the OPLE cart position log file. One can see in Fig. 2 (right) that the absolute value of the velocity is plotted as individual data points (+) as opposed to a line as in Fig. 2 (left) . The data points along the vertical lines in Fig. 2 (left) end up as scatter in the absolute value plot. These scatter points throw off the interpolation for the cart velocity at the time of the fringe because, as previously mentioned, the fringe occasionally appears during this velocity transition time when the cart changes direction. To help mitigate this situation, we throw out the data points that appear as scatter in the absolute value of the velocity. As shown in Fig. 2 (right) , we discard all data points above the solid horizontal line and all points below the dashed horizontal line. Everything above the solid horizontal line is greater than 15% above the average absolute value velocity for the entire sample (including the scatter). The dashed horizontal line is placed at the average absolute value velocity. After removing these scatter points, the velocity points interpolated for the fringe times fall where they should, during the times when the cart velocity is constant. These interpolated velocity values (shown as diamonds on the right plot in Fig. 2 ) are used for the fringe velocities in the rest of the data analysis.
Once we have the fringe positions and the fringe velocities, we proceed with the data analysis as discussed in Sec. 3.1. However, when fitting each fringe, we fix the value of the fringe velocity parameter (v g in Eqn. 1) to the velocity value for that fringe packet determined from the OPLE cart position information. Also, we manually examine each individual fringe packet to assess its quality and we manually determine whether the fringe should be discarded.
Data Collected Using Dither Mirror
The analysis for the data collected using the dither mirror to scan through the fringes is much more akin to the standard CHARA Classic data reduction process. The dither mirror position values provide enough information to locate the fringe packets and break each data set up into scans, one for each fringe packet. We do not fix the velocity value (v g in Eqn. 1) as we did with the data collected using the OPLE cart because we can estimate the group velocity from the dither mirror position information. We determine an initial guess for the v g value to pass into genfit for the fringe fitting. The final velocity value is determined from the results of the fringe fit. Unacceptable fringes are automatically discarded by the data reduction program. We do not asses the fringe quality manually as we did with the data collected using the OPLE cart to scan through the fringes.
RESULTS
We wanted to measure empirically the effective wavelength of CHARA Classic to several tenths of a percent (ideally to 0.2%). If the effective wavelength is known to this level, then the uncertainty in the effective wavelength value enables angular diameter measurements to better than 1%. We expected the data taken while using the OPLE cart to scan through the fringes to yield a more precise result because the OPLE cart position is known to greater precision than the position of the dither mirror. However, the final results from the two methods have comparable precision.
Results from OPLE Cart Data
We calculate the effective wavelength (λ eff ) and bandwidth (Δλ) values for each data set individually as discussed in Sec. 3.2. Using the individual data set results we then calculate weighted mean results for each star on each night. In the weighted mean, the amount each data point contributes to the average is determined by the error associated with that data point. We use the square root of the variance of the weighted mean as the estimated error for the weighted mean. We calculate the weighted mean for data sets i = 1 . . . N using
and the analogous bandwidth equations. Table 3 gives the weighted mean results from the data using the OPLE cart to scan through the fringes. 'N' (column 5) is the number of data sets obtained that night, while '#scans used' (column 6) indicates the number of individual scans (or fringe packets) that were utilized for the effective wavelength and bandwidth calculations. The eighth column in Tab. 3 gives a measure of the level of accuracy of the effective wavelength calculation by listing the error σλ eff as a percentage of the calculated λ eff value. We would like to see this value around 0.2%, but it is larger for all of our results.
Reduced χ 2 analysis (column 9 in Tab. 3) shows our error estimations for the effective wavelength are too conservative in most cases. The estimated error in the weighted mean values for each star each night are significantly smaller than the errors in the individual data sets, indicating that our χ 2 ν values will be much less than one. The fact that we did not achieve the level of precision we had hoped might be due in part to our error estimation methods. It should be noted that, for the data collected with a camera sampling frequency around 750 Hz, we are unable to use the velocity calculated from the OPLE cart position information. When we fix the fringe packet velocity (v g in Eqn. 1) to this value, genfit is unable to find adequate fits for the fringe packets. However, if we instead fix the fringe velocity value to the average velocity of the OPLE cart determined from the data with a camera sampling frequency around 1000 Hz (v g = 213.3μm/s), genfit is able to find fits for the fringes. Figure 3 contains plots of the effective wavelength over the airmass ranges observed for each star. There is no discernible trend in the effective wavelength, but the altitude coverage is extremely limited. Figure 4 shows the results in terms of effective wavelength and effective temperature. No trend between object spectral type and effective wavelength is clear.
Going into the project, we thought there was a good chance that target temperature and elevation would not have a large impact, if any, on the effective wavelength value. The errors in our results prevent us from ruling for sure that there is no impact on the effective wavelength value. The effective wavelength could change with target temperature and elevation, but we were unable to detect it at our level of precision and altitude coverage.
We calculate the weighted mean of all data sets collected using the OPLE cart to scan the fringes (Tab. 5). If the effective wavelength does not depend on spectral type or elevation angle, then there is no reason to only report results separated by that criteria. The overall weighted mean value for the effective wavelength is 2.141 ± 0.003μm and the overall weighted mean for the bandwidth is 0.334 ± 0.002μm. When all 61 OPLE cart data sets are averaged together, the uncertainty in the effective wavelength value decreases to 0.14%. Using this effective wavelength value would enable CHARA Classic users to accurately measure stellar angular diameters to better than 1%. Also, χ 2 ν analysis for all of the OPLE cart data sets together gives a result of nearly 1.0, indicating that, when all of the data are considered as a whole group, our error analysis results are appropriate.
Results from Dither Mirror Data
The results from the data collected using the dither mirror to scan through the interference fringes are similar to the results found from the OPLE cart data. There are considerably more observations for the dither mirror data, both in number of data sets and in number of scans (individual fringe packets). However, it is much more difficult to analyze the results of these data because they are so varied (19 different stars, 17 different nights, 5 different telescope pairs). Table 4 gives the weighted mean values for the effective wavelength and bandwidth for each star each night. 'N' (column 5) is the number of data sets obtained that night, while '#scans used' (column 6) indicates the number of individual scans (or fringe packets) that were utilized for the effective wavelength and bandwidth calculations. We calculate the weighted mean values and their errors (columns 7 and 10) as shown in Eqns. 5 As with the OPLE cart data, the lack of precision in our results prevents us from stating for certain that the effective wavelength value is not dependent on the target spectral type, target altitude, or the baseline and telescopes with which the target is observed. Even if these effective wavelength dependences exist, we thought it would be very difficult to detect them with our dither mirror data because the data themselves are so varied. Neither the spectral type, the altitude, nor the telescopes used were kept constant at any time, thus we do not have a clean basis of comparison. † χ 2 ν cannot be calculated for N≤2 Figure 5 . Effective wavelength versus airmass for all observations collected using the dither mirror. No change in effective wavelength is detected. Figure 6 . Weighted mean effective wavelength versus estimated effective temperature for all observations collected using the dither mirror. No change in effective wavelength is detected with a change in object spectral type.
We calculate the weighted mean of all of the data sets collected with the dither mirror (see Tab. 5). The overall weighted mean effective wavelength is 2.136 ± 0.002μm and the overall weighted mean bandwidth is 0.351 ± 0.003μm. The uncertainty in the effective wavelength decreases to a pleasing 0.09%, slightly lower than the OPLE cart result, but not by enough to be relevant. The χ 2 ν value for all 224 dither data sets analyzed together is extremely low (0.11), indicating that the error estimate is still significantly too large.
After the conclusion of this project, the dither mirror was re-calibrated. It was found that the dither mirror positions were too small by about 0.739%. One of the problems with using this observational method to measure the effective wavelength is that we have to rely on the dither mirror calibration for our final result. The position of the OPLE cart is known much more accurately than the position of the dither mirror. An extremely rough estimation indicates that correcting our dither mirror positions by increasing them 0.739% will increase our effective wavelength and bandwidth results measured with the dither mirror by less than 0.5%. Table 5 gives the weighted mean effective wavelength and bandwidth for all OPLE cart data sets and the weighted mean effective wavelength and bandwidth for all dither mirror data sets. The weighted mean effective wavelength results for the two data collection methods are very similar (differing by just over 0.2%), while the weighted mean bandwidth values differ by almost 5%. It is comforting that our effective wavelength results are in relative agreement, but we do not have an explanation for the large discrepancy in the measured passband widths.
Comparing OPLE Cart and Dither Mirror Results
We cannot judge whether one method is more suited to measuring the effective wavelength than the other, and thus we cannot rule that one effective wavelength measurement result is more valid than the other. It should be noted that the CHARA Classic beam combiner went through some slight changes in 2009 April, between the time when the dither mirror data were collected and the time with the OPLE cart data were collected. The optical path carrying the beam combiner outputs to the detector changed. At our level of precision, we do not think this modification impacted our results.
Comparing Results with Previous Effective Wavelength Value
Both empirically measured effective wavelength results presented in this thesis are less than the previously accepted effective wavelength value derived from the model (see Sec. 1.2). The OPLE effective wavelength result is 0.42% less than the previous effective wavelength value of 2.1501μm and the dither result is 0.66% less. Interestingly, the effective wavelength values measured using the OPLE cart and the dither mirror are both closer to the centroid wavelength measured for the actual K filter transmission (2.1398μm). Table 6 shows our results compared with the modeled effective wavelength (the previously adopted effective wavelength value) and the peak transmission of the K filter. 
CONCLUSION
We empirically measured the effective wavelength and bandwidth of CHARA Classic's K filter using two observational methods. We used data collected using the OPLE cart to scan through the interference fringes and data collected using the dither mirror to scan through the fringes. We measure an overall effective wavelength of 2.141 ± 0.003μm with the OPLE cart method and 2.136 ± 0.002μm with the dither mirror method. We measure and overall bandwidth in the K -band of 0.334 ± 0.002μm with the OPLE cart and 0.351 ± 0.003μm with the dither mirror.
At our level of precision, target temperature and airmass do not impact the effective wavelength value. Both of our measured effective wavelength values are more similar to the actual wavelength of light transmitted by the K filter (2.1398μm) than they are to the previous value of the effective wavelength (2.1501μm) derived from a model of the system. Both of our effective wavelength results represent a decrease from the previously adopted value by an average of 0.5%. This will cause an average 0.5% or 0.45σ decrease in uniform disk angular diameters measured with CHARA Classic in the K -band.
van Belle and von Braun 7 state that angular diameter measurements made with CHARA Classic in the K -band and with the Palomar Testbed Interferometer agree within 1σ for the four stars compared. There is no discrepancy from an 'improper' effective wavelength value being used prior to the completion of this work.
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