We develop rate-distortion theory for individual data with respect to general distortion measures, that is, a theory of lossy compression of individual data. This is applied to Euclidean distortion, Hamming distortion, Kolmogorov distortion, and Shannon-Fano distortion. We show that in all these cases for every function satisfying the obvious constraints there are data that have this function as their individual rate-distortion function. Shannon's distortion-rate function over a random source is shown to be the pointswise asymptotic expectation of the individual distortion-rate functions we have defined. The great differences in the distortion-rate functions for individual non-random (that is, the aspects important to lossy compression) data we established were previously invisible and obliterated in the Shannon theory. The techniques are based on Kolmogorov complexity.
Introduction
Rate-distortion theory underlies lossy compression: The choice of distortion measure is a selection of which aspects of the data are relevant, or meaningful, and which aspects are irrelevant (noise). Given a code and a distortion measure, the distortion-rate graph shows how far, on average, the best code at each bit-rate falls short of representing the given information source faithfully. For example, lossy compression of a sound file gives as code word the compressed file where, among others, the very high and very low inaudible frequencies have been suppressed. The distortion measure is chosen such that it penalizes the deletion of the inaudible frequencies but lightly because they are not relevant for the auditory experience.
In the traditional approach, one can argue that the distortion-rate graph represents the behavior of typical outcomes of simple ergodic stationary sources. Data arising in practice, for example complex sound or video files, are not such typical outcomes. But it is precisely this non-typicality and non-ergodicity of the data that are inherent to the aspect of the data we want to deal with under lossy compression. We develop a new theory of distortionrate functions of individual data that resolves this problem. This theory may lead to novel schemes for lossy compression, and it establishes ultimate limits that future such schemes can be judged against. It is not directly applicable; but this aspect is only partially different in kind, but not in effect, of that of Shannon's theory.
Rate Distortion for Individual Data and Lossy Compression: Let X be a random source. Suppose we want to communicate source data x ∈ X using r bits. If the Kolmogorov complexity K(x) of the data is greater than r, or if x is not a finite object, then we can only transmit a lossy encoding y ∈ Y of x with K(y) ≤ r. The distortion d(x, y) is a real-valued function d : X × Y → R + ∪ {+∞}, that measures the fidelity of the coded version against the source data. Different notions of fidelity will result in different distortion functions. The rate-distortion function r x is defined as the minimum number of bits we need to transmit a code word y (so that y can be effectively reconstructed from the transmission), to obtain a distortion of at most d:
This is an analog for individual data x of the rate-distortion function of Shannon which is fundamental to the theory underpinning lossy compression, expressing the least average rate at which outcomes from a random source X can be transmitted with distortion at most d. We can also consider the "inverse" function
This is called the distortion-rate function. Using general codes and distortion measures we obtain a theory of lossy compression of individual data: Given a model family (code word set) and a particular distortion measure or "loss" measure, for given data we obtain the relation between the number of bits used for the model or code word and the least attending distortion or "loss" of the information in the individual data. Related work: Correspondences between information-theoretic notions and Kolmogorov complexity notions have been established before. For example, [20, 10, 17] found that expected Kolmogorov complexity is close to Shannon entropy in various contexts, including infinite sequences produced by stationary ergodic sources. A survey about this and other correspondences, for finite strings and recursive distributions, is [6] . Already [19] formulated a notion of a distortion-rate function for individual infinite sequences, shown to be a lower bound on the distortion that can be achieved by a finite-state encoder operating at a fixed output rate. In [18, 7, 3, 14] , for infinite data sequences produced by stationary ergodic processes, the idea is formulated of representing a data string by a string of least Kolmogorov complexity within a given distortion distance. In [3] the setting is that of the data string being a signal corrupted by noise, and the least Kolmogorov complexity string within a certain distortion distance (the variance of the noise distribution) is good estimator for the original signal. In [18, 7, 14] it is shown that the least Kolmogorov complexity string within a given distortion d of the data string, divided by the latter's length, for the length growing unboundedly, equals Shannon's rate-distortion function almost surely. The approach is to analyze the individual sequences of high typicality with respect to the random source of certain characteristics, and as such is closely related to the standard information theory technique, introduced by Shannon, of analyzing the set of sequences of high typicality.
Consider the special case where Y is the set of subsets of {0, 1} n , and the distortion d(x, y) = log |y| for x ∈ y, and ∞ otherwise. Then, d x (r) is the Kolmogorov structure function denoted by h x (α) in [15] . In [6] it is shown that the expectation of d x (r), taken over the distribution of the random variable X = x, equals Shannon's distortion rate function for X with respect to distortion d. This ties the Kolmogorov structure function to Shannon's rate distortion theory, and raises the question of a general rate distortion theory for individual data. (Another, as yet unexplored, connection seems to exist between what we call Kolmogorov distortion (the Kolmogorov Structure function) and the thriving area of list decoding, introduced by Elias [4] and Wozencraft [16] , where the decoder can output a list of codewords as answer provided it contains the code word for the correct message. For a more recent survey see [5] .)
Results: We depart from the previous approaches in our aim to analyze the ratedistortion graph for every individual string and every distortion measure, irrespective of the (possibly random) source producing it. The techniques we use are algorithmic and apply Kolmogorov complexity. The previous work (above) only established distortion-rate relations for typical ergodic sequences, coinciding with Shannon's averaging notion. We give a general theory of individual rate-distortion. It turns out that individual data, especially the globally structured data, can exhibit every type of rate-distortion behavior. This data-specific aspect, especially meaningful in the analysis of lossy compression characteristics, is all but obliterated, and invisible, in the Shannon approach. Our work may give therefore new insights, directions, and impetus to the lossy compression field.
We give upper-and lower bounds, and shape, of the rate distortion graph of given data x, for general distortion measures in terms of "distortion balls." It is shown that for every function, satisfying the obvious constraints on shape for a given distortion measure, there are data realizing that shape. The next question is to apply this general theory to particular distortion measures. The particular cases of Hamming distortion, Euclidean distortion, and Kolmogorov distortion are worked out in detail. Finally, considering the individual strings to be outcomes of a random memoryless source, the expectation of the individual rate distortion function is pointwise asymptotic to Shannon's rate distortion function, the expectation taken over the probabilities of the source (Theorem 3.
The general theory appears unduly complex because of the many technical details. However, this theory has simply formulated corollaries, highlights that are interesting in their own right. We summarize two of them:
(i) Hamming distortion, Corollaries 1 and 4: Let x be a binary string of length n, let
be the Shannon entropy function, and let r x (d) be the minimal Kolmogorov complexity of a string of the same length n as x differing from x in at most dn bits. Then, up to ignorable error, r x ( Then there is a string x of length n such that r x (d) is essentially r(d) in the sense that 
Shape of the Rate Distortion Graph
Under certain mild restrictions on the distortion measure, the shape of the rate-distortion function will follow a certain simple pattern, and, moreover, every function that follows that pattern is the rate distortion function of some data x within a negligible tolerance.
Let X be a sample space from which the source data x is selected (its elements will be called objects), and let Y be the space of code words from which the transmitted message y is selected (its elements will be called models). Let d : X × Y → R + ∪ {+∞} be a given function, called distortion function. For a given x we want to find a code y of Kolmogorov complexity at most r with minimum distortion with x. The greater is r the better code we can find. Consider the function
and also the inverse function
As functions d x (r) and r x (d) determine completely each other, it suffices to study either of them. In most cases it is more convenient to deal with r x (d).
We obtain general theorems on the possible shapes of the graph of r x (d), and illustrate the results by the following three main examples.
• Hamming distortion. The data space X and the model space Y are both equal to the set {0, 1} * of all binary strings. The distortion function d(x, y) is equal to the fraction of bits where y differs from x; if y and x have different lengths we let d(x, y) be equal to infinity.
• Kolmogorov distortion. X = {0, 1} * , and Y is the set of all finite subsets of {0, 1} * ; the distortion function d(x, y) is equal to the cardinality of y if y contains x and is equal to infinity otherwise. The idea is as follows: the less is |y| the less auxiliary information we need to identify y given x. A very similar example is Shannon-Fano distortion: again X = {0, 1} * but this time Y is the set of all probability distributions on finite subsets of {0, 1} * that take only rational values; the distortion function d(x, y) is defined as the inverse of probability of x with respect to y: d(x, y) = 1/y(x). (In the case of Kolmogorov distortion we consider only uniform distributions.)
• Euclidean distortion. X is the set of reals in the segment [0, 1], and Y is the set of all rational numbers in this segment; d(x, y) = |x − y|. Given any approximation of x with precision d we can find about ⌊log 1/d⌋ first bits of the binary expansion of x and vice verse. Hence r x (d) differs by at most O(1) from the Kolmogorov complexity of the prefix of length ⌊log 1/d⌋ of the binary expansion of x.
We assume that a function l : X → N, called the length, is given. The set of all x ∈ X of length n is denoted by X n . In the first two examples, l(x) is the regular length of x. In the third example no natural length is defined, thus we let l(x) be equal to any constant, say 1.
We investigate possible shapes of the graph of r x (d), as a function of d assuming that x is an object of length n.
Balls: A ball of radius d in X n is any non-empty set of the form {x ∈ X n | d(x, y) ≤ d}. The model y is called the center of the ball, and the complexity of the ball is defined as the Kolmogorov complexity K(y) of its center. In this terms r x (d) is the minimal complexity of a ball of radius d containing x.
For the first example, a ball of radius d in X n is a set of all strings of length n differing from a given string y (the center) in at most dn bits. For the second example, a ball is a non-empty subset of X n . For the third example, a ball is a subsegment of [0; 1]. Definition 1. A simple set is a subset of X that is a finite Boolean combination of balls of rational radiuses.
Every simple set can be finitely described. It is convenient to describe possible shapes of the graph of r x (d) in terms of an appropriate measure µ on X that should be defined at least on all simple subsets of X. In our examples it is the uniform measure. That is, in the first two examples, the measure is the cardinality of the set, and for last example the measure is the Lebesgue measure.
The measure µ has to satisfy certain conditions of algorithmic and combinatorial nature. Below we list all of them:
(a) The measure of every simple subset of X is a rational number that can be computed given the subset.
(b) There exists an algorithm that given a simple set decides whether the set is empty. In all the three examples these two requirements are fulfilled.
(c) Let B(n, d) stand for the maximal measure of a ball in X n of radius d (we assume that the maximum is achieved).
In the first example all the balls in X n of the same radius have equal measure satisfying the inequalities
for all d ≤ 1 2 of the form i/n. Here c is a positive constant. The first inequality follows immediately from the Stirling formula. The last inequality (we will use it in the sequel) can be proven as follows: consider a sequence of n zeroes and ones obtained by n independent tossings of a coin with bias d. An easy calculation shows that the probability of every string in In the second example, B(n, d) = min{d, 2 n }. In the third example, B(n, d) = min{d, 1}.
We assume that B(n, d) is rational for all n and all rational d and can be computed given n, d. We assume also that for for every n the set X n is itself a ball of a rational radius D max (n). In the first example one can let D max (n) = 1, in the second example D max (n) = 2 n , in the third example D max (n) = 1 2 . We assume also that given n we can find D max (n) and a ball of radius D max (n) defining X n .
(d) Finally, we assume that we are given a computable function α : N → N that satisfies:
It follows from previous items that such a cover can be found given the initial ball.
Obviously α(n) ≥ 1 for all n. The less α(n) is, the more precisely we can describe the possible shapes of r x (d) in terms of balls and their measures. We will prove that in the first example one can take a function of order O(n 4 ) as α(n). In the second example we can let α(n) = 1, and in the third example we can let α(n) = 2. 
Bounds that hold for every data
Theorem 1. For all x ∈ X the function r x is monotonic non-increasing and satisfies the following inequalities
Here n stands for the length of x and
For ease of reading, we delegated the proofs, as well as the section outlining the precise relation between Shannon's distortion-rate function and the expected distortion-rate function of the individual data, to the Appendix. The inequalities (2) and (3) imply the following upper bound of r x (d) for admissible d:
where
Is there any natural lower bound of r x (d)? Assume that the sample space X consists of finite objects. Then the Kolmogorov complexity K(x) of objects x ∈ X is defined. To simplify matters assume that the measure µ is defined as the cardinality of the set. Assume also that the function d(x, y) takes only rational values and is computable. Both assumptions hold in the first two examples. Under these assumptions there is the following lower bound for r x (d) in terms of K(x):
for all x of length n and for all admissible d. Here ε = O(K(n, d) + log log B(n, d)). Indeed, the object x belongs to a ball of radius d and complexity r x (d). Hence x can be described by n, d and a two-part code consisting of the shortest code of the ball in
bits together with the index of x in the ball in at most log B(n, d) bits. (As d(x, y) is a computable function, given y, d, n we can enumerate all objects in the ball of radius d in X n with the center y.) Since the length of this two-part code must be at least that of the most concise one-part code, we have
Sufficiency curve: We call the function
the sufficiency curve. This is a lower bound on the function r x (d). Those models y for which K(y) + log B(n, d(x, y)) is close to K(x) are called sufficient statistics for x. Let y be a sufficient statistic. The inequalities (3) and (5) imply that
there is a sufficient statistic y ′ of complexity about k. All these complexity levels are below K(y) (up to the error term). Therefore of a special interest are minimal sufficient statistics-sufficient statistics of the lowest complexity. Given any minimal sufficient statistic we can construct sufficient statistics of all bigger complexities of the form K(x)−log B(n, d 
Hamming distortion
Let us prove that the condition (d) holds for α(n) = O(n 4 ). The following lemma, the sufficient number of Hamming balls to cover a larger Hamming ball, is a new result as far as the authors were able to ascertain. The proof is delegated to the Appendix. The same applies to the values log log(B(n, d ′ )/B(n, d)) and log α(n). As every string is at distance at most 
. These inequalities imply that r x (d) + nH(d) lies between K(x) and n (up to the error term O(log n)):
If x is a random string of length n, that is, K(x) is n + O(log n), then the right hand side and the left hand side of this inequality coincide. Hence
is much less than n then these bounds leave much freedom for r x (d) (in the next section we will prove that this freedom indeed can be used).
Kolmogorov distortion
In the case of Kolmogorov distortion we derive the following 
The proof is in the Appendix. The corollary implies that r x (d) + log d is between K(x) and n (up to a logarithmic error term):
Euclidean distortion
Consider first radiuses of the form 2 −i , i = 1, 2, . . .
is of order O(log i). The measure of the ball B(n, 2 −i ) is equal to 2 −i , therefore the value log log(B(n, d ′ )/B(n, d)) is of the order O(log i
. In other words, the Kolmogorov complexity of the prefix of length i of the binary expansion of x exceeds the Kolmogorov complexity of its prefix of length i ′ by at most i − i ′ + O(log i).
Data for every shape
Assume now that we are given a non-increasing function r(d) : Q → N satisfying analogues of (2) and (3):
Is there an x ∈ X n whose distortion function r x (d) is close to r(d)? We can answer this question affirmatively. Namely, for all such n and r and for every given sequence of rational points there is an object x ∈ X n whose function r x (d) is close to r(d) in all given points. The less the number of points, the simpler the function r, and the less α(n) in condition (d), the closer r x (d) and r(d) can be. The rigorous formulation follows.
Theorem 2. Given a number n, a function r as above and sequences of admissible rationals (We assume that all the conditions (a), (b), (c) and (d) are fulfilled. For space reasons, the proof is delegated to the Appendix.)
Data of given complexity. Assume that X consists of finite objects. Then it is natural to ask in which case there is an object x having not only the given length n but also whose complexity is close to the given number k (and whose function r x is close to the given function r). Assume again that the measure µ is defined as the number of elements and that d(x, y) takes only rational values and is computable. To simplify matters assume also that for all n there is the minimal admissible radius D min (n) and B(n, D min (n)) = 1, and that for every x of length n the singleton {x} is a ball of radius D min (n) whose center can by found given x. All these assumptions hold in the first and second examples and D min (n) = 0 and D min (n) = 1, respectively. Under these assumptions r x (D min (n)) differs by at most O(log n) from K(x). Indeed, the ball {x} of radius D min (n) can be found given x and n, therefore its complexity is at most K(x) + O(log n). Conversely, every ball of radius D min (n) containing x is necessarily the singleton. Given its center and radius we can thus find x. Hence K(x) ≤ r x (D min (n)) + O(log n). Thus for existence of an object x whose Kolmogorov complexity is about k and whose function r x is close to the given function r it is necessary that r(D min (n)) is close to k. The latter condition together with other conditions of Theorem 2 are also sufficient in the following sense: if r(D min (n)) = k then the complexity of the object x constructed in the proof of Theorem 2 differs from k by at most ε.
Let us consider applications of Theorem 2 to the distortion measures of our three examples.
Hamming Distortion
Corollary 4. Let r : [0; 
for all 0 ≤ d ≤ and then goes smoothly down to zero). It is easy to see that r satisfies the conditions of Corollary 4 (up to additive constant 1, but this is not important) and K(r) = O(log n). Therefore for the string x existing by Corollary 4, r x (d) is equal to r(d) up to additive term O( √ n log n). This x can be transmitted without loss of information in about k bits (i.e. its Kolmogorov complexity is about k). And even if we are allowed to transmit, instead of x, a string within Hamming distance 1 4 from x, we need to transmit about k bits (as if we wanted to transmit x itself). And only when the fraction of false bits is sufficiently greater that 1 4 we can save the number of transmitted bits.
Or, let r be defined as follows:
(two horizontal parts and two sloping parts). By Corollary 4 there is x of length n for which r x (d) differs from r(d) by at most O( √ n log n). If we are allowed to make up to 
Kolmogorov Distortion
This time take as e i and d j all the points 2 i , i = 1, 2, . . . , n. Just as in the previous example we derive the following The error terms in this corollary is a little less than that in the previous corollary, this is due to the fact that α(n) = 1. As shown in [15] , one can achieve larger accuracy in this example, namely, one can replace √ n by log n in the upper bound of r x (d).
Euclidean Distortion
Similar to the first example we derive the following; the proof is in the Appendix.
Corollary 6. Let r : Q → N be a given non-increasing function such that r( 
Expected Structure Function Equals Distortion-Rate Function
For space reasons, the relation between the expected value of d x (r), the expectation taken with respect to arbitrary random sources provided the distribution function takes only rational values, is treated in the Appendix. Essentially, the expectation asymptotically pointswise approximates Shannon's distortion-rate function.
program, independent from every variable or parameter in the expression in which it occurs. The results is this paper are invariant up to an additive O(log n) term, where n is the length of the binary strings considered. Since all variants of Kolmogorov complexity are equivalent up to that precision, our results are independent of the variant used.
A.2 Deferred Proofs
Proof. of Theorem 1. Immediately from the definition it follows that r x is a non-increasing function. (2): We have assumed that there is an algorithm that given n finds a center of a ball of radius D max (n) defining X n . The Kolmogorov complexity of its center (model) is thus K(n) + O(1). The inequality (2) follows. (3): By definition of the function r x there is a ball of radius d ′ and complexity r x (d ′ ) containing x. There is an algorithm that, given d, n, d ′ and the center y ′ of the latter ball, finds a cover of it by at most N = α(n)B(n, d ′ )/B(n, d) balls of radius d. Consider the first generated ball among the covering balls that contains x. That ball can be found given d, n, d ′ , y and its index among the covering balls. Hence its complexity is at most
The theorem is proved.
Proof. of Lemma 1.
The lemma implies that the set of all strings of length n can be covered by at most
balls of radius d. We will first prove this corollary, and then use the same method to prove the full lemma. Fix a string x. The probability that x is not covered by a random ball of radius d is equal to 1 − B(n, d)2 −n . Thus the probability that no ball in a random family of N balls of radius
For c ≥ 1, the exponent in the right hand side of the latter inequality is at most −n 4 and the probability that x is not covered is less than e −n 4 . This probability remains exponentially small even after multiplying by 2 n , the number of different x's. Hence, with probability close to 1, N random balls cover all the strings of length n. As an aside, these arguments show that there is a family of n2 n ln 2/B(n, d) balls of radius d covering all the strings of length n.
Let us proceed to the proof of the lemma. Every string is at Hamming distance at most 1 2 from either the string consisting of only zeros or the string consisting of only ones. Thus X n can be covered by two balls of radius Consider a ball B of radius d with a random center z at distance f from y. As in the first argument, it suffices to show that
for all x ∈ S.
Fix any string z at distance f from y. We claim that the ball of radius d with center z covers Ω B(n,d) n 2 strings in S. W.l.o.g. assume that the string y consists of only zeros and z of f n ones and (1 − f )n zeros. Flip a set of ⌊f dn⌋ ones and a set of ⌈(1 − f )dn⌉ zeros in z. The total number of flipped bits is equal to dn, therefore, the resulting string is at distance d from z. The number of ones in the resulting string is f n − ⌊f dn⌋ + ⌈(1 − f )dn⌉ = d ′′ n, 1 therefore it belongs to S. Different choices of flipped bits result in different strings in S. The number of ways to choose flipped bits is equal to f n ⌊f dn⌋
. By Stirling formula the second binomial coefficient is Ω(2 (1−f )nH(d)−log n/2 ) (we use that d < 
Therefore, the number of ways to choose flipped bits is at least
By symmetry reasons the probability that a random ball B covers a fixed string x ∈ S does not depend on x. We have shown that a random ball B covers Ω
strings in S. Hence with probability
a random ball B covers a fixed string in S. The lemma is proved.
Proof. of Corollary 2. The first two equations follow immediately from the definitions.
Let us show the inequality, first for all d, d ′ of the form 2 i where i = 0, 1, . . . , n. The value K(n, d, d ′ ) in the expression for ε in Theorem 1 is of order O(log n). The cardinality of the ball B(n, 2 i ) is 2 i , therefore, the value log log(B(n, d ′ )/B(n, d)) is of order O(log n), too. Hence, ε = O(log n).
For d not of the form 2 i consider the closest number of this form greater than d. Then r x (2 i ) ≤ r x (d) ≤ r x (2 i−1 ) + O(1) and hence the inequality is true for all d.
Proof. of Theorem 2. Let us run the following non-halting algorithm that takes as input n, the sequences d 1 , . . . , d N , e 1 , . . . , e M , and the values of r in these points.
Algorithm: Enumerate all the balls in X n of radiuses e 1 , . . . , e M and complexities less than r(e 1 ) − δ, . . . , r(e M ) − δ, respectively (let δ = log(2M )). Call such balls forbidden, as the object x cannot belong to any such ball. Let G denote X n minus the union of all forbidden balls discovered so far.
Construct, in parallel, balls B 1 , . . . , B N of radiuses d 1 , . . . , d N , respectively, as described further. Call them candidate balls. These are balls ensuring the inequality r x (d i ) ≤ r(d i ) + ε. Every candidate ball is changed time to time so that the following invariant is true: for all i ≤ N the measure of the intersection
1 Formally, we need f to satisfy the equation f n − ⌊f dn⌋ + ⌈(1 − f )dn⌉ = d ′′ n, and not the equation
The existence of a solution of the form i/n in the segment [0, 1] can be proved as follows: for f = 0 its left hand side is equal to dn, which is less than the right hand side. For f = 1 the left hand side is equal to n − dn ≥ n/2, which is greater than or equal to the right hand side. As f is increased by 1/n, the left hand side is increased by at most 1. Hence increasing f from 0 to 1 2 by step 1/n we will find an appropriate solution.
where α = α(n).
First perform the initialization step to find the initial candidate balls. Let for convenience d 0 = D max (n) and let B 0 be the ball of radius d 0 representing X n (that can be found given n). To define B 1 find a cover of B 0 by at most αB(n, d 0 )/B(n, d 1 ) balls of radius d 1 . The measure of one of them is at least the measure of X n , equal to B(n, d 0 ), divided by the number of covering balls. That is, at least one of the covering balls has the measure B(n, d 1 )/α or greater. Let B 1 be equal to any such ball. Similarly, cover B 1 by at most αB(n, d 1 )/B(n, d 2 ) balls of radius d 2 . The measure of at least one of them is B(n, d 1 )/α 2 or greater. And so on. As at the start the set G coincides with X n , the invariant becomes true and the threshold is exceeded 2 −i−1 times.
Enumerating forbidden balls we update G. Once the invariant becomes false, we change some candidate balls to restore the invariant. To this end we use the following procedure.
Let i be the least index for which the invariant has become false. We will prove later that for i = 0 the invariant never becomes false, that is, i > 0. As the invariant is true for i−1, the measure of the intersection of all the balls B 1 , . . . , B i−1 and G is at least B(n, d i−1 )2 −i α −i+1 . As on the initialization step, we can construct balls B i , . . . , B N so that for every j = i, . . . , N the measure of the intersection of all the balls B 1 , . . . , B j and G is at least B(n, d j )2 −i α −j . Note that this value exceeds at least twice the threshold required by the invariant. We will use this in the sequel: after each change of any candidate ball B j the required threshold for j is exceeded at least two times.
The algorithm is described. Although it does not halt, at some (unknown) moment the last forbidden ball is enumerated. After this moment the candidate balls are not changed. Take as x any object in the intersection of G and all these balls. The intersection is not empty, as its measure is positive by the invariant. By construction x avoids all the forbidden balls, thus r x (d) satisfies the required lower bound.
We need to prove that for i = 0 the invariant never becomes false. In other words the measure of G never gets smaller than half of the measure of X n . Indeed, the total measure of all the balls of radius e j and complexity less than r(e j ) − δ does not exceed 2 r(e j )−δ B(n, e j ). As the function r(d) + log B(n, d) is monotonic non-decreasing, this is at most
To finish the proof it remains to show that the complexity of every candidate ball B i (after the stabilization moment) does not exceed r(d i ) + ε. Fix i ≤ N . Consider the description of B i consisting of n, i, the sequences d 1 , . . . , d N , e 1 , . . . , e N , the sequences of values of r in these points and the total number C of changes of B i . The ball B i can be algorithmically found from this description by running the Algorithm. Thus it remains to upperbound log C by r(d i ) + O(N log α). We will prove that the candidate ball B i is changed at most 2 r(d i )+2+i α i times. Distinguish two possible cases when B i is changed: (1) the invariant has become false for an index strictly less than i, (2) the invariant has become false for i and remains true for all smaller indexes. Arguing by induction, the number of changes of the first kind can be upperbounded by 2 r(d i−1 )+1+i α i−1 . To upperbound the number of changes of the second kind divide them again in two categories: (2a) after the last change of B i at least one forbidden ball of radius greater than d i has been enumerated, (2b) after the last change of 
Proof. of Corollary 6. As e j consider the points 2 −j , j = 1, 2, . . . , N 2 . And as d j consider the points 2 −jN , j = 1, 2, . . . , N . Let x be the string existing by Theorem 2. Then the first inequality holds for all d = 2 −i where i ≤ N 2 , and the second one for all d = 2 −i where i ≤ N 2 and i is a multiple of N . For all i ≤ N 2 not divisible by N consider the smallest number j divisible by N greater than i. We have
As the function r(2 −i ) − i is monotonic non-decreasing we have r( 
B Expected Structure Function Equals Distortion-Rate Function
Initially, Shannon [12] introduced rate-distortion as follows: "Practically, we are not interested in exact transmission when we have a continuous source, but only in transmission to within a given tolerance. The question is, can we assign a definite rate to a continuous source when we require only a certain fidelity of recovery, measured in a suitable way." Later, in [13] he applied this idea to lossy data compression of discrete memoryless sources-our topic below. We consider a situation in which sender A wants to communicate the outcomes χ 1 , . . . , χ m of m independent identically distributed random variables in a finite alphabet Γ. Thus the space of data is X = Γ m . Let the set of models be ∆ m and the distortion measure be defined as where d is a non-negative real-valued function on Γ × ∆ called the single-letter distortion measure. Our first example fits into this framework. The distribution of χ i is known to both A and B. The sender A is only allowed to use a finite number, say R bits, to communicate, so that A can only send 2 R different messages. If |X| > 2 R then necessarily some information is lost during the communication: there is no way to reconstruct x from the message. As the next best thing, they may agree on a coding/decoding algorithm such that for all x ∈ X, the receiver obtains as the result of decoding a string y(x) ∈ ∆ m that contains as much useful information about x as is possible. The expected distortion for encoding/decoding defined by y is E[d(x, y(x))] = Lemma 2. For every distortion measure, and all r, n, m, (m+n)d * n+m (r) ≤ nd * n (r)+md * m (r).
Proof. Let y achieve d * n (r) and z achieve d * m (r). Then, yz achieves (nd * n (r)+md * m (r))/(n+m). This is an upper bound on the minimal possible value d * n+m (r) for n+m random variables.
One can show that every sequence {a n } of non-negative real numbers satisfying the condition (m + n)a n+m ≤ na n + ma m has a limit. Let We can now treat the relation between the expected value of d x (r), the expectation taken on the product distribution on Γ m , for arbitrary random sources provided the distribution function takes only rational values. 
Consider the mapping x → y(x) where y(x) ∈ ∆ m is any model of complexity at most mr with minimum d(x, y(x)) (that is equal to d x (mr)). Then the range of y has less than 2 rm+1 points which proves the inequality. Let us prove the following inequality in the other direction:
