The e¤ects of data uncertainty on real-time decision-making can be reduced by predicting data revisions to US GDP growth. We show that survey forecasts e¢ ciently predict the revision implicit in the second estimate of GDP growth, but that forecasting models incorporating monthly economic indicators and daily equity returns provide superior forecasts of the data revision implied by the release of the third estimate. We use forecasting models to measure the impact of surprises in GDP announcements on equity markets, and to analyse the e¤ects of anticipated future revisions on announcement-day returns. We show that the publication of better than expected third-release GDP …gures provides a boost to equity markets, and if future upward revisions are expected, the e¤ects are enhanced during recessions
1 Introduction Orphanides (2001) brought to the attention of economists the di¤erence between taking policy decisions in real-time using the early estimates of real output and in ‡ation that are then available compared to using the …nal-revised data only available a number of years later. Revisions to national accounts data are large enough to cause the policy rate implied by the real-time Taylor rule to di¤er signi…cantly from the rate computed with revised data. Data uncertainty also a¤ects …nancial market participants. The calendar of 'market-moving'indicators published on the Econoday website (www.econoday.com) includes not only the advance estimate of real GDP, published up to one month after the end of the observation quarter, but also the second and the third estimates, released, respectively, two and three months after the end of the observation quarter. Indeed the results of Gilbert, Scotti, Strasser and Vega (2015) on the impact of macroeconomic news on bond and currency markets establish that markets react to surprises (di¤erences between the published values and the market expectation) in the second release of real GDP. Gilbert (2011) also provides evidence that equity markets react not only to surprises in the initial release, but also to expected future revisions, indicating that markets care about the revised values of economic activity measures.
In this paper we consider the extent to which the early monthly data revisions of GDP are predictable. Following current usage, we refer to the Bureau of Economic Analysis (BEA) three GDP estimates released at monthly intervals, following the reference quarter, as the advance, second and third estimates (see, e.g., Fixler, Greenaway-McGrevy and Grimm (2014) ). (The second and third estimates were formerly known as the 'preliminary'and '…nal'estimates) . We begin with the survey forecasts of the second and third estimates, made subsequent to the advance and second estimates, respectively, having been released. Of interest is whether the survey forecasts are able to predict the data revisions contained in the second and third releases, and how the accuracy of these forecasts compares with that of forecasting models which make judicious use of monthly economic indicators and daily …nancial data available at the time the survey forecasts were made. If survey forecasters are not able to predict early data revisions, or if they underperform relative to the model, then the usual practice of proxying market expectations by survey expectations is suspect for the early GDP releases. For example, the event studies literature investigates the response of …nancial markets to new information provided by the release of measures of economic activity (see, e.g., McQueen and Roley (1993) , Andersen, Bollerslev, Diebold and Vega (2003) and Faust, Rogers, Wang and Wright (2007) ), and generally relies upon survey forecasts to calculate what constitutes new information.
Our …ndings suggest there are sources of information -not incorporated in survey expectations -which can be used to predict the third release of US GDP. We provide an assessment of the e¤ects of surprises in the second and third releases of GDP on daily equity returns, allowing that market expectations may not be accurately measured by survey expectations. Equity markets are found to respond to unanticipated news about GDP estimates, and the magnitude of the response to the third release is increased when model forecasts are used to calculate surprises, consistent with the model forecasts better proxying market expectations. We also …nd that during recessions investors respond to the information the GDP release carries about future data revisions, consistent with Gilbert (2011) . We extend the analysis to consider the e¤ects of expected and surprise revisions between the new release and the true value. We …nd that, during recessions, upward revisions in the third release GDP …gures boost equity markets arising both from expected and surprise revisions.
The predictability of revisions depends on the nature of the revisions to already published data.
Uncertainty about the current state of the economy will decrease with the publication of revised estimates which incorporate new information, and which may also reduce the measurement noise component of the earlier estimates. Following Mankiw and Shapiro (1986) , economists classify data revisions as news when they add new information, and noise when they reduce measurement error. If data revisions are noise, they can be predicted based on the current estimate. Mankiw and Shapiro (1986) and Faust, Rogers and Wright (2005) provide empirical evidence that data revisions to US real GDP are largely news, while Aruoba (2008) and Corradi, Fernandez and Swanson (2009) found some limited predictability of data revisions, in particular of initial revisions. Clements and Galvão (2012) exploit multiple-vintage models to show that real-time estimates of output and in ‡ation gaps can be improved by using predictions of data revisions following the encouraging results of Garratt, Lee, Mise and Shields (2008) . Predictable data revisions suggest that we are able to reduce current data uncertainty in real time.
Much of the literature has used the quarterly vintages recorded in the Real Time Data Set for Macroeconomists (RTDSM: see Croushore and Stark (2001) ), where the …rst estimate is the advance estimate (as used here) but the estimate available in the following quarter corresponds to the third estimate. Consequently, the predictability of the monthly revisions to the advance estimate (i.e., of the second estimate relative to the third, and of the third relative to the second) has not been addressed. Note that given the earlier estimate is in the information set, then forecasting the new estimate, or the revision between the two estimates, is obviously equivalent, and we can refer to the predictability of revisions or estimates.
The nature of the process by which the national accounts data are revised suggests that the initial monthly revisions may be predictable even if the revisions are 'news'in the sense that they are unpredictable based on information at the time the …rst estimate (or an earlier estimate more generally) was made. As described by Landefeld, Seskin and Fraumeni (2008) , 25% of the GDP components at the time of the release of the …rst estimate are trend-based data obtained from extrapolations supported by related indicator series. The proportion of trend-based data in the second and third estimates is 23% and 13% respectively. As a consequence, it might be possible to exploit the economic indicator data published prior to the release of the GDP …gure to predict that …gure.
We evaluate di¤erent methods of forecasting the BEA's early releases of GDP data: survey data, forecasting models with economic indicators, and models with …nancial indicators. The quality of survey forecasts of new observations has been extensively evaluated (see, e.g., Ang, Bekaert and Wei (2007) for a recent appraisal), but we are not aware of any explicit assessments of survey forecasts of the revisions to initial releases, that is, of the second and third estimates. Evans (2005) compares model-based real-time measures of output growth with the MMS (International Money Market Services) survey median forecasts of the three initial releases of GDP growth. However, the comparison was made to evaluate the models, with the MMS forecasts taken as the target values.
The plan of the rest of the paper is as follows. In section 2 we describe the survey data, and the accuracy of the median forecasts of the second and third estimates of output growth. Section 3 evaluates the forecast accuracy of forecasting models exploiting information sets comprising monthly economic indicators and daily …nancial data. Section 4 analyses the impact of the mis-measurement of market expectations on estimates of the e¤ects of data release announcements on equity returns.
It also analyses whether announcement-day returns are a¤ected by future expected revisions to the GDP …gures induced by the announced value. Section 5 o¤ers some concluding remarks.
Using Surveys to Predict Revised Estimates
When predicting the second and the third GDP releases in real time, we are able to use an earlier release. The advance estimate (published on average 30 days after the end of the quarter, and denoted y t+1=3 t ) can be used to predict the second release (published on average 60 days after the end of the observational quarter, denoted y t+2=3 t ), and the second estimate can be used to predict the third estimates (published on average 30 days later than the second estimate, and denoted y t+1 t ).
Here and throughout we use the convention that the superscripts are the release dates (in months, as fractions of quarters), and the subscripts are the dates the observations refer to (in quarters).
A no-change forecast suggests that the revision is not predictable. The no-change forecast of the second estimate is:ŷ . The accuracy of no-change forecasts serve as a benchmark for the forecasting models in section 3, and also for the survey forecasts in the remainder of this section. Note that if we are able to predict GDP second and third estimates more accurately than the benchmark, we are e¤ectively reducing the data uncertainty surrounding real-time policy and economic decision-making.
Before the announcement of 'market moving'economic data, business websites such as Bloomberg 6 (www.bloomberg.com) and Econoday (www.econoday.com) provide the 'consensus forecast'of the pre-announcement value of output growth. The consensus forecasts are the medians of the forecasts made on the Friday before the announcement. These determine the forecast horizon we consider. Aggarwal, Mohanty and Song (1995) and Hess and Orbe (2011) have evaluated survey forecasts of the releases computed by the MMS (International Money Market Services). Our preliminary results suggest the choice of survey provider matters little -the accuracy of the forecasts for overlapping periods is generally similar. (We compare MMS, Bloomberg, Econoday and Action Economics).
We use the survey median provided in the Econoday report for the advance, second and third estimates of US GDP growth (notwithstanding the pre-eminence of Bloomberg with practitioners).
This covers 2001:M1 to 2013:M12, and so includes both the 2001 and the 2008-9 recessions, and the post Financial Crisis recovery period. Figure 1 presents the forecast errors from predicting the second and the third release of US GDP growth. For the survey forecasts, the forecast errors are the released estimates minus the forecasts of these quantities. The same is true for the no-change forecasts, but in this case the forecast errors are also the revisions to the estimates: for the second estimate, for example, the no-change forecast is equal to the advance estimate. In the …gure, the dates refer to the release dates, for example, 2005M2 refers to the second estimate of GDP growth for 2004Q4. No-change forecast errors for the second release are in the range is 2:5 to 1:5%, but are smaller for the third release, with a range of 0:6 and 0:6%. Hence the revisions between the advance and second estimates are reasonably large, given that the average GDP growth rate is 3% (computed with latest-available vintage data for the period , while the revisions between the second and third estimates are markedly smaller. The improvements o¤ered by the professional forecasters for the second release are evident from the …gure, and re ‡ect the accumulation of information over the month or so since the earlier estimate. But equally clear is that their forecast errors for the third release are similar to those of the no-change forecasts. It may of course be the case that forecasters put less e¤ort into forecasting the typically small revisions between the second and third estimates, compared to the revisions between the advance and second estimates.
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We use the root mean squared forecast error (RMSFE) to measure forecast performance. Table   1 records the RMSFEs of no-change forecasts as benchmarks against which the survey forecasts can be assessed. For completeness, we also report the accuracy of forecasts of the …rst release, using last quarter's …nal estimate as the benchmark:ŷ t+1=3 t = y t t 1 . Table 1 includes a test of the null of equal forecast accuracy. The alternative hypothesis is that the no-change benchmark is less accurate than the survey median (i.e., a one-sided test). This is the t-statistic of Diebold and Mariano (1995) . Rejections at 1, 5 and 10% signi…cance levels are indicated by , and , respectively.
As expected, the survey forecasts are much more accurate for the advance estimate. But the results also indicate sizeable improvements in accuracy for the second release of GDP growth. The RMSFE is a half of that for the no-change benchmark. By contrast, the third estimate is not predicted any more accurately by the survey forecasters than if we were to assume no revision to the second estimate, consistent with the visual impression provided by Figure 1 .
We investigate possible dependence of the results on the business cycle phase (see, e.g., Swanson and van Dijk (2006) ) by evaluating forecasts separately for observations that fall in expansions and contractions. The split is based on the observation date as determined by the NBER business cycle chronology. The results in Table 1 indicate that the survey forecasts of the third release are equivalent to the no-change forecasts independently of the business cycle phase. In contrast, the survey forecasts of the second release record a larger reduction in RMSFE relative to the no change during contractions. Second release estimates are also more variable during contractions (compare the no-change RMSFEs for second estimates across phases). In short, the …rst revision (i.e., the second release) is both larger and relatively more predictable using survey forecasts during contractions.
3 Using Forecasting Models to Predict Revised Estimates
The results in the previous section show that survey forecasts are signi…cantly more accurate than no-change forecasts for the second release of GDP growth but not for the third release. In this section we consider whether forecasting models that use monthly economic indicators and daily …nancial indicators are more accurate than no-change forecasts for the second and third estimates of US GDP. All the data we use was available to the professional forecasters at the time they revealed their forecasts to the survey.
We use monthly vintages of US real GDP from 1966:M2 up to 2014:M1 from the Real-Time Dataset for Macroeconomists (RTDSM) of the Philadelphia Fed (see Croushore and Stark (2001)) to estimate the forecasting models. The RTDSM contains the data available at the middle of each month. Because early releases are normally published at the end of the month, we reschedule the real-time data set such that the …rst, second and third monthly vintages within a quarter contain the releases of, respectively, the advance, the second and the third estimates.
We assess which information is useful to predict early revisions (namely, the second and third Against this, out-of-sample evaluations require longer spans of historical data because separate in-sample estimation and out-of-sample forecast periods need to be de…ned, but nevertheless we choose to conduct an out-of-sample evaluation. We evaluate forecasts from autoregressive models in section 3.1, from models with monthly economic indicators in section 3.2, and from models with daily …nancial data in section 3.3. is more accurate than the random walk allowing that the model needs to be estimated, and unlike CW, will only reject the null when the mean squared forecast error of the model's forecasts is smaller than that of the random walk. Thus the DM approach seems preferable for our purposes.
Information from Past Vintages
We start by considering forecasting models with an information set restricted to past data in the US real GDP real-time dataset. If past data vintages of output growth help predict the second and third estimates in comparison with the no-change forecast benchmark, then revisions at least in part embody a reduction in noise or measurement error.
The …rst panel of Table 2 summarizes the …ve forecasting models. The …rst model assumes that data revisions are serially uncorrelated, possibly with a non-zero mean. The second model adds an autoregressive term related to the 'spillover e¤ect': see e.g., Jacobs and van Norden (2011).
The third model allows revisions to depend on the value of the earlier release. Similar regressions are commonly used to test whether revisions are news. If 0 = 1 = 0 then data revisions are unpredictable (news) as de…ned by Mankiw and Shapiro (1986) . Note that by comparing the outof-sample forecasting performance of these models with the no-change forecast, we are assessing the out-of-sample predictability of data revisions. If the DM test rejects the null, we conclude that revisions are not pure news. Clements and Galvão (2013) have shown that models of multiple data vintages are able to predict quarterly data revisions to output growth and in ‡ation by exploiting information on past revisions, and in particular, the annual revisions which take place in the third quarter of each
year. The fourth model in the …rst panel of Table 2 is a 'vintage-based'model: a simpli…ed singleequation version of their model (see also Koenig, Dolmas and Piger (2003) , and Croushore (2011a) for a recent survey of forecasting with data vintages). We experiment with q = 5; 14, where q is the number of lags. Swanson and van Dijk (2006) report that the biases of the revisions to industrial production depend on the state of the business cycle. To capture possible business cycle asymmetric e¤ects, we consider a threshold speci…cation that allows the response of the revision to the earlier release to depend on the sign and size of the earlier release: this is the …fth model in Table 2 , a 'threshold model'. Note that in the speci…cation of this model I() is an indicator function (so I (x) = 1 when
x is true, and I (x) = 0 otherwise) and c is the value of the threshold. The threshold is jointly estimated with the slope parameters by conditional least squares. The estimation employs a grid search for the threshold value c based on the restriction that each regime must have at least 15% of the observations (see, e.g., Hansen (2000)). Table 3 presents the ratios of the RMSFEs of each of the 5 models to that of the no-change benchmark. By and large, there is little indication that any of these 'own-information'past vintage models improves on the no-change benchmark, and in particular, there is no evidence to support the use of a threshold speci…cation. Broadly, these …ndings are in agreement with the literature suggesting there is limited predictability of earlier revisions to US GDP growth (as, for example, Mankiw and Shapiro (1986) and Faust et al. (2005) ).
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Information from Monthly Economic Indicators
As discussed, early monthly estimates of real GDP are based on extrapolations, and subsequent releases incorporate new information as it becomes available (see e.g., Landefeld et al. (2008) ).
Forecasters might be able to predict upcoming data releases by using the new information published since the previous release (either the advance estimate, or the second) but before the target release (respectively, the second, or the third) is announced. We consider monthly economic indicators which are sometimes categorized as 'market moving' (see, e.g., Econoday, www.econoday.com)
re ‡ecting their perceived importance as indicators of the state of the economy. The variables included in this study are listed in Table 4 , along with the data sources, and their timeliness (or delay), which we discuss below. Their importance derives from their correlations with GDP and its components, and their early availability. Our choice of variable is also determined by the availability of a real-time set with monthly vintages over a long period.
Our monthly indicators include industrial production and employment. Market participants in general perceive the announcements of these variables as carrying information on subsequent GDP growth announcements. The nonfarm payroll announcement in particular receives much media attention. Retail sales is justi…ed as an indicator of current consumption, and the production manufacturing index (NAPM) and durable good orders measure current aggregate production. An alternative measure of consumer spending is provided by the University of Michigan Consumer Sentiment Index, which is generally regarded as a leading indicator, as opposed to a coincident indicator. We also include two housing activity measures, housing starts and new home sales, as well as the CPI as a measure of in ‡ation (the GDP de ‡ator is released at the same time as GDP, and so cannot be used as a predictor). Finally, we consider the monthly trade balance computed from the Balance of Payment accounts. An additional motivation to include this variable is that exports and imports are GDP components subject to mean absolute revisions (between the initial monthly estimates and the latest-available estimates) which are three or four times larger than for personal consumption expenditures, even though their proportion of real GDP they account for is small (see, e.g., Fixler et al. (2014, Table 1, p.5) ).
The majority of the variables in Table 4 are subject to revision. This means that for such variables we typically have (i ) data published after the announcement of the current GDP estimate,
including new observations and revisions to the past data; and (ii ) values and observations already available before the announcement of the current GDP estimate ('past' information). We can organize the new information into: 'new revision', 'new observation' and 'updated observation'.
By comparing the relative forecasting accuracy of models which exploit new, updated and past information, we can assess the e¢ ciency of early GDP releases for later releases, and discover which information helps predict subsequent GDP releases.
To illustrate the use of the di¤erent types of information, consider the …ve indicators (which include industrial production and employment) which are published with a delay shorter than 21 days from the end of the observational month. Assume that X t refers to the observation in the last month of quarter t, while X t 2=3 is the observation in the …rst month of quarter t. We employ quarterly di¤erences of the monthly variables, that is, (2011b)). Note that in contrast with much of the literature, the use of a short forecast horizon of up to one-week-ahead allows for the possibility that a given release may be news, in the sense of being unpredictable based on data at the time of the earlier release, but may still be predictable from more recent information:
the new revisions, observations, or updated information. By exploiting economic releases between the current and target GDP release, we consider whether the target release is predictable up to one-week in advance.
For the two survey-based variables in Table 4 that are not subject to revisions and are published with short delays (NAPM and consumer con…dence), we apply the New Observation model with
x t+v 1=3 to exploit new information, and the Previous Release model with x t+v 2=3 to consider past information.
The results for using monthly economic indicators as predictor variables are given in Table 5 .
We consider all the variables taken together (…rst two panels of Table 5 ), as well as the predictive power of the indicators one-by-one (third and fourth panels). Given the poor performance of models with autoregressive components (see Table 3 ) we omit such terms, while non-zero mean revisions are accommodated by the inclusion of intercepts in the regressions. We record RMSFE ratios of the models using each type of information against the benchmark. (The second panel of Table 2 summarizes the models we estimate.) The …rst panel of Table 5 
Information from Daily Financial Variables
Our third information set consists of daily …nancial variables. That …nancial variables may have predictive content for growth data revisions is suggested by Andreou, Ghysels and Kourtellos (2013), who show daily …nancial indicators help to nowcast revised values of GDP growth. They …nd short-term interest rates, bond spreads and stock returns are among the indicators with the best forecasting accuracy for output growth one-quarter-ahead. Secondly, Gilbert (2011) argues that on days that advance estimate announcements are made, equity returns respond to incorporate information on expected future data revisions to measures of economic activity such as nonfarm payroll employment and output growth. This implies that equity returns (observed during the …rst month of the current quarter, t + 1=3) might help predict the second and third estimates released in t + 2=3 and t + 1.
We use Mixed Data Sampling (MIDAS) regressions to exploit the information in daily …nancial variables for predicting the quarterly data releases (see for example the review article by Andreou, Ghysels and Kourtellos (2011) on MIDAS). The MIDAS regression is described in the third panel of Table 2 . The lag operator is applied to daily data, and we assume that there are m = 60
daily observations per quarter. The number of daily lags is set to K. The weighting function w j ( ; K) is a beta function with two parameters in the vector . The aggregation weights w j ( ; m) sum up to 1 to guarantee the identi…cation of the slope parameter 1 . Galvão (2013) shows that beta functions work better than an exponential function when m is large. The parameters of the weighting function are jointly estimated with the slope and intercept parameters by nonlinear least squares. When using information up to t, the lead parameter l is set to v, and K = 60, that is, we use all the daily data from the observation quarter t. When using information up to t + 1=3; l = 1=3 for v = 2=3, and l = 2=3 for v = 1, while in both cases K = 20, so only data from the month of the …rst GDP announcement is considered.
Instead of estimating the function to aggregate high frequency data, we can also assume ‡at aggregation (equal weighting) and set w j ( ; K) = 1=K for all the daily lags, giving the 'Linear' model of Table 2 . Galvão (2013) suggests that regime changes in the slope parameters may also a¤ect the accuracy of output growth forecasts. The slope coe¢ cients in models which use …nancial variables to predict output growth may shift because of market regimes (bull/bear) and monetary policy regimes (loose/tight). Therefore, we also employ the Smooth Transition MIDAS (STMIDAS) regression as a forecasting model to extract information from daily …nancial variables. The MIDAS model is modi…ed such that the slope parameters are weighted by a logistic function. The values of the logistic function (between 0 and 1) at each point in time depend on the di¤erence between the aggregated high frequency data and a threshold c. The smoothness of the function depends on the parameter . The STMIDAS regression is described in the last row of Table 2 . Note that the parameters of the aggregation function w j ( ; m) of the transition function may di¤er from the parameters of the aggregation function of the indicator as a predictor (w j ( ; m)).
We need a long historical sample on each …nancial variable to estimate these models for out-ofsample forecasting. This restricts us to the 5 …nancial variables described in Table 6 , with data from the early 60's for all the variables other than the Baa spread. The empirical results of Andreou et al.
(2013) suggest the use of stock returns (both SP500 and DJIA) and the short-rate as predictors of economic activity variables. Gilbert (2011) uses the SP500 to capture the market reaction to the release of the advance estimate of GDP growth. As well as these variables, we include a measure of the interest rate spread (computed as the di¤erence between the 10-year Treasury bond and a 3-month Treasury bill), as suggested by Galvão (2013) . We also include the short rate as well,
allowing the model to capture the level and slope of the yield curve (as suggested by the …ndings of Wright (2006)). Finally, we include the Baa spread, de…ned as Moody's BAA yield minus the 10-year Treasury Rate. This is motivated by the evidence in Gilchrist and Zakrajsek (2012) on the predictive power of corporate bond spreads for economic activity.
We experimented with multiple variable models, as indicated by the notation in Table 2 . We included all …nancial variables together, as well as a variant that included just the level and slope of the yield curve, and …nally a model including just the two equity variables: see the …rst two panels of Table 7 . Results are given only for the MIDAS and Linear models, as STMIDAS models did not fare well given the proliferation of parameters when there is more than one variable. Results for STMIDAS for single …nancial predictors (and for the MIDAS and Linear models) are given in the third and fourth panels of Table 7 . Table 7 presents the RMSFE ratios with respect to the benchmark. It also compares the accuracy of models using daily data through quarter t (K = 60), with models with daily data for the …rst month of the quarter (i.e., the month of the …rst announcement, t + 1=3, K = 20), and with models using daily data up to the day before the second or the third release announcements.
This last comparison is restricted to observations from 1975 onwards, for which we have the precise dates of the GDP (or GNP) releases. It is run for K = 60 and the results are presented in the last columns of It is possible that the predictive content of equity returns stems solely from their embodying news on the economic indicators released during the month. To see whether this is the case, in Table   8 we consider the incremental e¤ect in terms of forecast accuracy of adding the equity variables to the best forecasting models using monthly economic indicators. From Table 5 , we found the Updated Observations model provided the best forecasts of the second estimate, and the Previous Release model the best forecasts of the third GDP estimate. We report the RMSFEs for these models in Table 8 , and then the e¤ect of including daily returns in these models via a MIDAS regression with a beta weighting function, and with all the parameters being estimated jointly by nonlinear least squares. Statistically signi…cant reductions of RMSFE from the inclusion of daily …nancial variables are detected for predicting the third release of GDP growth during both business cycle phases, and for predicting the second release during recessions. The results in Table 8 indicate that equity returns contain additional information to that in the economic variables.
Data Revisions and Equity Markets
The literature has identi…ed two main problems with estimating the e¤ects of macroeconomic surprises on equity returns. First, Rigobon and Sack (2008) argue that if survey forecasts are a noisy proxy for market expectations, the estimates of the impact of macroeconomic surprises on asset returns will be attenuated. Second, 'good news may be bad news for stock returns'. An unexpected increase in growth may presage a tightening of monetary policy to allay fears of a build up of in ‡ationary pressure. In general, this is solved by considering the impact of surprises during expansions and contractions separately (see, e.g., McQueen and Roley (1993) ). Good news may have negative e¤ects on stock markets during expansions and positive e¤ects during contractions.
In this section we address both of these issues. We look at the e¤ect of surprises emanating from the second and third GDP releases on daily equity returns, allowing di¤erential impacts across business cycle phases by running separate regressions for recessions and expansions. For market expectations we use both the Econoday survey median (following Andersen et al. (2003) ) and a model-based measure motivated by our earlier results. We also assess the evidence for the …nding of Gilbert (2011) that investors respond to the information the GDP release carries about the true value of GDP. As well as the replication of the Gilbert (2011) 
The Impact of Announcement Surprises
Our empirical results suggest that the model forecasts are superior to the survey forecasts for the third release, although the survey forecasts perform better for the second release. However, a combination of model and survey forecasts might perform even better, and potentially provide a superior measure of market expectations. We calculate regression-based forecast encompassing tests (see e.g., Clements and Harvey (2009) for a recent review) to investigate the potential for combination, but …nd that survey forecasts encompass model forecasts for the second release, in both business cycle phases, and that the model forecasts encompass the survey forecasts for the third release. This supports the use of the model forecasts as a proxy for market expectations for the third release to lessen the impact of error in the expectations measure. We report results using both survey and model forecasts for the two releases. The model forecasts are generated from a MIDAS regression which use the 'best' model with monthly economic variables for the release in question, combined with daily stock returns (SP500) for the month of the initial release of GDP (see section 3.3 and Table 8 ).
We estimate the e¤ects of surprises in GDP release announcements on daily stock returns (measured by the SP500 and the DJIA) on the day of the announcement. Preliminary results suggest that the size of the e¤ect is similar for both measures. Given the relatively small sample for this event study (52 quarterly observations), we estimate the two equations by pooled ordinary least squares to obtain a more accurate estimate of the e¤ects of surprises.
Announcement surprises are standardized and measured as: ; whereŷ t+v t;k is the forecast using method k (either a model or professional forecasters consensus) of the second release (if v = 2=3) or of the third release (if v = 1). Let ret t+v;i denote the return to stock index i on the day of the announcement of a revised GDP …gure. Then we evaluate the impact of data revision surprises by estimating:
where i 2 fSP500, DJIAg and t runs over the 52 events. Table 9 reports the estimates of the slope coe¢ cients ( 1 ) in equation (1), and the R 2 statistics.
The results employing the survey forecasts as market expectations (in the top panel) con…rm previous results in the literature (e.g., Gilbert (2011) ) that third-release surprises have no impact on stock returns. Second-release surprises are shown to have an impact on stock returns, but only during recessions. The positive sign of the coe¢ cient implies that 'good news'has a positive impact on the stock market during recessions. These results could be interpreted as suggesting that equity markets pay more attention to data revision releases during recessions, when their relative size and predictability is larger (see section 2).
The use of the model-based measure of market expectations increases the magnitude of the estimated response of returns to second-release surprises (see the second panel of Table 9 ). The size of the response to third-release surprises triples, for all observations (i.e., when we do not di¤erentiate by business cycle phase). Although the coe¢ cient is not signi…cant at conventional levels, this may simply re ‡ect the small sample size. The increased estimated response is consistent with the greater accuracy of the model forecasts for the third release, and with these forecasts providing better proxies of market expectations. Gilbert (2011) argues that investors 'respond to the information conveyed by the initial release about the correct value and not only its preliminary estimate'. Gilbert (2011) de…nes the 'total' surprise as the di¤erence between the …nal value (y t+1 t ) and the forecast of the announcement (ŷ t+v t;k ), which can be written (in our notation) as:
The Impact of Future Revisions
(2) that is, as the (non-standardized) revision R t+1 t plus the (non-standardized) 'announcement surprise'S t+v t;k (which we will continue to refer to as the surprise). By including a standardized version of R t+1 t in the regressions of section 4.1 (e.g., e R t+1 t = R t+1 t =std R t+1 t ) we are able to gauge the response of announcement-day returns to future revisions, as well as to announcement surprises (S t+v t;k ). The …rst of these terms allows returns to respond to the true value.
In the …rst panel of Table 10 , we replicate Gilbert's regression using our panel dataset, and report results for announcement surprises calculated using survey-consensus forecasts, and including in the regression the actual revisions, R t+1 t . We approximate y t+1 t using data from the 2013M12 vintage, and consequently shorten our sample of data releases. We remove the last two years so that the 2013M12 vintage can be used to provide a reasonable measure of future revisions, R t+1 t .
Our results for second-release announcements match Gilbert (2011, Table 8 and 9, p.128) .
Future revisions have a signi…cant negative e¤ect on stock returns during recessions, but no (sig-ni…cant) e¤ect during expansions. However, our results for third-release announcements di¤er.
Gilbert …nds a signi…cant negative e¤ect of third-release revisions on returns during recessions, and a positive e¤ect in expansions, whereas we only …nd a signi…cant e¤ect in contractions, and the e¤ect is positive.
If we instead measure announcement surprises S t+v t;k using model-based forecasts (see the second panel of Table 10 ), we now …nd evidence of a signi…cant response of equity markets to surprises in third-release announcements. This is consistent with the superior accuracy of the model forecasts (relative to the survey forecasts), as discussed in section 4.1, which provide more accurate estimates of the surprises experienced by the market. Future revisions to third releases continue to have a signi…cant e¤ect, as when survey forecasts are used to de…ne surprises, but future revisions to second-releases no longer have an impact.
These results imply that, controlling for announcement day surprises, upward revisions in thirdrelease GDP …gures boost equity markets during recessions. To further investigate this issue, we decompose the revisions term R t+1 t in (2) into the expected revision, ER, and the surprise revision, SR. That is,
An issue with the use of R t+1 t to measure future revisions is that the true value y t+1 t will not be realized until many years later, and will include benchmark revisions and changes in the methodology of data collection and compilation, which will be unforeseen at period t. One might suppose 22 that the announcement-day return would only respond to the predictable revision, E t+v R t+1 t , i.e., how far the current release is from the predicted true GDP value. We consider regressions which include the announcement day surprises S t+v t;k (as in section 4), as well as both E t+v R t+1 t and SR t+1 t , as a way of determining whether the expected revision or the actual future revision drives announcement-day returns. In population, at least, if the coe¢ cient on the surprise revision is not signi…cantly from zero, the results would favour the expected revision. In practice of course we have a relatively small sample of data for teasing out the importance of these di¤erent factors.
We require that our estimate of E t+v y t+1 t -the forecast of the true value -accurately re ‡ects the unknown market expectations of the true values. These expectations are generated by vintage-based vector autoregressive models of real GDP growth (as in Clements and Galvão (2013) ) assuming that the true value y t+1 t is well approximated by the value in the quarterly vintage released 14 quarters after the observational quarter. The model is estimated on quarterly vintages of data up to an including the t + v vintage, and exploits the predictive content of past vintages for future vintages. The results in Table 3 suggest that a simpli…ed version of this approach was the only autoregressive speci…cation able to improve upon the no-change forecast, at least during recessions.
The third panel of Table 10 records the results of regressing returns on (standardized versions of) S t+v t;k , E t+v R t+1 t and SR t+1 t . We …nd that neither expected or surprise future revisions have signi…cant e¤ects on stock returns for second releases.
The evidence that future revisions a¤ect equity markets on the day of the third GDP release is con…rmed. The …nding that the expected and surprise future revisions are of the same sign and a similar magnitude indicates that third-release announcement-day returns respond to the actual future revision (as opposed to the expected future revision). This could be explained by markets knowing more about upcoming third releases than is indicated by our model forecasts. That is, part of the 'surprise'future revision, given our forecasts, may in fact be included in market participants' forecasts of future revisions.
In general, the publication of better than expected early GDP …gures provides a boost to equity markets during contractionary periods. And if the market expects future upward revisions 23 (especially to the third release …gures), the e¤ects are enhanced. By and large, the use of modelbased expectations provides more evidence that equity markets react to data revisions than when survey forecasts are used to measure market expectation, principally for third releases. In our analysis, the models are used to measure market expectations of the upcoming announcement and of future revisions to the announced value.
Conclusions
Data revisions clearly contribute to the uncertainty about the current state of the economy, and about the current conditions of macroeconomic fundamentals, which in turn may a¤ect economic
activity. An early contribution was Oh and Waldman (1990) , who considered the macroeconomic e¤ects of 'false' announcements (see also Oh and Waldman (2005) ), and argued that an upbeat estimate of the current state of the economy which was subsequently revised down would lead to stronger output growth than would otherwise have transpired (with the reverse being true of an ex post pessimistic assessment). Rodriguez-Mora and Schulstad (2007) …nd that …rst announcements of GDP growth are a more important determinant of subsequent actual GDP growth than the true value of GDP growth in the earlier period (see also Clements and Galvão (2010) ). The importance of expectational errors for business cycle ‡uctuations has a long history, as indicated in the cited papers. A recent strand of the literature has considered the role of 'noise shocks' in generating aggregate ‡uctuations (Lorenzoni (2009) Our empirical investigation focuses on determining the predictability of early data revisions to US output growth at short horizons, namely, the predictability of the revisions revealed by the release of the second and the third estimates of US GDP at horizons as short as one week. The horizon is determined by the nature of the survey forecasts for these releases, and we line up the data underlying the model-based forecasts to ensure our exercises are feasible in real time. We …nd that the survey forecasts of the second GDP release are far more accurate than the model-based forecasts, but that the survey forecasts of the third GDP do not draw on sources of information which could be tapped, and which might inform market expectations.
Our …ndings suggest that an economic agent seeking to reduce data uncertainty when taking decisions in real time ought to use survey forecasts for the upcoming second release, but would do better to forecast the third release with a model which combines information on economic indicators and equity returns from the month of the …rst release. A novel …nding is that data revisions are forecastable at short horizons even when they add new information relative to an earlier release.
Studies of the impact of macro news on …nancial variables rely on market expectations being well approximated by the median forecast of a survey of professional forecasters (Rigobon and Sack (2008) ). The use of the survey median as a proxy for the market expectation of the third release value of GDP is problematic if, as seems likely, market participants exploit all relevant information.
We use models to measure market expectations of the upcoming announcement, and to generate expectations of future revisions (that is, between the announced value and the …nal or true value).
We show that the publication of better than expected third-release GDP …gures provides a boost to equity markets, and that if the market expects future upward revisions the e¤ects, during contractions, are enhanced. This is a novel …nding: equity markets respond to unanticipated news about the third GDP estimate, and not just to the advance and second estimates. 2001m3  2001m9  2002m3  2002m9  2003m3  2003m9  2004m3  2004m9  2005m3  2005m9  2006m3  2006m9  2007m3  2007m9  2008m3  2008m9  2009m3  2009m9  2010m3  2010m9  2011m3  2011m9  2012m3  2012m9  2013m3  2013m9 Professional Forecasters No-change Forecast Notes: The models are collected here for ease of reference. They are described in detail in the main text. The tests for equal forecast accuracy between the model and the no-change benchmark were computed using the Diebold and Mariano (1995) t-statistic (using heteroscedasticity-consistent standard errors). The asterisks describe the level of significance at which the null hypothesis would be rejected (***1%, **5%, *10%). Vintages from 1966:M1 are used in model estimation. The models are re-estimated at each forecast origin with increasing windows of data during the out-of-sample period (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) . 
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-3 --1 days Notes: The NAPM time series is revised seldom and irregularly (less than once a year) to accommodate small changes in seasonal filters. Because we are mainly interested in revisions published within two months of the first announcement, we treat this variable as "not subject to revision". Note: See notes to Table 9 . AS(Consensus) is the announcement surprise, calculated using the consensus forecasts. AS(MIDAS) is the announcement surprise, calculated using MIDAS forecasts (using daily data up to the month of the first-release, and economic variables as in Table 8 ). The calculation of Expected Revision and Surprise Revision is fully explained in the main text, section 4. Sample period: 2001M1-2011M12 (total of 44 observations for each cross-section).
