We test implications of economic geography by exploring spatial interactions among U.S. cities. We use a data set consisting of 1900-1990 metro area populations, and spatial measures including distance from the nearest larger city in a higher-tier, adjacency, and location within U.S. regions. We also date cities from their time of settlement. We find that among cities which enter the system, larger cities are more likely to locate near other cities. Moreover, older cities are more likely to have neighbors. Distance from the nearest higher-tier city is not always a significant determinant of size and growth. We find no evidence of persistent nonlinear effects on urban growth of either size or distance, although distance is important for city size for some years.
Introduction
Why do cities locate where they do? What does location, growth and the age of a city tell us about its economic relationship to other cities in a system? To answer such questions, spatial economics has recently returned to the mid-twentieth century works of geographers such as Christaller (1933) and Pred (1966) , and furthered their basic ideas with the tools of modern economics, including models of imperfect competition under increasing returns. This paper constructs an empirical platform within which one may examine broad predictions of the economic geography of urban systems. We do so by focusing on the United States' system of cities from 1900 to 1990. Dobkins and Ioannides (2000a) explores a data set for U.S. cities spanning the century, looking at patterns of city growth and the distribution of city sizes as new cities enter the distribution, which is important for the United States. We augment those data by means of additional geographical and other information to examine spatial aspects of the U.S. system. We consider the presence of neighboring cities, regional influence, distance between cities, and the time since first settlement, "age," of cities in the system.
There are three distinct but intertwined explanations for the location and sizes of cities within an urban system: Christaller's central place theory, Pred's agglomerative forces, and initial advantage. These explanations invoke a variety of theoretical devices, from the mercantilist theory of geographers to recent research in "new economic geography", which rests on monopolistic competition models with increasing returns. Central-place theory describes the relationship of cities of different sizes, but says nothing about their location. We combine these three strands in order to illuminate the relationship between central place theory, location and age. We make novel use of a distance variable related to functional urban tiers and of a variable denoting the presence of neighbors as measures of spatial proximity, and of an age variable as a proxy for initial advantage, to examine these three explanations.
The U.S. system is characterized by the entry of new cities, which we define as new settlements which appear anew or grow above a minimum size of 50,000 to qualify for admission to our data.
Some new cities cluster near existing ones, thus becoming neighbors of older cities. We look at the growth of existing cities and the location of new cities as a function of proximity to other cities and relate these results to Herbert Simon's theory of random urban growth [ Simon (1955) ; Krugman produced, and a hinterland which produces agricultural goods. In keeping with Pred's delineation, we might say that a central place exists because of agglomeration benefits. However, Christaller's central place system does not evolve. Fujita and Mori's system allows for an expanding population, which means that the hinterland's population starts to look attractive to entrepreneurs who see market opportunities, and a new city is born. The economy's population reaches a critical value at which the monocentric equilibrium becomes unstable; then a catastrophic bifurcation occurs and a duocentric system emerges. Fujita and Mori conclude that new cities are created as the population increases, and that the pattern of these new cities approaches a regular, central-place type system.
And how does Pred's initial advantage fit into this story? Krugman (1991) and Arthur (1994) describe evolutionary patterns in which history matters. Fujita and Mori (1996) emphasize the importance of port cities, thus putting a comparative advantage argument in an evolutionary setting. In their analysis, cities may have been important because of water access, or any other initial advantage in the past. However, those cities almost always remain important because of the "lock-in effect" generated by the kind of circular causation discussed above.
Another look at the relationship between central place theory and the evolution of the system is laid out by John Marshall (1989) . Noting that Christaller's central place system is a static theory, indeed better suited to the geography of Europe, Marshall recommends Vance's (1970) mercantile theory to explain the urban systems of North America. In the mercantile model, the urban system evolves from "points of attachment" on the coast inland, along trade routes, to the "depots" needed by the wholesalers. According to Marshall, this historical view of the development of the North American urban system must be reconciled with central place and manufacturing considerations in order to explain the current system. It is a view that in part conflicts with the Fujita-Mori story: population growth in the hinterland comes first in their story and then a new city emerges.
Marshall's drawings of the succession of depot-centers westward fits well with Fujita and Mori's linear development of successive population centers. Furthermore, Marshall asserts that the mercantile model can help provide the missing dynamic element for central place theory in that the mercantile process of settlement " 'fixes' the spatial pattern of towns destined to become the leading central places of the fully developed system" [Marshall (1989) 
, p.284] Marshall ascribes to
Christaller the notion that the highest-order central places would be the oldest, starting small perhaps but always being the leading population center in a region.
Finally, we consider the potential role of threshold effects, particularly as developed by Fujita, Krugman, and Mori (1999) and by Fujita, Krugman and Venables (1999) , associated with the spatial interaction of cities and their hinterlands. They distinguish the case of a mature urban system and its hinterland, from that of a growing system, but explore in full detail examples set in simple linear topology. A most noteworthy feature of these works is their emphasis on national space (although occasionally by neglecting urban space), by means of an interplay of scale economies and transportation costs. Scale economies matter because manufacturing firms want to locate near demand, but demand implies the presence of the very people who work in the manufacturing plants.
Thus manufacturing concentrates in "cores", while the "periphery" is the agricultural hinterland.
Concentration of the population into discrete cores requires the presence of increasing returns in manufacturing production as well as two other considerations which may change over time: a fairly high percentage of income spent on nonagricultural goods, and low enough transportation costs to get some goods to and from the periphery, or hinterland. Suddenly, the story takes on a spatial aspect: where do the core areas form? And, at what critical combinations of decreasing transportation costs and rising percentages of manufactured-goods spending do the centers emerge? Fujita, Krugman and Venables (1999) offer precise answers to these questions. This result, of course, is reminiscent of the central place theory of Christaller (1933) , a system in which the largest central places provide the greatest number of products and services. Nearby towns are much smaller in a central place system, because they provide only the most basic goods and services. These smaller neighbors in the Christaller system fall into what Krugman calls a city's "agglomeration shadow." While we certainly lack the data to test very specific implications of the theory in Fujita, Krugman and Venables, we do note that: one, nonlinearities may show up in the dynamics of the system; and two, it is implicit in this analysis that once a city has entered, the presence of neighbors influences its subsequent growth. 2 These theories, then, spawn a number of questions. Not all of the questions are new, and only some of the answers may be addressed by our data and the techniques we employ. With the noteworthy exception of Hanson (1998) , whose work arguably provides the only direct structural test of predictions of new economic geography, there essentially exists little research on spatial interactions. We acknowledge broadly related work by Black and Henderson (1999) , which does not however address spatial interactions as defined in the present paper. 3 Ioannides and Overman (2000b) address some of the same questions by means of the sort of nonparametric empirical techniques emphasized by Quah (1996) . We proceed next to describe the data.
Data

City definitions and date of settlement
There are, of course, a variety of ways to define cities. In this study we primarily use contemporaneous Census Bureau definitions of metropolitan areas, with adaptations for data availability.
From 1900 to 1950, we have metropolitan areas defined by the 1950 census. That is, for years previous to 1950, we use Bogue's (1953) reconstructions of what populations would have been in each metropolitan area in each year if the cities had been defined spatially as they were in 1950.
For each decennial year from 1950 to 1980, we use the metropolitan area definitions that were in effect for those years. Between 1980 and 1990, the Census Bureau redefined metropolitan areas in such a way that the largest U.S. cities would seem to have taken a huge jump in size, and several major cities would have been lost. While this might be appropriate for some uses of the data, we want to be able to track cities as neighbors. Therefore, we reconstructed the metro areas for 1990, based on the 1980 definitions, much as Bogue did earlier. We believe that this gives us the most consistent definitions of U.S. cities (metropolitan areas) that we are likely to find.
An alternative method would be to have a standard geographical definition of a given city and use that definition for all years, (as Bogue essentially did in 1953 for the previous half of the century). That data set has not been constructed. 4 We believe it would actually be less useful because a set geographic boundary ignores changing technology. The use of contemporaneous definitions allows us to take advantage of the Census Bureau's knowledge of commuting patterns, which reflect technology among many other economic interactions.
The method also raises a question as to which cities, as defined or reconstructed, should be included. In the years from 1950 to 1980, we use the Census Bureau's listing of metropolitan areas. Although the wording of the definitions of metropolitan areas has changed slightly over the years, the number 50,000 is the minimum requirement for a core area within the metropolitan area.
Therefore, we used 50,000 as the cutoff for including metropolitan areas as defined by Bogue prior to 1950. Consequently we have a changing number of cities over time, from 112 in 1900 to 334 in 1990. While it is often difficult to deal with an increasing number of cities econometrically, we think that this is a key aspect of the U.S. system of cities.
For a more basic analysis on the number of cities and national population, we use a second and simpler data set. We simply use the number of cities in the U.S. from 1790 to 1990. Two points must be made here. First of all, these are"urban territories" as defined by the government.
This definition has changed slightly over time, but basically points to an incorporated area, with some exceptions being made for densely populated areas that were not legally incorporated. This definition of a city yields more entities than the metropolitan area designation in use in this century, so that we reach a maximum of 555 "urban territories" with population over 50,000 by 1990. The second point is that this data set is affected by an ambiguous cutoff size in the early years. In 1790, no city had reached the size of 50,000, but New York City was much larger than other urban places.
By 1800, Baltimore and Philadelphia were approaching New York City's 1790 size, and Boston did so in 1810. Essentially, we use a sliding scale for the inclusion of cities until 1860, at which time the 50,000 cutoff seems appropriate given the size distribution. A listing of the number of cities in each census year is shown in Table 1 . While there might be some argument about which cities to include at which date, there are not enough cities involved to make a significant difference in the early years.
Initial advantage is a challenging concept for operationalization. We use the date of settlement for each city, reasoning that it reflects geography and randomness. One would suppose that the east to west settlement of the country would determine settlement dates. Yet, we find early settlement dates in the west and late ones along the east coast. The notion of settlement does not reflect incorporation as a city, but it is a historical reference to the earliest indication of the use of location. This is our own newly defined variable, and was compiled by sifting through historical records, and comparing the earliest identifications of use.
In a number of cases, the dates are references to military forts. We use those dates because often the site of the fort determined the site of the city that grew up nearby. The earliest date is that of Jacksonville, Florida, which includes the St. Augustine area and dates to 1564; the latest is Richland, Washington, originally the site of a nuclear facility settled in 1944. It is an interesting statistic in and of itself to see how age of settlement correlates with city size. If older age (a better site) makes a city larger, which indicates importance in the system, then we would expect the "date" variable to have a negative effect. of course, this variable also has implications for Marshall's prediction, as noted above.
Spatial measures
We consider the importance of space in several ways. First, we control for the particular regions and Census divisions within the U.S. where cities are located and new urban centers appear. Second, we account for distance, where we use a particular measure that combines physical and economic distance. Third, we account for whether or not cities are adjacent to one another.
As noted above, spatial expansion over geographical regions is an important feature of the U.S.
experience. The Census Bureau divides the country into nine regions (which we recombine into five regions, when necessary). See Figure 1 for the spatial distribution of the cities in our data.
The east-west movement that is at the heart of mercantile theory would predict a steady increase of cities in the Midwest, Mountain and Pacific Coast areas. A loose interpretation of Fujita and Mori (1997) would suggest that the "frontier cities" might initially be larger than cities just to the east; those cities would then, in turn, bear the competition of a newer frontier city, which would be larger. 5 We look at regions to see if such a pattern exists, although a cursory knowledge of recent trends would lead us to believe that the movement pattern is from the Northeast and Middle Atlantic to first the West, and then the Southeast during the century.
In order to examine central place considerations, we have created a variable referred to below as distance. It is a measurement of driving distances from each city in the sample to the nearest larger city in a higher tier. (Means for each census year are given in Table 2 , column 7. We note that the distances, as defined here, decrease slightly over the century, particularly from the earliest years, as one might expect given the increase in the number of cities.) We construct the tiers by grouping the cities in a given decade by function. These classifications should change over time; therefore, we used historical sources that rank cities by function. These "central place" considerations identify cities for the top tiers that offer diverse economic functions, and are not based solely on population. Some cities change tiers over the years, as in the case of Detroit, New Orleans and Miami, to give a few examples. Detroit is a tier-one city in the early years of the century, but falls to a tier-four city as it becomes increasingly identified as a manufacturing center. New Orleans, never a particularly large urban center, is a tier-one city in the early years and falls only to tier two as its importance as a port wanes. Miami, which does not even enter the distribution until 1930, rises swiftly through the tiers thereafter.
The cities are divided into four tiers. For the early and middle years, our categories are based on Pickard (1959) . For later years, we use a classification from Knox (1994) [ itself based on Noyelle and Stanback (1984) ] that identifies "nodal" centers (e.g. Houston) for our top tier; regional nodal centers (e.g. Dallas) for the second tier; and subregional nodal centers (e.g. Memphis) for the third tier. All other cities fall into the fourth tier. 6
The distance variable, as noted above, is the driving distance (as published by Rand McNally) to the nearest city in a higher tier. For cities in the top tier, the relevant distance variable is to the nearest city in that tier. (For Honolulu and Anchorage, we simply use arbitrarily large numbers, because driving distance is irrelevant.) Obviously, distance varies with time because cities shift into different tiers over the century. Thus, the distance variable says something about the shifting spatial configuration of the U.S. urban system.
Central place theory would predict that larger cities are farther away from each other, so that the distance variable ought to correlate positively with population, if central place theory is meaningful at all. Because the top tier cities are obviously large, it would seem that the variable is "stacked" in this sense, but the location of cities is still a powerful influence, reflecting the usual criticism of central place theory that reality is very different from the featureless plane. Furthermore, the 6 Details of the cities included in the four tiers in each decade are available in Dobkins and Ioannides (2000b) . agglomeration effects as evidenced by the presence of neighbors comes into play, as we will see below.
Another measure of proximity that we employ is whether or not two cities are adjacent. We consider cities to be adjacent if the Census Bureau has ever grouped them together in various extended, but pertinent, definitions. While the Census Bureau definitions clearly do not answer all questions about proximity, (nor were they meant to), they do provide a ready-made proxy. We are again relying on the Census Bureau's knowledge of commuting patterns in the cities it considers "consolidated." For example, the Census Bureau's consolidated metropolitan area for Los Angeles includes San Bernardino/Riverside, Anaheim and Oxnard. We consider these as three separate cities in our sample. (Other cities that may be as close as Los Angeles and San Bernardino may not be considered neighbors by the Census Bureau, presumably because of Census Bureau information, such as commuting patterns. Therefore that information is reflected in our data set.) When these cities enter the data set on their own, they are denoted as neighbors to Los Angeles and to each other. The average number of neighbors (of cities with neighbors) fluctuates around 1.00, until the 1960's, after which time it starts varying between a low of 1.383 and a high of 2.111.
Neighbors "happen" in several ways. In some cases, cities simply grew up near each geographically, as in the case of Dallas and Fort Worth. In other cases, neighboring cities may have been a part of a city's hinterland and simply grow with the core city until they reach a population threshold and enter the distribution. An example of this is Rock Hill SC, which enters in 1980 as a neighbor to Charlotte NC. In other cases, neighbors enter and in so doing separate from an existing city.
The most dramatic case is Nassau and Suffolk counties in New York state, which enter in 1980 at more than two million population, lowering the population of New York City, of which they were previously a part, by that amount. See Appendix A for additional details on neighbors.
Empirical Questions
Next we proceed by looking first at descriptive aspects of the data and then turning to econometric analyses. A first question is whether the predictions of Fujita and Mori regarding increasing numbers of cities as a function of increasing population are borne out. Several other models have very different premisses. Eaton and Eckstein (1997) cit. -and its geographical area as well. Furthermore, Henderson and Ioannides (1981) predicts a proportional growth of the number of cities with respect to population. We might expect that the prediction would not be borne out due to the aspatial nature of their model. We look at this issue with a simple data set relating the number of cities and population growth from 1790 to 1990 for the U.S.
We might also ask if the creation of new cities has followed an east to west pattern, as suggested by John Marshall, with Christaller, Pred, and Fujita and Mori (1996) in broad agreement. This would support a significant role for initial advantage, proxied in our data set by date of settlement.
Also related is whether or not the highest order/ function cities are the oldest. These questions are related to central place theory's fundamental grid-pattern, which is difficult to test. But we can ask if the lower function cities are smaller, as Christaller would have predicted. We can also examine the relationships of distance and function.
Along with Christaller, Simon and Krugman, we might ask where new cities locate specifically, do they locate near other cities or do they locate in relative isolation. Are entering neighbors smaller or larger than their existing neighbors? Are they smaller or larger than other cities (and other entering cities) on average? Are older cities more likely to attract neighbors? Simon's model, as popularized by Krugman (1996b) , considers that a new city, a lump, may either, with probability , locate on its own, or, with probability 1 − , attach itself to a "clump", an existing agglomeration. The probability that a lump will join an existing agglomeration is assumed to be proportional to the clump's size (measured in lumps). A strict interpretation of this assumption is that new cities are of the same size and will locate according to the size of existing cities. That is, the probability that a city will locate in an isolated site is a decreasing function of the population of city i at time t, P it . We would expect that spatial evolution according to this theory exhibits strong history dependence. That is, sites that were settled first are more likely to acquire neighbors; and, once they have been settled, they would grow faster. Our data set, which includes the presence of "neighbors", and also includes times when settlements were founded from which cities developed, allows us to examine this theory. We also consider the role of threshold effects. Our regression results probe the data for nonlinearities in the distance variable as well as in the population variable.
Econometric analysis
Let us define as I t , the set of cities extant in time t, and for each city i, an integer-valued variable θ i,t , θ i,t = 0, 1, . . . , to indicate the number of its neighbors as of time t. The number of new neighbors city i acquires between time periods t − 1 and t is thus expressed by ∆θ i,t ≡ θ i,t − θ i,t−1 . Let Θ t denote the vector comprised of all θ it 's: Θ t ∈ R It + . The definition applies to both existing cities as well as entering cities.
A theory of the spatial evolution of the city size distribution may be expressed succinctly in the form of a reduced-form dynamic system involving the vectors of city sizes, P t , of the number of each city's neighbors, Θ t , and of settlement sites, G t . Let Φ Θt , Φ P t , Φ Gt denote a vector of interdependent random shocks. The evolution of (Θ t , P t , G t ) may be expressed through a system of equations as follows:
(1)
We eschew a separate description for I t , as its evolution is implicit in the above system, provided that we agree to the account for new entries by adding components to the three vectors. This system may be used for studying spatial-size evolution by focusing, alternatively, at new entries (or exits, if they occur) or at existing cities. We may accomplish this by conditioning appropriately, e.g., newly entering cities between t − 1 and t are described by newly added components of the above vectors, corresponding to entries j ∈ I t \I t−1 .
Results
We present our results by starting with qualitative aspects of the spatial pattern of urban settlements in the United States. We follow up with considering the notion of central place in the light of the data. Next we examine econometrically the location of new cities and the impact on urban growth of a city's proximity to other cities. We conclude our econometric analysis by examining in depth statistical aspects of observed growth patterns.
Cities and Population Patterns
This section examines the predictions of the Fujita/Mori model on the number of cities in an economy and their pattern of distribution, as well Marshall's prediction that older cities are larger cities.
To answer the Fujita/Mori question regarding the number of cities relative to total population, we use our simpler data set, described above and detailed in Table 1 However, we also use regression results for a more detailed analysis. We specify (2) in firstdifference form:
In Dobkins and Ioannides (2000a) we examine patterns in U.S. urban growth by working with 7 The two series are differenced because of stationarity. Marshall predicts that older cities will be larger. If we consider each census year of our data set, we see that there is always the (appropriate) negative correlation between the size of cities in a given year and their age. Interestingly, the size of this correlation declines over time, beginning at -.309 in 1900 and moving to -.167 in 1990. These coefficients, although relatively small, are always statistically significant at the .01 level. We interpret this to mean that the initial advantage wanes over time, as one might expect in a system also sensitive to agglomeration effects, general population growth, and changing technologies.
Therefore, we conclude that the predictions of Fujita/Mori and Marshall are confirmed, with only slight qualifications. We find that the growing population in the United States leads to a larger number of cities. Growth over time does follow a pattern that is generally East to West -or more specifically, East to South and West. Finally, older cities do tend to be larger, although the benefits of initial advantage wane over time.
Central Place Considerations
Our data offer us the opportunity to examine the central place considerations of Christaller. Central place considerations yield several interesting results.
We first ask if higher order cities, based on the tiers established for the distance variable, are also the oldest. As it turns out, the correlation between functional order and date of settlement is always positive, but rarely is the Pearson correlation coefficient significant even at the .05 level, considered on a decade by decade basis. By the final two decades for which we have data, 1980
and 1990, the correlation is less than .1. (The correlation of .126 is significant at the .01 level for the century as a whole, but that is because of the large sample size, 1,988 observations for all cities over all years.)
We might ask about the correlation between central place and size, a key ingredient of the Christaller theory. In this case, the correlation is large (an absolute value of .66 over the entire period) and significant, but hardly "complete"; that is, the list of the largest places would not duplicate the list of tier one cities. 10
Thirdly, we look at the relationship between tier/function and distance apart. Central place theory would suggest that the higher order cities should be further apart than lower order places.
Of course, Christaller's theory stipulated a "featureless plain", and it is of interest to see how the relaxation of that assumption affects the relationship.
Tier-one (highest order) cities are a mean 392 miles apart, but with a standard deviation of 360 miles. (There are 77 occurrences of tier-one cities over the century.) The minimum distance between tier-one cities is 101 miles, the maximum distance 2,072 miles. Tier-two cities (with 131 occurrences over the entire period) are a mean 408 miles from the nearest city in tier one, with a minimum of 36 miles and a maximum of 1,281. Tier-three cities (137 occurrences) are a mean 243 miles from a city in either of the higher tiers, although the standard deviation falls to 167 miles.
Tier-four cities, the great bulk of the designation at 1643 occurrences, do tend to be relatively close to a cities in a higher tier (any of the three higher tiers), with a mean of 146 miles and a standard deviation of 129 miles. 11
It would seem that central place theory predictions do not hold on a "plane with features".
There is no significant correlation between functional order and date of settlement, and the largest places are not necessarily tier-one cities. While the tier-four cities are close to higher tier cities, as would be expected, the tier-one cities are not necessarily furthest apart.
10 The reader is reminded, in regard to both of these results, of the example of Detroit. The city is quite large, with more than 4 million people in 1990, and relatively old, with a settlement date of 1701, but belongs in the fourth tier by 1990 because of its industrial, as opposed to higher function, role.
11 The inclusion of Anchorage and Honolulu skews these number somewhat to be larger than they would be if we considered only the continental United States, but does not affect our qualitative results.
Cities with Neighbors
Next, we turn to the questions involving when and where new cities locate in relation to existing cities.
Patterns among Neighbors
Descriptive statistics for our data, given in Tables 2 and 3, but especially in Table 3, We see evidence in Table 3 of some of the enduring facts of U.S. economic geography, and an interesting spatial interpretation. The population "boom" of the 1950s resulted in 48 new cities entering the system, almost a third of them as neighbors to either existing cities and/or to each other. 12 The so-called "rural renaissance" of the 1970s, however, resulted in 79 new cities entering the system, with less than 10 percent of those being neighbors. Table 3 , columns 7 and 8, suggest that cities with neighbors and the neighbors themselves tend to be larger than isolated cities. Whereas column 7 shows that average city sizes generally grow over time, the opposite is true for city sizes relative to total urbanized population, reported in column 8. Column 7, Table 3, indicates that the average size of a city with no neighbors in 1900 was 192,000. The average size of a city with neighbors was 487,000 and the average size of the neighbors was 571,000. (These numbers differ because some cities have more than one neighbor and because not all neighbors to a central city are neighbors to each other.) This pattern continues through the century.
Taken alone, these numbers might seem to contradict the central place notion that the largest concentrations must have small neighbors. Fujita and Mori (1997) also suggest that as new cities develop their neighbors will be smaller (because the previous "frontier" cities now have competition on both sides). The fact is, when we consider the data carefully, we see a pattern that is not 12 The so-called population boom of the 1950s is, of course, relative and modern. The 19 percent increase in population would have rated as the smallest increase in the period from 1790 up through the first decade of this century.
inconsistent with central place theory. Entering neighbors are large (up to two million, as noted above, at "birth"), but they are usually relatively small compared to their already existing neighbor.
In our set of 78 cities that have neighbors over the years from 1900 to 1990, 56 are involved in either entering as a new neighbor or being the existing neighbor to a new entrant. The other 22 are cities that co-exist as a neighbor in 1900, and do not overlap the previous set. (For example, Bridgeport CT is a neighbor to New York City in 1900 and is tallied among the 22. New York City is counted among the 56 with its ten other neighbors that enter over the century.) Among the 56, all entering neighbors are smaller than their existing neighbors except for Greensboro NC, which enters as a neighbor to Winston-Salem. These cities are an exception to the rule throughout the years, as the Greensboro-Winston-Salem-High Point area grows together quite quickly. Among the 56, excepting Greensboro and Winston-Salem, the average percentage of the size of the entering city to the size of the existing city is 18 percent. This includes such large concentrations as Nassau and Suffolk (NY) counties, noted above.
Interestingly, of the neighbors that coexist in 1900, the smaller neighbors are, on average, 32 percent of the size of their larger neighbors. This may highlight a feature of the data set, in that cities are designated as neighbors if they are ever grouped together by the Census Bureau. These groupings were published relatively late in the century. Perhaps, with less efficient transportation, these cities were actually further apart in a real sense in 1900. To check this, we note the average percentage of the same group of neighbors in 1990. This averages turns out to be 28 percent; it would be 21 percent if we were to leave out Scranton, PA and Wilkes-Barre, PA. This is another noteworthy group of cities (which the Census Bureau simply calls "Northeast Pennsylvania" in 1980); and which reverses dominant size, with Scranton the smaller city in 1900 and the larger in 1990. Although these numbers deal with a small set of cities, the analysis does seem to bear out some of the theoretical predictions. Cities tend to be smaller than the core city in an "agglomeration shadow", although the entire agglomeration is larger than isolated cities. Furthermore, cities with some initial advantage (in 1900, for instance), may "lock-in" and remain relatively large even as a neighbor grows more rapidly.
We perform a number of probit regressions based on the sample of cities that enter during each decade, with the dependent variable being whether or not new cities enter and locate as neighbors of either existing cities or become isolated cities. We found (Table 4 , column 6) that a new city's own size is the single most important determinant of whether it will locate so as to have neighbors. Being in the New England or Middle Atlantic states (the Northeast designation), was also statistically significant. This probit regression included census dummies along with regional dummies. Inclusion of a third degree term for log size (Table 4 , column 8) shows that the nonlinear structure falls short of statistical significance.
For the event that an existing city has either no neighbors or at least one neighbor as of time t, we assume that
where B 0 denotes a vector of parameters, X it denotes a vector of regressors, which will be discussed in more detail below, and ψ θit is a random variable. For convenience we will adopt a homogeneous probit specification for φ θit and thus assume that it is IID across all observations and has a normal distribution.
A probit estimation for the event that a city has neighbors along the lines of (5) is reported on Table 4 , Column 1. It shows that a city's own size increases the likelihood that it has neighbors and very significantly so. Furthermore, being an older city increases the likelihood of having neighbors.
Regional dummies are also important: being in the Southeast makes having a neighbor much less likely while being in the Pacific Coast group makes it more likely. Inclusion of a third-degree polynomial structure for size (see Table 4 , Column 7) is not statistically significant relative to just size.
We conclude that the data provide support for the essential intuition behind Simon's model of random urban growth, in that the larger an existing city the more likely it is that it will have neighbors. Our finding that the larger an entering city the more likely it is that it will locate so as to have neighbors confirms that the same intuition also applies to new entrants, which in Simon's theory are of the same size. Our findings do not support threshold effects, which might be implied by the newer theories noted above.
Spatial Interactions and Urban Growth
Next we specify (2) as a selection model by working jointly with (5) and a system of equations like (4). This system explains the evolution of the size of city i conditional, respectively, on whether or not it has at least one neighbor, that is,
where the random variables (ψ 1 it , ψ 0 it ) are assumed to be correlated with φ θit , the stochastic shock in (5). Estimation of equations (6) and of (7), under the assumption of endogenous selection, relate to the impact of spatial interaction on urban growth.
We underscore the economic significance of the switching regressions model here: the law explaining the evolution of city size is different once a city acquires neighbors. This is designed to express the divergence between the sustain and break points, that are critical features of nonlinear dynamic growth in the urban system [ Fujita et al., Ch. 3 ] .
Columns 2 and 3, Table 4 , report a selection model for the growth rate of population, which uses the probit estimates according to (5), reported in column 1 for regime switching. Distance, as defined in this study in a central place configuration, is not significant for either cities with or without neighbors. The results in Column 2 do show that, when distance in this central place sense is accounted for, the impact of a city's own size on its growth differs between cities that have neighbors and those that do not. For a city with neighbors (column 2), own size has a negative impact on growth, but the growth rate of neighboring cities is a positive stimulus to own growth.
For cities without neighbors, own size has little impact on growth.
Column 4 reports the uncorrected regression for the ten-year growth rate of city population.
This regression does not account for the panel structure of the data, and it is for this reason that we have also carried out a number of additional regressions by conditioning on each pair of successive periods. One such regression for the GR i,00,10 is reported in Column 5 of Table 4 .
The regression in column 4 (Table 4) pertains to the pooled data for all cities with neighbors.
The average growth rate among a city's neighbors is still a positive determinant of a city's own growth rate, but is not statistically significant in this uncorrected regression. When we look at specific pairs of successive periods, the positive coefficient is statistically significant in three of the nine periods : 1910 to 1920, 1930 to 1940, and 1940 to 1950 . More typical is the period shown in column 5, for the decade from 1900 to 1910. Regional dummies are significant in the pooled data and accord with the intuition obtained from observing the urban expansion away from the Northeast and towards the South and West. Distance from the nearest center is statistically significant in these regressions only in 1900 to 1910.
Another set of regressions explaining city populations using the date variable as well as the distance variable are reported in part in Table 5 . We regressed the date of settlement (after subtracting the earliest year, 1564, when Jacksonville/St. Augustine FL was founded), distance (divided by ten), distance squared (divided by 100) and distance cubed (divided by 1000), as well as regional dummies, against the natural log of population of each city in each time period. We then repeated the exercise for the set of cities with neighbors and the set of cities without neighbors in each period. We found that, for cities with neighbors, the date variable was highly significant in the earlier years and declines somewhat in statistical significance after 1950. (The variable was statistically significant in all years except 1970.) Interestingly enough, in the years up to and including 1950, the date variable always carried a higher "t-value" for the cities with neighbors, although the variable was most often statistically significant for both. In 1980 and 1990, the cities without neighbors were more influenced by the date of settlement than were cities with neighbors, at about the level of significance we see for the entire time period. Perhaps this is because the cities with neighbors are often large, "core" cities, whose advantage in settlement carried them through the first half of the twentieth century.
As for the role of distance, there is a pattern similar to that of the date variable. Early in the century, up through 1950, the distance from a city in a higher tier is a significant explanatory variable for population in cities with neighbors. That changes after 1950, when for cities without neighbors, distance becomes insignificant, until this changes again in 1980 and 1990. Because distance to the nearest higher tier city helps determine whether a city is a neighbor, this result seems reasonable for the early years. Something in the dynamics of "neighborliness" must change after the rural renaissance of the 1970s, but the trend is not clear without another decade-worth of data.
We find that the cities that have neighbors are large cities. Cities that enter as neighbors may be large, but their existing neighbors are even larger. The entire agglomeration is larger than isolated cities. Our findings offer some support for the Simon predictions that larger cities are more likely to draw neighbors. However we do not find evidence of threshold effects. We find interesting interactions between neighbors: the city with neighbors responds positively to its neighbor's growth, but negatively to its own size. For cities without neighbors, own size has little impact on growth.
The Structure of Urban Growth
Finally, we take a preliminary nonparametric look at statistical aspects of the observed growth rates. Absolute growth rates, defined in terms of absolute populations, and relative growth rates, defined in terms of urban populations relative to total U.S. urbanized population are reported in Table 3 , Columns 4 and 5, respectively. Column 6, Table 3 , reports the standard deviation of the relative growth rate.
As one may conclude from the evidence, normalized growth rates give a very different picture of urban growth from that of absolute ones. Analysis of variance for growth rates shows that wave dummies, 13 regional dummies and their interactions explain 28% of total variance.
We examine the statistical variation of the absolute growth rate across its own deciles as well as the deciles of lagged population, separately for each year as well as for the entire panel. The variance of the growth rate across its own deciles for each year suggest (albeit very roughly) a U-shaped pattern: The mean growth rate declines as we move to the upper deciles of lagged population though not uniformly and with several deviations. The variance of the growth rate across its own deciles for each year also suggests a U-shaped pattern, though less pronounced than that for the mean. Unfortunately, this analysis is rather inconclusive and therefore we do not report it here in further detail. It is available from the authors on request.
Gabaix (1999) explains Zipf's Law in terms of Gibrat's Law for city sizes: if city growth rates are independent and identically distributed random variables, then Zipf's Law holds in the upper tail of the size distribution. Gabaix attributes a critical role to the elasticity of the variance of the growth rate with respect to normalized city size by linking it to the existence and magnitude of the exponent of Zipf's Law. If the mean growth rate is independent of size, then a sufficient condition for the Zipf' Law exponent to be less than 1 is that the variance of the growth rate decline with size.
We test this particular feature of Gabaix's theory, performing in effect a structural test of Zipf's Law, by computing the variance of the growth rate within each decile of population size in each year, and by regressing it against the mean (or the median) of its respective decile and wave dummies. While this regression is significant with R 2 adj. = .287 and an F statistic which is significant with probability .0001, it yields a statistically insignificant positive coefficient for the decile median (alternatively, mean), and three significant coefficients for wave dummies. Therefore, our data, at least, provides no support for this key assumption in Gabaix (1999) . 14
Conclusions
We end by summarizing our key findings, some of which are essentially descriptive of the United
States system of cities, and others that relate to geography and spatial interactions. It is an important fact that in the United States, in contrast to France and Japan ( see Eaton and Eckstein (1997) ), population growth has spawned new cities. The model of Fujita and Mori (1997) The likelihood that an entering city will locate so as to have neighbors is increasing with its own size and its age. This seems to us to support the Simon/Krugman notion of "lumps" locating near "clumps". Distance is not always an important determinant of size and growth and we see no evidence of nonlinear effects in the distance variable. This is a very simplistic way of looking at the threshold effects implied by the new economic geography, and we note that the result might be different if distance is interpreted without regard to the functions of cities. Our switching regressions tell us that, for cities with neighbors, growth rates are closely interdependent. For cities without neighbors, own size has little impact on growth.
We recognize that our data set is not perfect: even in a century of phenomenal increase in the use of economic numbers, definitions and procedures change, requiring that researchers make any number of judgment calls on data gathering. Furthermore, there are many more tests we might exercise to test predictions.
We end by reiterating that our data set was designed to enhance our understanding spatial interactions within the U.S. system of cities. We see that the present paper complements ongoing research by many others, which utilize disaggregated data (either micro data on firms or industry data [ Black and Henderson (1999) ] ) and aims at understanding the main forces determining patterns in U.S. regional specialization and localization over the last century and more [ Kim (1995) ].
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In 1970, Anaheim, CA (and the rest of Orange County) enter with a population of 1.4 million as a neighbor to both Los Angeles and Riverside. Oxnard, CA (and the rest of Ventura county) joins as neighbor to Los Angeles and Riverside with 377,000. In California, each of these four cities are also separate counties. It appears that in 1960 and all years before, the metropolitan area of Los Angeles was only Los Angeles County (including the cities of Los Angeles and Long Beach, CA.)
Several cities join with much smaller populations. Bristol, CT which was included in the Hartford metropolitan area in 1950, reaches a population of 66,000 and becomes a separate city and neighbor to Hartford. Nashua, NH joins Boston, Lowell and Lawrence as a neighbor, with 78,000 population. Danbury CT joins New York City as a neighbor with 78,000 population. Vineland, NJ joins Philadelphia, PA and Wilmington, DE with a population of 121,000; and Petersburg, VA joins Richmond, VA with a population of 129,000. Santa Rosa, CA and Vallejo, CA join San Francisco and San Jose with 205,000 and 250,000 populations, respectively.
In 1980, Rock Hill and Salisbury join Charlotte. Santa Cruz joins San Francisco and the other Bay area neighbors with a population of 188,000. Again, the cities that join the data set as neighbors of New York City are to be listed individually. In New York state, the Nassau and Suffolk counties become a new metro area (known as Nassau in our data set) in 1980, with a population of 2.6 million. These two counties were part of New York City in 1970. (Looking at the fine print, one sees that New York City also gained a small county in New York, and a much larger one in New Jersey. In spite of these changes, New York City's population falls.) Three other areas become metropolitan areas, neighboring New York City: Orange County, NJ with population 260,000; Monmouth, NJ, with population 500,000; and New Brunswick, NJ, with population 596,000. No new neighbors are added in 1990.
These numbers highlight the dilemma of this or any data set. Changing compositions are necessary in order to account properly for the notion of metropolitan areas as construed by the U.S. Bureau of the Census. Particularly over a ten-year span, it is reasonable to accept that changing definitions are necessary. And finally, as we see from the discussion above, the alternative to using these definitions is worse: considering the alternative of using cities like Newark as separate from New York City at all times, we would end up using city proper data. That surely is not a better alternative.
Given these concerns, it is of special interest to refer to Table A .2 below, which gives the number and average size of entering cities and number and average size of entering neighbors (in the sense defined above) in each decade after 1900. ---------------* The numbers for 1980 are increased because of an outlier, Nassau County, NY. Excluding Nassau County, the number of entering would be six and the average size would be 282,000.
