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LOCALITY CRITERIA FOR COCOMMUTATIVE HOPF ALGEBRAS
XINGTING WANG
Abstract. We prove that a finite-dimensional cocommutative Hopf algebra H is local,
if and only if the subalgebra generated by the first term of its coradical filtration H1 is
local. In particular if H is connected, H is local if and only if all the primitive elements
of H are nilpotent.
1. Introduction
Assume the base field is algebraically closed. The structure theorem for cocommutative
Hopf algebras is due to Milnor, Moore, Cartier and Kostant around 1963 [1, Theorem 1.1].
In characteristic zero, it says that any cocommutative Hopf algebra is a smash product
of the universal enveloping algebra of a Lie algebra and a group algebra. The statement
becomes less definite in positive characteristic, where the universal enveloping algebra of a
Lie algebra is replaced by any connected cocommutative Hopf algebra (see [3, §5.6]).
Preliminary results are given in Section 2. In this paper, we investigate one ring-theoretic
property for finite-dimensional cocommutative Hopf algebras, i.e., the criteria for locality.
Let H be any Hopf algebra. We say that H is local as an algebra if it has a unique maximal
(one-sided) ideal. Also denote by H1 the first term of the coradical filtration of H. We will
prove the following main result:
Theorem A. Let H be a finite-dimensional cocommutative Hopf algebra over any arbi-
trary field k. Then H is local if and only if the subalgebra generated by H1 is local.
We introduce the lower (resp., upper) power series for commutative (resp., cocommuta-
tive) Hopf algebras in positive characteristic in Section 3. Our approach is based on the
duality theorem for those two series proved in Section 4. By using it, we verify a special
case for Theorem A when the cocommutative Hopf algebra is connected in Section 5. The
Cartier-Kostant-Milnor-Moore theorem is reviewed in Section 6 and the complete proof of
Theorem A is given in Section 7. We also provide the following corollary in Section 7:
Corollary B. Let H be a finite-dimensional connected Hopf algebra. Then the following
are equivalent:
(i) H is local.
(ii) u(g) is local, where g is the primitive space of H.
(iii) All the primitive elements of H are nilpotent.
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This corollary uses Engel’s theorem in the representation theory of Lie algebras. Hence
we can view our result as a generalization of Engel’s theorem in the category of cocommu-
tative Hopf algebras of finite dimension. In the last section, two examples are provided in
order to show that the cocommutativity condition is necessary in Theorem A. At last, we
ask the following natural question.
Question C. How to generalize this locality criteria to infinite-dimensional cocommutative
Hopf algebras?
Acknowledgement. The author is grateful to Professor James Zhang, Guangbin Zhang
and Cris Negron for their valuable suggestions to this paper. The research was partially
supported by the US National Science Foundation [DMS-0855743].
2. Preliminary results
Throughout we work over a field k and ⊗ denotes ⊗k. For a finite-dimensional k-linear
space V , identify V with its double dual V ∗∗ through the natural isomorphism. The
standard collection (H,m, u,∆, ε, S) is used to denote a Hopf algebra. We first recall some
basic definitions and facts regarding H.
2.1. Definition. [3, Definitions 5.1.5, 5.2.1] The coradical H0 of H is the sum of all simple
subcoalgebras of H. The Hopf algebra H is pointed if every simple subcoalgebra is one-
dimensional, and H is connected if H0 is one-dimensional. For each n ≥ 1, inductively
set
Hn = ∆
−1(H ⊗Hn−1 +H0 ⊗H).
The chain of subcoalgebras H0 ⊆ H1 ⊆ . . . ⊆ Hn−1 ⊆ Hn ⊆ . . . is the coradical filtration
of H.
2.2. Lemma. Let H be a finite-dimensional Hopf algebra.
(i) H∗ has a natural Hopf algebra structure and H = H∗∗ under the natural isomor-
phism.
(ii) Denote J as the Jacobson radical of H∗. Then Hn = (H
∗/Jn+1)∗ for any n ≥ 0.
(iii) H is local if and only if its augmentation ideal H+ = Kerε is nilpotent if and only
if H∗ is connected.
(iv) Let L be a Hopf subalgebra of H. Then Ln = L∩Hn ⊆ Hn for all n ≥ 0. Moreover,
if H is connected, so is L.
(v) The antipode S is bijective and S(Hn) = Hn for all n ≥ 0.
Proof. (i) is well-known, see [3, Theorem 9.1.3].
(ii) comes from [3, Proposition 5.2.9(2)].
(iii) First suppose that H is local. Then it is clear that the Jacobson radical of H is the
unique maximal ideal of H. Since H already has a maximal ideal, i.e., the augmentation
ideal H+, the Jacobson radical of H equals H+. It follows that H+ is nilpotent for
the Jacobson radical of any Artinian ring is nilpotent. Conversely, suppose that H+ is
nilpotent. Then the Jacobson radical of H contains H+ hence it equals H+ for H+ is
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already maximal. Finally, the fact that H is local if and only if H∗ is connected follows
from [3, Remark 5.1.7].
(iv) is a consequence of [3, Lemma 5.2.12].
(v) By [4, Corollary 5.1.6(3)], S is bijective. Moreover, S is both an anti-coalgebra
and anti-algebra map by [4, Proposition 4.0.1]. Since the opposite coalgebra of a simple
coalgebra is still simple, it is clear that S(H0) = H0. In the definition of coradical filtration,
it is the same to define Hn = ∆
−1(H⊗H0+Hn−1⊗H) for each n ≥ 1. Then by induction,
it is easy to show that S(Hn) = Hn for all n ≥ 0. 
2.3. Definition. [3, Definitions 3.4.1, 3.4.5] A Hopf subalgebra K of H is normal if both∑
(Sh1)kh2 ⊆ K and
∑
h1k(Sh2) ⊆ K,
for all k ∈ K,h ∈ H. A Hopf ideal I of H is normal if both∑
h1Sh3 ⊗ h2 ⊆ H ⊗ I and
∑
h2 ⊗ (Sh1)h3 ⊆ I ⊗H,
for all h ∈ I.
2.4. Remark. Let H be any Hopf algebra with Hopf subalgebra K and Hopf ideal I.
(a) If K is normal, then K+H = HK+ is a Hopf ideal of H.
(b) For finite-dimensional H, the Hopf ideal I is normal if and only if (H/I)∗ is a
normal Hopf subalgebra of H∗.
Convention. Throughout, when K is a normal Hopf subalgebra of H, we use H/K to
denote the quotient Hopf algebra H/HK+.
2.5. Lemma. Suppose chark = p > 0. Let K ⊆ H be finite-dimensional connected Hopf
algebras. Then
dimH/dimK ≥ pdimHn/Kn ,
for any n such that Ki = Hi for all i < n.
Proof. It follows from [8, lemma 4.1], the inequality holds for the minimal integer n such
that Kn 6= Hn. Then it is easy to check the statement. 
2.6. Remark. Let K ⊆ H be finite-dimensional Hopf algebras. By [5, pp. 290], H is
isomorphic to K ⊗ H/K+H as left K-modules and as right H/K+H-comodules. As a
consequence, dim(H/K) = dimH/dimK provided that K is normal.
2.7. Lemma. Let K ⊆ L be normal Hopf subalgebras of a finite-dimensional Hopf algebra
H. Then (H/K)∗/(H/L)∗ = (L/K)∗. In particular, H∗/(H/K)∗ = K∗ for any normal
Hopf subalgebra K.
Proof. The result follows from [8, lemma 5.1]. 
2.8. Lemma. Let H be a finite-dimensional Hopf algebra, and E ⊇ k be a field extension.
Then
(i) H is local if and only if any subalgebra of H is local.
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(ii) H is local if and only if H ⊗ E is local.
(iii) (H ⊗ E)n ⊆ Hn ⊗ E for all n ≥ 0
Proof. (i) Suppose that H is local and A is any subalgebra of H. Denote J as the Jacobson
radical of A and I = H+∩A. By Lemma 2.2(iii), H+ is nilpotent and so is I ⊆ H+. Hence
I ⊆ J . Moreover, J ⊆ I for I has codimension one in A. Therefore J = I and A is local.
The inverse is trivial.
(ii) It is easy to see that H ⊗E is a Hopf algebra [3, pp. 21] and (H ⊗E)+ = H+ ⊗E.
Suppose that H is local. Then (H ⊗ E)+ is nilpotent for H+ is. Hence H ⊗ E is local
by Lemma 2.2(iii). Assume H ⊗ E to be local. Therefore H+ = H+ ⊗ 1 ⊆ H+ ⊗ E is a
nilpotent ideal of H. So H is local.
(iii) Denote J and J ′ as the Jacobson radicals of H∗ and H∗ ⊗ E. By Lemma 2.2(ii),
the assertion is equivalent to that there is a surjection from (H∗/Jn)⊗E to (H∗⊗E)/J ′n
for all n ≥ 0. It is true because J ⊆ J ′ for J is nilpotent. 
3. Upper and lower power series
Throughout this section assume that char k = p > 0.
3.1. Definition. Define the lower power series of a commutative Hopf algebra H as:
Γn(H) = {h
pn |h ∈ H},
for all n ≥ 0. Define the upper power series of a cocommutative Hopf algebra H as:
Γ0(H) = k, and Γn(H) = k〈Hpn−1〉
for n ≥ 1, where k〈Hpn−1〉 denotes the subalgebra generated by the p
n−1-th term of its
coradical filtration.
3.2. Proposition. Regarding the above definitions, we have
(i) The lower power series of a commutative Hopf algebra is a descending chain of
normal Hopf subalgebras.
(ii) The upper power series of a cocommutative Hopf algebra is an increasing chain of
Hopf subalgebras.
Proof. (i) Let H be a commutative Hopf algebra. Since the base field k has characteristic
p > 0, it is clear that each term of the lower power series of H is a subalgebra of H.
Moreover, we have
∆
(
hp
n)
= ∆(h)p
n
=
(∑
h1 ⊗ h2
)pn
=
∑
hp
n
1 ⊗ h
pn
2 , S
(
hp
n)
= S(h)p
n
for all h ∈ H and n ≥ 0. Hence {Γn(H)} is a descending chain of Hopf subalgebras of H
and the normality follows from the commutativity of H.
(ii) Let H be a cocommutative Hopf algebra. In the upper power series of H, each
term Γn(H) is already a sub-bialgebra since it is generated by the subcoalgebra Hpn−1 of
H. Hence we only need to show that S(Γn(H)) ⊆ Γn(H). By [4, Proposition 4.0.1], S is
an anti-algebra map. Hence it suffices to prove that S(Hpn−1) = Hpn−1 , which is Lemma
2.2(v). 
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3.3. Remark. Let H be a finite-dimensional cocommutative Hopf algebra. All Γn(H
∗)+H∗
are normal Hopf ideals of H∗. Moreover, (H∗/Γn(H
∗)+H∗)
∗
are normal Hopf subalgebras
of H by Remark 2.4(b).
4. Duality
In the following two sections, assume that k is algebraically closed with char k = p > 0.
We want to prove the following duality theorem about lower and upper power series:
4.1. Theorem. Let H be a finite-dimensional cocommutative connected Hopf algebra. Then
Γn(H) = (H∗/Γn(H
∗))∗ and Γn(H
∗) = (H/Γn(H))∗.
First, we fix some notations in this section. Let H be a finite-dimensional cocommutative
connected Hopf algebra. Therefore H∗ is commutative local by Lemma 2.2(iii). We will
write Γn for the upper power series of H and Γn for the lower power series of H
∗. Denote
Jn as the Jacobson radical of Γn for each n, where we write J = J0 for the Jacobson radical
of H∗. Since Γn is local by Lemma 2.8(i), it is clear that Jn = Γ
+
n by Lemma 2.2(iii) and
H∗/Γn = H
∗/JnH
∗ for all n ≥ 0.
4.2. Lemma. We have Jn ⊆ J
pn and Jn ∩ J
pn+1 = J2n. Moreover,
dim (Γn−1/Γn) = p
dim
(
Jn−1/(Jp
n−1
+1∩Jn−1)
)
,
for any n ≥ 1.
Proof. According to [6, Theorem 14.4], we can write
H∗ = k [x1, x2, · · · , xd]
/(
xp
e1
1 , x
pe2
2 , · · · , x
ped
d
)
as an algebra. Therefore each term Γn in the lower power series of H
∗ is generated by{
xp
n
i
∣∣1 ≤ i ≤ d} and
Jn =
(
xp
n
1 , x
pn
2 , · · · , x
pn
d
)
.
It follows that Jn ⊆ J
pn . Hence J2n = JnJn ⊆ J
pnJ = Jp
n+1 and J2n ⊆ Jn∩J
pn+1. Then in
order to show Jn ∩ J
pn+1 = J2n, it suffices to prove that
(
Jn ∩ J
pn+1
)
/J2n = 0 . It is clear
that any element in
(
Jn ∩ J
pn+1
)
/J2n can be represented by
∑
λix
pn
i for λi ∈ k. Without
loss of generality, we can assume that all xp
n
i 6= 0. Observe that any term
∑
αix
di
i ∈ J
pn+1
must have di ≥ p
n + 1 or αi = 0. This implies that all λi = 0, which completes the proof.
By the description of each Γn, there exists some integer l such that
Γn−1/Γn ∼= k [y1, · · · , yl]
/ (
yp1 , · · · , y
p
l
)
as algebras. Moreover, l = dim Jn−1/J
2
n−1. Therefore
dim (Γn−1/Γn) = p
l = pdim(Jn−1/J
2
n−1) = p
dim
(
Jn−1/(Jp
n−1
+1∩Jn−1)
)
.

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4.3. Lemma. We have for each n ≥ 1
p
dim
(
(Jn−1H∗+Jp
n−1
+1)/Jp
n−1
+1
)
= dim(H∗/Γn)
∗/dim(H∗/Γn−1)
∗.
Proof. We know Γn ⊆ Γn−1 ⊆ H
∗ are normal Hopf subalgebras of H∗ by Proposition 3.2(i).
Applying the isomorphism in Lemma 2.7, we have
dim ((H∗/Γn)
∗/(H∗/Γn−1)
∗) = dim (Γn−1/Γn) .
Moreover, (H∗/Γn−1)
∗ is normal in H hence in (H∗/Γn)
∗ by Remark 3.3. Then by Remark
2.6, we have
dim(H∗/Γn)
∗/dim(H∗/Γn−1)
∗ = dim ((H∗/Γn)
∗/(H∗/Γn−1)
∗) = dim (Γn−1/Γn)
According to Lemma 4.2, Jn−1J ⊆ J
pn−1J = Jp
n−1+1. Hence the natural map from Jn−1
to (Jn−1H
∗ + Jp
n−1+1)/Jp
n−1+1 is surjective, which has kernel Jn−1 ∩ J
pn−1+1. Then the
result follows by Lemma 4.2. 
4.4. Lemma. We have Hpn−1 ⊆ (H
∗/Γn)
∗
. Moreover, Γn ⊆ (H∗/Γn)
∗
for all n ≥ 0.
Proof. There is a natural surjection H∗/Γn = H
∗/(JnH
∗) ։ H∗/Jp
n
since Jn ⊆ J
pn by
Lemma 4.2. Notice that the dual of the last term is Hpn−1 in H
∗∗ = H by Lemma 2.2(ii).
Therefore we have Hpn−1 ⊆ (H
∗/Γn)
∗ by taking the dual of the above surjection. Because
pn−1 ≤ pn − 1, Γn(H) = k〈Hpn−1〉 ⊆ k〈Hpn−1〉 ⊆ (H
∗/Γn)
∗. 
Proof of Theorem 4.1. First of all, we prove Γn = (H∗/Γn)
∗ by induction on n. When
n = 0, both sides are the base field k. Next, assume that the statement is true for n − 1.
Write C = Γn−1 and D = Γn, where C = (H∗/Γn−1)
∗ by induction. Choose any integer
m ≤ pn−1 − 1. By Lemma 4.4, Hm ⊆ C = (H
∗/Γn−1)
∗. Moreover by Lemma 2.2(iv),
Hm ⊆ Cm = C ∩Hm ⊆ Dm ⊆ Hm, which implies that Cm = Dm = Hm. Then we have
dimD/dimC ≥ pdim(Dpn−1/Cpn−1)
by Lemma 2.5. According to Lemma 2.2(ii), a simple calculation yields that
dimCpn−1 = dim
H∗/(Jn−1H
∗)
(J/Jn−1H∗)
pn−1+1
= dim
H∗
Jn−1H∗ + Jp
n−1+1
.
Since D is generated by Hpn−1 , it is clear that Dpn−1 = Hpn−1 . Thus
dim
Dpn−1
Cpn−1
= dim
Hpn−1
Cpn−1
= dim
H∗/Jp
n−1+1
H∗/(Jn−1H∗ + Jp
n−1+1)
= dim
Jn−1H
∗ + Jp
n−1+1
Jpn−1+1
.
Therefore by Lemma 4.3 and Lemma 4.4 , we have
dim(H∗/Γn)
∗
/
dim(H∗/Γn−1)
∗ ≥ dimΓn/dimΓn−1 = dimD/dimC
≥ pdim(Dpn−1/Cpn−1) = dim(H∗/Γn)
∗/dim(H∗/Γn−1)
∗.
Hence dimΓn = dim(H∗/Γn)
∗. By Lemma 4.4, we know Γn ⊆ (H∗/Γn)
∗. So Γn =
(H∗/Γn)
∗. The other statement is checked as below. By Lemma 2.7,
(H/Γn)∗ = (H∗∗/(H∗/Γn)
∗)∗ = (Γn)
∗∗ = Γn.
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4.5. Corollary. For the factors, we have
Γn/Γm = (Γm/Γn)
∗
for any n ≥ m.
Proof. By Lemma 2.7, whenever n ≥ m, we have
Γn/Γm = (H/Γn)
∗/(H/Γm)
∗ = (Γm/Γn)
∗.

4.6. Corollary. The upper power series of H is a sequence of normal Hopf subalgebras.
Proof. It follows from Theorem 4.1 and Remark 3.3. 
5. Finite-Dimensional Cocommutative Connected Hopf Algebras
We still assume k to be algebraically closed of characteristic p > 0. Recall that a
coalgebra filtration of a coalgebra C is any set of subspaces {An}n≥0 satisfying the two
conditions below: (i) An ⊆ An+1, C = ∪n≥0An (ii) ∆An ⊆
∑n
i=0Ai ⊗An−i. We state the
following two dualized properties:
5.1. Proposition. Let H be a finite-dimensional cocommutative connected Hopf algebra
with upper power series {Γn(H)}. Then the following are equivalent:
(i) Γ1(H) is local.
(ii) Γn(H)/Γn−1(H) is local for all n ≥ 1.
(iii) H is local.
5.2. Proposition. Let K = H∗ be a finite-dimensional commutative local Hopf algebra
with lower power series {Γn(K)}. Then the following are equivalent:
(i) K/Γ1(K) is connected.
(ii) Γn−1(K)/Γn(K) is connected for all n ≥ 1.
(iii) K is connected.
Proof of Propositions 5.1 and 5.2. By Corollary 4.5 and Lemma 2.2(iii), statements
(i), (ii), (iii) of each proposition are equivalent, respectively. Hence we can prove them
together. The strategy is to show (i) ⇒ (ii) in Proposition 5.2 and (ii) ⇒ (iii) with
(iii)⇒ (i) in Proposition 5.1.
(i) ⇒ (ii) in Proposition 5.2. Write C = K/Γ1(K) and D = Γn−1(K)/Γn(K) for any
n ≥ 1. Define map f : K → Γn−1(K) as f(x) = x
pn−1 for all x ∈ K. It is clear that f is
surjective and it induces a surjection from C to D, which we still denote as f . Notice that
f is not k-linear, but it is easy to show that that {f(Cn)}n≥0 is a coalgebra filtration of
D. Because Cn is the coradical filtration of C, by [3, Theorem 5.2.2], {Cn}n≥0 exhausts
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C. Hence D =
⋃
n≥0 f(Cn). Moreover since K is commutative:
∆ (f(Cn)) = (∆(Cn))
pn−1 ⊆
(
n∑
i=0
Ci ⊗ Cn−i
)pn−1
⊆
n∑
i=0
Cp
n−1
i ⊗ C
pn−1
n−i
⊆
n∑
i=0
f (Ci)⊗ f (Cn−i)
for all n ≥ 0. By [3, Lemma 5.3.4], D0 ⊆ f(C0) and the result follows.
(ii)⇒ (iii) in Proposition 5.1. Because H is finite-dimensional, there exists some integer
d such that Γd(H) = H. Since each factor Γn(H)/Γn−1(H) is local for all 1 ≤ n ≤ d, there
are integers sn such that (Γ
n(H)+)
sn ⊆ Γn(H)Γn−1(H)+ for all 1 ≤ n ≤ d by Lemma
2.2(iii). By Corollary 4.6, Γn(H) is normal in Γn+1(H) for any n ≥ 0. Hence by Remark
2.4(a), we have(
Γn+1(H)Γn(H)+
)t
= Γn+1(H)t
(
Γn(H)+
)t
⊆ H
(
Γn(H)+
)t
for all t ≥ 0. Denote s =
∏
sn, then
(H+)s = (Γd(H)+)s =
{(
Γd(H)+
)sd} ssd ⊆ (Γd(H)Γd−1(H)+) ssd ⊆ H (Γd−1(H)+) ssd
= H
{(
Γd−1(H)+
)sd−1} ssdsd−1 ⊆ H (Γd−1(H)Γd−2(H)+) ssdsd−1 ⊆ H (Γd−2(H)+) ssdsd−1
⊆ · · · ⊆ H
(
Γ1(H)+
)s1 = 0.
Thus H is local by Lemma 2.2(iii).
(iii)⇒ (i) in Proposition 5.1. This holds by Lemma 2.8(i).
6. Pointed Cocommutative Hopf Algebras
Let H be any Hopf algebra, and G denote the group of group-like elements of H. Recall
[3, Definition 5.6.1] that any irreducible component of H is a maximal subcoalgebra, where
any two of its nonzero subcoalgebras have nonzero intersection. We use Hg to denote the
irreducible component of H containing g for every g ∈ G.
6.1. Proposition. [3, Corollary 5.6.4]
(i) HxHy = Hxy and SHx ⊆ Hx−1 for all x, y ∈ G.
(ii) He is a Hopf subalgebra of H, where e is the identity of G.
(iii) If H is pointed cocommutative, then He#kG ∼= H via h#x 7→ hx.
6.2. Lemma. Let H be a finite-dimensional pointed cocommutative Hopf algebra. Then
(i) He is a connected normal Hopf subalgebra of H.
(ii) H/H+e H
∼= k[G].
(iii) H is local if and only if He and k[G] are local.
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Proof. (i) By Proposition 6.1(iii), we know H is generated by He and k[G]. We only need
to check that for every g ∈ G, gHeg
−1 ⊆ He. It is true since gHeg
−1 ⊆ HgHeHg−1 =
Hgeg−1 = He. We know He is connected for it contains only one simple subcoalgebra ke.
(ii) It follows from Proposition 6.1 since H ∼= He#kG.
(iii) Suppose that He and k[G] are local. Then by Lemma 2.2(iii) there exist integers
n,m such that (H+e )
n = 0 and ((G− 1)k[G])m = 0. By part (ii), we have (H+)m ⊆ H+e H.
Hence (H+)nm ⊆ (H+e H)
n = 0, which implies that H is local again by Lemma 2.2(iii).
The inverse direction holds by Lemma 2.8(i). 
7. The Main Theorem
Let H be a finite-dimensional Hopf algebra over any arbitrary field k. We still use Γ1(H)
to denote the subalgebra of H generated by H1. We can use the argument in the proof of
Proposition 3.2(ii) to show that Γ1(H) is also a Hopf subalgebra of H.
7.1. Theorem. Let H be a finite-dimensional cocommutative Hopf algebra over any arbi-
trary field k. Then H is local if and only if the subalgebra generated by H1 is local.
Proof. Denote K = H⊗ k¯. According to Lemma 2.8(ii), H is local if and only if K is local.
Moreover by Lemma 2.8(iii), Γ1(K) ⊆ Γ1(H) ⊗ k¯ since K1 ⊆ H1 ⊗ k¯. Hence without loss
of generality, we can assume k to be algebraically closed. Thus H is pointed by [3, pp. 76].
If k has characteristic zero, H must be a group algebra by [1, Theorem 1.1]. Hence H
is local if and only if it is just the base field k. The statement is trivial in this case. On
the other hand, assume that char k 6= 0. Denote A = He and G = G(H) as in Proposition
6.1. Since k[G] ⊆ H1 ⊆ Γ
1(H), it is local by Lemma 2.8(i). So is Γ1(A) since A1 ⊆ H1
by Lemma 2.2(iv). By Proposition 5.1, A is local for it is cocommutative and connected.
Finally, the proof is complete by Lemma 6.2(iii). 
7.2. Corollary. Let H be a finite-dimensional connected Hopf algebra. Then the following
are equivalent:
(i) H is local.
(ii) u(g) is local, where g is the primitive space of H.
(iii) All the primitive elements of H are nilpotent.
Proof. In the connected case, the base field k has positive characteristic [7, Remark 2.7] and
Γ1(H) is the restricted enveloping algebra of the primitive space g. Hence the equivalence
between (i) and (ii) follows from Theorem 7.1.
(ii) ⇒ (iii) is clear since u(g) contains all the primitive elements of H and its augmen-
tation ideal is nilpotent.
(iii)⇒ (ii). In characteristic p, g is a restricted Lie algebra. (iii) asserts that all elements
x ∈ g are nilpotent. Then (adx)p
n
= ad(xp
n
) = 0 for sufficiently larger n. By Engel’s
Theorem [2, §3.2], g is nilpotent. Any representation of u(g) is a restricted representation
of g. Therefore any of its irreducible representation is one-dimensional with trivial action
of the augmentation ideal of u(g). Hence the augmentation ideal of u(g) is nilpotent and
u(g) is local. 
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8. Examples
In the following, suppose that k has characteristic p 6= 0. We give two parametric families
of connected, non-cocommutative, non-local, p3-dimensional Hopf algebras, where all the
primitive elements are nilpotent. In these cases, the subalgebra generated by H1 is local,
yet H is non-local. This ensures the necessity of cocommutativity in our main theorem
[Theorem A].
8.1. Example. Let σ, λ, µ ∈ k so that σp = σ, λσ = (1 − σ)µ = 0, and A be the k-algebra
generated by elements x, y, z subject to the following relations
[x, y] = 0, [x, z] = σx, [y, z] = (1− σ)y,
xp = 0, yp = 0, zp − z = λx+ µy.
Then A becomes a connected Hopf algebra via
ε(x) = 0, ∆(x) = x⊗ 1 + 1⊗ x, S(x) = −x,
ε(y) = 0, ∆(y) = y ⊗ 1 + 1⊗ y, S(y) = −y,
ε(z) = 0, ∆(z) = z ⊗ 1 + 1⊗ z + x⊗ y, S(z) = −z + xy.
We denote it as A(σ, λ, µ).
8.2. Example. Let B be the k-algebra generated by elements x, y, z subject to the following
relations
[x, y] = 0, [x, z] = x+ σy, [y, z] = 0,
xp = y, yp = 0, zp = z,
where σ ∈ k. Then B becomes a connected Hopf algebra via
ε(x) = 0, ∆(x) = x⊗ 1 + 1⊗ x, S(x) = −x,
ε(y) = 0, ∆(y) = y ⊗ 1 + 1⊗ y, S(y) = −y,
ε(z) = 0, ∆(z) = z ⊗ 1 + 1⊗ z + (x+ σy)⊗ y, S(z) = −z + (x+ σy)y.
We denote it as B(σ).
8.3. Remark. It is easy to argue that A and B are non-local by contradiction. Suppose
that B is local. By Lemma 2.2(iii), there exists an integer n so that (B+)n = 0. But
zp
n
= z 6= 0 for any n ≥ 0 and z ∈ B+, a contradiction. The argument for A being
non-local is similar.
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