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Abstract--In this paper, a simple and fast geometrical single-view method is proposed to determine 
the location d htbelled cylindrical objects in the 3-D space. For a robot, to fetch the desired cylindrical 
object, two problems have to be solved. They are the identification of the cylindrical object, and the 
determlr~tion f the object,s location relative to the robot. In the proposed method, aknown-helght 
labcl is pasted on the cylindrical object, on which an object code is associated for the robot o identify 
the desired object. For deter~|,~;,~g the location of the object, three-dimensional vector analysis and 
simple algebraic omputation are applied to achieve the high speed requirements. This approach as 
the advant.~ge that it needs not to know any intrinsic camera parameter. An analysis of location 
errors for differe~at positions is included. SLmldation results show that the location determination 
time is about 0.2 sec in a 20 MHZ IBM compatible PC/AT computer system, and the location esTor 
is less than 2~ in average. 
1. INTRODUCTION 
Object recognition play an important role in the application of robot vision. With the advanced 
development of artificial intelligence techniques, modern robots are capable of performing many 
complex jobs which are deemed impossible before. For example, a mobile robot with arms can be 
used to fetch an object in some special place, by means of some kinds of identification procedures 
under the requirement of efficiency or safety. Many of these objects are of cylindrical shape, such 
as cylindrical containers with various harmful iquids on a desk. The advantage of using a robot 
is that it can inspect, fetch and move the requested cylindrical cans or bottles according to the 
operator's command in an intelligent way. 
To determine the location of a cylinder, Cernuschi-Frias and Cooper [1] proposed a method 
in which, the surface-shape parameters of the chunk of primitive subobjects from a 2-D image 
are extracted, based on a Lambertian reflection model, and then used to estimate the location 
of the cylindrical object. The illumination distribution of the object is crucial as the method is 
sensitive to the light source and may not work well in real applications. They also assumed the 
center perspective projection of the parallel constant-radiance lines of the cylinder surface are 
parallel on the plane. However, the central perspective projections of parallel lines are in fact 
not parallel [2-5]. As a result, the error introduced by the perspective distortion will reduce the 
accuracy of the method. 
To solve the fetch problem, we propose a new approach to recognize the label of the cylindrical 
object and to determine the location of the object. In the method, a known-height label with a 
object code is pasted on the cylindrical object to assist the robot to identify the desired object. 
When the image of the cylindrical label is grabbed, image processing is used to extract he useful 
features. First, the robot inspects the object code to identify the object. Second, the label shape 
formed by the two straight lines and two conic curves is extracted. The intersections of the two 
lines and the two conic curves constitute the four vertices of the shape. With the given height of 
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the label, the vertices of the shape and the conic curves on the image plane are then used to derive 
the object's location by a simple geometrical nalysis based on the fact that the two straight-line 
portions of the visible label shape are parallel to the cylinder axis [6]. Because no iteration is 
required in the method, the speed of the computation is fast. The effective focal length of the 
camera is also derived in the method. In the next section, the location determination method is 
described. Location error analysis and simulation results are given in Section 3. Conclusions are 
found in Section 4. 
2. LOCATION DETERMINATION OF THE CYLINDRICAL OBJECT 
In our approach, the planar form of the proposed cylindrical label is rectangular nd labelled 
with an object code. The length of the vertical edge of the label is known as h. The planar label 
is a i~ed around the cylindrical object, as shown in Figure 1. From the geometrical relationship 
of the cylindrical label shown in Figure 1 and its projection on the image plane in Figure 2, we 
can obtain the location of the cylindrical object with respect o the robot (camera lens center). 
The object code is then used to recognize the cylindrical object. 
T 
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111o ¢ylindrieM objcc! 
the cylindrical abel 
Figure 1. A cylindrical object with a cylindrical label. 
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Figure 2. The camera viewing model of a cylindrical object. 
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The camera viewing model of the label on the cylindrical object is schematically illustrated in 
Figure 2. The origin of the camera coordinate system (z',y ~, z') is at point O', the camera lens 
center. In addition, the origin of the image coordinate system (u, v) is placed on the y' axis at a 
distance f from the lens center (f is the effective focal length of the camera). The image plane, 
u-v plane, is parallel to the z'-z' plane of the camera coordinate system. Thus, an image point 
with image coordinates (u, v) has the camera coordinates (u, f, v). The object coordinate system 
is denoted by (z, y, z) with its origin at point O, which is the center of the bottom circle of the 
cylindrical label, and its z axis is coincident with the axis of the cylindrical object. The camera 
lens center is located in the portion of y > 0 on the y-z plane in the object coordinate system. 
Thus, the object coordinates of the camera lens center are (0, Yc, ze), where Yc is greater than the 
radius of the cylindrical object. According to geometrical relations, a three-dimeusional (3-D) 
point with its camera coordinates (z', y', z') is related to its correspondent image point by 
(=', y', z') = ,~ (u, y, v), (1) 
where A is the coordinate ratio to be computed, f is the effective focal length which is defined as 
the distance between the lens center and the image plane, and (u, v) are the image coordinates 
of the projection of (z', y', z') onto the image plane. 
The four vertices of the visible portion of the cylindrical label are A, B, C and D, as indicated 
in Figure 2. Vertices A and D, and B and C are placed on the planes z = h and z = 0 of the 
object coordinate system, respectively. Because the axis of the cylinder is coincident with the 
z axis, and the shape of the label is rectangular, as we mentioned in the previous ection, we 
know that AB and DC are parallel to the z axis and the tetragon ABCD is a rectangle. Thus, 
the object coordinates of A, B, C and D are (Xl, 0, h), (zl, 0, 0), (z2, Y2, 0) and (x2, y~, h), 
respectively, (see Figure 2), and their corresponding image points are A', B ', C ~ and D ~, with 
image coordinates (UA, va), (us, vB), (uc, vc) and (UD, VD), respectively. To determine the 
cylindrical object's location, we have to solve the four scaling factors AA, AB, Ac and AD for the 
four vertices of the visible portion of the label. Since ABCD is rectangular, we obtain 
AB = DC.  (2) 
From Equation (1) and Figure 2, we obtain 
O'A 
AA = ~ ,  (3) 
O'B 
~8 = ~ ,  (4) 
O'C 
• ~c = g~"  (5) 
and 
OlD 
AD = O,D---- 7. (fi) 
Substituting Equation (1) into Equation (3), we have 
~B [uB,/,  vB] - ~A [uA,/, vA] = ~c [~c, / ,  ~c] - ~ [~D,/,  ~]. (7) 
This can be decomposed into three equations as follows: 
UAAA -- UBAB + UC, AC = UDAD, (8) 
Aa - AB + Ac = AD, (9) 
VAA.,t -- vsAs + vcAc = vsAz). (10) 
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AA, Aa, Ac and 1o are expx~med as 
IA =KA ID, 
IS =KS AD, 
IC =Kc AD, 
(11) 
(12) 
(13) 
where 
KA= 
1 -1  
T)D - -VB VC I 
A 
UA UD 
1 i 
~A t;D 
KB = 
A --UB 
A= -1  
t)A -- ~)B 
uc I1 luA u  oll 1 1 
1) C VA --I) B v D 
, Kc  = A ' 
uc I 1 . ~)C 
Here, we must consider whether A = 0 or not. For A = 0, one of the following cases is true, 
case 1: uA = us = "c ,  
case 2: VA = t;B = VC , 
case 3: u,41t, A = uB l , ,a  = uel ,~e,  
case 4: "A = us and vA = vs, 
case 5: us  = uc  and va  = vc ,  
case 8: UA = uC and VA = VC. 
By inspecting Figure 2, we find that none of the above equations can be true, therefore, A = 0 
is impossible. From Equations (11) to (13), it is clear that if ID can be solved, then IX, AS, 
and 10 can be solved, too. Before solving AD, we have to solve the effective focal length of the 
camera, f .  Let LA, LB, Lc and LD represent the distances between points A, B, C and D, and 
the camera lens center, respectively. From the point of view of the object coordinate system, it 
yields 
L~ = (Y'A 2 = z 2 + (0 - yc) 2 + (h - ,~)2, 
L~ = ~2 = =12 + (0 - yo)2 + (0 - zo)2, 
L~ = ~;-~2 = (z2 - Zl) 2 + (Y2 - Y¢)~ + (0 - zc) 2, 
L2  = ~T~2 = (x2 - Zl) 2 + (.~ - y~)2 + (h - ,°)2. 
(14) 
(15) 
(16) 
(17) 
Thus, 
L~ - L~ = L~-  L~ = 2h ,o -  h 2. (18) 
On the other hand, from the camera coordinate system, we obtain another set of equations: 
L~=~2 ~ 2 f~ .~), (19) = IA (UA + + 
L~ = ~?-~2 = I~ (u~ + f2 + v~), (20) 
L~ =~--@ = I~(.~ +/2 +.~), (21) 
L2 = Ur f f  2 2 = iV (u D + f2 + v~). (22) 
Since (~7"~ 2 = EF'D2( or ,~y-~2 = ~p-~2), from Equations (18) to (22), we can derive the effective 
focal length as below: 
{ VD)--KA(UA+ } (23) 
(X~- l )  
or  
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(24) 
To reduce the quantization error, we calculate f by 
f _ ( f l  + f2) (25) 
2 
After the effective focal length is derived, AD can be solved using the given label height h. From 
Figure 2, the length of AB is h and AB can be expressed by 
-X'~ 2 = (AAUA -- ,~BUS) 2 + (~A.f -- ~Bf)2 + (,~AVA -- ABVB) ~ 
= A2D[(KAUA -- gsus)  2 + (KA f - Ks  f )2  + (KAVA -- KBVB)  2] 
= h 2, 
from which we have 
AD = + [(KAuA -- KBUB) ~ + (KAf  -- K~] )  2 + (KAVA -- KSVB)~] 1/2 " 
(28) 
In Equation (26), only a positive value of AD is feasible. After solving the scaling factors 
AA, As, Ac, and AD; the camera coordinates of points A, B, C, D, and LA, Ls, Lc, LD can 
be obtained from Equations (14)-(22). That is, the location of the cylindrical object can be 
computed as follows: 
From Equation (18), we obtain two solutions of zc 
[L~ - L~, + h 2] (27) 
Z~l = 2h 
and 
[L~ - L~ + h 2] (28) 
z¢2 = 2h 
Similarly, we use the mean, zc = (zcl + zc2)/2 to reduce the error. To determine yc, the bottom 
edge of the cylindric label is used. Let us choose a point P arbitrarily on the bottom edge of 
the visible portion of the cylindric label. Assume the projection of point P has image coordi- 
nates (up, vp) on the image plane. According to geometrical relations, the camera coordinates 
(z', y', z') and the object coordinates (z, y, z) of a three-dimensional (3-D) point is related by [4] 
(x, y, z)' = T • (=', y', z')' + (0, yc, ,,c)', (29) 
where ~ denotes the transpose for a vector, and T is a 3 * 3 collinear matrix given by 
r l, 
T=/T21 T22 T=/ .  
L Tsl T82 T~ J 
(30) 
From Equations (29) and (30), we obtain 
Z --  Z C ---- Z ! T31 I zt + y Ts2 + Tsa. (31) 
To derive T31 , T32 and Ta~, the points A, B, C and D are substituted Equation (1) and Equa- 
tion (31). Since the bottom edge of the label is at z = 0 plane, we substitute point P into 
Equation (1) and (31) to obtain 
0 - zc = Ap up Ts, + Ap I Ts2 + Ap vp Tss. (32) 
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A: (xt, 0 ~) 
B: (x~, 0, 0) 
C: (x2, y~, 0) 
D: (x2, y~, h) 
Figure 3. Top view of the cylindrical object. 
Thus, 
- zc  (33) 
JP -" [+lip Tal Jr .f T32 Jr Vp Y&~]" 
From Figure 3, we see that the three points B, P and C are on the same circle and the center of 
the circle is point O. Assuming that the camera coordinates of point O are (z~, Y'o, z~), then 
we have 
B-U ~ = (xB uB - xb) 2 + (xs / - y~)2 + (~B ,,B - z~) 2, 
L'~-~ 2 = (,Xc uc  - xb)  ~ + (,xc .f - y'o) 2 + ( ,xc , ,c  - z~.) 2, 
p---.~2 = (,Xp up - ~b) 2 + (Xp y - ~)~ + (Xp ~p - z~) 2. 
(34)  
(35) 
(36) 
From the above equations, we obtain 
()~s us - ~c uc) Z~o Jr ()~s f - ~c f )  Y~O Jr ()is vs  - )to vc) Z~o = (L~ - L~)/2, (37) 
(~a us - ~p up) X'o + (~B ! - ~P/ )  Y'o + (~B ~B - XP vP) Z'o = (L~ - L2p)/2, (38) 
where L~ = )~p2 (up2 Jr f2 Jr v~). On the other hand, since the four points B, P, C and 0 are on 
the same plane of z = O, we have 
)~cuc - ),BuB )~c] - ~ B f  )tcvc - )~Bv8 
,,~pUp -- ,~BUB ~Pf -- ,~Bf ,,~pVp -- ,~BVB 
= 0. (39) 
From Eqs. (37)-(39), we can uniquely solve the camera coordinates (z~>, y~>, z~>) of the point O. 
The distance from the camera lens center to the origin of the object coordinate system can be 
expressed as 
~ = ~p-~ = ~g + yg + zg = ~ + z~. 
Then we can solve Yc as 
From the above derivation, we have obtained the location of the cylindrical object relative to the 
camera in the 3-D space. 
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3. LOCATION ERROR ANALYSIS 
From the last section, we find that the accuracy of the cylindrical object's location is affected 
by the precision in the detection of the label vertices. In real applications, errors of location 
are introduced in the computation due to a small deviation of the image centroid, uncorrected 
focusing of the image, glares reflected from the label material, and limitation of the sensor 
resolution. The error caused by small deviations of the image centroid is negligible [7,8]. Correct 
focusing of the image is important since an out-focus pattern will result in blurred edges that 
introduce errors in the vertex detection. This problem can be solved by using autofocusing 
cameras. The glares reflected from the label material can also introduce rrors. Therefore, the 
label has to be able to attenuate glares. The resolution of the sensing elements is then the 
ultimate limiting factor in the system. In other words, even if all other sources of errors can be 
avoided completely, the limitation of resolution still generates an uncertainty of one pixel in the 
computation [9]. The resolution limitation causes the so-called igitization error in the system. 
In general, the digitization error can be reduced by using the least-square-error technique [10,11]. 
To evaluate the robustness of this system, we can simulate noisy images by reducing the 
sensor resolution and calculating the pixel uncertainty [9]. Assume that the distance between 
the horizontal neighboring pixels is equal to the distance between the vertical neighboring pixels, 
we can define the image resolution of a picture (IR) as the pixel numbers per unit length (mm) 
in the horizontal or vertical direction. The value of IR  is directly proportional to the sensor 
resolution. We define the image quality of the cylindrical abel (IQ) as IQ= (minimum length 
among A' B', B' C', C' D' and D' A') • I R. Therefore, when noises increase, I R and I Q decrease. 
Let us consider a noisy picture as the variation of IR  of a noise-free picture. Based on this 
assumption, we develop a simulator to evaluate the performance of the method described in 
Section 2. The computational results show that the solution is unique and accurate under the 
noise-free condition. Some typical simulation results are shown in Table 1 thru Table 3. In 
Table 1, there are three simulation cases computed from noise-free (full-resolution) image points. 
Tables 2 and 3 present he results from the same image points used in Table 1 but with noises 
(smaller IR). Our simulation results show that, in general, if IR  is greater than 400 pixeis/mm 
(or IQ > 1000 for more accurate analysis), reasonable results can be obtained. The computation 
time of the method in a 20 MHZ IBM compatible PC/AT is about 0.2 second. 
Table 1. Simulation results with the full-resolution ( oise free) condition. 
cs~e 
1 
True Computed Error 
values values rate 
(an) (,~) 
f 1.6 1.60000 0.00% 
yc 55.0 55.00000 0.00% 
zc 40.0 40.00000 0.00% 
f 1.6 1.60000 0.00% 
yc 57.0 57.00000 0.00% 
zc 14.0 14.00000 0.00% 
f 3.5 3.50000 0.00% 
yc 75.0 75.00000 0.00% 
zc 23.0 23.00000 0.00% 
Image points used in the 
simulation 
(ram) 
A 
B 
C 
D 
A 
B 
C 
D 
A 
B 
c 
D 
(9.32296867, 2.66410510) 
' (8.48278460, 4.37592244) 
(5.27468421, 2.99718791) 
(5.82549197, 1.34143303) 
(0.30209497, 3.39278085) 
i (-0.16861943, 0.64410178) 
i (1.96581748, 0.23627240) 
i (2.56723657, 2.98457927) 
' (6.92195501, 3.63086858) 
(4.82705789,-0.36775205) 
(7.26259287,-1.65877384) 
i (9.49918379, 2.33296897) 
4. CONCLUSIONS 
In this paper, a single-view approach for identifying the desired cylindrical object and deter- 
mining the location of the object by using a cylindrical label has been proposed. In the approach, 
a cylindrical abel is affixed around the cylindrical object. The object code on the cylindrical 
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Table 2. Sinadation results with IRffil000 pixels/mm. 
C.AWe 
1 
f 
yc 
ZC 
f 
yc 
2C 
f 
yc 
zc 
'Ii-ue Ccwnputed Error 
values values rate 
(~m) (~=~) 
1.6 1.60001 +0.00~ 
55.0 54.91547 -0.15% 
40.0 40.03886 +0.I0~ 
1.6 1.59666 -0.21% 
57.0 56.89312 -0.19% 
14.0 13.82503 -1.25~ 
3.5 3.51110 +0.32% 
75.0 75.22611 +0.30~ 
23.0 23.04527 +0.20% 
Image points used in the 
simulation 
A ' (9.323, 2.664) 
B ' (8.483, 4.376) 
C' (5.275, 2.997) 
D'  (5.825, 1.341) 
A ' (0.302, 3.393) 
B ' (-0.169, 0.644) 
C'  (1.986, 0.236) 
D ' (2.567, 2.985) 
A ' (e.922, 3.631) 
B ' (4.827,-0.368) 
C'  (7.263,-1.659) 
D ' (9.499, 2.333) 
IQ 
1744.95 
2193.28 
2756.95 
Table 3. Sirmllation results with 1tt=400 I~xels/mm. 
1 
True Computed Error 
values values rate 
(~)  (~m) 
f 1.6 1.60339 +0.21% 
yc 55.0 54.93918 +0.46% 
zc 40.0 40.18261 +0.11% 
f 1.6 1.57030 -1.86% 
yc 57.0 56.01646 -1.73% 
zc 14.0 13.69033 -2.21~ 
f 3.5 3.46139 -1.10% 
yc 75.0 74.35743 -0.86% 
zc 23.0 22.44038 -2.43~ 
Traage points used in the 
simulation 
(ram) 
A ' (9.3225, 2.665) 
B ' (8.4825, 4.375) 
C ' (5.275, 2.9975) 
D ' (5.825, 1.3425) 
A' (0.3025, 3.3925) 
B'  (-0.1675, 0.645) 
c '  (1.985, 0.2375) 
D ' (2.5675, 2.985) 
A ' (6.9225, 3.63) 
B ' (4.8275,-0.3675) 
c '  (7.2625,-1.66) 
D ' (9.5, 2.3325) 
IQ 
697.60 
876.29 
1102.71 
label assists the robot to identify the desired object in a multiple-object environment. Prom the 
geometrical relationship between the cylindrical label and its projection on the image plane, we 
determine the location of the cylindrical object. The method utilizes only a 3-D geometrical 
analysis and a simple algebraic omputation and no iteration is required, therefore, high speed 
and accuracy can be achieved 
Error analysis and simulation results show that the approach is feasible for real applications. 
The location determination time is about 0.2 sec in a 20 MHZ IBM compatible PC/AT computer 
system and the location error is less than 2% in average. 
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