Abstract-This paper describes a routing protocol for enhanced robustness in IEEE 802.15.4-based sensor networks, which also addresses typical MAC layer issues, including power management, synchronization and link reliability. The algorithm uses a single-path strategy in error-free scenarios and resorts to using alternative paths when communication errors are detected. Our proposal exploits implicit acknowledgement of reception, a feature which may be provided by data aggregation when a broadcast medium such as the wireless channel is used. Therefore MAC layer acknowledgements are not used and errors recovery relies on a caching and retransmission strategy. The protocol requires synchronization among the nodes, which also allows the implementation of power saving techniques such as sleep/listen schedules. The performance of the proposed approach is evaluated through simulations, in which we study the overall network reliability and quantify the energy requirements, with different network sizes and protocol parameters.
I. INTRODUCTION Wireless sensor networks consist of large numbers of distributed sensor nodes, normally battery operated, equipped with one or more sensors as well as computing and wireless communication capabilities. Due to the limited transmission range, nodes are generally organized into a multihop wireless network. Each node is able to collect measurements of physical phenomena and to route them through the network toward a base station. Batteries are considered a non-renewable resource, hence the main concern for this type of networks is energy efficiency to prolongue network lifetime. Sensor nodes are able to perform computations over data and many authors have shown that in-network processing and aggregation techniques may be exploited to save energy of nodes, by reducing the amount of data which are transmitted. In fact the use of the radio is by far the most energy-consuming activity.
The characteristics of the wireless channel, the nonnegligible probability of node malfunctioning, as well as battery power depletion are likely to introduce highly dynamic topologies and demand both adaptiveness and selfconfigurability from the network. In such specific scenario the traditional "pure" layered approach is not fully suitable; recent research has instead focused on the design of algorithms that exploit a higher degree of integration between layers.
This work makes use of results produced by the P12S2 Project managed by the Consorzio COMETA, a project co-funded by the Italian Ministry of University and Research (MIUR) within the Piano Operativo Nazionale Ricerca Scientifica, Sviluppo Tecnologico, Alta Formazione (PON 2000 (PON -2006 . More information is available at http://www.pi2s2.it and http://www.consorziocometa.it.
On one hand, Medium Access Control (MAC) protocols, which traditionally manage power saving, are designed to be application-aware to some degree; for example, they may provide service differentiation for data, query and management packets; on the other side, network protocols and applications may in turn be aware of power-management, for instance by taking sleep/listen schedules into account.
The network layer protocol discussed in the present paper is designed to work on top of a IEEE 802.15.4 MAC/PHY stack. It implements a routing strategy which exploits some specific features of data aggregation that allow for implicit acknowledgment, and improves link-layer reliability preserving energy efficiency. The proposed protocol also deals with synchronization issues among nodes.
The remainder of the paper is organized as follows. Section II presents some background on existing protocols for WSNs which exploit in-network data processing, and a brief overview on the IEEE 802.15.4 MAC layer. Section III describes the proposed reliable data gathering protocol whose implementation over IEEE 802.15.4 is detailed in IV. Simulation results are finally discussed in Section V, while Section VI presents our conclusions.
II. BACKGROUND
On-going research on routing for WSNs has focused on the design of efficient protocols that allow local data aggregation to reduce the overall communications; in most cases the use of single paths to connect each node to the base station has been preferred, as opposed to using multiple paths at the same time. In the latter case, multiple copies of the same packet may be traveling along different paths in parallel toward the same destination thus incurring in duplication.
Some protocols choose to create multiple possible paths, but use only one of them at a time; in particular, MESH [1] makes explicit use of multi-path routing, while Directed Diffusion [2] may build single or multiple paths depending on the number of paths that are reinforced between a node and the sink. Finally, LEACH [3] aims at reducing global communications through data compression by locally grouping nodes into clusters.
Other works have focused on in-network data processing as a means for energy saving; SPIN [4] , for instance, uses meta-data negotiations between sensors to reduce redundancy in data transmissions along the network. In PEGASIS [5] , communications occur only between close neighbors that take turns when transmitting data to the base station, thus reducing the amount of energy spent per round. Finally, Madden, et al. [6] have discussed the properties of five basic aggregates, (COUNT, MIN, MAX, SUM and AVERAGE) and have shown how their use positively affects the performance of their innetwork data processing approach, although they may be sensitive to duplicates in the data flow.
One very promising framework that successfully combines multi-path routing with efficient data aggregation is described in [7] , and [8] . In both papers, the respective authors introduce a compact way of describing the data that are being sensed, through "digests" that basically implement an approximate aggregation technique, while maintaining scalability and efficiency. Moreover it is no longer necessary to rely on a tree topology for routing, but a multipath topology may be used as well. Although many aggregation functions are sensitive to duplication or to the order in which data are presented to them it has been shown [7] that there exist classes of functions that show the very desirable feature of being both duplicate-and order-insensitive, which is also preserved after aggregation of the digests of the data. Such class of functions also presents another extremely interesting feature: digests provide implicit acknowledgments of reception. In order to show this, let us indicate by A(., ) the function that computes the aggregate of two input digests, and assume that x, y and z are three different digests; then the following holds: if z = A(x, y) then A(z, x) = z and A(z, y) = z If a node a transmits a digest x and later overhears some parent node b transmitting a digest z such that A(z, x) = z, then it can infer that its digest has been effectively included into the digest z of that parent. Otherwise, it can be safely inferred that the message to that parent has been lost. In other words, the "sniffing" of a digest z = A(z, x) may be exploited as an implicit acknowledgment for the node a.
Power saving may also be achieved by acting on the lowerlevel stack protocols. Most power consumption occurs when the radio is either active for transmissions and receptions, or in listening mode, so most techniques try to keep the radio switched off as long as possible, typically by duty-cycling the nodes, having them sleep and listen periodically.
An emerging standard for the WSN MAC/PHY layer that incorporates such features is IEEE 802.15.4 [9] , that refers to low-rate wireless personal area networks (LR-WPAN) of low-cost, low-power devices; additionally, the IEEE 802.15 WPAN Low Rate Alternative PHY Task Group is also working on adding capabilities including scalability to data rates and longer range.
Should the application accept a lower level of robustness, IEEE 802.15.4 offers the possibility of disabling acknowledgments or retransmissions; moreover several additional primitives are available at the MAC interface that allow fine tuning of significant parameters, such as the ones related to CSMA.
The standard defines two main network topologies: star and peer-to-peer, and the latter may be used as the basis for more elaborated network structures to be built at the network layer. In a peer-to-peer topology, the MAC layer is responsible for organizing the nodes in a tree of coordinator-device associations. The coordinators determine how the associated devices access the channel, while each node may communicate with any other node.
Furthermore, a beaconless configuration and beaconenabled one are available. In a beaconless network, nodes access the channel using an unslotted CSMA/CA scheme. The beacon-enabled mode is relatively more complex, but provides more services and control. In beacon-enabled networks the coordinators periodically transmit beacons which provide synchronization and other services to the devices. Time is structured using a sequence of superframes; each of them has a Contention Access Period (CAP), in which a slotted CSMA/CA is adopted, and optionally a Contention Free Period (CFP) and an Inactive period. During the inactive portion of the superframe, nodes may enter in a sleep state and disable the transceiver in order to save energy. The durations of the CAP, CFP and the Inactive period may be set by the network layer.
III. PERLA
Based upon our ideas presented in [10] we have developed PERLA (Power Efficient Routing with Limited Latency); unlike our previous work, which was built on top of the IEEE 802.11 MAC layer, PERLA relies on IEEE 802.15.4; it additionally takes power management into account and addresses some specific issues related to the adoption of this standard such as synchronization among nodes. Our algorithm relies on a spanning tree for ordinary routing operations, and resorts to exploit alternative paths only when a malfunctioning is detected.
Typical causes of errors in a WSN are failures in links or nodes. The former occur when a transmitted packet is not correctly received by the recipient; they are mainly caused by channel errors and collisions, or secondarily by wrong synchronization between the sleep/listen schedules of the nodes. Generally they are characterized by a temporary nature and they are not explicitly handled by the network layer. Node failures, on the other hand, have a permanent nature and may be caused by malfunctioning, battery depletion or other environmental factors; they introduce dead routes that need to be detected by the routing layer in order to provide the necessary changes in the topology.
During the time elapsed for the process of node failures detection, routing tables are not consistent with the real topology, and data will likely incur in partial or total loss. Although latency may not be a primary concern for all sensing applications, it is desirable that the network timely reacts to permanent failures that generate topology changes. Increased responsiveness of the routing layer protocol would address this issue, but might cause excessive fluctuations when repeated link failures, which are very common in highly populated WSNs and interfered environments, are mistaken for a node failure.
PERLA specifically targets link failures, while relying on a traditional counter-based approach for handling node failures.
If the network layer is capable of recognizing link failures, it may adopt and tune a specific procedure, thus avoiding the risk of overreacting with permanent route changes. Moreover the same measures may also be invoked when node failures occur, during the time that the new routes are established.
Instead of relying on link-layer acknowledgments and retransmissions, the protocol proposed here makes use of the implicit acknowledgment technique for link failure detection and implements a caching and retransmission strategy in neighbor nodes in order to provide an immediate recovery procedure. Alternative approaches for solving the problem of the wireless link unreliability could consist in delegating the matter to the MAC layer, using acknowledgements and retransmissions, or in building on an unreliable link layer service and adopting a multi-path routing. With respect to a pure multi-path approach, the proposed retransmission strategy, while adding robustness to the protocol, involves fewer nodes, so that the overall traffic in the network is reduced. This leads to a better utilization of resources, expecially when only a fraction of the nodes actually produces data and a considerable amount of nodes are involved only in the relaying process. Our proposal has some advantages also with respect to the adoption of linklayer acknowledgments, as will be discussed in Section V.
During the network initialization phase, while growing the tree, nodes are assigned a level representing the hop-distance between themselves and the sink node, with higher levels typically corresponding to larger geometric distances.
Although data may be asynchronously generated by sensor nodes at different levels, they traverse the network with a defined timing, similarly to what described in [11] , and in [12] . As shown in Figure 1 , we assume that the collection of data from all source nodes to the sink must be completed within a specific time, called epoch and indicated by e in the figure. Assuming that the tree depth is n, each level will be Figure 2 shows the detailed timing of the data forwarding process between adjacent levels. The sub-epoch is divided into eight phases during which different actions are performed. The sub-epochs corresponding to adjacent levels are shifted so that the correct phase coupling is achieved. The main transmission and reception phases, which are the only ones used in an errorfree situation, are highlighted in dark grey and labeled as TX and RX. During the RX phase, nodes receive packets from the lower level. Data from own child nodes and data from others' child nodes are separately aggregated and cached. In an errorfree scenario data coming from the child nodes are the ones which are forwarded during the following TX phase. Figure 3 shows a branch of the routing tree containing node 14 and its child nodes; nodes in the same row belong to the same level, indicated by the label on the right. Let us assume that node 1 collected data from its children and node 2 is the source of new data; both nodes are at level h and their data need to be routed toward the base station through node 14. Solid lines represent the path that packets would follow in an error-free situation.
Assume that, during the RX phase assigned to level h -1, node 6 correctly receives a packet from node 2, while node 5 experiences an error while receiving the packet from node 1; nodes 3 and 4 are able to overhear the packet sent by node 1 and to cache it, as indicated by the wavy lines. During the TX phase, nodes at level h -1 forward data based on packets received by their own child nodes. Since implicit acknowledgments are used, the sending nodes do not expect any acknowledgment for the sent packets. Note that when a node of level h -1 is in the TX phase, all of its child nodes at level h are performing a SENSING phase. Node 5 transmits its data packet, which does not contain any data originating from node 1. Node 1, upon sensing the channel, becomes aware that some fault happened and that a retransmission is needed; however it does not try to retransmit the packet but rather waits until the TRIGGER phase begins.
Afterwards, nodes 1 and 2 enter their TRIGGER phase, which corresponds to RX-TRIGGER for nodes 3-6. During this phase, node 1 broadcasts a trigger packet that enables nodes at level h -1 to act "on behalf of" node 5 and to forward the data they have previously overheard. Transmissions from nodes 3 and 4 take place during the upcoming TX-RECOVERY phase. As shown in Figure 2 At the network layer, nodes also need to select a parent and to establish the level to which they belong within the routing tree. In PERLA, a node chooses its MAC layer coordinator as parent at the network layer. The base station and the nodes which have already selected a parent periodically broadcast PERLA management packets, containing their level in the tree and their MAC address. A non-configured node collects these packets and determines its own level and its parent's network layer address by selecting the packet sent by its MAC layer coordinator. Hence, once the setup is completed, the routing tree matches the tree of MAC level associations. The topology of the latter may be controlled by the upper layer according to predefined criteria, so the described approach does not represent a limitation; moreover it allows the nodes of a certain level to be driven by parent nodes through the beaconing process.
It is worth noting that since the association procedure requires a bidirectional packet exchange, only symmetric links are selected as is also required for the implicit acknowledgment mechanism. Finally, in order to control the tree branching factor, fine-tuning of the macAssociationPermit IEEE 802.15.4 parameter is performed.
B. Synchronization and phases
Each of the phases depicted in Figure 2 has been implemented using multiple superframes, gathered in groups sharing the same settings. Phase synchronization is achieved through the beaconing process and the transmission of Beacon Sequence Numbers (BSNs) within the beacons: each phase is assigned a range of BSNs and the nodes determine the current phase for their level by reading the beacons they periodically receive from coordinators. When a node receives a beacon, it waits for a small random amount of time and transmits a beacon in turn, whose BSN value is obtained by increasing the received BSN by an opportune offset. The offset accounts for the shift of the phases between adjacent levels, while the random delay has been introduced in order to reduce the probability of collisions among beacons. However, since collisions may still occur, a support timer is adopted in order to compensate for missing beacons. Synchronization has finally been reinforced by disabling the transmission of packets in the first and the last superframes of each phase. Table I summarizes the IEEE 802.15.4 parameters that are affected by PERLA settings. macBeaconOrder (BO) and macSuperframeOrder (SO) values, which are transmitted in each beacon, respectively determine the time period between two successive beacons and the duration of the active portion of the superframe. A reserved value for SO (15) indicates an inactive superframe and is used to prevent child nodes from transmitting, as for instance during the IDLE and TX phases. During all other phases it is possible to control the duty-cycle of the nodes by statically or adaptively setting SO to an actual value indicated by so; varying so is functionally transparent with respect to PERLA.
The macPromiscuousMode parameter must be set to true whenever the MAC layer is required to forward packets to the PERLA agent regardless of the intended recipient node. Finally, not all phases can have their durations set independently; namely, phases which are constrained to occur simultaneously must share the same duration, thus allowing at most three independent durations ni, n2 and n3.
C. Power management
Nodes may save energy by regulating the duration of the Inactive period of the superframe through SO, and by controlling the macRxOnWhenIdle IEEE 802.15.4 parameter, which determines whether the radio is switched off when not transmitting or receiving packets. PERLA uses both mechanisms to put the nodes in a sleep state when out of the subepoch and in specific intervals during some phases.
V. SIMULATION RESULTS
We developed PERLA as a module for the ns-2 simulator [13] commonly adopted by the networking scientific community, using the IEEE 802.15.4 implementation provided with the standard distribution for version 2.29.
In order to model the energy requirements, we adopted the power consumption levels reported in [14] . The energy model of ns-2 does not completely support macRxOnWhenIdle, and it considers the radio switched off only during the IDLE phase and out of each sub-epoch; therefore ns-2 reports a higher power consumption than PERLA actually needs.
The energy required by PERLA may be controlled acting on the durations of the TX-RECOVERY and TRIGGER phases; however, the shorter the duration of a phase, the lower the probability that all nodes will complete the transmissions in time. In our simulations, phase durations were always set to be longer than the time needed for all nodes to complete their transmissions, so that we could evaluate an upper bound to the performance offered by PERLA regardless of energy constraints. Parallel simulations were performed using the computing facilities available on the grid system of our University.
Performance of a sensor network strongly depends on the chosen MAC/PHY layers; moreover, in the case of IEEE 802.15.4, it also depends on the specific settings for all customizable parameters. As, to our best knowledge, literature does not present any comprehensive description for a widely accepted routing layer which works with the peer-to-peer topology of IEEE 802.15.4 networks, no direct comparisons can be made to PERLA; in our analysis we assess the performance of the proposed approach as compared to two alternatives, thus resulting in the following algorithms: a) cache-and-retransmit strategy (PERLA); b) unacknowledged transmissions ("base"); c) link-layer acknowledgments and retransmissions ("ACK").
In all cases the data gathering model described in Section III has been adopted. For the last two algorithms the structure shown in Figure 2 has been simplified by considering only the Tx and RX phases, while nodes are kept in sleep state during the other phases.
All simulations assume that nodes have a transmission range of 10 meters, which corresponds to an area Af 314.16m2.
Nodes are randomly placed according to a uniform distribution and are all assumed to be generating data. Node failures were not considered, and an ideal channel is assumed, so that channel errors do not occur; however link errors may still be present as there is the possibility of collisions. Performance is measured in terms of reliability and connectivity. Reliability is defined as the ratio between the number of originators of the aggregate received by the base station and the total number of nodes. Connectivity is defined as the number of nodes which were able to join the network and synchronize. Moreover, we also monitor the energy spent per epoch. All the reported values are averaged on the overall number of epochs of the simulation.
We have tested the algorithms on three different scenarios; in the first one, the network contains 40 nodes and, in order to assess the behavior of the algorithms with respect to scalability, we compare the results with a second scenario where the number of nodes is increased to 100. In a third scenario, again with a 40 nodes network, the maximum number of children was limited to 2 per node, in order to study the influence of the branching factor. Furthermore, a deeper insight into the internal operations of PERLA is provided by analyzing the amount of trigger packets sent by the nodes at each level, in order to point out any potential weakness of the proposed strategy, and to suggest possible improvements.
A. Performance evaluation Figure 4(a) shows the results in the 40 nodes scenario. The reliability is plotted against the density of nodes, in a range from 4 to 40 nodes per area Af.
The performance reached by algorithm "base" is very poor; it just slightly increases with the density of nodes, but never reaches 15%. This unsatisfactory behavior is due to the high amount of collisions, while the trend may be explained with a lower number of levels in the routing tree as the density increases. When acknowledgments and retransmissions are used (algorithm "ACK") the reliability improves and is on average higher than 15%, not showing significant variations with the density. The performance of PERLA is remarkably better than with the other two approaches with a reliability in a few cases beyond 25%, that is twice over "base". The highest values are achieved for high density, since there is a higher degree of cooperation among the nodes. The advantage of PERLA over "ACK" is justified by two main factors: while link-layer acknowledgments and retransmissions contribute to raise the number of collisions, PERLA retransmissions are scheduled in a separate, dedicated phase and do not negatively affect the first transmissions; in addition, PERLA retransmissions do not take place at the tree depth in which the link failure occurred, instead they exploit the fact that the packet may have been cached by nodes closer to the base station and start from there. Figure 4(b) shows that the connectivity is always over 80%, with PERLA performing slightly better. In Figure 4 (c), the energy spent per epoch is reported; the doubling of the reliability shown in Figure 4 (a) may be obtained by PERLA with less than twice the energy of "base".
In Figures 4(d) , 4(e) and 4(f) the results from the second scenario are displayed. We increased the number of nodes to 100, and resized the network field in order to leave the density unchanged. The reliabilities, shown in Figure 4 (d), are reasonably lower than the previous scenario, while the same qualitative behavior may be observed. A reduction of about 10% on the values of connectivity is visible in Figure 4 (e). The levels of energy, which are reported in Figure 4 (c), do not show variations since all the three approaches are essentially independent of the network size as far as energy is concerned.
In the last scenario, we show how the branching factor of the tree affects the performance of the network. We considered Figure 4 (g) we can see that the two factors result in overall reliability enhancement with respect to scenario 1. Performance of "ACK" is comparable to that of PERLA, with the latter performing slightly better at higher densities. For all algorithms, connectivity and energy consumption do not appear to be significantly affected by the branching factor.
B. Analysis of per-level trigger probabilities
We define the h-level trigger probability as the ratio of the amount of trigger packets sent by all nodes belonging to level h during one epoch, and the total number of those nodes, averaged on the overall number of epochs. This quantity gives an indication of the probability of successful transmission during the TX phase. The lower the trigger probability, the higher the probability that a packet from level h is correctly received by the intended recipient at level h-1, without the need for retransmissions. Figure 5 shows the trigger probabilities for the three considered scenarios, for the first 20 levels, when using PERLA. Ten curves are plotted in each figure, representing the trigger probabilities for increasing node densities. Densities are expressed as multiples of d, which is the lowest value considered in the simulations reported in Figure 4 . Figure 5 (a) shows that the trigger probability is largest at the lowest levels of the network, whereas it decreases as the hop distance from the base station increases, becoming almost null after level 14. Clearly, the trigger probability is zero for the first two levels, which represent the base station and its child nodes, that do not send trigger packets. The observed behaviour is in accordance with the intuition that nodes tend to fill the levels closest to the base station with higher probability, hence a larger number of nodes try to access the channel simultaneously. Note that, since the branching factor is set to 5 in Scenario 1, up to 25 nodes may belong to the second level. Moreover, as density increases, the trigger probability decreases at the lowest levels, whereas it increases at the highest ones; this trend can be interpreted as an effect of the distribution of nodes among the levels, as well. Figure 5 (b) refers to Scenario 2, which considers a network with 100 nodes. It shows a similar trend; nodes send trigger packets with high probability up to levels 6-8, which contain In Figure 5 (c) the effect of reducing the braching factor to 2 can be analyzed. In most cases the peaks of the curves are located between levels 6 and 8, and the values of trigger probability are lower than in Scenario 1, in accordarce with the increased reliabilities observed in Figure 4(g) .
Lowering the branching factor has the side-effect that nodes spread through a larger number of levels; since the epoch duration needs to be dimensioned accordingly, this affects the minimum allowed latency. Finally, from these results it can be inferred that an improvement of the performance of PERLA can be achieved by providing a lower amount of contention, especially at the lowest levels, where a collided packet causes the loss of a larger amount of information. Currently, a technique that adaptively limits the branching factor is under study.
VI. CONCLUSIONS AND FUTURE WORK
The present work described a data gathering strategy for wireless sensor networks employing a hybrid single/multi-path routing algorithm which makes use of alternative paths when necessary. We adopted a caching and retransmission technique, enabled by the use of implicit acknowledgments of reception.
We described an implementation based on the IEEE 802.15.4 standard and provided simulation results showing that the proposed strategy outperforms both a basic approach with no link-layer acknowledgments, and an approach based on acknowledgments and retransmissions; moreover, we evaluated the cost of the additional features of our protocol in terms of consumed energy, and we studied the trend of retransmission requests at the different levels of the routing tree.
The characteristics of the IEEE 802.15.4 standard have been used to obtain an implementation that may be actually deployed on commonly available wireless sensor nodes.
Additional tests have shown that a considerable amount of collisions is caused by the beacons, which are transmitted without CSMA. It would be desirable to reduce the number of beacons, and to adopt longer superframes; however, beacons are necessary for the process of synchronization, and this might weaken its robustness, therefore on-going research is being conducted to address this issue. Moreover, we are currently studying phase durations dimensioning for optimized power consumption, and suitable settings of IEEE 802.15.4 parameters for better performance, including the ones influencing the branching factor.
