There are many attribute selection criteria involved in the induction of decision trees. We present criteria derived from an impurity measure in a unified framework and we use the same background to describe ORT criterion [12] . We compare the theoretical backgrounds of C.M. criteria with those of the ORT criterion and we illustrate their differences. We set lazy decision trees with regards to these families of criteria, and we debate their use with uncertain data sets. Finally, we clarify the choice of these approaches and we separate their domains of application.
Introduction
Decision trees have been used successfully for many different decision making and classifications tasks in many domains like medicine. Broadly speaking, a decision tree is built from a set of training data having attribute values and a class name. The result of the process is represented as a tree in which nodes specify attributes and branches specify attribute values. Leaves of the tree correspond to sets of examples with the same class or to elements in which no more attributes are available. Construction of decision trees is described, among others, by Breiman et al. (1984) [3] who present an important and well-known monograph on classification trees. A number of standard techniques have been developed, for example like the basic algorithms ID3 [19] , CART [3] and the questionnaire theory [16] . A survey of different methods of decision tree classifiers and the various existing issues are presented in Safavian and Landgrebe (1991) [22] .
In induction of decision trees various attribute selection criteria are used to estimate the quality of attributes in order to select the best one to split on. Section 2 briefly sets out two main paradigms to generate decision trees: the C.M. criteria which are stemmed from an impurity measure [3] [5] and the ORT criterion [12] which is based on a canonical scalar product. We present C.M. criteria in an unified framework [9] to better confront these paradigms and we compare the theoretical backgrounds of C.M. criteria with those of the ORT criterion. We connect the question of the advantages and disadvantages of each of these families of criteria with the presence or not of uncertainty in the used data and the necessity to prune or not the tree to avoid overspecified information. Section 3 briefly illustrates differences which may happen in practical situations between C.M. and ORT criteria. In Section 4, we set lazy decision trees with regards to these families of criteria and we debate their use in uncertain domains. To conclude, we will see that the choice of a paradigm, according to us, depends whether the used data sets embed uncertainty or not, whether the phenomenon under study admits deterministic causes, and what level of intelligibility is required.
C.M. and ORT criteria 2.1 C.M. criteria
Many possible attribute selection criteria for building decision trees exist, but we know at a theoretical level that criteria derived from an impurity measure perform comparably [3] [5] [9] . We used here the term of impurity because it is the more usual in the machine learning community [3] [12] . We called such criteria C.M. criteria (concavemaximum criteria) because an impurity measure, among other characteristics, is defined by a concave function. The most commonly used criteria which are the Shannon entropy (in the family of C4.5 software [20] ) and the Gini criterion (in CART algorithms [3] ), are C.M. criteria. We present criteria derived from an impurity measure in an unified framework [9] in order to better understand C.M. and ORT criteria.
To compare these families of criteria, it is necessary now to recall the basic constraints of the problem [3] Let us consider an attribute selection criterion denoted (see Fig. 1) . One can then show [9] , that if ' is strictly concave and is symmetric, then it satisfies constraints (1) to (5) and any element of the set C of symmetric strictly concave functions is a proper function to define an impurity measure. So, from this set of constraints, we have a whole set of possible criteria, which will be called concave minimum criteria (for example, the information gain and the Gini criterion are C.M. criteria). The value of the criterion in a node reflects how appropriately the chosen attribute divides the data. With impurity measures, the smaller the value of , the better the split. Let us recall that, from iii), (Y ) can be viewed as a combined measure of impurity of the sub-nodes induced by Y : we will see that this point is of great interest to explain differences between ORT and C.M. criteria. Many domains are uncertain and in such areas, like medicine, we are sure a priori that it is impossible to build a tree that correctly classifies all the examples. In such situations, decision tree algorithms tend to divide nodes having few examples and a main drawback appears (see [3] [18][6] [23] ): the resulting trees tend to be very large and overspecified. Some branches, especially towards the bottom, are due to sample variability and are statistically meaningless (one can also say that they are present due to noise in the sample). Such branches must either not be built or be pruned. If we do not want to build them, we have to set out rules to stop the building of the tree.
We know it is better to generate the entire tree and then to prune it (see for example [3] [14] ).
With C.M. criteria, one can define a straightforward pruning method (which is called C.M. pruning because it goes with using a C.M. criterion to build the tree) perfectly coherent with the building of the tree [8] . We will see below that C.M. pruning is not tied to the use of the pruned tree as a classifier and it is suitable in uncertain domains. C.M. pruning builds a new attribute binding the root of a tree with its leaves, the attribute's values corresponding to the branches leading to a leaf. It permits computation of the global quality of a tree. It corresponds to the difference between the impurity of the root of the tree and the mean impurity of its leaves, this difference being normalized to a value in [0, 1] . The global quality of a tree is equal to 1 if and only if all its leaves are pure and it is equal to 0 if and only if the frequency distributions of D in its root and in all its leaves are identical. The best sub-tree for pruning is the one that yields the highest quality pruned tree. C.M. pruning produces a family of nested trees spreading from the initial large tree to the tree restricted to its root. The curve of the global quality index as a function of the number of pruned tree gives a pragmatic method to stop the pruning process [8] . The computational cost of C.M. pruning is particularly low and it is tractable even with large databases.
The principal methods for pruning decision trees are examined in Mingers and others [17] [11] . Most of these pruning methods are based on minimizing a classification error rate when each element of the same node is classified in the most frequent class in this node. These pruning methods are inferred from situations where the built tree will be used as a classifier and they systematically discard a sub-tree which doesn't improve the used classification error rate. The resulting pruned tree is different from that produced when one uses C.M. pruning. For example C.M. pruning doesn't systematically discard a sub-tree, the classification error rate of which is equal to the rate of the root. In Figure 2 , D is bivalued and in each node the first (resp. second) value indicates the number of examples having the first (resp. second) value of D. This sub-tree doesn't lessen the error rate, which is 10% both in its root or in its leaves; nevertheless the sub-tree is of interest since it points out a specific population with a constant value of D while in the remaining population it's impossible to predict a value for D. The global quality index of this sub-tree is 0:55, which means that it explains 55% of the initial impurity. 
The ORT criterion
In order to better confront C.M. and ORT criteria, we present now ORT criterion from the set of constraints previously cited. Let us come back to conditions i), ii), and iii [12] claim that grouping values of attributes and building binary trees yield better trees; we agree with them for many situations, but nevertheless, for example in medical areas, physicians do not always agree to group values since it yields meaningless trees and thus non-binary trees must not be definitively discarded.
However, in this section, in order that condition iv) implies that (Y ) is minimum as soon as all sub-nodes are pure, we consider attributes Y with two values (this doesn't hold true for D which can still have more than two values).
There are also situations where taking into account the respective sizes of the subnodes is not necessary. For example, let us suppose that we try to clear up strategies for therapy in the case of a well diagnosed disease and that the choice of therapy relies on p dichotomous attributes; we can consider two methods:
1. We collect a sample of real cases where D codes the prescribed therapy and then scrutinize the tree built with this data set.
2. We consider the 2 p possible values of (Y 1 ; : : : ; Y p ); we ask an expert to write down for each of the 2 p situations the therapy he recommends. This method yields trees which are useful tools in building expert systems or in consensus conferences.
In method 1), it is essential to take into account the respective sizes of the sub-nodes and thus to retain condition iii). In method 2), there is no reason to do so. Therefore we discard condition iii) in this section and we consider criteria satisfying ii) and iv).
As frequency distributions are also elements of R k (where k is the number of values of D), the cosine of (P 1 ,P 2 ) is the simplest function to consider. Let us note P 1 :P 2 the canonical scalar product: P 1 :P 2 = P k j=1 p 1j p 2j with P 1 = (p 11 ; : : : ; p 1k ) and P 2 = (p 21 ; : : : ; p 2k ) being the frequency distributions of D in the sub-nodes induced by Y . A selection attribute criterion is defined by the function , the minimum of which will define the best attribute to select:
(Y ) = cos(P 1 ; P 2 ) = P 1 :P 2 kP 1 kkP 2 k with kP i k 2 = P k j=1 p 2 ij i = 1; 2
This criterion is, up to a sign ?, the ORT criterion [12] (in the ORT criterion one has to maximize 1 ? (Y )).
ORT versus C.M. criteria
To show the differences between C.M. and ORT criteria, let us consider the data set given in the appendix and the trees induced from this data depicted in Figure 3 : a tree built with a C.M. criterion is represented at the left and the tree built with the ORT criterion at the right. ORT rapidly comes out with the pure leaf Y 2 = y 21 while C.M. criterion splits it and arrives later at the split leaves. We give here just a simple example, but some others both in artificial and real world domains are detailed in [10] : they show that ORT criterion produces more often than C.M. criteria trees with small leaves at their top. We will also see in [10] that overspecified leaves with C.M. criteria tend to be small and at the bottom of the tree (thus easy to prune) while leaves at the bottom of ORT trees can be large. Thus, in the example of therapy strategies, ORT criterion may perform better in method 2) while C.M. criteria are to be used in method 1). The issue of taking into account the number of examples covered by a rule is debated in Clark and Boswell [7] . They claim rules established from few examples are unreliable in domains with uncertainty. Let d 1 and d 2 be two values of the class. They prefer for instance a rule (R1) covering 1000 examples having the value d 1 and 1 example of d 2 to a rule (R2) covering 5 examples having the value d 1 and 0 example of d 2 . They upgrade their CN2 system in order to avoid producing highly specific rules by using the Laplacian error estimate. The accuracy of the Laplace estimate for predicting the value of D is 99:8% for R1 and 85:7% for R2. Experimental comparison on twelve real world domains shows this strategy significantly improves CN2 accuracy.
So, ORT favours attributes that simply separate the different classes without taking into account the number of examples of nodes so that ORT produces trees with small pure (or nearly pure) leaves at their top more often than C.M. criteria. Nevertheless, in uncertain domains, such leaves may be irrelevant and it is difficult to prune them without destroying the tree. However pruning is perhaps useless in the domains where the ORT criterion is preferred.
Lazy decision trees 4.1 Motivations
A single decision tree built from a training set is the best (according to the used attribute selection criterion) on average on all examples. But, there may be better attributes choices for classifying specific instances.
Let us consider the following example. Suppose a data set of patients which we would like to classify as sick or healthy. Let us assume that this data set includes a boolean attribute Human Immuno-deficiency Virus (called HIV). In this situation, if a patient has the value true for HIV, his class is likely to be sick. That means that, for this patient, the HIV attribute is highly informative for the classification task. But, even if we suppose that all instances having HIV positive are classified as sick, if the proportion of patients having HIV positive is small, it is likely that a C.M. tree doesn't choose this attribute at the top of the tree and the HIV-positive instances will be fragmented throughout the nodes. Using ORT criterion, we may hope that HIV attribute will be chosen at the top of the tree, which seems sensible in this situation, since this attribute gives prominence to a deterministic situation.
Nevertheless, let us note that we have to choose here between perfectly classifying few patients with a single attribute or to start explaining the class of many patients but with the cost of building a more complicated structure. Moreover, what happens if several attributes -like HIV -are highly informative each one to classify few instances? If a single tree is built, it is necessary to select one attribute at the root and the final tree will be unable to take advantage of special characteristics of an instance that may give rise to an extremely short explanation to classify it.
Lazy trees [13] have been introduced -among other things -to solve this question. The main idea of this strategy is to highlight the "best" path in a virtual decision tree for each instance to classify. A key point is to use all the available information for each instance. If we come back to our previous example, we know that HIV attribute seems to be a good choice at the root of the tree for patients having HIV positive. For an other instance, we will see in the next section that lazy approach may lead to select another attribute to get again a short path specific to this instance to classify it. If an instance has no value for an attribute, lazy approach will construct the best tree with remainder attributes. Thus, we will see below that it is a natural mean to handle missing values.
Next sections outline lazy trees and compare the advantages and disadvantages of this approach to those of usual decision trees built with C.M. and ORT criteria.
Overview of the method
In lazy approach, the first part of the induction process (i.e., building a classifier) is non-existent: all the work is done during the classification step.
The basic algorithm has in input a training set of labelled instances (i.e., class is known) and a new instance to classify (i.e., a test instance). It predicts in output the class value of the test instance. Aside from stop conditions, the core of the process is to select an attribute and apply it recursively on the sub-problem containing data with the same outcome of the attribute as the test instance. The overall effect is that of tracing a path in an virtual tree made specifically for the test instance.
Such an approach has been described by White [25] in order to deal with noisy data. The latter adds conditional probabilities (probabilities which are conditional on the full set of attributes) in order to relax assumptions between attributes. The process of classifying a new case proceeds by following a path through the tree from its root down to its leaf where the estimated probabilities of class membership are located. The combinatorial explosion inherent in generating large classification trees is circumvented by only building the particular path required at each stage. White estimates that this approach is suitable for all domains where there is some level of uncertainty as intrinsic to the nature of the problem.
In a more recent work, Friedman et al. [13] set lazy trees approach in relation to ordinary trees. They present a new lazy algorithm -L AZYDT -that conceptually constructs the "best" decision tree for each test instance. In practice, only a path is generated, and a caching scheme makes the algorithm fast.
The heart of the algorithm is the selection of an attribute at each recursive call. Unlike ordinary decision trees, the input of lazy approach has an extra information, the test instance, and one would like to use that information to choose the appropriate attribute. LAZYDT uses, as attribute selection criterion, a normalization of the difference between the entropies for the current node and for the node where the test instance would be branched to. This normalization avoids negative gain and allows to take into account the actual class values and not only the frequencies. By re-weighting the instances at every node, normalization leads to have equal weight for each value of the class. Furthermore, to avoid fragmentation of data, LAZYDT chooses a binary split on a single value (for attributes with more than two values, only splits on any value that is not equal to the test instance's value are allowed). According to us, normalization and binary split, which concur the aim of these stated by the ORT framework, are the cornerstone of the process which highlights quickly a deterministic situation appropriate to the test instance, even if few instances are affected.
Discussion
Unlike C.M. and ORT frameworks, which generate a single tree from a data set, lazy decision trees are able to produce the "best" tree appropriate to each instance to classify. The criterion used in LAZYDT is able to produce short paths giving prominence to deterministic situations, even with few instances. In this sense, this criterion is quite similar to ORT. But, as the criterion used in lazy trees relies on the node where the test instance will be sent, generated paths depend on the specific values of the test instance and we can hope to build the "best" path for each test instance: here is a difference with ORT.
In uncertain domains, missing values and noise are unavoidable and a great interest of lazy approach is its flexibility. Lazy trees use the available information so that missing values are naturally handled by considering only splits on attributes values that are known in the test instance. So, Friedman et al. [13] claim that this approach is robust with respect to missing values and doesn't need to resort to the complicated methods usually seen in induction trees (e.g., sending portions of instances down different branches like in C4.5 [20] or using surrogate attributes like in CART [3] ). This method has been explicitly proposed by Brunet in [4] . Nevertheless, Ragel notes that this approach doesn't solve missing values in the training set (with LAZYDT, instances with unknown values are excluded when their values are missing for an attribute in a path). Ragel [21] proposes a pre-processing method to deal with missing values which temporarily ignored them, without deleting data. This one is based on a search of relevant associations within data to predict missing values. The core of the used algorithm stems from associations rules [1] (we will come back briefly to this method in conclusion).
But, with lazy trees, the user has to cope with multi-paths and not with a single decision tree. The latter is a graphical structured summary of a data set. Experience in induction tasks shows that this result is a key point of the success of decision trees. It is the foundations of a fruitful iterative process of discovery: building a tree brings a new light on the studied phenomenon which suggests the construction of a new tree, and so on. By this mean, the user may reach a goal that he didn't suspect. With lazy decision trees, we miss the point and its lack of intelligibility is a clear drawback. Let us note that the use of a tree as a classifier is highlighted in the artificial intelligence field. We claim that its use as an efficient data-mining description tool, oriented by an a priori classification of its elements, is as important as its use as a classifier.
There is also not a simple analogy between pruning in lazy decision trees and pruning in ordinary ones. According to Friedman [13] , it is the weakest point of LAZYDT. Experiments on the usual data sets used in the community (U. C. Irvine repository) show that the lack of pruning of lazy trees is a clear drawback with corrupted data [13] . As we have seen in Section 2.1, pruning is a fundamental point in uncertain domains. Until this question of pruning in lazy approach is not be clarified and resolved, it is obvious that it will slow down the use of lazy decision trees in such domains.
Conclusion
The C.M. attribute selection criteria and the C.M. pruning can be performed consistently within the same theoretical framework. It is a general framework since on the one hand there are no specific conditions on the attributes and on the other hand it doesn't rely on any specific use of the pruned tree. We have seen that C.M. pruning is suitable in uncertain domains because it allows to keep sub-trees with leaves yielding the determination of relevant decision rules, even when keeping the sub-trees doesn't increase the classification efficiency.
We can say that both ORT and C.M. criteria favour keeping in the same subset elements with the same value of the class. The C.M. criteria, taking into account the size of the nodes, favour trees with big leaves at the top and small leaves (easy to prune without destroying the tree) at the bottom. ORT might track a statistical random effect at the top of the tree rather than a characteristic of the phenomenon under study. Conversely if we know a priori that the phenomenon under study admits deterministic causes in some rare situations, the ORT criterion may find the description of these situations while C.M. criteria do not. Thus these criteria have different fields of applications. Let us remark that if we do not specialize in binary trees then C.M. criteria always work while the generalization of ORT criterion is not a simple task [15] .
If classification is the main focus of the induction work, by constructing a path which takes into account characteristics of each instance, lazy decision trees is a very attractive approach. It is a suitable mean to highlight rare but interesting situations which imply few cases. In this sense, lazy decision trees are powerful than ORT criterion. But the latter, as well as the C.M. criteria framework, by offering a single decision tree, allows the user to understand the phenomenon embedded in data and has the advantage of the intelligibility. Furthermore, in uncertain domains, we know that situations with few cases may be due to random effects and that pruning is a key point: this step is not clarified in lazy decision trees yet.
To conclude, we can point out that lazy decision trees is a more sophisticated approach than ordinary decision trees: the search is dedicated for each example and not on average on all the data. This concept can be further developed: for example, association rules method [1] is a recent and efficient approach to extract all the associations of large databases. With this approach, classification task comes down to a search dedicated to each value. The counterpart to this exhaustive search is the huge amount of rules that are produced. If it is not a drawback for an automatic process, on the other hand the user has some difficulties to interpret the rules and to understand the phenomenon. Hence, there are some works on generalization of association rules [24] in order to summarize them. When such a synthesis of association rules will be available, it may be a new mean to run more effective data summaries as decision trees, and the question of the used attribute selection criterion would be obsolete.
