Introduction
The problem of specifying the form o f a surface over a particular set o f points can be discussed from the geodesic point view in terms o f statistical verification in two cases, namely [3, 4] ;=1 where v/( (/ = l,2,...,m ) represents the differences between the value of the function specified on the basis o f theoretical coordinates and the value o f the function obtained from the process of minimization. When we consider empirical coordinates o f points we will deal with an equalization task in the general form The solution o f this problem facilitates a critical analysis o f the effectiveness and precision of the representation o f the terrain model by means o f neural networks, which are a universal approximation system reflecting multidimensional data sets without the necessity to formulate a form function. However, the use of neural networks requires a suitable network structure, a particular number o f learning standards for a general number o f points and choice of a suitable activation function (it can be different in the hidden layer and output later).
Materials and methods
Artificial neural networks are systems in the form o f configurations o f neurons, whose computing power makes it possible to achieve a representation from input space to output space [2, 5] . The basis for the algorithms applied for teaching the network is an objective function (an energy function), defined by means o f the Euclides algorithm as the sum o f the squares of differences between the current values of input signals o f the network and the allocated values in the form: 
, M ).
On the assumption that the objective function is continuous and gradient optimisation methods are used, the adaptation o f the vector of weights is carried out according to the rule: wf^ = wf ) + AwW (2) where k is the number o f a subsequent iteration.
In the process of the minimization of the objective function and the sigmoidal activation function adopted, the increase o f coordinates of the vector o f weights Aw = -i)p{w) (3) where p{w) = dE_ dw is a direction in the multidimensional space w , and tj is the learning coefficient.
In order to obtain similarities with the optimum solution the following quasi Newtonian methods have been used: the method o f a quasi-Newton algorithm, conjugate gradients, and the Levenberg -Marquardt method. The algorithm carried out via the quasi-Newton method uses information on the curve o f the objective function being minimized. In quasi-Newton methods the hessian matrix is approximated by means o f the difference of first rank derivatives. This method does not require the difficult-to-satisfy (in general) condition o f the positivity of the hessian in each iteration, which facilitates the practical implementation o f the algorithm. We will be looking for a stationary point w* o f the minimum o f the objective function E(w ) in the direction and the reverse matrix o f the approximated hessian V^(
4)
[G(w f k) as a matrix modified from the previous iteration (the starting value V° = 1 ) has been described with the DavidonFletcher -Powell recurrent dependence [5] r
where and r 'k) denote respectively the increase o f the vector o f weights w and the gradient g(H') in two subsequent iterations, -w^kA\ = g ( w fk^ -g ( w fk '■. The Levenberg -Marquardt method is very similar to the quasi-Newton method, which also uses the square calculation o f the objective function E (w ) and an approximated value o f the Hessian G (h') including a regularization factor. When the objective function is defined as (1) the approximated matrix o f the Hessian has the form G(w)= j(w)r j(w)+ Jl(w) (6) where: j ( w ) -Jacobian of the function (1) 7?(w>) -summands o f the expansion of the exact value o f the hessian H ( w) by means o f the regularization factor r 1 (or r l). After introducing the regularization factor into the formula (6) we obtain a form o f the matrix of the hessian equivalent to the expression (6)
The efficiency o f the algorithm depends on the choice o f the scalar coefficient r^l . At the beginning o f the learning process, when the value o f the function E{w) is great, the regularization factor r^l assumes great values. As error is reduced and the solution gets closer the parameter r^l is reduced down to zero. The method o f connected gradients uses the square model o f the objective function without the necessity to use a number o f matrix calculations in each iteration. The directions p{,p2,...,pn are called directions connected to the symmetrical, strictly positive matrix G , if The symbols a and b in the formulas are constants: a = 1.2, ô = 0.5 and 77mjn and r]max denote respectively the minimum and maximum value o f the learning coefficient, equal in the ROROP algorithm respectively 10'6 and 50 [5, 6] Results and discussion The representation o f surfaces described by means of form functions -elliptical paraboloid and hyperbolical paraboloid has been effected for a training set o f 20 points, a test set o f 320 points ( fig. 2a and 2b ) for a network with the architecture 2_5_1 and 2101 with the use of the bipolar activation function in the form
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In the learning process the change o f the learning terror o f two consecutive iterations le-10 and the number o f iterations on the level o f 20000 have been adopted as the criterion for the termination of the minimization process.
Fig.2. The layout of training set points -the elliptic paraboloid (2a) and the hyperbolic paraboloid (2b)
The results o f learning and testing the network in the form o f the mean error
and the results o f obtained by means of spline and kriging approximations have been compared in table 1 and 2 an represented graphically in fig. 3 . 
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