Abstract-The connected automated vehicle has been often touted as a technology that will become pervasive in society in the near future. One can view an automated vehicle as having Artificial Intelligence (AI) capabilities, being able to self-drive, sense its surroundings, recognise objects in its vicinity, and perform reasoning and decision-making. Rather than being stand alone, we examine the need for automated vehicles to cooperate and interact within their socio-cyber-physical environments, including the problems cooperation will solve, but also the issues and challenges. We review current work in cooperation for automated vehicles, based on selected examples from the literature. We conclude noting the need for the ability to behave cooperatively as a form of social-AI capability for automated vehicles, beyond sensing the immediate environment and beyond the underlying networking technology.
I. INTRODUCTION

C
ONNECTED automated vehicles (CAVs), forming the so-called Internet of Vehicles [1] , [2] , are predicted to revolutionise transportation world-wide, and transform urban life, as early as 2021, and becoming pervasive in the decades to come. 1 Other forms of vehicles such as self-driving wheelchairs 2 , and self-driving motorcycles 3 are also being developed. Cooperative Intelligent Transport Systems (e.g., cooperative driving) is an active area of research.
A lot of work has been on sensors for vehicles and how the Artificial Intelligence (AI) in vehicles can learn to "see", navigate and manoeuvre within everyday road systems, e.g., see [3] . In the larger Internet-of-Things (IoT) service ecosystems and the emerging cognitive IoT [4] , CAVs are situated within socio-technical environments of human road users and other automated entities. In so far as the action of CAVs must take into account the actions and reactions of others, and are intentional individually or collectively, CAVs need to perform social interactions and social signalling.
Vehicles need to interact with and potentially connect not just to other vehicles, but also motorcycles, bicycles, pedestrians, and other road-users, as well as with IoT services (including via Road-Side-Units), over Dedicated Short Range Networking (DSRC) or 5G-V2X networking [5] . Indeed, there have been much research on vehicle-to-vehicle (v2v) and vehicle-toinfrastructure (v2i) (and more generally, v2x) communications. Over such network protocols, there is opportunity for vehicles to exchange application level messages and cooperate to improve safety and increase their effectiveness [6] , creating a cooperation layer above the vehicular network layer. The Society of Automotive Engineers (SAE) released a message set dictionary for standardizing messages exchanged in DSRC communications, such as intersection collision warnings, emergency vehicle alerts and vehicle status information can be shared. 5 There are large European projects on cooperative-ITS including cooperative vehicles. 6 The European Telecommunication Standard Institute (ETSI) provided the EN 302 637-2 standard 7 which defined Cooperative Awareness Messages (CAMs).
CAVs will not just get from A to B autonomously but, in doing so, will need to cooperate with other vehicles and people in a wide range of situations. The notion that vehicles have social capabilities in that they can negotiate, cooperate and collaborate has been proposed by Riener and Ferscha [7] . Here, we explore further the idea of social vehicles, envisioning the social brain of a CAV, which is defined as a software module that determines how a vehicle cooperates with other vehicles, how a vehicle cooperates with pedestrians and services over such v2x networking, how a vehicle reasons about social behaviours, how a vehicle behaves when receiving particular messages, and how inter-vehicular cooperation can be exploited in road situations. In particular, the social brain of a CAV could reason about social situations with respect to other vehicles on the road and pedestrians, remember interactions in the past to inform future cooperation, work within social norms for the road, and have context-aware focus (akin to salience in humans in social cognition). However, the social brain is not merely reasoning about situation-awareness but also determines the actions of the vehicle -how the vehicle will behave socially with respect to other vehicles and how the vehicle interacts (e.g., what messages to send) with other entities.
We use the metaphor of the social brain in humans [8] , a functional aspect of the human brain which relates to understanding others, empathising, trusting, communicating and cooperating with others. Similar to the social brain in humans, we can consider the notion of a social brain in a CAV which allows it to predict or model what other vehicles and people are going to do, understand the intentions of other vehicles and people, and behave in a way that exhibits that understanding in a wide range of situations.
Computationally, the social brain in a vehicle could implement multiple cooperation protocols for different road situations, e.g., a protocol for collision warning at intersections, a protocol for movement at roundabouts, a protocol for merging traffic, a protocol for platooning on the highway, a protocol for overtaking, a protocol for cars giving way at intersections, and so on, all integrated into a social brain module in the vehicle. At the same time, policy rules and robot laws are needed to govern not just road traffic in general but to ensure the trustworthy and ethical interaction between CAVs, and between CAVs and people [9] . This paper aims to outline the cooperation layer in CAVs, highlighting potential applications and issues of cooperative CAVs, drawing on related work. We first describe a range of scenarios where cooperation can happen as well as the potential benefits, and then outline challenges in enabling the social brain of CAVs.
The contribution of this paper is twofold: (1) to review work on cooperative vehicles highlighting the wide range of cooperative behaviours being investigated for vehicles, and (2) to propose the notion of the social brain for autonomous vehicles, i.e., broadly speaking, a "social-AI " for vehicles, which functions as the central component in supporting a wide range of cooperative behaviours.
II. TYPES OF COOPERATION
We consider below two types of cooperation: vehicle-tovehicle, and vehicle-to-pedestrian.
A. Vehicle-to-Vehicle Cooperation and Reasoning
We consider a range of scenarios, including parking, routing, managing traffic flows, cooperative awareness, and social memory, to illustrate the potential that v2v cooperation in addressing important on-road problems. Vehicle-to-vehicle cooperation will use v2v networking but could also be mediated by v2x infrastructure.
Parking: Cooperation is not merely sharing of information. For example, the use of inter-vehicle cooperation in finding parking spaces have been investigated in different aspects. The authors in [10] analysed the performance of cooperative vehicles in finding parking spaces through collecting and sharing parking information compared with centralized management under different conditions and concluded that there is no optimal solution for all situations and the benefit of sharing information can outweigh the increased vehicle competition that it may cause. Also, the authors in [11] found through simulations that disseminating parking information among vehicles barely decreased the searching time and even occasionally increased the searching time. The work in [12] aimed to reduce contention among vehicles by restricting sharing to only information that the vehicle itself is not interested in. In [13] is discussed a decentralised car parking allocation mechanism inside a car park by supporting the vehicles with initial information about available slots at the car park gate and using vehicular cooperation that shares intentions about where to park and negotiates to resolve competitiona reduction of time-to-park of up to 25% is possible. Hence, it is not necessarily just sharing information, but cooperation via negotiation and coordination. There are other notions of interaction among cars when parking (e.g., a car leaves a note for another saying "let me know when you leave").
Routing: Recent work in vehicle-to-vehicle cooperation explored vehicles coordinating their routes, and in doing so, can distribute themselves along faster, even if longer, routes. For example, the work in [14] uses an ant behaviour inspired approach for an environment-centric coordination mechanism for large numbers of vehicles, where information is shared analogous to ant pheromones, achieving indirect coordination via stigmergy.
In [15] , by having cars opportunistically cooperating on routes, over DSRC v2v communication, when they come near each other at disparate intersections, traffic congestion across a vast area can be alleviated; vehicles can get to destinations sooner by as much as 30% compared to all just taking the shortest distance route. It is noteworthy that some gains can be obtained without global cooperation among all vehicles, but merely by local cooperation within groups of vehicles at intersections. This suggests some cooperation even locally where possible can have far reaching consequences. The work in [16] showed that inter-vehicle communication can help to detect congestion and to suggest new routes to avoid congestion.
In [17] , a decentralised approach for routing of multiple Unmanned Aerial Vehicles (UAVs) is presented, where a range of sites appear dynamically and need to be visited (or served) by a UAV; each UAV computes its destination using an algorithm based on a solution to the Dynamic Traveling Repairperson Problem (DTRP), resulting in a spatial distribution of work.
Eco-routing to reduce fuel consumption, emissions, and travel time has been explored from different perspectives, as an optimization problem [18] , and using a recommendation engine based on historical information about fuel usage over road segments, and real-time traffic information [19] . Very interestingly, v2i communications can be used for exchanging eco-routing information (e.g., fuel consumption costs of a route) enabling vehicles to select the best route for a trip [20] .
In [21] , the routing game, based on non-cooperative game theory, has been explored for multiple agents to learn about the behaviour of other agents in order to make routing decisions about the use of limited shared resources (e.g., roads). Indeed, such analysis aims to provide models to predict flow distribution over routes. In a game theoretic model [22] , route allocation of certain controlled agents is determined, given the learning behaviour of the other (selfish) agents. Such work is motivated by the idea that selfish agents, each seeking to maximise its own utility (e.g., choosing a route to minimize its own latency) results in suboptimal performance system-wide, and so, some control of part of the traffic flow can be useful. Such work are suggestive of the benefits of cooperative approaches.
Swarm Behaviours for Dynamic Traffic Flows: Traditionally, markings on the road or traffic signals are used to coordinate vehicles so that they move in an orderly manner, but they can cause delays or reduce the utility of roads. With cooperation and coordination, traffic flow can be coordinated without physical signals.
Cooperation among vehicles can also be used to form flexible collective vehicle behaviours. These possibilities are illustrated in Fig. 1 . For example, on a highway, lanes are fixed equally on both sides (e.g., five lanes in each direction) -while at certain times, traffic can be heavier in one direction than the other. With CAVs, when traffic volume is high in one direction, vehicles could cooperate massively and inform other vehicles that there are eight lanes now in one direction and two in the reverse way. Lanes can then be re-balanced at other times. Also, some "lanes" can become narrower (with cars moving closer to each other but slower) at certain times, while at other times lanes are broader (with cars moving faster but further apart from each other). This idea has been called "traffic shaping" in [7] .
Another scenario is making way for an emergency vehicle passing through -CAVs that receive notifications of the emergency vehicle can coordinate their actions to create a path way. All vehicles in the vicinity could receive the same message from the emergency vehicle, but each need to decide what is the best action to take so that a path is created, based on contextual knowledge of itself and its surrounding vehicles. The vehicles must also be able to detect that the emergency vehicle has passed through so that they can cooperatively resume their normal movements.
Viewing the many vehicles as agents in swarms has also been proposed in [23] , where a vehicle swarm architecture is described. The swarm model for vehicles in [24] is based on inter-vehicle communications, i.e. Vehicular Ad Hoc Networks (VANETs), supporting interactions among the vehicles in swarms, where it is shown how obstacle-avoidance situations can be implemented as swarm behaviours, using a force model on each vehicle. Interestingly, the work in [25] uses the idea of fish swarms to model inter-vehicle spacing and clustering behaviours among vehicles, showing that with each vehicle sharing their status information (e.g., position, velocity, etc), vehicle group moving behaviour based on fish behaviour is possible.
Platooning, Intersections and Safety: Vehicles can opportunistically platoon to improve travel times, road usage, and safely do so [26] . Vehicle platooning on highways has been widely explored [27] . Cooperative adaptive cruise control is already explored [28] , where movement models of vehicles are shared via v2v communications, rather than raw data about locations.
Cooperation between vehicles entering a highway and vehicles on the highway can enable safer traffic merging, and can be achieved via vehicle intention recognition based on speeds [29] and v2v communication [30] . The idea of cars cooperating to facilitate traffic merging is also noted in [7] .
The survey in [31] reviewed schemes for the coordination of connected automated vehicles for merging and at intersections, via centralized schemes where there is a central controller and via decentralized schemes, based on v2v or v2i communications.
Indeed, there have been much work in enabling vehicles to pass through intersections efficiently and safely. Inter-vehicle communication have been shown to be useful to guide vehicles at intersections without traffic lights [32] . The work in [33] showed how vehicles approaching an intersection can send messages to other vehicles via an intersection agent in order to provide warnings to reduce collisions at intersections. Collision warning at intersections and at hard-to-see settings via v2v communication is widely noted. 8 Also, vehicle to bicycle and bicycle to bicycle interactions can enhance safety [34] . The work in [35] showed that v2v communications can be used by autonomous vehicles to determine the position and speed of the surrounding vehicles at an intersection, and by using this to adjust their speeds based on fuzzy logic reasoning, the vehicles can reduce traffic jams significantly and the number of cars going through the intersection can be maximized. Wang et al. [36] showed that cooperation among vehicles via vehicle-to-vehicle communication as they move through together at a signalized intersection with reduced inter-vehicle gaps can yield better outcomes -reducing unnecessary speed fluctuations and unnecessary stops.
The work in [37] explores a new algorithm for an intelligent intersection, which can receive and confirm reservation requests from vehicles approaching the intersection, and recommend a speed profile for vehicles to follow when passing through the intersection. This provides a level of coordination among vehicles crossing such an intersection allowing reductions in delays and increased traffic handling. The work in [38] studied a reservation-oriented mechanism based on FIFO queues biased with priorities for scheduling automated vehicles with different priorities when passing through intersections. Again, such coordination achieved this way is useful for handling conflicting aims of the vehicles at intersections.
MIT has been working on intersections without traffic lights based on a slot-based system (based on Intersection Managers). 9 Also, in [39] , a scheme is proposed where an Intersection Coordination Unit (ICU) is used to coordinate the smooth movement of automated vehicles through the intersection almost eliminating stop delays. Two-way communication is used to receive status information from approaching vehicles, such as current position, velocity, and destination, and the ICU then computes and sends guidance information to them.
Cooperative Adaptive Cruise Control (CACC) has been explored to allow vehicles to coordinate their movements relative to each other in order to pass through an intersection efficiently, with reduced delay and fuel consumption [40] . The work in [41] studied simple rules for each vehicle to behave as it arrives at an intersection, taking into account whether it has right-of-way and its distance to other vehicles, yielding efficient and safe intersection crossings.
Linear programming can be applied to determine lane-based traffic flow models for autonomous vehicles passing through intersections without traffic lights, assuming such vehicles can communicate with very low latency with each other, perhaps mediated by intersection controllers [42] . Similarly, the work in [43] proposed a method for autonomous vehicles to pass through intersections safely and efficiently, without traffic lights, assuming a central roadside infrastructure control system and perfect v2i communications within a circle of 150 m radius. This idea has been substantially extended in a simulation case study with four intersections [44] . A coordinator is used in [45] to manage information sent among automated vehicles at a signal-free intersection, but the control decisions are made by the vehicles themselves in a distributed manner using the information, resulting in a scheme where energy consumption can be minimized (e.g., via reducing stops) while maximizing throughput at the intersection.
With autonomous vehicles, rather than just parking, a major aspect of their behaviour is to drop passengers off. Autonomous vehicles could also form platoons and adjust their speeds relative to each other in order to drop passengers off efficiently, as shown in [46] .
Interesting is the work in [47] which formalized rules for automated vehicle behaviour to achieve safety (and comfort) goals. Such rules tend to govern vehicles in relation to how such vehicles interact safely with other vehicles and people -such safety rules relates not only to good social behaviour but could be encoded in regulations governing such vehicles.
An approach for vehicles to cooperate when they need to use the same road spaces is given in [48] . If two or more vehicles need to traverse the same road space, e.g., at roundabouts, intersections, or to avoid obstacles, the vehicles can negotiate via an auction to bid for the road space. Bids can be based on the utility of the road space to the vehicle, given its goal, reachable areas, and position. An interesting aspect about this approach is its generality, usable in different road situations where conflicts on road areas occur, not just in a specific situation like intersections as in many approaches above.
Cooperative Awareness: As vehicle share information with each other, on position, movements and status, each vehicle can built up an integrated picture of other vehicles in a particular area, and increase situation-awareness can enable better decisionmaking. Indeed, cooperative awareness can help significantly improve each vehicle's awareness of the environment [3] . To enable such cooperative awareness, as mentioned, ETSI provided Cooperative Awareness Messages (CAMs), the performance of which has been studied, e.g. [49] , [50] . The work in [51] investigated a mechanism where 802.11p v2v communications was used for frequent updates.
CAM enables vehicles to know each other's position, dynamics and attributes, and react in response to this, but the ability to aggregate and synthesise such information to create a coherent model of the situation around a vehicle and for a vehicle to formulate the best action in the situation are challenges. For example, suppose it is known to a vehicle-0 that vehicle-1 is moving in a certain direction and speed, vehicle-2 is moving in the opposite direction with a certain speed, and vehicle-3 is stationary along the path of vehicles 1 and 2, this could mean that a three vehicle collision is about to take place in front of vehicle-0, then how will vehicle-0 figure out that such a collision could take place within a certain time, and given its view of the road structure and knowledge of the type and structure of vehicles 1, 2 and 3, how could it compute its best action? In general, aggregating and making sense of information from disparate sources require sophisticated reasoning and the ability to make predictions about vehicle behaviour.
Long Term Cooperation -Social Networks and Social Memory: Future cars could have social memory. Cars can record past pattern of interactions and connections with other cars and things, forming conceptual links with objects in the world, e.g., labelling some links as "car-friend". A car can remember the favours received by another car, and so, reciprocate when it gets a chance.
Such remembered links and relationships do not mean that cars cannot communicate with one another as needed or ad hoc (in the same that people have social networked friends but also can interact with anyone who are not in their social network, and add social network friends). The advantage of such remembered connections and relationships is to track regularity of pattern of interaction and perhaps even establish a trust network for information exchange, reciprocal (favour exchange) interactions, and to perform problem-solving over such networks. For example, cars take turns to give way to one another or defer parking spots to one another at different times. The social memory provides a context for future v2v communications, yielding greater efficiency in expressing intent.
The notion of the Social Internet of Vehicles (SIoV) has been well elaborated in [52] , [53] , towards new context-aware applications involving vehicles, drivers and passengers. The SIoV notion can mean a social network among people in vehicles, or among vehicles themselves, separate from social human networks. For example, the work in [54] used v2v communication to overcome the limitations of Internet Connectivity for highway communications in order to to build a social network among passengers. In [55] , relationships established between vehicles and between the vehicles and the road side units (RSUs) are explored, including parental-object relationships between all vehicles of the same manufacturer and emerging in the same period, social-object relationships among vehicles that come into contact via v2v communications, and co-work-object relationships when vehicles meet and work with RSUs. The work in [56] proposed a hierarchical architecture for the SIoV, comprising a system of cloud, fog and edge nodes, and propose the use of Web standards for interoperability. As vehicles work and decide autonomously in the SIoV, there are ethical issues as reviewed in [57] . 10 has explored the use of drones coupled with vehicles, e.g., where vehicles are drone stations, from which drones to survey disasterstruck areas are deployed. Drones can be used to guide selfdriving vehicles or do delivery on behalf of such vehicles, or a collection of vehicles can band together to send a drone out to look ahead to observe in detail the situation far ahead, or around the corner. Autonomous vehicles in the future might come with their own drones.
Cooperation with Different Types of Vehicles: Recent work
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There are also other possibilities such as wheelchairs being integrated with self-driving vehicles, so that an integrated system of door-to-door transportation can be made -e.g., an automated wheelchair coordinating with an automated vehicle on where to drop-off and pick-up, to provide a complete mobility solution to the disabled, even ride-sharing solutions but for wheelchaired people. Self-driving vehicles can also coordinate with not only people, but robots and things, for their pick-up or drop-off. A thing or robot might require repairs and so crowdsources self-driving vehicles to send it to a repairer -all automated, if the owner pre-authorizes. An automated vehicle may be sent to pick up a broken down automated vehicle. automated vehicles can also coordinate with fueling (or charging) stations automatically, in determining appropriate schedules in order to reduce wait times. Automated flying taxis 12 might also cooperate with automated vehicles to deliver an end-to-end automated transport solution.
Summary: Table I shows cooperative behaviours for vehicles and their approaches -achieving a particular behaviour might involve not just hardware control actions and network communications, but high-level cooperative protocols and reasoning at the software level. In particular, one can imagine a social brain module determining how the vehicle is to interact and respond to other vehicles. High-level reasoning about cooperative behaviour could translate into low-level vehicular control actions (e.g., speed adjustments, gear changes, steering, manoeuvring, etc), say in parking, routing, dynamic traffic flow movements, platooning, and intersection passing, but cooperative awareness and social memory (and vehicle social networks) might not immediately translate into control actions, but into knowledge assimilation and formation of long term memories, respectively, which might only translate into control actions later.
There are also cooperative behaviours which might not require high-level reasoning, e.g., certain forms of platooning (though it is noted that v2v communications, in addition to short-range sensing, has advantages for platooning [58] ) and certain swarm movements, where short-range sensing (e.g., inter-vehicle distances) and reactive control action behaviour, without the need for sophisticated high-level reasoning or planning, are adequate for a group of vehicles to behave in a certain cooperative manner. 
B. Vehicle-to-Pedestrian Cooperation
CAVs will share roads with pedestrians, so that the interaction between a vehicle and the humans outside the vehicle is an issue to address [59] - [62] . 13 Human-vehicle interaction mediated by v2x communication (e.g., vehicle to wearable device) can provide a greater level of communication between human and vehicle, complementary to, or as an alternative to, visual physical gestures or signaling. A Vehicle-to-Pedestrian framework is provided in [63] using a DSRC-enabled smartphone.
There is also opportunity for cars to cooperate in making provisions for humans, e.g., a collection of cars slow down to enable an elderly person to cross the road. Also, cars at a scene with lots of people can exchange information with one another along a road so that cars still far from the scene can "see" pedestrians that their own cameras cannot see. Such human-tovehicle messaging can complement vision-based techniques for recognising pedestrian activities [64] , [65] .
III. CHALLENGES
Below, we highlight a range of challenges for cooperative vehicles. We do not aim to be exhaustive but to be comprehensive.
A. Scales of Cooperation
Cooperation among vehicles has been formulated as a constrained optimal control problem, where a performance criterion is optimized given the vehicles' trajectories, and subject to safety and liveness requirements [66] . However, on a larger scale with open systems of large numbers of vehicles, exact knowledge of requirements might be difficult to obtain in real-time. A different formulation of the problem with respect to open systems of vehicles, where decentralized mechanisms with global (or large-scale) behaviour emerging from local interactions among small groups of vehicles might be needed.
It is unlikely or unnecessary that all automated vehicles in a country or a city cooperate. Often, automated vehicles close to each other (e.g., a platoon) or within a locality (near an intersection, a car park or a stretch of a road) might cooperate. It can be shown that such local cooperation can lead to global 13 See also http://urban-online.org/en/human-factors-in-traffic/index.html effects -for example, cars coordinating routes when they meet at intersections is adequate to reduce traffic congestion on a much larger scale [15] . Also, a set of cars cooperating to park more efficiently in a part of the Central Business District (CBD) could reduce traffic congestion for cars in other parts of the CBD. While there could be beneficial emergent effects on much larger scales, how one could engineer wide-scale benefits from disparate sets of vehicles cooperating locally is still an open research question. An interesting question raised in [31] is what the minimum number of connected vehicles need to be in order "to start realizing the potential benefits".
A related issue is how fully connected automated vehicles will co-exist with other non-equipped vehicles. This could be a likely scenario since it requires time for already on-road vehicles to be modernised and replaced. Dedicated areas and lanes for fully automated vehicles separate from those for non-automated vehicles, as well as clear markings on automated vehicles, might be needed. Also, even among automated and driven vehicles, not all might participate in cooperative behaviours -human drivers can ignore cooperative behaviour recommendations, some vehicles might not be equipped with that ability, and even automated vehicles might fail to cooperate. The work in [67] and in [68] showed that even with not all the vehicles cooperating (e.g., 40% to 70%), travel time gains can still be obtained for routing, and time-to-park can still be reduced. Such work suggests that even with some vehicles cooperating, and not all, vehicles that cooperate can still benefit, though not as much as all vehicles cooperating, i.e. some cooperation is better than none. Also, it is not clear how much disadvantaged non-cooperative vehicles will be -while this might become an incentive to cooperate, not all vehicles might be equipped to do so for a given period. In a mixed environment with human-driven and fully automated vehicles, and not all vehicles being able to cooperate, the benefits of cooperation and the costs of non-cooperation (intentionally or not) need to be considered.
B. Trusted Communications and Deception-Proofing
It is also not clear when and which messages should be trusted. Vehicles can receive incident messages which are false and react in ways that endanger other vehicles. Vehicles need to take into account their own situation/context when responding to other messages. There has been recent work [69] on attempting to detect and deal with false or deceptive messages and verifying and validating messages in v2v communications, though not in the context of cooperation. Cooperative mechanisms should be relatively robust and resilient to invalid messages or deception, or even the misinterpretation of particular vehicles of a received message.
As pointed out in [70] , while a CAM message provides a lot of information about a vehicle, such as position, speed, and direction at a specific time, with precision in tens of centimeters, the receiver might not be able to trust the CAM data due to sensor inaccuracies, modifications of in-vehicle components, and possible jamming attacks or transmission collisions which can delay messages. Also, even if messages can be validated and only truthful communications happen, there is a chance that some vehicles could behave in ways that are non-cooperative. Improvements are needed regarding the reliability and performance of the v2x communications to avoid or reduce lag time during cooperative manoeuvres, and there is a need for high accuracy of the data exchanged as well as high performance reasoning capabilities in vehicles. Also, vehicles can form coalitions that can preclude non-coalition vehicles from taking advantage of cooperation. Hence, cooperation will also need to be robust against malicious coalition behaviours. The work in [71] which showed that the probability of correct message delivery reduces to its minimum after the proportion of malicious vehicles in the network crosses a threshold, that is, trust requires a collective effort.
Related to the issue of trust are also ethical issues concerning how vehicles might deal with false or misleading information. For example, in VANETs, would it be ethical for a vehicle to forward a message to another vehicle knowing that the message is false? Or what if a vehicle forwards a fake message but it does not know that it is fake? A question is whether each vehicle is required to use its time and resources to verify or validate the veracity of a message before forwarding it -e.g., if a claimed message is from a police or emergency vehicle, while authentication is certainly sensible before acting on the message, a question is whether authentication should be required before it is forwarded to other vehicles.
Also, vehicles can receive information from different infrastructure (RSUs) at different locations -such information might need to be authenticated before being acted on or before being forwarded to other vehicles. There could be different security policies for different zones the vehicles are in -e.g., a vehicle enters a private parking building, and is issued information which must then be authenticated, and when the same vehicle goes into a different car park, or zone, different policies might also apply.
C. Standards: Cooperation Protocols and Behaviour
There have been efforts underway to harmonise Europe's CAM and the US SAE standards for message data elements. The cost of equipping a vehicle with v2v communication capability must be offset by benefits, which are mainly experienced with more vehicles with such capability, so that vehicles by different manufacturers should be able to interact.
There may also be a need for standards to define the language of messages that the CAVs can understand as well as the operational meaning of the messages. The operational meaning refers to how CAVs are to behave in response to such messages -a question is whether one should standardise how CAVs respond, and not only the messages. For example, when receiving an alert about emergency messages, the behaviour of the CAVs must be to carefully give way. There are questions about how the vehicles should cooperate if they are from different manufacturers -for example, on a message broadcast from an emergency vehicle, each vehicle seeks to get out of the way safely in a certain pre-programmed manner, but a question is how to program each vehicle's behaviour to ensure that a clear way will emerge for the emergency vehicle to pass through.
There are also issues with human-vehicle interaction -what protocols are needed for human drivers to interact with automated vehicles, and for pedestrians to interact with automated vehicles, in a standard way (for vehicles from all manufacturers). By having clear expectation of behaviours of CAVs in different road situations, humans might then be better able to adapt their behaviour around CAVs.
There could be a range of cooperation protocols for CAVs in different situations, e.g., a platooning protocol, a protocol for interaction at intersections, a protocol for directional swarming, a protocol for interaction in a car park, a protocol for traffic merging [72] and so on. High-level representations of CAV cooperative behaviour using multiagent models could be explored and protocols formally verified, e.g., as done for platooning protocols using a Belief-Desire-Intention agent model of vehicles [73] , and using the pi-calculus to model v2v communication protocols and low-level complex vehicle dynamics [74] . While it is convenient to study each protocol separately, there is an eventual need for each CAV to be able to cooperate in multiple situations, with multiple cooperation protocols integrated into a social brain module. Context-awareness, which takes into the account the vehicles current goals and current knowledge about the vehicle's situation, can be explored as a mechanism to trigger the selection and prioritization of the right cooperation protocol under different circumstances, or even the switching of cooperation protocols corresponding to the need to switch cooperative behaviours when cooperating with different groups of vehicles in different road situations (e.g., from platooning on a highway to passing an intersection, and then merging into another lane and then cooperatively dropping off passengers).
CAVs have the advantage of connectivity as opposed to AVs relying only on sensors of surroundings; there is considerable advantage of obtaining information from not only sensors but also from other vehicles and road-side-units via messages. However, as noted in the scenarios earlier, the advantage of connectivity is not just to receive information about the surroundings, but also in cooperating to achieve goals, or coordinating behaviours, e.g., in coordinating routes and in resolving contention for parking spots. Such cooperative behaviours will need to be implemented as possible actions in the social brain module of a vehicle.
D. How Should Vehicles Talk to Each Other and With the Infrastructure?
While standardized message formats (as we noted above) will help to enable interoperability, the way in which vehicles should or must respond to a given message remains difficult to specify. An interesting direction is to consider how multiagent communication languages [75] developed for specifying meaningful interaction between software agents, based on speech act theory 15 can be reinterpreted in the context of v2x cooperation. It is also interesting to note above that many useful coordination schemes might use road-side-units (e.g., at intersections) while other schemes are totally decentralised, requiring only communications with peer vehicles. A question is whether both such schemes can coexist within a given area, and so, the vehicles will need to be able to talk different types of protocols, e.g., when at different intersections, or whether there will be standardised schemes.
E. Context-Aware Decision-Making and Regulations
The ability to understand the situation in particular regions is needed by CAVs in decision making. Consider the following example first introduced in [76] , but simplified here. A CAV can be programmed with a particular destination, and it could bring the passengers there, but upon arrival, the car intends to drop off the passengers (including the driver) and then either proceeds to find a car park nearby, or cruises around nearby. This is what we would expect but suppose the place turns out to have a traffic jam so that even simply dropping off the passengers would not be easy and the car might be stuck in traffic waiting for its turn at the drop-off zone. So, the car could try to drop the passengers off a bit further away from the main drop-off zone, with approval from the driver [46] . Hence, the car has to know when it needs to involve its passengers in such decision-making, even if it is assumed that the passengers are simply leaving it to the car to take them to the right place.
Recent work explores the use of ontology-supported knowledge-based reasoning for vehicles to reason with data from sensors, maps, and driving paths, such as in [77] , where such reasoning have been shown to enable autonomous vehicles to understand road situations and make decisions to avoid collisions. Indeed, information from CAM messages and other map and vehicle information can be integrated in one place to enable a vehicle to reason more comprehensively about its situation. The concept of the Local Dynamic Map (LDM) 16 acts as a platform to combine static geographic information system (GIS) maps, with objects (e.g., vehicles and pedestrians) which are dynamic in nature. The work in [78] provided an LDM ontology allowing knowledge-based integration and querying of LDM knowledge to support situation awareness, e.g., to query about surrounding vehicles in safety applications. 15 https://plato.stanford.edu/entries/speech-acts/ 16 https://www.etsi.org/deliver/etsi_tr/102800_102899/102863/01.01.01_ 60/tr_102863v010101p.pdf
F. Lawful Interactions
Often, the vehicles will need to follow traffic regulations and laws concerning what to do on receiving incident messages. For example, a recent road rule in Melbourne, Australia, is that vehicles must slow to no more than 40 km/h when passing crashes and incidents where emergency vehicles are stopped on the side of the road. Hence, CAVs will need to be able to respond to that. In many countries, vehicles must make way for a government vehicle or an emergency vehicle passing through. It is not clear CAVs need to be programmed to be context/situation-aware and still respond safely to receiving messages. There has been recent attention on robot laws and building ethical or lawful behaviour into AI [79] , though not focused on CAVs.
Situational rules might need to be represented within such vehicles, e.g., the fact that certain vehicles have certain rights (such as right of way) or certain obligations in particular contexts [80] : X (in certain physical world positions) counts as Y (special car status with certain rights) in C (some real world conditions).
There has been work on norms and electronic institutions from multiagent research (e.g., [81] ), with interesting applications to creating e-institutions for CAVs in order to regulate CAV behaviours.
IV. SUMMARY AND CONCLUSION
CAVs can cooperate to improve safety and efficiency in a wide variety of situations, but this calls for an AI of cooperation in vehicles. This paper has outlined the enormous possibilities for transforming transport with cooperative CAVs, with a focus on cooperative social intelligence and reasoning needed for vehicles.
It is not so clear which cooperative behaviours should be best implemented at the reactive control level only and which requires higher-level situation-aware reasoning. Brooks' [82] layered subsumption architecture and newer conceptualizations of layered robot architectures such as [83] may offer a direction of thinking about a layered architecture for combining cooperative behaviours (within a social brain for connected automated vehicles), thereby providing suitable social-AI behaviours for a wide range of scenarios. Complexity science and swarm computing, where individual vehicles follow particular rules and interact locally, yielding wide-ranging emergent behaviours can also be explored for scalable coordination of vehicles. There are also issues that need to be addressed via inter-disciplinary research for the benefits to be fully realized. The social brain of the socially intelligent vehicle will complement the close proximity sensing and intelligence that is already being built into CAVs today. Automated vehicles is only one of many large scale possibilities with the Internet of autonomous things in publicone can imagine cities saturated with robotic things which will need to cooperate and face many similar issues.
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