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Abstract
When individual-level data are shared for research and public use, they are often
perturbed to provide some level of privacy protection. A simple way to perturb a high-
dimensional data set where individual-level data can be easily generated with good
utility is to sanitize the full contingency table or full-dimensional histogram. How-
ever, it can be costly from the data storage and memory perspective to work with
full tables. In addition, most of the observed signals in the high-order interactions
among all attributes are likely just sample randomness rather than being of statisti-
cal significance and rarely of interest to practitioners. We introduce a new algorithm,
CIPHER, which can reproduce individual-level data from a set of meaningful differen-
tially private low-dimensional contingency (LDC) tables constructed from the original
high-dimensional data, through solving a set of linear equations with the Tikhonov reg-
ularization. CIPHER is conceptually simple and requires no more than decomposing
joint probabilities via basic probability rules to construct the equation set and subse-
quently solving linear equations. Compared to full table sanitization, the set of LDC
tables that CIPHER works with has drastically lower requirements on data storage
and memory. We run experiments to compare CIPHER with the full table sanitization
and the multiplicative weighting exponential mechanism (MWEM) which can also be
used to generate individual-level synthetic data given a set of LDC tables.The results
demonstrate that CIPHER outperforms MWEM in preserving original information at
the same privacy budget and converges to the full-table sanitization in utility as the
sample data size or the privacy budget increases.
Keywords: differentially private data synthesis (DIPS), multiplicative weighting, sign and
statistical significance (SSS), contingency tables, data storage and memory, Laplace mecha-
nism
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1 Introduction
1.1 Background and Motivation
When releasing data sets for research and public use, protection of individual private infor-
mation while still maintaining good utility of the data is of extreme importance. Even with
data anonymization, it is still possible for a data intruder to identify a subject in a released
data set. For example, the Netflix Prize data set that contained anonymous movie ratings
of 500,000 Netflix subscribers was used in conjunction with the public IMDB database to
successfully identify individual Netflix users (Narayanan and Shmatikov, 2006, 2008), un-
covering political preferences and other sensitive information of the movie rates in Netflix.
Other recent re-identification cases include the Washington state data for health records
(Sweeney, 2013), the New York City Taxi and Limousine Commission data (Tockar, 2014),
and the Australian de-identified open health dataset (Culnane et al., 2017). These exam-
ples, together with other disclosure cases, have intensified the concerns on individual privacy
and call for more rigorous and mathematically sound concepts and frameworks to protect
individual privacy when releasing data.
Differential privacy (DP) provides a conceptual framework to bring rigorous mathematical
guarantee for privacy protection without making strong or ad-hoc assumptions about the
intruder’s background knowledge (Dwork et al., 2006; Dwork, 2008). There exist DP mech-
anisms for general query release such as the Laplace mechanism (Dwork et al., 2006), the
exponential mechanism (McSherry and Talwar, 2007; McSherry, 2009), the median mech-
anism (Roth and Roughgarden, 2010), the Gaussian mechanism (Dwork et al., 2014; Liu,
2019), and the generalized Gaussian mechanism (Liu, 2019). There are also DP mechanisms
for releasing specific statistical analyses, such as contingency tables (Barak et al., 2007),
data cubes (Ding et al., 2011), empirical risk optimization (Chaudhuri et al., 2011), princi-
pal component analysis (Chaudhuri et al., 2012), high-dimensional regression (Kifer et al.,
2012), graphs and social networks (Kasiviswanathan et al., 2013; Yan et al., 2016; Li et al.,
2017), and deep learning (Shokri and Shmatikov, 2015; Abadi et al., 2016), among others.
One of the applications of DP is to generate differentially private individual-level synthetic
data for release. Compared to releasing differently private queries upon request, which is both
burdensome for data curators and practically unsatisfactory for data users as the privacy
budget can be quickly consumed with a limited number of queries, releasing differentially
private individual-level data is more convenient for data curators and flexible for data users.
On the other hand, differentially private data synthesis is not without limitation. First,
some assumptions, whether data-dependent or data-independent, whether weak or strong,
are often needed to generate synthetic data. Second, when synthetic data are large in size,
it can be computationally costly to store them, especially when multiple sets are released as
a way to account for the uncertainty introduced through the synthesis process.
In this paper, we propose a new data synthesis approach for multi-dimensional categorical
data that does not have to rely on strong data-specific assumptions nor does it have a high
demand on data storage.
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1.2 Related Work
A simple way that imposes minimal assumptions on the local data and is still able to perturb
multi-dimensional categorical data while maintaining good utility is the sanitization of the
full cross-tabulation, from which individual-level synthetic data can be easily generated. The
approach is often used as a baseline to benchmark other differentially private methods for
answering queries or generating synthetic data in terms of utility. Despite its simplicity
and offering good utility, the full table sanitization does have some drawbacks. First, the
full cross-tabulation among all attributes is likely to generate a lot of empty cells, and the
highest-order interactions among the attributes and the observed signals in the full table
are most likely just white noises and do not represent meaningful population-level signals of
statistical significance. Second, it can be costly to store or release the full table when the
original data set is of moderate to high dimension. For example, the full table among p = 10
attributes with 5 levels per attribute has 9, 765, 625 cells.
If the size of the set of the cell frequencies, from which synthetic data are generated, can
be reduced without affecting the population-level signals contained in the original data to
a meaningful degree, it would be welcomed from a data storage perspective. There exists
some work along this line. Barak et al. (2007) use Fourier transforms and linear program-
ming to generate differentially private individual-level synthetic data from the low-order
contingency tables. Though consistency, non-negativity, and privacy are ensured, solving
the linear programming could be a bottleneck for this algorithm especially when p is large.
Hay et al. (2010) introduce the universal histogram approach that benefits the utility of
low-order histograms, but at the expense of precision of the higher-order histogram. Chen
et al. (2015) use a sampling-based framework to build attribute clusters and the synthetic
data are generated from the differentially private histograms formed by the attribute clus-
ters. The formation of optimal attribute clusters is an NP-hard problem and the authors
introduce an approximation algorithm that does not guarantee optimality particularly if
there are any non-convexity issues. Zhang et al. (2014) introduce PrivBayes to differentially
privately construct a Bayesian networks, from which samples are taken to release. When p
or the degree of the network is large, the construction of the differentially private Bayesian
network can be time consuming. Liu (2016a) proposes the model-based approach (modips)
to generate differentially private synthetic data in the Bayesian framework. The modips can
be computationally intensive in the large p setting. In addition, both the PrivBayes and the
modips are subject to mis-specification of the synthesis models, which would lead to a biased
synthetic sample. Abowd and Vilhuber (2008) propose to generate differentially private cat-
egorical data from the Multinomial/Dirichlet model in the Bayesian framework. McClure
and Reiter (2012) propose a slightly different approach to synthesize one-dimensional binary
data. Machanavajjhala et al. (2008) demonstrate that the Multinomial-Dirichlet synthesizer
leads to poor inferences due to data sparsity when it is applied to release the commuting
patterns of the US population data Bowen and Liu (2016) also show that both approaches
have worse performance than the full table sanitization via the Laplace mechanism and the
modips approach at the same privacy budget. Hardt et al. (2012) propose the iterative
Multiplicative Weights via Exponential Mechanism (MWEM) approach to generate a differ-
entially private empirical distributions given a set of linear queries. Though not originally
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proposed d for obtaining differentially private queries, synthetic data can be easily sampled
from the differentially private empirical distributions. The MWEM algorithm achieves the
near optimal bound on the l∞ error for the queries ∈ Q for an optimal number of iterations
T . The downside of MWEM is that it is very sensitive to the choice of T and choosing the
optimal T can be challenging.
1.3 Our contributions
We propose a novel procedure, namely, Construction of Individual-level data from a set of
differentially Private low-dimensional contingency tables tHrough solving linear Equations
with Tikhonov Regularization (CIPHER), to generate differentially private empirical distri-
butions which can be easily converted to the individual-level data or microdata.
Oftentimes the population-level signals in real-life data with categorical attributes are con-
tained in a set of low-dimensional contingency tables. For example, suppose there are p = 6
attributes in the original data. Seldom is the 6-way interaction among all 6 attributes mean-
ingful or of interest. Meaningful signals in the data might well be summarized in a set
of low-dimensional contingency tables, for example, (X1, X2) ⊥ (X1, X3) ⊥ (X2, X3) ⊥
(X3, X4, X5) ⊥ X6. In addition, it is often the case that an attribute occurs in more
than one of the low-dimensional tables, such as X1, X2 and X3 in this example. If no
sanitization is involved, then fitting a log-linear model with these interactions terms (e.g.,
X1X2 +X1X+X2X3 +X3X4X5 +X6) to the data would lead to consistent estimates for the
full-table cell probabilities and frequencies. However, due to the injection of the differential
private noise, the marginal counts, say those of X3, would become inconsistent across the
three tables that involve X3. One would need a method can automatically correct for the
inconsistency in the marginals, a goal that CIPHER can achieve without having to explicitly
incorporating the constraints by solving a set of equations.
CIPHER is conceptually simple and requires nothing than decomposing joint probabilities
via basic probability rules to construct a linear equation set Ax = b and subsequently solving
the linear equations. The computational cost for solving the equation set is expected to be
low once the equation sets are constructed. Since A is block-diagonal, taking the inverse of
ATA + λI is relatively cheap even if the linear equation set is large. Compared to the full
table sanitization to re-generate individual-level data with privacy, the set of LDC tables that
CIPHER works with has drastically lower requirements for computer storage and memory.
For example, compared to 9,765,625 cells resultant from the full table among 10 attributes
with 5 levels each, there is a 95.4% and 99.99% reduction in the number of cells – down to
62,200 and 8,440, respectively – if the set of 210 four-way contingency tables or the set 45
of two-way contingency tables are used instead.
If the LDC tables are already given and differentially privately sanitized, then data users
can apply CIPHER themselves to generate microdata for their analyses. During the whole
CIPHER procedure, there is no probing or going back to the original data, thus DP is
preserved. For data curators whose goal is to release microdata and don’t have the set
of LDC tables yet, there are several options. First, to choose a set via a model selection
procedure – which costs privacy budget per se; second, to leverage the domain knowledge
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to come up with a set without relying on the specific values of the data at hand; third,
to be conservative and use high-order contingency tables that but still lower than the full
dimension. The latter two approaches do not cost privacy budget, all of which can be directed
toward sanitizing the LDC table set.
The remaining of the paper is organized as follows. Section 2 reviews the basic concepts in
DP and some differentially private mechanisms related to this work. Section 3 introduces
the CIPHER procedure and proposes the SSS (Sign and Statistical Significance) assessment
to evaluate the inferences based on differentially private synthetic data against the original
inferences. Section 4 compares the CIPHER with several other sanitization methods on the
statistical utility of the synthetic data in simulated and real-life data. Section 5 provides
some concluding remarks and discusses future research directions.
2 Preliminaries
Consider a data set D. A query/statistic or a set of queries/statistics f asks specific questions
about D. DP provides a rigorous and robust mathematical conceptual framework to protect
individual privacy information when releasing the query results f .
Definition 1 (-differential privacy (Dwork et al., 2006)). A randomized mechanism R
satisfies -differential privacy if for all data sets D1 and D2 differing on one element and all
result subsets S to query f , e− ≤ Pr[R(f(D1))∈S]
Pr[R(f(D2))∈S] ≤ e.
 is often referred as the privacy budget and is pre-specified. The smaller  is, the more privacy
protection is imposed on the individuals in the data, in the sense that the probabilities
of getting the same sanitized query results via R for D1 and D2 gets more similar. The
formulation of privacy via the DP is robust and guards against the worst-case scenario as it
does not impose any assumptions about the behavior or the background knowledge of data
intruders.
Definition 2 (sequential composition and parallel composition (McSherry, 2009)).
Let q = 1, ..., K represent a set of queries on data D and  be the total privacy budget.
Denote by Mq a randomization mechanism of q-DP. The Sequential Composition states
that the sequence of Mq(D) provides
(∑
q q
)
-DP. The Parallel Composition states that the
sequence of of Mq (X ∩Dq) provides -DP if {Dq} are arbitrary disjoint subjects of D.
The sequential composition and parallel composition principles are very useful to track and
count privacy budget, and when designing differentially private mechanisms.
There are a variety of mechanisms to provide differentially private results, as alluded to in
Section 1. Here we mention two of them – the Laplace mechanism and the Exponential
mechanism, which will be in the experiments in Section 4.
Definition 3 (Laplace mechanism (Dwork et al., 2006)). The -differentially private
Laplace mechanism generates the sanitized query result as in f∗(D) = f(D)+Lap(∆f/),
where ∆f = max
D1,D2
‖f(D1) − f(D2)‖1 is the l1 global sensitivity of query f , for all D1, D2
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differing in one element.
The larger ∆f is, the more noise would be injected to f(D) to satisfy -DP. Generaliza-
tion of the Laplace mechanism include the Gaussian mechanism and Generalized Gaussian
mechanism that is built upon the lp norm (p ≥ 1) (Dwork et al., 2014; Liu, 2019), among
others.
Definition 4 (exponential mechanism (McSherry and Talwar, 2007)). Let u be a utility
function that assigns a score to each possible output of a query to data D. The Exponential
mechanism that satisfies -DP releases query result f ∗(D) with probability
exp(u(f ∗(D);D) 
2δu
)/
∫
u(f ∗(D);D) 
2δu
d(f ∗(D)),
where δu is the maximum change in score u with one element change in data D.
3 CIPHER
We propose the CIPHER method to generate differentially-private full tables and individual-
level synthetic data from a set of LDC tables. As mentioned in Section 1, the main motivation
for the development of CIPHER is the reduction of the query size to save on data storage,
leveraging the common knowledge that high-order interactions among the the full cross-
tabulation are often meaningless and not worth preserving. Figure 1 shows the drastic
reduction in the number of cells that need to be stored if the sets of 1-way, 2-way, 3-way, and
4-way LDC tables are used in place of the full table for varying p (the number of attributes
in the original data). The order of the LDC tables used for getting the full table is allowed
to grow with p, but again interactions of very high order are rarely of interest in real-life
data and are also hard to explain and analytically and computationally challenging.
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Figure 1: log(Number of stored cell) for FHD and sets of LDC tables of various dimension
vs p
3.1 Method and Algorithm
The CIPHER algorithm is presented in Algorithm 1, followed by some remarks about the
algorithm. In brief, the CIPHER procedure starts from the lowest-order contingency table(s)
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in a given set of LDC tables Q and arrives at a solution of the differentially private full table
using a stepwise approach, without a need for complex sampling algorithms. The LDC
tables in Q, which do not have to be of the same dimension, are expected to capture the
important signals and relationships among the attributes in the original data. Two special
cases of Q are the single p-way full table and the set of p one-way contingency tables,
respectively Forming Q can be guided by the domain knowledge without having to consume
the information and thus privacy of the current data. If the domain knowledge is not available
or the data curator prefers to choose a set using the information of the current data, then
the total privacy budget will need to be divided between the selection of Q and the CIPHER
algorithm itself. In the rest of the discussion, we assume Q is preset before the application
of the CIPHER algorithm.
Algorithm 1 CIPHER
1: INPUT: original data D (n × p); query set Q; privacy budget ; number of synthetic
data sets m (Remark 1); Tikhonov regularization constant λ (Remark 2).
2: Denote the lowest dimension of the LDC tables ∈ Q by p0.
3: FOR l = 1, . . . ,m
4: Sanitize all queries ∈ Q via a mechanism of -DP (e.g., q˜(l)k = qk+Lap(0, /(m|Q|)) for
k = 1, . . . , |Q| if the Laplace mechanism is used).
5: FOR j = p0 + 1, . . . , p
6: List all j-way contingency tables Tj.
7: FOR each query qi 6∈ (Tj+1 ∩Q), run the 5 steps below.
8: 1) Denote the set of variables that form query qi by Xi and pi = |Xi|.
9: 2) Randomly pick a variable out of Xi. WLOG, denote that variable by Xi1, and
the rest of the variables by Xi2, . . . , Xi,pi . Denote the number of cells in Xik by
Kik for i = 1, . . . , pi.
10: 3) For k = 2, . . . , (pi−1), define bk=Pr(Xi1 6= Ki1|Xi\(Xi1, Xik)=
∑
Xik
Pr(Xi1 6=
Ki1, Xik|Xi\(Xi1, Xik)) = Akzk =
∑
Xik
Pr(Xik|Xi\(Xi1, Xik)) Pr(Xi0 6= Ki1|Xi\
(Xi1, Xik), Xik), where zk is the conditional probability of (Xi1 6= Ki1) given the
rest of variables in Xi, Ak is either observed or calculated from step j − 1, and
(Xi1 6= Ki1) represents the vector (Xi1 = 1, . . . , Xi1=Ki1 − 1).
11: 4) Let b = (b1, . . . ,bpi−1)
T , z = (z1, . . . ,bpi−1)
T , and A = Diag{A1, . . . ,Api−1};
solve for z from Az = b with the Tikhonov regularization; that is, z = (ATA +
λI)−1ATb, where I is the identity matrix.
12: 5) Calculate the empirical probability for qi: Pr(Xi) = z · Pr(Xi \Xi1).
13: END FOR
14: END FOR
15: Correct negativity and normalize the empirical joint probability (Pr(X))(l) =
(Pr(X1, ..., Xp))
(l) (Remark 3).
16: Generate differentially private data D˜(l) of size n from (Pr(X))(l).
17: END FOR
18: OUTPUT: m sets of differentially private data D˜(1), . . . , D˜(m).
Remark 1 (number of synthetic data sets m). We recommend setting m at a small
number > 1 if the released data will be used for statistical inferences. Releasing multiple sets
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offers a convenient way to account for the uncertainty and randomness introduced by the
sanitization and synthesis procedures, coupled with proper inferential combination rules (Liu,
2016a). It is easy to implement in practice and can be viewed as a Monte Carlo approach to
account for the sanitization and synthesis uncertainty. Though releasing a single set coupled
with explicitly modeling the sanitization mechanism and the synthesis model can also help
to accommodate the uncertainty, the modeling can be much more challenging analytically
and computationally compared to releasing multiple sets. In addition, as long as m is not
too large in that the total privacy budget is not spread too thin over the multiple sets
(each synthetic set receives 1/m of the total privacy budget per the sequential composition
theorem), the precision gained by averaging over m sets of synthetic data could outweigh
the additional noises introduced from releasing multiple sets than a single set.
Remark 2 (Tikhonov regularization). The reason for using the Tikhonov regularization
(aka the l2 regularization) to solve for z from Az = b is that the columns of A are linearly
dependent and ATA is not full rank. The Tikhonov regularization is known for solving ill-
posed problems like Az = b when the solution z is not unique due to the singularity of A.
(Tikhonov, 1963; Tikhonov et al., 2013). It works by adding a small positive constant λ to
the diagonal elements of ATA, and calculating z = (ATA + λI)−1ATb. The constant λ is
a tuning parameter. We found from the empirical studies that the solutions from CIPHER
are relatively robust to the choice of λ and lead to similar joint distribution except for some
negligible numerical errors as long as λ is relatively small (on the order of o(1)). Since A is
block-diagonal, taking the inverse of ATA + λI is relatively cheap computationally even if
the linear equation set is large.
Remark 3 (correction of non-negativity and normalization). The cell probabilities
in the differentially private LDC tables in Q can be < 0 or ≥ 1. In addition, the solutions
for the conditional probabilities from the linear questions in CIPHER can also be < 0 or
≥ 1. We could correct for the non-negativity by the truncation or the boundary inflation
truncation procedures (Liu, 2016b) and normalize the probabilities in every time the sanitized
or solved probabilities are outside [0, 1), or we could wait until the last step of generating
the full table to make one overall correction. We compared both approaches and found that
oftentimes the two led to similar results and the final overall correction in some cases led
to better results. Given this and the fact that one correction is easier operationally than
taking multiple corrections during the CIPHER algorithm, we recommend users take one
final correction when obtaining the joint distribution from the full table.
If two or more LDC tables in Q share the same variable(s), then after the sanitization,
the frequencies in the LDC tables formed by the shared variables would be inconsistent.
For example, suppose table T1 in set Q is a 3-way table (V1, V2, V3) and table T2 is 3-
way (V1, V2, V4). The cell frequencies in 2-way table (V1, V2) calculated from the two 3-way
Contingency tables would be the same and so would be the cell frequencies in all the 1-
way contingency tables in the original data. However, after noises being injected in the
differentially private sanitization of T1 and T2, the bin counts in the table (V1, V2) calculated
from T1 and T2 are not the same. Barak et al. (2007) transform the data into the Fourier
domain, where adding noise will not violate consistency. However, this approach has a
bottleneck in the linear programming when p is large. The CIPHER procedure does not
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have this issue with the way it solves for the empirical distributions. The inconsistency
among the LHDs in Q if they have some shared variables is automatically averaged out
when solving for the non-full rank linear equation set with the Tikhonov regularization.
Claim 1. The CIPHER algorithm satisfies the -DP.
The satisfaction of the DP in CIPHER is straightforward to establish. The only time at which
the original data are probed during the application of CIPHER is when the queries in Q are
sanitized, and the data are accessed mK times with a privacy budget of /(mK) per access.
Per the sequential composition, the total privacy budget is maintained at (mK)/(mK) = .
3.2 Example: Illustration of CIPHER in the 3-variable Case
We illustrate the CIPHER procedure with a simple example. Say the original data contain 3
variables (p = 3). Denote the 3 variables by V1, V2, V3 with K1, K2 and K3 levels, respectively.
Let Q = {T (V1, V2), T (V2, V3), T (V1, V3)} that contains all the 2-way contingency tables.
Therefore, p0 = 2 in Algorithm 1. WLOG, suppose V3 is X0 in Algorithm 1. We first find
the relationships among the probabilities, which are{
Pr(V3|V1) =
∑
V2
Pr(V3, V2|V1) =
∑
V2
Pr(V3|V1, V2) Pr(V2|V1)
Pr(V3|V2) =
∑
V1
Pr(V3, V1|V2) =
∑
V1
Pr(V3|V1, V2) Pr(V1|V2)
,
We now convert the above relationships into the equation set b = Az. Specifically, b =
(Pr(V3|V1)\Pr(V3 = K3|V1), and Pr(V3|V2)\Pr(V3 = K3|V1))T is a known vector of dimension
(K1+K2)(K3−1), z = Pr(V3|V1, V2)\Pr(V3 = K3|V1, V2) is of dimension K1K2(K3−1), A is a
known diagonal matrix with K3−1 identical blocks, where each block is a (K1+K2)×(K1K2)
matrix comprising the coefficients (i.e., Pr(V1|V2),Pr(V2|V1) or 0) associated with z. After z
is solved from b = Az, the joint distribution of Pr(V1, V2, V3) is calculated by z · Pr(V1, V2).
The experiments in Section 4 contain more complicated applications of CIPHER.
3.3 Differences between CIPHER and MWEM
Both CIPHER and MWEM can work with a pre-specified set of linear queries to generate
an empirical distribution, but they are methodologically and algorithmically different. First,
MWEM relies on an iterative multiplicative weighting procedure whereas CIPHER is not an
iterative procedure but solves one or more sets of linear equations analytically to reach the
differentially private empirical joint distribution among the p variables. Second, the queries
in CIPHER are sanitized through a DP mechanism (say the Laplace sanitizer) before being
fed into the algorithm and they only need to be sanitized once. By contrast, each iteration
in the MWEM algorithm incurs privacy cost due to it accessing the original data to fetch
the query selected by the Exponential mechanism, which is subsequently sanitized by the
Laplace mechanism. As a result, the two algorithms spend different privacy on a query for
a given total privacy budget. Suppose the total budget is fixed at  for the CIPHER and
MWEM algorithms. The number of queries in Q is |Q|. If we use equal allocation of the
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privacy budget, then each query in Q gets a budget of /|Q| in the CIPHER algorithm.
The sanitization of each query selected by the Exponential mechanism costs /(2T ) in the
MWEM algorithm. On the other hand, a query can be selected multiple times throughout
the T iterations. Let ck denote that times that how many times qk ∈ Q is selected among
the T iterations. Note
∑|Q|
k=1 ck = T . Unless ck/(2T ) > |Q|−1 or ck/
∑|Q|
k=1 ck > 2|Q|−1,
then the budget allocated to qk in the MWEM algorithm would always be smaller than
that in CIPHER. In other words, the selection probability for a query needs to at least
doubles the average selection probability (1/|Q|) to be receive more privacy budget in the
MWEW algorithm than in the CIPHER algorithms. Our own experiences from running
the MWEM algorithm suggest that choosing the “right”number of iterations T for MWEM
can be challenging. T too small is not sufficient to allow the empirical distribution to fully
capture the signals summarized in the queries; and T too large would lead to a large amount
of noises being injected as the privacy budget has to be distributed across the T iterations,
eventually leading to a useless synthetic data set as each iteration costs privacy.
4 Experiments
We run experiments with simulated and real-life data to evaluate CIPHER, and benchmark
its performance against MWEM and the full table sanitization. We provide below the
justification on the choice of these two methods to compare to CIPHER.
4.1 Methods for Comparison
The full table sanitization can be achieved through injecting independent Laplace noises
drawn from Lap(0, −1) to the cell frequencies in the full table across all the attributes in a
data set. Though technically there is only one query (a single histogram), the number of cells
grows quickly with p (Figure 1), not to mention that a lot of cells in the full table are likely
to be empty. From a statistical perspective, constructing the full table is equivalent to fitting
a log-linear model with all possible interactions among all p attributes. Hay et al. (2016) (in
answering 1D or 2D range queries) and Bowen and Liu (2016) show that the the full table
sanitization is likely to outperform and or be similar to the more complex algorithms (e.g.,
modips, the Multinomial-Dirichlet synthesizer, DPcube, Privelet) in utility when the size of
the query set is large or when n or the privacy budget is high. The flat Laplace sanitizer
is therefore a useful baseline to benchmark against for other differentially private methods
for generating queries or synthetic data, especially considering its simplicity for practical
implementation.
The MWEM algorithm achieves the near optimal bound on the l∞ error between the original
and sanitized linear queries in Q. Though originally proposed for obtaining differentially pri-
vate linear queries, the MWEM algorithm is ready for generating synthetic data, assuming
the queries are representative of the population-level signals in the data, given that it out-
puts a differentially private empirical distribution. Given that both CIPHER and MWEM
algorithms work with a pre-specified linear query set and since the MWEM achieves the
optimal l∞ error on the query set, it thus makes sense to compare CIPHER to MWEM to
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see if it can beat MWEM procedure in the l∞ error as well as per other utility metrics.
Though there exist other methods to generate synthetic data from a set of low dimensional
queries in categorical data, the queries are often model-based (e.g., PrivBayes and MODIPS).
Selection of these queries can be computationally costly especially when the dimension of
the data is high; and some of the queries used in these procedures are not linear or not
straightforward to sanitize (e.g., regression coefficient from logistic regression).
All taken together, in the experiments below, we focus on the comparison between CIPHER
and MWEM, using the full table sanitization as the baseline. We aim to show CIPHER
delivers better utility that MWEM with much lower requirement on data storage the full
table sanitization.
4.2 The SSS assessment
When comparing the utility of synthetic data generated by CIPHER, MWEW, and the
full table sanitization, we not only examine the descriptive statistics such as mean and lp
(p > 0) distance between the synthetic and the original data, we also examine the information
preservation in statistical inferences on population parameters when hypothesis testing is
involved. Toward that end, we propose the SSS assessment. The first S refers to the the Sign
of the estimated parameter, and the second and third S’ refer to the Statistical Significance
of the estimated parameter. The consistency in the sign and statistical significance for
the parameter estimates based on the original and synthetic data leading to seven possible
scenarios as listed in Table 1. The best scenario is when both the sign and the statistical
Table 1: Preservation of Signs and Statistical Significance on the estimated parameters (the
SSS assessment)
parameter estimates Best II+ I+ Neutral II- I- Worst
matching Signs between original and synthetic? Y Y Y Y N N N N
Statistical Significance in original data Y N Y N N Y N Y
Statistical Significance in synthetic data Y N N Y N N Y Y
significance of the parameter estimates from the original and synthetic data match; and the
worst case scenario is that both estimates are statistically significant but with opposite signs,
which entails detrimental consequences in practice. Between the two extremes, there are five
other possibilities.
• II+ and I+ indicate an increase in Type II and Type I error rates, respectively. In
both cases, the signs match, but the statistical significance goes from significance to non-
significance in the synthetic data for II+, resulting in an inflated Type II error rate; and goes
from non-significance in the original to significance in the synthetic data for I+, resulting
in an inflated Type I error rate.
• Neutral indicates that the signs change between the original data and the synthetic data,
but are not significant in both cases.
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• II- indicates a sign change, and the statistical significance changes from being significant
originally to non-significance in the synthetic data; and I- indicates a sign change and the
statistical significance changes from being non-significant in the original to significant in
the synthetic data.
For the synthetic data, we would want the probability of the best scenario to be high, followed
by Neural, II+, II-, I+, I-; and hope the worst case scenario has a close-to-0 probability to
occur. We apply the SSS assessment to the data in the experiment to compare the inferences
between the original data and the differentially private synthetic data.
4.3 Experiment 1: Simulated Data
In this experiment, we use simulated data to investigate the inferential properties and the
utility of the sanitized data sets generated via CIPHER and compare to the MWEM algo-
rithm and the full table sanitization.
The simulation study examines a data scenario with 4 categorical variables, where V1 and
V2 have 2 categories each and V3 and V4 have 3 categories each. The data was simulated via
a sequence of multinomial logistic regression models. Specifically,
V1 ∼ Bernoulli(0.5);
V2|V1 was simulated from a logistic model
logit(Pr(V2 = 1|V1)) = β0 + β1V1 with β0 = 0.5 and β1 = 1;
V3|V1, V2 was simulated from multinomial logistic modelln
(
Pr(V3=2|V1,V2)
Pr(V3=1|V1,V2)
)
= β01 + β11V1 + β21V2
ln
(
Pr(V3=3|V1,V2)
Pr(V3=1|V1,V2)
)
= β02 + β12V1 + β22V2
with β01 = −1, β11 = 2, β21 = 1, β02 = 0.5, β12 = 1, β22 = −1;
V4|V1, V2, V3 was simulated from multinomial logistic modelln
(
Pr(V4=2|V1,V2,V3)
Pr(V4=1|V1,V2,V3)
)
=β01+β11V1+β21V2+β311(V3=1)+β411(V3=2)
ln
(
Pr(V4=3|V1,V2,V3)
Pr(V4=1|V1,V2,V3)
)
=β02+β12V1+β22V2+β321(V3=1)+β421(V3=2)
with β01 = 1.5, β11 = −1, β21 = 0.5, β31 = 1, β41 = −2, and
β02 = 1, β12 = −1.5, β22 = −0.5, β32 = 0.75, and β42 = −1.
We examine two samples size scenarios at n = 200 and n = 500, respectively, each under
five privacy budget scenarios  = (e−2, e−1, 1, e, e2). We run 1,000 repetitions for each n and
 scenario so to investigate the stability of each method. m = 5 synthetic data sets were
generated by CIPHER, MWEM, and the full table sanitization, respectively, so that the
uncertainty of the synthesis model and the randomness brought by the differential private
mechanisms can be properly accounted for. Each synthetic data set has the same sample
size as the original data set.
For the the Laplace sanitizer, the full table across the 4 variables contains 36 cells. Laplace
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noises were drawn from Lap(0, (m)−1) and added to each of the 36 cell counts in the full
table. For the CIPHER and MWEM algorithms, we consider two different query sets Q: (1)
Q3 contains all 4 three-way contingency tables among the four variables, which leads to 32
cells (88.9% of the full table); (2) Q2 contains all 6 two-way contingency tables among the
four variables, which leads to 20 cells (55.6% of the full table).
For the CIPHER algorithm, we sanitized all the contingency tables in Q2 or Q3 and followed
steps in Algorithm 1 to synthesize the individual-level data. We use CIPHER 3-way and
CIPHER 2-way to denote the two cases, according to whether Q3 or Q2 is used. The
linear equation sets in both cases are presented in the supplementary materials. For the
MWEM algorithm, the starting distribution was set as the mutually independent categorical
distribution with equal probability across all categories for each of the four variables. We run
both MWEM 3-way (if Q3 is used as the query set) and MWEM 2-way (if Q2 is used as the
query set). The number of iterations T can affect the quality of the synthetic data greatly.
Since this is a simulation study, we were able to use independent simulated data from the
same model to roughly optimize T for different  and n; specifically, T = {5, 15, 25, 60, 120}
at n = 200 and T = {10, 25, 50, 100, 200} at n = 500 for  = {e−2, e−1, 1, e1, e2}, respectively.
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Figure 2: Total Variation Distance (mean ± SD) on 1-way, 2-way and 3-way tables in
Experiment 1
We run three types of analyses on the synthetic data. The first two analyses are descriptive
and examine the ability of each method in recovering the original information, while the third
is inferential, compares some analysis results between the synthetic and original data and
also examines the ability of the methods in preserving the population-level information for
statistical inferences. Specifically, in the first analysis, the average total variation distance
(TVD) between the original and synthetic data sets was calculated for the cell probabilities in
all three-way, two-way and one-way tables, respectively. The TVD for the cell probabilities in
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n = 200 n = 500
Figure 3: The SSS (Signs and Statistical Significance) assessment on the estimated regression
coefficients for n = 200 and n = 500
a table is defined as |p− p¯∗|/2, where p and p¯∗ represent the cell probabilities in the original
data and those averaged over the m synthetic data sets, which were then averaged for all k-
way tables, where k = 1, 2, 3, respectively. In the second analysis, we examine the l∞ error for
Q2 andQ3, respectively. MWEM is claimed to have the optimal l∞ error for the set of queries
that are fed to the algorithm with an optimal T (Hardt et al., 2012). In the third analysis,
we fitted the multinomial logistic model with V4 as the outcome and V1, V2, V3 as covariates.
The inferences from the m = 5 synthetic data sets were combined using the combination rule
in Liu (2016a). Specifically, the final point estimate for a parameter β is β¯ = m−1
∑m
j=1 βˆ
(j),
where βˆ(j) is the MLE of β in synthetic set j; and the variance is estimated by V = m−1B+W ,
where W = m−1
∑m
j=1 v
2(j)) (the average within-set variability), where v2(j) is the variance
estimate βˆ(j), and B = (m−1)−1∑mj=1(βˆ(j)− β¯)2 (the between-set variability). Inferences of
θ are based on the t-distribution tν(β¯, V ) with degrees of freedom ν = (m− 1) (1 +mW/B)2.
The bias, root mean square error (RMSE), coverage probability (CP) and confidence interval
(CI) width of the 95% CI were determined for each of the regression coefficients from the
multinomial logistic regression model. We also run the SSS assessment on the the regression
coefficients to evaluate the consistency between synthetic and original data on the inferences
on the parameters.
The results for the average TVD are presented in Figure 2. Between CIPHER and MWEM,
MWEM produces similar or smaller bias compared to CIPHER when  = e−2, but is out-
performed by CIPHER at  > 1. There is not much difference between 3-way and 2-way
CIPHER or between 3-way and 2-way MWEW for this analysis. The full table sanitization
is the best performer overall especially in the 3-way table case for  ≥ e−1. CIPHER and
the full table sanitization delivers similar performances to for 1-way and 2-way tables when
 ≥ e.
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Figure 4: l∞ (mean ± SD) for Q2 and Q3 in Experiment 1
The results for the l∞ error over the prespecified query set are given Figure 4. The perfor-
mance of MWEM does not seem to live up to the claim that it has the optimal l∞ error for
the set of queries that are fed to the algorithm with an optimal T . For example, for 3-way
tables, per this claim, MWEM 3-way would have produced the smallest l∞ error, which is
not the case per the results. This might be due to T not being optimized in a precise way,
which is not an easy hyper-parameter to tune. In summary, the three methods are similar
at  = e−2, but the Laplace sanitizer edges out as  increases. CIPHER also outperforms
MWEM when  > e−1.
The results for the SSS assessment on the regression coefficients from the logistic regression
are provided in Figures 3. A method with the longest red bar (best-case scenario) and the
shortest purple bar (the worst-case scenario) would be preferable. The two inflated type
I error types (I+/yellow bar and I-/blue bar) would preferably be of low probability. The
two inflated type II error or decreased power types (II+/orange bar and I-/green bar) and
neural (gray) are acceptable. Per the listed criteria above, first, it is comforting to see the
undesirable cases (purple+blue bars) are the shortest among all the 7 scenarios for each
DIPS method; second, as expected, the inferences improve quickly with CIPHER and the
full table sanitization and rather slowly with MWEM as  increases; third, the full table
sanitization is the best performer in preserving SSS, especially for the medium valued ,
followed closely by CIPHER. Finally, even for CIPHER and the full table sanitization, there
are always non-ignorable proportions of II+ (and II- when  was small) even when  is as
large as e2, suggesting the sanitization decreases the efficiency of the statistical inferences,
which is the expected price paid for privacy protection.
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Figure 5: Bias, root mean square error (rmse), coverage probability, and log(CI width) of
95% CI at n = 200 in Experiment 1
The results on the bias, RMSE, CP, and CI width are presented in Figure 5 and 6 for n = 200
and n = 500, respectively. First, between MWEM and CIPHER, CIPHER always delivers
near-nominal CP across all examined  and both n scenarios while MWEM suffers severe
under-coverage on some parameters. The two methods have similar bias when  < 1, but
the bias shrinks toward 0 for  > 1, especially for the 3-way CIPHER, while MWEM has
bias of similar magnitude across all  values. But MWEM does have the smallest RMSE and
CI width for  ≤ 1. The RMSE and CI width for CIPHER decrease quickly and approach
the original values with increasing , whereas those associated with MWEM remain largely
constant. Second, CIPHER delivers similar performance to the full table sanitization for
 < e−1, but the latter has smaller bias, RMSE, and CI width for  > e−1. Similar to
CIPHER, the full table sanitization always has near-nominal CP. Third, the performance of
all the methods improves as n increases from 200 to 500 regarding the bias, RMSE, CP and
the CI width.
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Figure 6: Bias, root mean square error (rmse), coverage probability and log(CI width) of
95% CI at n = 500 in Experiment 1.
4.4 Experiment 2: Company Bankruptcy Data
The experiments runs on a real-life qualitative bankruptcy data set. Qualitative bankruptcy
data are often used for feature selection in bankruptcy prediction and to discover experts’
decision rules on bankruptcy vs. non-bankruptcy given the qualitative attributes (Kim and
Han, 2003; Tsai, 2009; Nagaraj and Sridhar, 2015). The data set used was collected to
identify the qualitative risk factors associated with bankruptcy and is available for download
from the UCI Machine Learning repository (Dheeru and Karra Taniskidou, 2017). The data
contains n = 250 businesses and 7 variables (Table 2). Though the data set does not contain
any identifiers, sensitive information (such as the bankruptcy evaluation or Credibility) many
still be disclosed using the pseudo-identifiers left in the data (such as Industrial Risk or
Competitiveness), or be used to be linked to other public data to trigger other types of
information disclosure.
When applying CIPHER and MWEM to the bankruptcy data, we first decided on the set
of LDC tables Q to be sanitized. We selected Q based on the domain knowledge, and the
computational and analytical considerations when solving the linear equations.Specifically,
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Table 2: Variables in the Bankruptcy Data
Variable Category (Frequency)
industrial risk (IR) positive (80),average (89),negative (81))
management risk (MR) positive (62),average (119),negative (69)
financial flexibility (FF) positive (57),average (119),negative (74)
credibility (CR) positive (79),average (94),negative (77)
competitiveness (CO) positive (91),average (103),negative (56)
operating risk (OR) positive (79),average (114),negative (57)
Class bankruptcy (107),non-Bankruptcy (143)
we first created a 6-category Class/CR variable from the full cross-tabulation, both of which
can be regarded as sensitive information and might be associated, and a 9-category IR/CO
cross-tabulation; and then applied the CIPHER 2-way and MWEM 2-way to the 5 variables
with 6 (Class/CR), 9 (IR/CO), 3 (OR), 3 (MR), and 3 (FF) levels respectively. The size of
Q (the number of counts) is thus 149, though technically speaking, there are 10 sets of 2D
histogram queries. After the synthetic data were generated, we decoupled the two sets of
combined variables (Class/CR and IR/CO), so the final synthetic data set still contain all
7 attributes as in the original data set. In terms of the original 7 attributes, Q employed
by the CIPHER and MWEM procedures contains one 4-way contingency table, six 3-way
contingency tables, and three 2-way contingency tables. For the MWEM algorithm, we
examine two iteration scenarios with T = 5 and T = 20, depending on the value of  (T = 5
for small  ∼ 0.14 to ∼ 0.37 and T = 20 for larger  = 1 to ∼ 2.27).
For the full table sanitization, there are 1,458 cells in the cross-tabulation across the 7
attributes, which is about 10 folds the numbers of cells for CIPHER and MWEM (149).
Among the 1,458 cells, 1,355 are empty cells which should be regarded sample zeros, meaning
that these cells are empty because of the finite sample size, and are expected to change or
disappear as the sample size increases or in a different sample data set. In other words,
these sample-zero cells are part of the data and should be sanitized as the non-empty cells;
otherwise, information about the raw data would be leaked. The same rule applies to
CIPHER and MWEM when empty cells are encountered in Q.
We consider 4 privacy budget levels  = (e−2, e−1, 1, e1), and run 24 repetitions for  and
each method to examine the stability of the methods. In each repetition, 5 synthetic data
sets with n = 250 were generated. We ran a logistic regression model with “Class” as the
outcome variable (bankruptcy vs non-bankruptcy) and the other attributes as predictors,
and a support vector machine (SVM) analysis to predict “Class” using other attributes,
both benchmarked against the original results. Understanding what predicts the bankruptcy
status and having the ability to predict the bankruptcy status with high accuracy would
be what companies and banks are interested in. In both analyses, the results from the 5
synthetic data sets were combined using the combination properties outlined in Liu (2016a).
In the logistic regression model, we examined the relationships of the 6 qualitative categorical
covariates (IR, MR, FF, CR, CO, and OR) with the outcome variable of Class to determine
the odds of bankruptcy (Kim and Han, 2003). Each of the categorical covariates has three
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categories, and the “average” level of risk was used as the reference for each. Specifically,
the model is log
(
P (bankruptcy)
1−P (bankruptcy)
)
= β0 + β1 · IRN + β2 · IRP + β3 ·MRN + β4 ·MRP + β5 ·
FFN + β6 · FFP + β7 ·CRN + β8 ·CRP + β9 ·CON + β10 ·COP + β11 ·ORN + β12 ·ORP . The
regression coefficients of β and their variance estimates were estimated using the R package
logistf, which implements the Firth’s bias-reduced penalized-likelihood logistic regression
(Heinze and Ploner, 2016). We applied the SSS assessment to the estimated parameters.
The results are presented in Figure 7. The figure suggests that all three DIPS methods
performed well in the sense that the probability that they produced a “bad” estimate (the
worst, II-, and I- categories) was close to 0, and the estimates were mostly likely to land
in the “best” or the “neutral” categories. The full table Laplace sanitizer had the largest
chance to produce estimates in the “best” category for  ≥ e−1. MWEM, regardless of , had
around 50% probability to land in the “best” category or in “neutral”. Overall, the three
algorithms seemed performance similarly per the SSS assessment.
Figure 7: The SSS assessment on the logistic regression coefficients in the bankruptcy data
Table 3: Accuracy (%) of Support Vector Machines (SVM) for Predicting “Class” in the
bankruptcy data
 CIPHER MWEM full table sanitization
e−2 67.8 50.0 41.1
e−1 64.7 51.3 55.5
1 68.5 51.0 63.8
e1 77.8 47.2 85.7
The prediction accuracy with the original training data is 100%.
In the SVM analysis to classify Class and determine the bankruptcy status, given the six
qualitative risk attributes, we randomly split the original data into a training data set of
200 samples (80% of n = 250) and a testing data set of 50 (20% of n = 250). We then
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apply CIPHER, MWEM, and the full table Laplace sanitization to the training set only
to generate synthetic data, on which the SVM was trained. The trained SVM with the
synthetic data from each method was applied to make predictions on the same testing set.
We 24 repetitions and generated 5 sets of synthetic data with 1/5 of total privacy budget
per set. The averaged prediction accuracy rates over 5 sets and 24 repeats are presented
in Table 3. CIPHER is the obvious winner for  ≤ 1 with significantly better prediction
accuracy than the other two. When  = e, the full table sanitization is the best with ∼86%
accuracy, followed by CIPHER with ∼78% accuracy. Regardless of , MWEM has difficulty
in classifying Class, with accuracy between 45∼55% at all the examined .
5 Discussion
We proposed the CIPHER algorithm to release differentially private synthetic data sets
given a set of LDC tables. We also proposed the SSS assessment to evaluate the utility
of the synthetic data hypothesis testing. We compared our algorithm with the full table
sanitization and the MWEM algorithm in a simulation study and a real-life qualitative
bankruptcy data set. CIPHER delivers similar the statistical inferences of population-level
parameters as the full table sanitization when  is relatively small or large and somewhat
inferior to the latter around the medium-size  (in the neighborhood of 1), but working with
a significantly smaller set of sanitized statistics compared the full table sanitization. Though
MWEM, like CIPHER, can works with a small set of statistics, the utility of the synthetic
data is not as good of CIPHER in general.
The asymptotic version of both CIPHER and MWEM is the full table sanitization when
LDC table set contains only one query – the full table. If the Q comprises a set LDC
tables instead of the full table, both CIPHER and MWEM have additional sources of noise
compared to the full table sanitization, in addition to the noise introduced by differentially
private sanitizer, which deviates the synthetic data further away from the original data. For
CIPHER, it is the shrinkage brought by the l2 regularization; fro MWEM it is the numerical
errors introduced through the iterative procedure with a hard-to-choose T .
We demonstrated the implementation CIPHER for categorical data, but the algorithm can
also be used in data with numerical attributes. Rather than taking on a set of LDC tables
as input, the input would become a set of low-dimensional histograms. This implies the nu-
merical attributes will need to be cut into bins first before the application of the CIPHER.
High-dimensional histograms with good statistical properties are difficult to construct (Scott,
2015), which poses additional changes for the full table sanitation in addition to the data
storage issue. Low-dimensional histograms would be more desirable from a statistical per-
spective, on top of the huge saving in data storage. CIPHER can be directly applied to the
set of low-dimensional histograms, following the steps in Algorithm 1, to generate the empir-
ical joint distribution among all the attributes. For any numerical attributes involved in the
synthesized histograms, one can uniformly sample from the sanitized bins to “transform”
the discretized values back to the numerical values for these attributes.
For future work, we plan to investigate the theoretical aspect for CIPHER in terms of
20
accuracy by certain utility criterion. In addition, we plan to apply CIPHER to more data
of higher dimensions in terms of both attributes and the number of levels per attribute to
see how CIPHER scales up in those cases.
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The supplementary materials contain additional simulation results and the derivation of the
linear equations sets Ax = b for the three-variable and four-variable cases. Specifically,
Tables 1 to and 4 present the numerical values on the bias, RMSE, coverage probability and
confidence interval width for the results presented in Figure 2 for n = 200; and Tables 5 to
8 give the numerical values for n = 500 in the simulation study; Tables ?? and ?? presented
the ill-conditioned synthetic data sets in simulation study. Section 2 includes the detailed
derivation for Ax = b using several examples when p = 3 and p = 4, respectively. The
four-variable case p = 4 is also what was used in the CIPHER algorithm for the simulation
study.
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