In proteomic studies, liquid chromatography coupled with mass spectrometry (LC-MS) is a common platform to compare the abundance of various peptides that characterize particular proteins in biological samples. Each LC-MS run generates data consisting of thousands of peak intensities for peptides represented by retention time (RT) and mass-to-charge ratio (m/z) values. In label-free differential protein expression studies, multiple LC-MS runs are compared to identify differentially abundant peptides between distinct biological groups. This approach presents a computational challenge because of the following reasons (i) substantial variation in RT across multiple runs due to the LC instrument conditions and the variable complexity of peptide mixtures, (ii) variation in m/z values due to occasional drift in the calibration of the mass spectrometry instrument, and (iii) variation in peak intensities caused by various factors including noise and variability in sample handling and processing. In this chapter, we present computational methods for quantification and comparison of peptides by label-free LC-MS analysis. We discuss data preprocessing methods for alignment and normalization of LC-MS data. Also, we present multivariate statistical methods and pattern recognition methods for detection of differential protein expression from preprocessed LC-MS data.
Introduction
LC-MS-based proteomic quantification, increasing efforts have been directed to the label-free approaches. Label-free method is attractive because of cost effectiveness, simpler experimental protocols, fewer measurement artifacts, and limited availability of isotope labeled references (1, 2) . The most common labelfree method is the spectral count method, where the total number of MS/MS spectra taken on peptides from a given protein in a given LC-MS/MS analysis is used to compare differential abundance between groups of samples (3) . This method simply counts the number of spectra identified for a given peptide in different samples and integrates results of all measured peptides for the protein quantified. One of the alternatives to this approach is the comparison of ion intensities, where LC-MS runs are compared to identify differentially abundant ions at specific mass to charge (m/z) and retention time points. This approach is based on precursor signal intensity (MS), applicable to data derived from high mass precision spectrometers. The high resolution facilitates extraction of precursor ion signal intensity and thus uncouples quantification from the identification process. It is based on the observation that peak intensity is linearly proportional to the concentration of the ions being detected. A critical challenge in using label-free LC-MS analysis for detection of differential protein expression lies in normalizing and aligning the LC-MS data from various runs to ensure bias-free comparison of the same biological entities across multiple runs. Once the LC-MS data are preprocessed, difference detection can be carried out using multivariate statistical methods and pattern recognition algorithms. Because the number of peaks is typically larger than the number of samples, difference detection raises a problem of multiplicity, where the probability of erroneously declaring significance increases rapidly with the number of tests being performed.
In this chapter, we present computational methods for quantification and comparison of LC-MS runs from multiple samples. We begin with an overview of LC-MS data. We then discuss LC-MS data alignment and normalization methods. This is followed by a description of multivariate statistical methods and pattern recognition algorithms for difference detection from preprocessed LC-MS data. Finally, we provide an overview of existing challenges in labelfree LC-MS analysis and future outlook.
LC-MS experiments generate data that consist of three dimensions (1) the elution time, also called retention (RT) point, (2) the m/z value, and (3) the intensity (ion abundance). Figure 1a presents three-dimensional data derived from a typical LC-MS experiment for a single run. As shown in the figure, each LC-MS run generates spectra comprised of thousands of peak intensities for peptides with specific RT and m/z values. Figure 1b shows a mass spectrum (ion abundance vs. m/z) at a particular RT point (RT in the figure is 10 min). Figure 1c depicts the total ion chromatogram (TIC) obtained by calculating the sum of the ion abundances across the m/z dimension for each RT point. Although RT is a continuous variable, the LC-MS system produces mass spectra at a discrete set of RT points, usually a few seconds apart. It is typical to represent RT points by scan indices, since there is a one-to-one correspondence between RT points and total MS scan numbers.
Various data preprocessing steps are conducted before LC-MS runs can be compared for differential protein expression. These include deconvolution of multiple charged peaks and isotope clusters (4), outlier screening, binning, baseline correction, smoothing, alignment, and normalization. In the following, we briefly discuss alignment and normalization methods.
Alignment is necessary to correct for chromatographic and mass spectrometric drifts that do not reflect real sample variation. Alignment methods find a common set of features across LC-MS runs to allow quantitative comparison of the same biological entities. Without alignment, the same ion can have different m/z or retention time point across multiple runs. Thus, alignment with respect to both m/z and retention time is a prerequisite for quantitative comparison of proteins/peptides by LC-MS. Alignment algorithms have traditionally been used on data points and/or feature vectors of fixed dimension (5) . Applications of these algorithms for LC-MS data alignment have been reported in the literature (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) . The most common approaches for aligning LC-MS data are based on the identification of landmarks or structural points (referring to the unique charge species in data) and the use of internal standards, respectively. The landmarks are usually associated with critical or inflection points. Multiple LC-MS runs are then aligned so that the landmarks are synchronized. In this framework, the most widely used algorithm is dynamic time warping (DTW) that performs the alignment in time axis by stretching or shrinking the time series data. Another common method is correlation optimized warping (COW), which computes a piecewise linear transformation by dividing the time series into segments and then performing a linear warp within each segment to optimize overlap while constraining segment boundaries. The parameters for the best linear transformation are determined by maximizing the sum of correlation coefficients or covariance between data segments in pairs of samples. Most of the existing algorithms including DTW and COW are either limited to a
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consensus combination of pair-wise alignment or use a reference (template) for alignment. This limitation leads to suboptimal results compared to global alignment techniques.
Alignment methods that rely on optimization of global fitting function provide an alternative solution to address the above challenges without requiring landmarks or internal standards. For example, a recently introduced method called continuous profile model (CPM) has been applied for alignment and normalization of continuous time-series data and for detection of differences in multiple LC-MS data (6, 17) . Similarly, we developed a probabilistic mixture regression model (PMRM) for global alignment of LC-MS data (18, 19) . We approach the problem of LC-MS data alignment with an ultimate goal of detecting differences among groups of LC-MS runs. This is accomplished by estimating a model that has the following two functions (1) modeling and correcting the variation within each class and (2) identifying systematic changes across classes. Specifically, we use a mixture model that incorporates LC-MS runs clustered into K components. For each of these groups, a prototypical LC-MS intensity profile is estimated by nonlinear regression with spline basis functions.
A particular advantage of PMRM is its ability to model nonGaussian multimodal density functions using simpler component density functions that can be defined on nonvector data such as LC-MS data. Moreover, the framework lends itself to an expectation-maximization (EM) algorithm with the following features (i) the explicit use of transformation priors for modeling the ion abundance (peak intensity) variability in both RT and m/z dimensions of the data, (ii) the use of a probabilistic metric that allows estimation of the distance among multiple LC-MS data instead of computing pair-wise distances, and (iii) the ability to extend the method for alignment and normalization of LC-MS data involving multiple groups. We demonstrated that analysis of LC-MS data via PMRM has the potential to address critical concerns such as unequal intervals across multiple runs and misalignment both in time and measurement space (18, 19) . We assume that the observed dataset D representing multiple groups is generated with the following three features (i) an individual is randomly drawn from a population of M objects (i.e., the dataset D); (ii) the individual is assigned to the kth group with probability y . This is accomplished by using the EM algorithm, which is a general procedure for finding the maximum-likelihood estimators of the parameters from the mixture models (20) (21) (22) . Thus, this probabilistic-based framework allows us to find the best group alignment in time and measurement spaces from the observed dataset D.
The goal is to pull out the mixture of components from the full joint density, using the observed dataset D as a guide, so that the underlying group behavior can be inferred. A standard approach to deal with the hidden data is to utilize the EM algorithm for consistent estimation. The estimation algorithm is implemented by taking advantage of the connection between smoothing B-splines (at the design points) and mixed regression models. Splines are recommended for data fitting whenever there is no particular reason for using a single polynomial or other elementary functions. Spline functions have the following useful properties: smooth and flexible, easy to evaluate along with their derivatives and integrals, and easy to generalize to higher dimensions.
Normalization is one of the important preprocessing tasks in LC-MS-based studies. Because of lack of reliable methods, internal standards spiked in biological samples are typically used for normalization. For example, the mzMine toolbox uses multiple internal standard compounds injected to samples to calculate a set of normalization factors, one for each standard compound based on either searching for a standard compound peak closest to the peak or using weighted contribution of each standard compound (23) . However, as the authors themselves noted that this method suffers from the ad hoc assignments of internal standards for each component based on a subset of relevant chemical properties (24) . Also, in the context of the need for universally applicable analytical tools and that internal standards vary depending on the instrument used and samples under study, it is desired to develop normalization methods that do not rely on internal standards.
As summarized by Karpievitch et al. (25) , several normalization methods that do not use internal standards have been used, including global scaling, lowess (26) , quantile normalization (27) , and ANOVA models (28) . A global scaling method shifts all ion intensities of a sample by a constant amount, so that all samples have the same mean, median, or total ion current. However, this approach cannot capture complex bias trends like those commonly seen in LC-MS data. When the sources of bias are known exactly, ANOVA models can effectively estimate and remove systematic biases (29) . Nevertheless, it is generally not possible to identify all of the relevant sources of bias to sufficiently address them with ANOVA models. To address this, Karpievitch et al. recommend EigenMS that uses singular value decomposition to capture and remove biases from LC-MS peak intensity measurements.
Normalization
Difference detection deals with the identification of peaks that represent differentially abundant ions with specific RT and m/z values. Various unsupervised and supervised methods have been proposed for peak selection from LC-MS data. For example, principal component analysis (PCA) transforms the data to a new coordinate system such that the variables in the new data space (known as scores or principal components) are orthogonal and are sorted in the decreasing order of their variances. The peaks that contribute to the top factors are identified by using the eigenvalue plot (30) . A similar approach can used in a supervised way [e.g., partial least squares (PLS)], where the training samples with known phenotypes are used to calculate the factors. The weight plot obtained from this PLS analysis provides as a tool to select useful peaks (30, 31) .
Another commonly used supervised approach applies statistical analyses such as t-test, which recognizes differentially abundant peaks between biological groups involving multiple subjects. However, thousands of peaks need to be tested against the null hypothesis of no difference. This raises a problem of multiplicity, where the probability of erroneously declaring significance increases rapidly with the number of tests being performed. To address this, false discovery rate (FDR) procedures are typically used. For example, FDR procedure by Benjamini and Hochberg (32) controls the proportion of errors among rejected tests and provides a less conservative approach than traditional approaches that control the family-wise error rate.
Another concern is the use of an appropriate test statistic when performing the required hypothesis tests. Various statistical methods are proposed to address this concern. For example, the shrinkage t-statistics of Opgen-Rhein and Strimmer (33) derives t-statistics on the basis of a model-free shrinkage estimator of the variances. In order to compute the p-values without making parametric assumptions, the null distribution of the test statistics can be simulated by permutation of the sample labels. For example, when comparing two groups, the class labels are randomly reassigned and the shrinkage t-statistics are recomputed. This procedure is repeated many times to obtain an approximation to the null distribution for data with structure similar to the one on hand. The corresponding p-value is obtained by evaluating the probability of observing a test score at least as extreme as the observed one in this simulated null distribution. The permutation test is repeated for each peak one at a time resulting in thousands of p-values, to which the false discovery rate control procedure is applied.
Difference Detection
The selected peaks are typically used as inputs to a pattern classification algorithm such as random forest (RF) and support vector machine (SVM). The RF method can be utilized for sample classification and identification of peaks that contribute strongly to classification. It is an ensemble of unpruned classification or regression trees, induced from bootstrap samples of the training data, using random feature selection in the tree induction process. It is a classification method based on "growing" an ensemble of decision tree classifiers. In order to classify a new sample, the input is analyzed using each of the classification trees in the forest. Each tree gives a classification, "voting" for that class. The forest chooses the classification having the most votes (over all the trees in the forest). A measure of the importance of classification variables is also calculated by considering the difference between the results from original and randomly permuted versions of the data set. Prediction is made by aggregating (majority vote for classification or averaging for regression) the predictions of the ensemble. RF generally exhibits a substantial performance improvement over the single tree classifier such as classification and regression tree. It has been successfully applied in proteomics profiling studies to construct a classifier and discover peak intensities most likely responsible for the separation between classes (34, 35) .
The SVM recursive feature elimination (SVM-RFE) algorithm recursively classifies samples with SVM and selects peaks according to their SVM weights (36) . Benefiting from the good performance of SVMs in high-dimensional gene expression data, SVM-RFE is often considered as one of the best feature selection algorithms in the literature. Also, stochastic global optimization methods such as genetic algorithms, simulated annealing, and swarm intelligence methods have been used to systematically select features from a high-dimensional search space without the need for an exhaustive search. A hybrid of SVM and ant colony optimization (ACO) was also developed to select a panel of peaks (37) .
To evaluate the generalization capability of the peaks and the SVM classifier determined by the training data set, the SVM classifier should be tested using a blind validation set, i.e., a test set that is set aside during the process of data preprocessing, peak selection, and building the SVM classifier. An important weakness of many pattern recognition algorithms is that they are not based on a probabilistic model. There is no probability level or confidence interval associated with predictions derived from using them to classify a new set of data. The confidence that an analyst can have in the accuracy of the results produced by a given classifier is based purely on its historical accuracy-how well it has predicted the desired response in other similar circumstances. Thus, after learning is completed, a pattern recognition paradigm is evaluated for its performance through previously unseen testing data set (also known as a blind validation set). The purpose of this testing is to prove the adequacy or to detect the inadequacy of the selected peaks or the classifier built. Inadequate performance could be attributed to insufficient or redundant features, inappropriate selection of model structure for the classifier, too few or too many model parameters, insufficient training, overtraining, error in the program code, or complexity of the underlying system such as presence of highly nonlinear relationships, noise, and systematic bias. The aim of evaluating a classifier is to ensure that it serves as a general model. A general model is one whose input-output relationships (derived from the training data set) apply equally well to new sets of data (previously unseen test data) from the same problem not included in the training set. Thus, the goal of a pattern recognition algorithm is the generalization to new data of the relationships learned on the training set (38) .
Various methods have been used to test the generalization capability of a classifier. These include the k-fold cross-validation, bootstrapping, and hold-out methods. In k-fold cross-validation, the data is divided into k subsets of (approximately) equal size. The model is then trained several times, each time leaving out one of the subsets from training, but using only the omitted subset to compute the classification error. If k equals the sample size, this is called "leave-one-out" cross-validation. In the leave-one-out method, one sample is selected as a validation sample and feature selection and classifier building are performed using the remaining data set. The resulting model is tested on the validation sample. The process is repeated until all samples appear in the validation set. In the hold-out method, only a single subset (also known as validation set) is used to estimate the generalization error. Thus, the hold-out method does not involve crossing. In bootstrapping, a subsample is randomly selected from the full training data set with replacement.
Common bootstrapping methods include bagging and boosting. Bagging can be used with many classification methods and regression methods to reduce the variance associated with prediction, and thereby improve the prediction process. In bagging, many bootstrap samples are drawn from the available data, some prediction method is applied to each bootstrap sample, and then the results are combined by voting. Boosting can be used to improve the accuracy of classification. Unlike bagging, the samples used at each step are not all drawn in the same way from the same population, but rather the incorrectly predicted cases from a given step are given increased weight during the next step. Hence, boosting uses a weighted average of results obtained from applying a prediction method to various samples.
As large volume and high dimensional data are being generated by the rapidly expanding use of LC-MS technologies, the number of reported applications of proteomic pattern recognition algorithms is expected to increase. To reduce false-positive discoveries, significant development on bioinformatics and robust validation methods will be required. However, with increasing demand comes the need for further improvements that can make implementation of these algorithms for high dimensional LC-MS data analysis more efficient. Key improvements include (i) careful study design to minimize the effect of factors that may introduce bias to the data; (ii) enhanced computational power to handle the high dimensionality and large volume data; (iii) improved highthroughput technologies with less background noise and technical variability; (iv) enhanced quality control and protocol development/implementation; (v) improved data preprocessing methods to minimize the impact of background noise, sample degradation, and variability in sample preparation and instrument settings; (vi) improved visualization tools to assess data quality and interpret results; (vii) adequate data storage and retrieval systems; and (viii) advances in multivariate statistical methods and patter recognition algorithms to enhance their speed and make them more accessible to the user.
Careful study design is needed to make sure that a protocol is in place that enables appropriate randomization and replication to avoid bias in sample collection and sample preparation (39) . As the future of mass spectrometry and proteomics unfolds, it will produce improved understanding of the data and the underlying biology. Additional developments in label-free protein quantification technologies will help to meet the demands of both proteomics and clinical applications.
