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General lake model 
A B S T R A C T   
Numerical lake models are useful tools to study hydrodynamics in lakes, and are increasingly applied to extreme 
weather events. However, little is known about the accuracy of such models during these short-term events. We 
used high-frequency data from three lakes to test the performance of three one-dimensional (1D) hydrodynamic 
models (Simstrat, GOTM, GLM) during storms and heatwaves. Models reproduced the overall direction and 
magnitude of changes during the extreme events, with accurate timing and little bias. Changes in volume- 
averaged and surface temperatures and Schmidt stability were simulated more accurately than changes in bot-
tom temperature, maximum buoyancy frequency, or mixed layer depth. However, in most cases the model error 
was higher (30–100%) during extreme events compared to reference periods. As a consequence, while 1D lake 
models can be used to study effects of extreme weather events, the increased uncertainty in the simulations 
should be taken into account when interpreting results.   
1. Introduction 
Over the last few years, limnologists have devoted increased atten-
tion to extreme weather events (e.g. Bertani et al., 2016; Kasprzak et al., 
2017; Andersen et al., 2020; Chen et al., 2020). These are predicted to 
become more frequent and intense with climate change (IPCC, 2014; 
Bailey and Pol, 2016), and can have profound effects on lake ecosystems. 
Extreme weather events, such as storms and heatwaves, have a direct 
effect on lake physics. Wind storms can induce mixing events, cooling of 
the surface layer, resuspension of sediments, and deepening of the 
thermocline (Jennings et al., 2012; Andersen et al., 2020). Heatwaves 
have effects that are largely opposite to storms, as these cause heating of 
the water column and strengthen thermal stratification (Jankowski 
et al., 2006; Huber et al., 2012). The disturbance in the thermal profile 
and inflow conditions caused by these events often mediates further 
changes in nutrients, oxygen, and phytoplankton community (Huber 
et al., 2010; Klug et al., 2012; Kasprzak et al., 2017). Physical 
disturbances in the water column due to an extreme event are often 
short-lived (Wilhelm and Adrian, 2008; Jennings et al., 2012; Kuha 
et al., 2016; Stockwell et al., 2020), although they can also have a longer 
effect (Huber et al., 2012; Andersen et al., 2020), depending on the time 
of year when they occur (Mi et al., 2018), or whether water transparency 
is affected as part of the event (e.g. dissolved organic carbon loading, or 
suspended particles) (Klug et al., 2012; De Eyto et al., 2016; Perga et al., 
2018). Moreover, a short physical disturbance does not automatically 
imply a short-lived effect on biogeochemistry and ecology. For example, 
short-term mixing events can be a major factor affecting the transport of 
nutrients, stimulating phytoplankton growth (Soranno et al., 1997; 
Crockford et al., 2015). 
Numerical lake models are useful tools for understanding aquatic 
processes, disentangling causal factors, and for estimating future tra-
jectories of the system (forecasting, climate scenarios). Recently, several 
studies have applied one-dimensional (1D) lake models to study the 
effects of extreme weather conditions on lake thermal structure or lake 
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ecology (Bueche et al., 2017; Mi et al., 2018; Perga et al., 2018; Soares 
et al., 2019; Chen et al., 2020). However, there is still a lack of under-
standing on how accurately lake models actually simulate observed 
conditions during these short-term events. It is common practice to 
assess models on the basis of their goodness-of-fit (e.g. root mean square 
error or mean absolute error) over the whole calibration and/or vali-
dation period, but these long timescales obscure any potential errors 
during disturbance by and recovery from short-term events. Evaluating 
event-specific errors will help to understand and minimise the uncer-
tainty in model studies concerning ecosystem effects of extreme weather 
events. Showing that a model is capable to accurately simulate system 
changes caused by extreme weather events, will increase our confidence 
in their capability to provide reliable estimates for future effects of 
climate change. This advanced model testing is an important step in a 
multi-level model assessment (Hipsey et al., 2020). 
In the present validation study, we used more than 10 years of hourly 
and sub-hourly in-situ measurements of meteorological variables and 
water temperature from three lakes of varying depths and mixing dy-
namics, to assess model performance during short-term extreme wind 
and temperature events. The analyses were done with three 1D hydro-
dynamic models - Simstrat (Goudsmit et al., 2002; Gaudard et al., 2019), 
GOTM (General Ocean Turbulence Model, Umlauf et al., 2005), and 
GLM (General Lake Model, Hipsey et al., 2019). These three models 
differ in turbulence schemes, calibration procedures, forcing variables, 
and parameterisations. Additionally, we report on observed changes in 
lake thermal metrics during storms and heatwaves in lakes with 
different morphology and mixing regimes. We focus our analysis on lake 
temperature (full profile, volume-averaged, surface, and bottom tem-
peratures) and stratification metrics (Schmidt stability, maximum 
buoyancy frequency, and mixed layer depth), based on high-frequency 
temperature profile observations and simulations. Changes in these 
thermal metrics can translate into further changes in water trans-
parency, and distribution and transport of oxygen and nutrients, with 
repercussions on biological processes. 
We assessed whether the models could reproduce the direction, 
magnitude, and timing of change during an event, what the accuracy of 
the models was during extreme events compared to standard conditions, 
and if there was a consistent tendency of the models to over- or under-
estimate changes during an event. Following this, we draw conclusions 
on the implications of our findings for applying 1D hydrodynamic 
models to short-term extreme wind and temperature events in different 
types of studies. 
2. Methods 
2.1. Observational data 
Meteorological and water temperature profile data from Lough 
Feeagh (Ireland), Lake Erken (Sweden), and Müggelsee (Germany) were 
used for this study. Long-term records of sub-hourly water temperature 
profile and surface meteorological data were available for the period 
2004–2017 at Müggelsee and between 2005 and 2017 for Lough Feeagh 
and Lake Erken. Measurements of air temperature, wind speed and wind 
direction, relative humidity, incoming solar radiation, and air pressure 
were collected at each lake. Cloud cover was available at hourly in-
tervals in the database generated by Moras et al. (2019) for Lake Erken 
and from the airport Berlin-Schönefeld for Müggelsee (10 km distance 
from the lake), and daily observations on-site were made for Lough 
Feeagh. 
Lough Feeagh (53◦56′21′′ N, 9◦34′33′′ W; mean depth 14.5 m; 
maximum depth 46 m) is a monomictic lake, located on the west coast of 
Ireland. It experiences high rainfall and wind speeds, has no winter ice 
cover, and is rich in dissolved organic carbon (DOC) as a result of 
drainage from surrounding peatlands (De Eyto et al., 2016). Meteoro-
logical records and lake temperature profile data are available with 
measurement frequencies of 1 and 2 min, respectively. Meteorological 
data were collected on the shore of the lake (Met Éireann, 2018). The 
water temperature profiles were measured by an automated monitoring 
buoy above the deepest point of the lake, with temperature sensors at 
0.9, 2.5, 5, 8, 11, 14, 16, 18, 20, 22, 27, 32, and 42 m below the surface 
(De Eyto et al., 2020). 
Lake Erken (59◦50′37′′ N, 18◦35′38′′ E; mean depth 9 m; maximum 
depth 21 m) is a dimictic lake in the eastern part of Sweden. It has a 
surface area of 24 km2 and experiences ice cover in winter and strati-
fication in summer (Persson and Jones, 2008). High-frequency (30-min) 
lake temperature data from 2005 onwards were used for this study. 
Meteorological forcing data with a 5-min frequency are available from 
July 2008 onwards, and hourly forcing data were used before this point 
in time. Meteorological data were collected from a station on a small 
island 500 m off shore, while water temperature was measured at a 
monitoring buoy that was located a further 500 m from the island, at 15 
m depth. Water temperature measurements were made at 0.5 m depth 
intervals prior to 2016, and at 0.25 m intervals after 2016. 
Müggelsee (52◦26′24′′ N, 13◦38′58′′ E; mean depth 4.9 m; maximum 
depth 8 m), located in Berlin, Germany, is the shallowest lake in this 
study. It has a surface area of 7.3 km2, is wind-exposed, and classifies as 
a polymictic lake (Wilhelm and Adrian, 2008). It experiences ice cover 
in most winters and stratifies during summer at high air temperatures 
and moderate wind conditions. Lake temperature data were collected by 
a floating monitoring station anchored 300 m from the northern lake 
shore at a depth of 5.5 m. Water temperature at 2 m depth was measured 
every 5 min, and a profile with 0.5 m depth intervals from the surface up 
to 5 m depth was measured every hour. Meteorological data were 
available every 5 min, measured at the monitoring station (for more 
details on used sensors and methodology, see Wilhelm et al., 2006). 
Precipitation and in- and outflows were not included in this study, 
and the water level was kept constant in the simulations. The reason for 
this is that these data were available at lower frequencies than the 
forcing and model time steps, and potentially at lower frequencies than 
the effects of the investigated events. Additionally, annual water level 
fluctuations are generally less than 1 m in Lough Feeagh and Lake Erken 
(Moras et al., 2019; Kelly et al., 2020), and only around 0.25 m in 
Müggelsee (Driescher et al., 1993), so water level was assumed to be of 
minor importance for thermal stratification patterns. Water trans-
parency was also kept constant in all three models. The light attenuation 
coefficient was calculated from the average Secchi depth (Sd) observed 
over the simulated period with equations specific for the conditions in 
each lake; attenuation coefficient = 2.7/Sd (Feeagh; Koenings and 
Edmundson, 1991), 2.4/Sd (Lake Erken; based on observed Secchi 
depths and light profiles, unpublished data), and 1.3611 * Sd− 0.7105 
(Müggelsee; Hilt et al., 2010). 
For information on gap-filling procedures, see Suppl. Mat. A. 
2.2. Lake thermal metrics 
Model fit was assessed for the following thermal metrics: lake tem-
perature (full profile), volume-averaged temperature, surface tempera-
ture (≤1 m depth), bottom temperature (deepest observation), Schmidt 
stability (Schmidt, 1928; Idso, 1973), maximum buoyancy frequency 
squared (N2, hereafter referred to as “maximum buoyancy frequency”), 
and mixed layer depth. The R package “rLakeAnalyzer” (Winslow et al., 
2019) was used to calculate volume-averaged temperature, Schmidt 
stability, and maximum buoyancy frequency, see Read et al. (2011) for 
formulas. The mixed layer depth was defined using an absolute density 
difference from the surface (following De Boyer Montégut et al., 2004; 
Wilson et al, submitted). A threshold of 0.15 kg/m3 was chosen, which 
gave robust estimates of the depth of stratification for all three lakes. If 
the density of the deepest measured temperature was within this density 
threshold, the water column was assumed to be completely mixed and 
mixed layer depth was set to the deepest measurement. The relation 
between water temperature and density by Martin and McCutcheon 
(1999) was used. 
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2.3. Lake models 
Three 1D hydrodynamic lake models were used in this study: Sim-
strat, GOTM, and GLM. The models take into account lake morphology 
in turbulence equations, but otherwise assume horizontal homogeneity. 
These models all simulate the vertical thermal lake structure and are 
forced by the same meteorological input, but are different in their code 
structure, processes included (such as seiche-induced mixing, or 
different wavelengths of light), and parameterizations for surface fluxes 
and turbulence, so that each model could result in potentially different 
outcomes. A full description of the governing equations used by each of 
these open source models can be found in Goudsmit et al. (2002) for 
Simstrat, Umlauf et al. (2005) for GOTM, and Hipsey et al. (2019) for 
GLM, in addition to manuals and support on the respective websites 
(Simstrat: https://github.com/Eawag-AppliedSystemAnalysis/Simstrat, 
GOTM: https://gotm.net/, GLM: http://aed.see.uwa.edu.au/research/ 
models/GLM/. Last access: 2020-08-20). Specific settings for each 
model used in this study are provided in the Suppl. Mat. B. The main 
differences between the models are mentioned below. 
Simstrat and GOTM have a fixed layer structure, resolving turbulent 
kinetic energy production and diffusion between layers of fixed thick-
ness. Layers in GLM can vary in thickness or merge depending on the 
degree of turbulent kinetic energy. Simstrat was forced with wind di-
rection as an additional input variable; this is used to resolve mixing 
caused by seiches. Ice cover modules are present in Simstrat and GLM, 
while there is no ice module in the version of GOTM used in this study. 
Air pressure is a constant value in Simstrat and GLM, and the average 
value over the simulated period was used in this study, while measured 
air pressure was used as input in GOTM. Additionally, the used version 
of GLM could not be run with sub-hourly forcing due to the inherent 
structure of the code, while a forcing frequency of 10 min was used for 
Simstrat and GOTM. To account for this difference, additional runs with 
hourly forcing were performed for Simstrat and GOTM. Whenever these 
hourly forcing runs were used instead of the ones with 10-min forcing, 
this is specifically mentioned. 
2.4. Calibration 
A period of one year was used for model spin-up and calibration. 
Automatic calibration procedures were applied to minimise the error in 
water temperature at all depths. The standard calibration procedures 
available for each model were different. Simstrat applied the PEST 
(model-independent Parameter ESTimation and uncertainty analysis) 
software to minimise the sum of squares of the error (Doherty, 2015). 
The ParSAC python package was used for GOTM. It maximises the 
log-likelihood using a differential evolution method. GLM was cali-
brated with the “nloptr” R package (Johnson, 2014), using the 
Nelder-Mead simplex algorithm (Nelder and Mead, 1965) to minimise 
the root mean square error. Model parameters and calibration ranges 
can be found in Suppl. Mat. C. The remainder of the data series was used 
as validation period and to identify extreme events. 
2.5. Storm and heatwave events 
Model performance during extreme weather events was assessed on a 
selection of ten storms and ten heatwaves per lake. 
The storm events were defined using 10-min wind speed observa-
tions. For the purpose of identifying storms missing data were not filled 
(Suppl. Mat. A) so that only actual measured data were used. The period 
April–October was used due to the frequent absence of winter profile 
data in Lake Erken and Müggelsee, due to ice cover. We chose to base the 
events on the turbulent wind energy flux at 10 m above the surface (P10, 
W m− 2) instead of wind speed, because it is a more direct measure of the 
amount of energy transfer to the lake, and thus a more direct measure of 
the atmospheric impact on thermal stratification. P10 was calculated as 
P10 = ρairCDU103, using a fixed drag coefficient (CD) of 0.9*10− 3 
(Wüest et al., 2000), where ρair is air density (kg m− 3) and U10 is wind 
speed at 10 m above the surface (m s− 1). The top 5% of daily sums of P10 
were selected, and days within this selection were considered as a single 
event if they occurred within two days from each other. Events with less 
than 10 h of measured water temperature data, or no prior thermal 
stratification (Lough Feeagh and Lake Erken only), were excluded. The 
exact timing of the start and end of an event were defined when the 8-h 
moving average of wind speed passed the 75th percentile of all observed 
wind speed data. Lastly, P10 was recalculated for the whole duration of 
an event, but the 75th percentile of all P10 data was subtracted, to attach 
value only to the periods with extremely high wind speeds. The events 
were then ordered by the summed P10 and the top 10 events were 
selected. 
The heatwave events were defined using air temperature data. To 
select warm spells relative to the time of the year, that is, also outside of 
the middle of summer, the two warmest three-day degree-day periods 
for each month in the period April–August were taken, always in two 
separate years. If the temperature on the days before and after this three- 
day period was above the 95th percentile of that month, these days were 
also included in the event. Events that had insufficient water tempera-
ture data, or that were within one week of another heatwave event, were 
excluded. In that case, the next warmest period was chosen, until an 
event with enough lake data was found. For Lake Erken, only one event 
of the four warmest degree-day periods in April had enough data. 
Instead of picking a colder period in April, an extra event in August was 
selected. 
In order to compare the response of the models during extreme 
events with average weather conditions, ten “reference” wind and 
temperature periods were defined. The selection methods and time pe-
riods were identical to the methods and periods used for the extreme 
events, but instead of selecting events with the highest daily sums of P10 
or highest three-day summed temperature, periods with values closest to 
the median were chosen. Reference events could not be within one week 
of an extreme event and the duration was fixed to 24 h for wind periods, 
and three days for temperature periods (Fig. 1). For Lake Erken, refer-
ence temperature periods were shifted one month (May–September), 
due to frequently missing data in mid-April because of ice cover. 
Simulations were initialised one week before each event. This initi-
alisation was done to minimise model error and differences between 
models at the onset of an event, but at the same time to allow spin-up 
time of the simulation. Restricting the simulation period before the 
extreme event allowed for direct quantification of model performance 
during extreme weather conditions and isolation of the effects of the 
event, avoiding the effects of accumulated model error during pre-event 
normal weather conditions. 
2.6. Assessment of model performance 
Model performance was evaluated by comparing measured and 
simulated temperature profiles and the lake thermal metrics calculated 
from them, using Mean Absolute Error (MAE) as a measure for goodness 
of model fit. MAE was first calculated for the calibration and validation 
periods. Then, the MAE of the water temperature profile was compared 
between extreme and reference events with a t-test or a Wilcoxon rank- 
sum test (in case of non-normality or outliers) for each lake and storms 
and heatwaves separately. To see if different lakes and event types had a 
different effect on model fit, a two-way ANOVA on the MAE during 
extreme events only was performed. A post hoc Tukey test was done to 
compare lakes with each other. A one-way ANOVA on the MAE was done 
to compare the performance of the different models during extreme 
events, followed by a post hoc Tukey test. 
In addition, the difference in thermal metrics between the two pre- 
event days and the two post-event days was defined as the change in a 
metric during an event. This change for each metric in observations was 
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tested for significance with a t-test, or with a Wilcoxon sign test in case of 
non-normal data (assessed by QQ-plots and Shapiro-Wilk tests) or out-
liers. The performance of the models in simulating the change in a 
metric during events was assessed by inspecting plots and by calculating 
the Concordance Correlation Coefficient (CCC; Lin, 1989) between the 
simulated and observed change in metric. The CCC is similar to Pear-
son’s correlation coefficient, but penalises for a deviation from the 1:1 
line and was therefore deemed a more accurate statistic for model 
comparison. To test for consistent bias in model simulations during 
events, a one-way ANOVA was performed on the change during an 
extreme event, for each lake, event type (storm/heatwave), and metric. 
A post hoc Tukey test was used to compare models with observations. In 
case the data was non-normally distributed (assessed by Shapiro-Wilk 
tests), a Kruskal-Wallis test and post hoc Dunn test were performed 
instead, using the “dunn.test” R package (Dinno, 2017). 
To evaluate model accuracy in simulating the timing of events, a 
temporal cross-correlation analysis was performed on the simulated and 
observed datasets for each event and each metric. The cross-correlation 
analysis temporally shifted the two datasets relative to each other, and 
the time lag with the highest cross-correlation coefficient was taken as 
the time lag in the simulation. Data gaps up to 2 h were linearly inter-
polated. Larger gaps were considered exclusion criteria for the cross- 
correlation analysis. Also, if the maximum cross-correlation coefficient 
between simulation and observations was below 0.3, the simulation was 
deemed too inaccurate to determine a time lag. 
All analyses were done with the software R (version 3.6.2, R Core 
Team, 2019). In those cases where the p-value of a statistical test was 
used to distinguish between significant and non-significant, an alpha of 
0.05 was used. 
3. Results 
3.1. Model performance for the whole simulation period 
The models successfully reproduced the seasonal cycles of temper-
ature and stratification (Suppl. Mat. E). All models performed reason-
ably well, although GLM showed a poorer performance compared to the 
other two models, based on MAE during the calibration and validation 
periods (Fig. 2). 
3.2. Observations during events 
The observed data confirmed the opposite effects of storms and 
heatwaves on surface temperature, volume-averaged temperature, 
Schmidt stability and maximum buoyancy frequency (Fig. 3, Suppl. Mat. 
F). Differences between lakes could be observed. In the two deeper lakes 
of this study, Lough Feeagh and Lake Erken, Schmidt stability decreased 
and the mixed layer deepened during extreme wind events. Volume- 
averaged temperature was not strongly affected, but surface tempera-
ture decreased and bottom temperatures increased, indicating mixing 
between top and bottom waters. In Müggelsee, complete mixing 
occurred during all studied storm events, and the water column was 
often well-mixed already before the start of the actual event due to the 
lake’s shallow depth (data not shown). For four out of the ten storms in 
Müggelsee, stratification formed again within a few days after the end of 
an event, which caused no change in Schmidt stability or mixed layer 
depth compared to before the event. Cooling of all water layers occurred 
during all ten storm events in Müggelsee. 
During high temperature events, Schmidt stability tended to increase 
in Lough Feeagh and Lake Erken (Fig. 3). There was no change in the 
mixed layer depth during these events. Water temperatures at all depths 
increased, but the increase was stronger near the surface than near the 
bottom. After heatwave events in Müggelsee, temperature in all water 
layers had increased to a similar extent, because effects of the heatwaves 
on stratification dissipated soon after the end of the events. Stratification 
occurred during nine of the ten events, but increases in Schmidt stability 
and mixed layer depth did not remain significant after the events. 
In all lakes and during both storm and heatwave events, changes in 
maximum buoyancy frequency tended to follow the same trend as 
Schmidt stability, but were not significantly different from zero. 
3.3. Model performance during events 
Generally, models performed better during the reference events 
compared to the extreme events. Only the simulations for Lough Feeagh 
had significantly higher MAE during storm events compared to reference 
Fig. 1. Timing of the extreme and reference events used in the analyses. The start and end dates of all events can be found in Suppl. Mat. D.  
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wind events, while MAE during storm events in Müggelsee was signifi-
cantly lower than the reference (Fig. 4). In all lakes, the MAE of the 
water temperature profile was higher during the heatwave events 
compared to the MAE during the reference temperature events. A two- 
way ANOVA on the MAE during extreme events showed that different 
lakes (F = 18.58, p < 0.001), different event types (storm/heatwave, F =
6.54, p = 0.01) and the interaction between the two (F = 6.91, p =
0.001) had significant effects on MAE. Lough Feeagh had the lowest 
MAE’s during storm and heatwave events, compared to the other lakes 
(0.3–0.4 ◦C lower, Tukey test, p < 0.001), and MAE’s were slightly 
higher during the heatwave events compared to the storm events 
(0.16 ◦C higher, Tukey test, p = 0.01). During the extreme events, 
Simstrat and GOTM had a similar MAE (mean of 0.62 ◦C), while the MAE 
for GLM was 0.24 ◦C (39%) higher (One-way ANOVA, F = 5.32, p =
0.005, Tukey test, p < 0.05, Suppl. Mat. G). 
Despite these increases in model error, the direction and magnitude 
of change during extreme events was often reproduced by the models 
(Figs. 5, 6); during storms, the changes in surface- and volume-averaged 
temperature were accurately reproduced by all models (Concordance 
Correlation Coefficient, CCC > 0.7, Fig. 6), while the bottom tempera-
ture was reproduced with less accuracy. Simstrat and GOTM reproduced 
changes in Schmidt stability and buoyancy frequency during storms 
Fig. 2. Bar graph of Mean Absolute Error (MAE) of lake temperature in ◦C for the calibration (first year) and validation period of each model and lake. For the exact 
values and other measures of goodness-of-fit, see Suppl. Mat. E. 
Fig. 3. Boxplots showing the observed changes in temperature metrics, Schmidt stability, maximum buoyancy frequency, and mixed layer depth during the 
identified storms and heatwaves. Change during the event is calculated as the average over the two days after the event minus the average over the two days before 
the event. The boxplots show the median and first and third quartile. Whiskers extend to the smallest and largest value within 1.5 times the inter-quartile range from 
the nearest quartile (see geom_boxplot function in ggplot2 R package, Wickham, 2016). Values outside this range are defined as outliers (•). * indicates a significant 
difference from zero change (See Suppl. Mat. F). 
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Fig. 4. Mean Absolute Error (MAE) of the water temperature profile, comparison between extreme and reference events. The bars denote the average MAE during 
extreme or reference events, averaged over all models, and the error bars represent one standard deviation. Statistical differences in MAE were tested with t-tests, or 
Wilcoxon rank sum tests for Lough Feeagh storms and Müggelsee heatwaves due to non-normal distributions. Statistically significant results (p < 0.05) are indicated 
with a * (Suppl. Mat G). 
Fig. 5. Boxplots showing the change in temperature metrics, Schmidt stability, maximum buoyancy frequency, and mixed layer depth during the identified storms 
and heatwaves. The change during the event is calculated as the average over the two days after the event minus the average over the two days before the event. The 
boxplots show the changes in the observations (white), Simstrat (red), GOTM (blue), and GLM (green) for a) Lough Feeagh, b) Lake Erken, and c) Müggelsee. The 
boxplots show the median and first and third quartile. Whiskers extend to the smallest and largest value within 1.5 times the inter-quartile range from the nearest 
quartile (see geom_boxplot function in the ggplot2 R package, Wickham, 2016). Values outside this range are defined as outliers (•). 
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better than GLM (Fig. 6). The change in mixed layer depth during storms 
was reproduced with an average CCC of 0.5 for all models. The simu-
lated changes during heatwaves had slightly lower performance for 
surface- and volume-averaged temperature than during storms (Fig. 6). 
During the heatwaves, Simstrat and GOTM performed better than GLM 
for all metrics, except for bottom temperature, where GOTM and Sim-
strat performed poorly. Simstrat and GOTM simulated the change in 
mixed layer depth better during heatwaves compared to storm events. 
On average, changes in surface temperature, volume-average tempera-
ture, and Schmidt stability were simulated more accurately than bottom 
temperature, maximum buoyancy frequency, and mixed layer depth. 
Simstrat and GLM underestimated the increases in bottom temper-
ature during heatwaves in Lough Feeagh (Kruskal-Wallis test, Chi-sq =
21.1, p < 0.001). GLM overestimated the increases in both surface 
(Kruskal-Wallis test, Chi-sq = 8.2, p = 0.04) and bottom temperatures 
(one-way ANOVA, F = 9.1, p < 0.001) during heatwaves in Müggelsee. 
None of the other extreme events showed a statistically significant dif-
ference in the mean change during the event between models and ob-
servations, for any metric. However, GLM underestimated the change in 
bottom temperature during reference wind events as well (Kruskal- 
Wallis test, Chi-sq = 15.5, p = 0.001). This was likely due to GLM 
showing very little heating of deep-water layers during the reference 
wind events in Lough Feeagh, resulting in low variance and a significant 
difference with observations. Some heating of bottom layers is expected 
even under non-extreme conditions, for example as a result of vertical 
turbulent diffusion (Livingstone, 1997). 
Temporal cross-correlation could be performed for more than 80% of 
the events for Schmidt stability and volume-averaged and surface tem-
perature, to calculate the simulation lag. Where the lags were calculated 
for these metrics, they were less than 1 h in more than 80% of the events 
(Suppl. Mat. I). For bottom temperature, maximum buoyancy frequency, 
and mixed layer depth, lags could only be calculated for about half of the 
events due to inaccurate simulations (see Material & Methods). About 
70% (maximum buoyancy frequency) and 80% (bottom temperature 
and mixed layer depth) of the calculated lags were below 1 h. GLM was 
slightly worse in reproducing the timing of the simulations compared to 
the other models, but still had more than 50% (Schmidt stability, 
maximum buoyancy frequency, mixed layer depth) or more than 80% 
(temperature metrics) of the lags at or below 1 h. Differences between 
lakes varied per metric, but the timing of the simulations was not 
consistently better in any of the lakes. 
In Suppl. Mat. J we show the temperature profiles and the corre-
sponding detailed model simulations for three example events. 
4. Discussion 
In the present study we tested the model performance of three 1D 
models to capture responses to two kinds of extreme weather events in 
three different lakes. Firstly, we assessed the model performance during 
the generic validation period. The model fit for the full validation period 
was comparable to other studies (RMSE ranging from 0.5 to 2.0 ◦C, e.g. 
Fang et al., 2012; Stepanenko et al., 2013; Bruce et al., 2018; Moras 
et al., 2019; Schwefel et al., 2019). All models performed within the 
margins commonly found in literature, although GOTM and Simstrat 
performed better than GLM. A potential reason for this could have been 
a consequence of forcing GLM with hourly data, as compared to 10-min 
data for GOTM and Simstrat. However, this was found not to be the 
reason for the lower performance of GLM, because when GOTM and 
Simstrat were calibrated and run with hourly data, model errors were 
still about 40% lower than for GLM (Suppl. Mat. E). Model validation 
studies like this are valuable to better understand in which systems the 
models perform well and where they may have limitations. It could be 
that the different layer structure is beneficial for GOTM and Simstrat in 
this case of short-term extreme events, whereas GLM with adaptive 
layers may perform better in water bodies with fluctuating water levels. 
The different calibration routines between the models might also have 
influenced the model fit. More studies of this type are required to un-
derstand structural uncertainty in lake models (Frassl et al., 2019). 
In agreement with previous studies (Jennings et al., 2012; Kasprzak 
et al., 2017; Andersen et al., 2020), wind events caused reduced Schmidt 
stability, deepened mixed layers, and cooled surface waters while the 
bottom water warmed in the two deep lakes (Lough Feeagh and Lake 
Erken). The shallow Müggelsee was always completely mixed during the 
storm events. Heatwaves are associated with increased surface water 
temperatures and stronger stratification (Jankowski et al., 2006; Jöhnk 
et al., 2008). In this study, temperatures in all water layers increased 
during the high temperature events. In Lough Feeagh and Lake Erken, 
the surface temperature increase was stronger than near the bottom and 
stratification strengthened. In Müggelsee, stratification occurred during 
most of the heatwave events, in line with the findings of Wilhelm and 
Adrian (2008). However, within two days after the heatwave events, 
stratification had reached levels similar to before the event. This caused 
Fig. 6. Average concordance correlation coefficient (CCC) between simulated and observed changes in temperature and stratification metrics, for each model and 
metric during storms and heatwaves. For the exact values and a comparison between CCC and Pearson’s correlation coefficient, see Suppl. Mat. H. 
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the temperature increase between two days before and two days after 
the events to be more or less uniform with depth. 
In general, all models were able to reproduce the overall trends 
during either heating or wind events. Changes in surface and volume- 
averaged temperature and Schmidt stability were simulated most 
accurately, while changes in bottom temperatures especially during 
heatwaves were simulated less well. Also, the simulations of changes in 
maximum buoyancy frequency during storms and heatwaves, and of 
changes in mixed layer depth during heatwaves, were less accurate. The 
present study is amongst the first to look at model performance during 
short-term events. In the scenario study by Mi et al. (2018), GLM also 
simulated credible changes in hypolimnetic temperature, mixed layer 
depth, and Schmidt stability after a wind perturbation, although a 
comparison with observations during wind events was not performed. 
In addition to reproducing the general trends, only in a few cases did 
models consistently over- or underestimate a change during events. In-
creases in bottom temperatures were underestimated during heatwaves 
in Lough Feeagh by Simstrat and GLM, which suggests that these models 
fail to adequately simulate increases in bottom temperatures in deep 
lakes, at least over the short time intervals evaluated here. However, the 
increases in Lough Feeagh bottom temperatures during heatwaves were 
only around 0.2 ◦C. GLM overestimated temperature increase in the 
whole water column during heatwaves in Müggelsee, often by more than 
1 ◦C, while not showing such a bias over the full validation period. We 
have not explored further why only GLM showed this overestimation 
during heatwaves. It may be related to the combination of GLM’s flex-
ible grid structure and the depth of the lake, with Müggelsee being a 
shallow lake. The positive bias to warmer temperatures during a heat-
wave was not observed in the GLM simulations of Lough Feeagh and 
Lake Erken. This aligns with a GLM simulation of Lake Ammersee (mean 
depth 38.6 m), where surface temperature was also not overestimated 
during a heatwave year (Bueche et al., 2017). 
As with the overall model performance in this study, GLM displayed 
higher model errors than Simstrat and GOTM during extreme events. 
Like the performance during the calibration and validation periods, we 
found that even when Simstrat and GOTM were forced with hourly in-
puts, these models still showed lower errors than GLM (Supp. Mat. G). 
The example results show that the surface heat fluxes had different 
values for each model (Suppl. Mat. J). This is partially the result of 
different calibration outcomes. The heat fluxes in the different models 
followed the same pattern, except for the longwave heat flux, which was 
notably different in GLM than in the other two models. This was likely 
due to a different parameterisation of the incoming longwave radiation. 
The behaviour of Simstrat and GOTM under extreme weather conditions 
was more similar to each other than to GLM (e.g. Suppl. Mat. J). This 
similarity is likely the result of a similar model structure, as both are k- 
epsilon turbulence models (Rodi, 1980), while GLM calculates mixing 
based on energy and density gradients (see Hipsey et al., 2019). The 
reason for using multiple models in this study was to ascertain if certain 
models performed significantly better than others, but also to provide 
results that are representative of 1D models in general, rather than any 
one particular model. Because all three models, despite their differences, 
tended to simulate the same general trends, but showed a higher MAE 
during extreme weather events, we can assume that strengths and 
weakness in event simulations found here are likely to occur to a similar 
extent in other 1D hydrodynamic lake models as well. 
Most simulations captured the observed timing of the extreme 
events, that is, most of the effects were simulated within 1 h of the ob-
servations, and more than 90% of the modelled events had lags of less 
than 4 h, for all metrics. It should be noted, however, that we could only 
determine the lag if a reasonable model fit after the cross-correlation 
analysis was obtained (cross-correlation coefficient of 0.3 or higher). 
So, there is a bias towards events that were simulated well. For Schmidt 
stability, volume-averaged, and surface temperature, lags could be 
determined in 80–90% of the cases, but for the other metrics only in 
40–60% of the cases. To our knowledge, accuracy of timing of short- 
term events in hydrodynamic lake models has rarely been tested, yet 
it is a crucial aspect of model performance, especially for forecasting 
purposes. In studies aimed at forecasting phytoplankton blooms, timing 
is sometimes included in model assessment (Gurkan et al., 2006; Page 
et al., 2018), and changes in hydrodynamics can be an important driver 
in phytoplankton dynamics (Wilhelm and Adrian, 2008; Kasprzak et al., 
2017). 
Despite the reproduction of the overall trends, the low degree of bias, 
and the accurate timing of simulations, model error increased during 
extreme events compared to the reference periods by roughly 30% 
during storm events in Lough Feeagh, and during heatwaves by 30% 
(Lough Feeagh, Lake Erken) to 100% (Müggelsee). This lower perfor-
mance shows that predictions made by hydrodynamic models during 
extreme weather events should be treated with additional caution. 
Notable exceptions were the storm events in Müggelsee, where the 
model error was 40% lower than during the reference periods. This 
likely has to do with the shallow depth of Müggelsee and might be 
systematic for shallow lakes in general; the selected storm events were 
some of the most extreme in a 14-year period and as a result this shallow 
lake mixed completely. This was correctly simulated by the models, and 
errors estimating these isothermal conditions tended to be lower than 
the errors than during the reference periods, when stratification some-
times occurred. 
The larger errors during the storms in the deep lakes and during 
heatwaves can have multiple causes. Firstly, many of the models’ pa-
rameterizations are nonlinear, and thus the magnitude of energy and 
turbulence fluxes might increase faster than linearly under more 
extreme conditions. By using high-frequency driving data, averaging 
errors relating to removing high frequency variation in meteorological 
forcing data were reduced. However, it is still possible that the values 
assigned to model coefficients during long-term calibration may not be 
appropriate for the extreme conditions of specific events and this would 
then automatically cause a larger error. Secondly, the assumption of 
one-dimensionality in the models holds less well during extreme events. 
During storms, the leeside of a lake and bays experience notably less 
wind forcing, internal waves can form, and wave breaking creates tur-
bulence on underwater slopes (Wüest et al., 2000; MacIntyre and Jelli-
son, 2001). Shallow areas tend to stratify earlier and warm faster than 
deep areas (Woolway and Merchant, 2018), potentially creating more 
horizontal heterogeneity during heatwaves. These three-dimensional 
processes are not included in 1D models, and these sources of error 
may be accentuated during extreme events. Lastly, extreme events could 
also increase the importance of processes that were not included or kept 
constant in this study, such as precipitation, inflow, or turbidity. 
We found that extreme weather generally resulted in momentarily 
less accurate simulation of lake conditions, even with high-frequency 
forcing data collected on-site, and with all three models. But to what 
extent is this a problem? Numerical process-based lake models are still 
amongst the best tools we have to simulate thermal dynamics in lakes 
during extreme weather events and the fact that uncertainty increases 
during these conditions does not invalidate their usefulness. In flood and 
hurricane forecasting, it is acknowledged that numerical models have 
large uncertainty during extreme weather conditions (Todini, 2004; 
Heming et al., 2019). The uncertainty connected to these forecasts is an 
important aspect of the output that is included when informing decision 
makers and the public. In the case of extreme events in lakes, uncer-
tainty can be taken into account partially by simply being aware of it. 
For example, since the timing of event impacts was simulated accu-
rately, for some purposes of modelling it might be sufficient to take the 
timing of the event as information and knowing that the magnitude of 
the impact could differ from the simulations. However, to quantify the 
uncertainty during extreme events, a potential pathway would be 
ensemble modelling with forcing scenarios of varying intensity. Because 
we found little consistent bias, model runs with higher and lower wind 
speeds or temperatures could provide an uncertainty band during 
extreme weather events. More research would be needed to determine 
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what methods would be best suited to quantify uncertainty during 
extreme events. 
The models in this study captured the overall trends, and the range of 
error during the extreme events (MAE 0.4–1.2 ◦C) is similar to the level 
of uncertainty found in other lake modelling studies during regular 
conditions (e.g. Soulignac et al., 2018; Moras et al., 2019). Larger model 
uncertainty during extreme events is, to a certain extent, expected 
because of greater spatial variations in lake thermal structure, larger 
energy fluxes, and more rapid changes in thermal gradients in the water 
column at small temporal scale, compared to non-extreme circum-
stances. It depends on the objective of the modeller if this reduced ac-
curacy poses a problem. Larger error during extreme events might not 
pose a problem for long-term climate forecasting, as model fit during 
these short periods is generally not of interest for this type of studies. An 
exception to this statement would be if there are long-term conse-
quences of extreme events, as in the case of tipping points (Scheffer 
et al., 2001). For short-term forecasting, however, extreme events are 
amongst the most important events to capture. This study shows that 1D 
lake models can be used to simulate these events, but the short-term 
predictions may be less precise than would occur under more normal 
conditions. This should be kept in mind when interpreting the forecasts. 
The results in the present study suggest that forecasts for temperature 
data and Schmidt stability will be more precise than for maximum 
buoyancy frequency and mixed layer depth. For scenario studies (as in 
Mi et al., 2018), the increased uncertainty during events is likely not a 
major issue. The absolute magnitude of the effect of an event might 
differ from observations, but the overall response is simulated. Coupling 
of physical models and biogeochemical models involves a risk of error 
propagation; a wrong estimation of water temperature could lead to 
wrong growth rates, or a too shallow mixing event results in less nutrient 
upwelling than in reality. Because of this, it is likely that uncertainty 
during extreme events also increases for biogeochemical models. 
5. Conclusion 
Extreme weather events are projected to increase in magnitude and 
frequency and can have large and diverse effects on lake ecosystems. 
One-dimensional hydrodynamic lake models could help in elucidating 
their impacts on lakes, but so far no studies have investigated how well 
these models perform during such events. In this study, Simstrat, GOTM, 
and GLM were run during multiple selected storms and heatwaves in 
three lakes in order to assess model performance. The overall effects of 
extreme weather on lake temperature and stratification metrics were 
captured by the models with correct timing and little bias, but the pre-
cision of the model output was reduced compared to non-extreme con-
ditions. As with the model fit during calibration and validation, Simstrat 
and GOTM performed better during extreme events than GLM. 
The implications of these findings ultimately depend on a modeller’s 
objectives, but we are convinced that the findings in this paper can help 
to elucidate the uncertainty of model predictions during extreme 
weather events. This would lead to a more responsible use of 1D lake 
models, as uncertainty is an important part of model simulations. We 
propose that 1D lake models can be adequate tools to evaluate changes 
in hydrodynamics during extreme weather events, provided that the 
increased uncertainty during these events is kept in mind when inter-
preting the results. 
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