This paper formulates the pose (attitude and position) estimation problem as nonlinear stochastic filter kinematics evolved directly on the Special Euclidean Group SE (3). This work proposes an alternate way of potential function selection and handles the problem as a stochastic filtering problem. The problem is mapped from SE (3) to vector form, using the Rodriguez vector and the position vector, and then followed by the definition of the pose problem in the sense of Stratonovich. The proposed filter guarantees that the errors present in position and Rodriguez vector estimates are semi-globally uniformly ultimately bounded (SGUUB) in mean square, and that they converge to small neighborhood of the origin in probability. Simulation results show the robustness and effectiveness of the proposed filter in presence of high levels of noise and bias associated with the velocity vector as well as body-frame measurements.
Introduction
This paper concerns the problem of position and attitude estimation of a rigid-body moving in 3D space which is commonly known as the pose problem. Pose (attitude and position) estimation is a crucial task in robotics and engineering applications. The attitude and position can be reconstructed through a set of vector measurements with respect to body and inertial frames of reference. In general, the main objective of pose estimation problem is to minimize the cost function similar to Wahba's problem [1] . The approach applied in [1] was purely algebraic, whereas other algorithms used singular value decomposition to obtain comparable static solution [2] . However, the set of vectorial measurements is susceptible to uncertainties such as slowly time-variant bias and random noise components. Therefore, the static solutions proposed in [1, 2] give poor results. Traditionally, the attitude estimation problem has been handled using Gaussian filters or nonlinear deterministic filters which aimed to converge any initialized estimate to the solution [3, 4] . The family of Gaussian attitude filters includes Kalman filter (KF) [5] , extended KF (EKF) [6, 7] , multiplicative EKF (MEKF) [8] , and invariant EKF (IEKF) [9] . A good survey of Gaussian attitude filters can be found in [10] . Gaussian attitude filters often consider the unit quaternion in attitude representation and go through liberalizations. From the other side, the attitude problem is naturally nonlinear and nonlinear deterministic attitude filters can be developed directly on the Special Orthogonal Group SO (3) as a deterministic problem (for example [11, 12, 13] ). In fact, nonlinear deterministic attitude filters are simpler in derivation and representation. In addition, they require less computational power and demonstrate better tracking performance in comparison with Gaussian filters [10, 11, 3] . Therefore, it is better to address the attitude and attitude-position filtering in a nonlinear sense.
Inertial measurement units (IMUs) have a prominent role in enriching the research of attitude estimation. These units are inexpensive fostering the researchers to propose nonlinear deterministic filters on SO (3) [11, 12, 13] . Attitude estimation is an essential part of the pose estimation problem and a critical task in the estimation process. Accordingly, the pose estimation problem can be modeled and solved using a nonlinear deterministic filter evolved on the Special Euclidean Group SE (3) . Recently, the design of pose filters received considerable attention [14, 15, 16, 17, 18, 19] . A computer vision system that employs a monocular camera with IMUs was developed for pose estimation [14, 15] . The filter in [15] evolved directly on SE (3) and has been proven to be exponentially stable. However, the filter requires attitude and position reconstruction for implementation. Later, the nonlinear complementary filter that evolved directly on SE (3) in [15] was modified using vectorial measurements without the need of attitude and position reconstruction [16, 17] . For a good overview of pose estimation on SE (3) the reader is advised to visit [20] . Despite the simplicity of the filter design in [15, 16, 17] , simulation results showed high sensitivity to noise and bias introduced in the measurements. Moreover, pose estimators such as [14, 15, 16, 17, 18] disregard the noise in the filter design assuming only constant bias introduced in the measuring process. Therefore, successful spacecraft control applications, such as, [21, 22, 23] cannot be achieved without pose filters robust against uncertain measurements.
Therefore, in order to develop successful pose estimator, we need to realize that 1) the pose problem is naturally nonlinear on SE (3); and
2) the true pose kinematics rely on angular and translational velocity.
However, the velocity vector is subject to slowly time-variant bias and random noise components. Hence, in this work a nonlinear stochastic position and attitude filter is developed on SE (3) in the sense of Stratonovich [24] . The problem is mapped from SE (3) to vector form which includes position and Rodriquez vector such that X : SE (3) → R 6 . In the case where the velocity measurements are corrupted with noise, the aim is 1) to steer the error vectors towards an arbitrarily small neighborhood of the origin in probability;
2) to attenuate the noise impact for known or unknown bounded covariance; and
3) to show that the error in X and estimates is semi-globally uniformly ultimately bounded (SGUUB) in mean square.
The rest of the paper is organized as follows: Section 2 presents an overview of mathematical notation, mapping from SO (3) to angle-axis and Rodriguez vector parameterization, SE (3) properties and some helpful properties for the nonlinear stochastic position and attitude filter design on SE (3) . Pose estimation dynamic problem in the stochastic sense is presented in Section 3. The nonlinear stochastic filter on SE (3) and the stability analysis are presented in Section 4. Section 5 demonstrates numerical results and shows the output performance of the proposed stochastic filter. Finally, Section 6 draws a conclusion of this work.
Mathematical Notation and Background
Throughout this paper, R + denotes the set of nonnegative real numbers. R n is the real n-dimensional space, R n×m denotes the real n × m dimensional space. For x ∈ R n , the Euclidean norm is defined by
where is the transpose of the associated component. C n denotes the set of functions with continuous nth partial derivatives. K denotes a set of continuous and strictly increasing functions such that γ : R + → R + and vanishes only at zero. K ∞ denotes a set of continuous and strictly increasing functions which belong to class K and is unbounded. P {·} is a probability and E [·] is an expected value of the associated component. λ (·) is the set of singular values of associated matrix with λ (·) being the minimum value. Also, I n denotes identity matrix with n-by-n dimensions, 0 n = [0, . . . , 0] ∈ R n is a zero vector with n rows and one column, and 1 n = [1, . . . , 1] ∈ R n . V is a potential function, and for V (x) we have V x = ∂V/∂x and V xx = ∂ 2 V/∂x 2 .
Notation for frames is as follows: {B} denotes the body-frame and {I} denotes the inertial-frame. Let GL (3) denote the 3 dimensional general linear group. GL (3) is a Lie group characterized by smooth multiplication and inversion. The set of orthogonal group, O (3) is a subgroup of the general linear group and is defined by
where I 3 is the identity matrix. SO (3) denotes the Special Orthogonal Group and is a subgroup of the orthogonal group and the general linear group. The attitude of a rigid body is denoted by a rotational matrix R, and is defined as follows
where T ∈ SE (3) is known as the homogeneous representation or the transformation matrix of the rigid body and is defined by
with P ∈ R 3 denoting position, R ∈ SO (3) denoting the attitude of the rigid-body in the space, and 0 3 being a zero row. The associated Lie-algebra of SO (3) is termed so (3) and is defined by
with A being the space of skew-symmetric matrices. Let us define the map [·] × : R 3 → so (3) such that
where × is the cross product between the two vectors. Let ∧ be the wedge operator, and the wedge map [·] ∧ :
where Y = y 1 , y 2 for y 1 , y 2 ∈ R 3 . The Lie algebra of SE (3) is denoted by se (3) and given by
Let the vex operator be the inverse of [·] × , denoted by vex : so (3) → R 3 such that for α ∈ R 3 and
Let P a denote the anti-symmetric projection operator on the Lie-algebra so (3), defined by P a :
Let us define Υ a (·) as the composition mapping such that Υ a = vex • P a . Hence, Υ a (M) can be expressed
Consider P : R 4×4 → se (3) denoting the projection operator on the space of the Lie algebra se (3) such
For any M ∈ R 4×4 , we define the operator Υ (·) as follows
The normalized Euclidean distance of a rotation matrix on SO (3) is defined by
such that Tr {·} is the trace of the associated matrix, while the normalized Euclidean distance of
The orientation of a rigid-body rotating in a 3D space can be established according to its angle of rotation α ∈ R and its axis parameterization u ∈ R 3 [25] . Such parameterization is termed angleaxis parameterization. Mapping from angle-axis parameterization to SO (3) is given by
In the same spirit, the orientation of a rigid-body can be constructed by Rodriguez parameters vector. Mapping from Rodriguez vector parameterization to SO (3) is defined by R ρ :
One can obtain the normalized Euclidean distance in (6) as a function of Rodriguez parameters vector substituting (8) into (6) to yield
Also, the anti-symmetric projection operator of the attitude R, denoted by P a (R), can be defined in terms of Rodriguez parameters vector from (8) as
Accordingly, the composition mapping Υ a (·) of P a (R) in (2) and (3) can be defined in terms of Rodriguez parameters vector as Υ a (R) = vex (P a (R)) = 2 ρ 1 + ρ 2 ∈ R 3 (10) from (9) and (10), it follows
Let us consider the transformation matrix in (1) with T ∈ SE (3) . The adjoint map for any T ∈ SE (3) and M ∈ se (3) is given by
Let us define another adjoint map for any T ∈ SE (3) by
One can easily verify that the vex operator in (5) can be combined with the results in (12) and (13) to show
which will be useful for the filter derivation and further analysis. Finally, the following identities will be used in the subsequent derivations
Problem Formulation in Stochastic Sense
The orientation of a rigid-body rotating in 3D space R ∈ SO (3) is normally defined in terms of the bodyframe R ∈ {B} relative to the inertial-frame {I}. Let P ∈ R 3 be the position of the rigid-body measured on the inertial-frame P ∈ {I}. Thereby, this work concerns position as well as attitude estimation of a rigid-body moving and rotating in 3D space. Consider the homogeneous transformation matrix given by
Let Ω ∈ R 3 and V ∈ R 3 be angular and translational velocity of a moving rigid-body attached to the bodyframe, respectively, for all Ω, V ∈ {B}. Hence, the dynamics of the homogeneous transformation matrix T are expressed byṖ
where Y = Ω , V ∈ R 6 is the group velocity vector expressed relative to the body-frame. The homogeneous transformation matrix T can be reconstructed through a set of known vectors in the inertialframe and their measurements in the body-frame. Let the superscript B and I denote the associated bodyframe and inertial-frame of the component, respectively. The pose estimation problem is illustrated in Figure 1 . Assume that there exists a number of feature points or landmarks denoted by N L such that
with v 
A weighted geometric center is considered for the case of more than one landmark is available for measurement. The center is given by
with k L i refers to the confidence level of the ith measurement. On the other side, the attitude matrix R can be obtained through a set of N R -known non-collinear vectors. The N R vectors are measured in the moving
be a measured vector in the body-frame such that the ith body-frame vector is given by
where v I(R) i refers to the known vector i in the inertial-frame for i = 1, 2, . . . , N R . b 
At least one feature point is available for measurements (22) with N L ≥ 1, and three non-collinear vectors are available for measurements (26) with N R ≥ 2. In case when N R = 2, the third vector can be obtained by v
According to Assumption 1, N R ≥ 2 means that the set of vectorial measurements in (27) is sufficient to have rank 3. The homogeneous transformation matrix T can be reconstructed if Assumption 1 is satisfied. It is common to obtain the normalized values of inertial and body-frame measurements in (26) such that
and the normalized set of (28) is
In that case, the attitude can be extracted knowing υ
. Gyroscope obtains the measurements of angular velocity in the body-frame {B} and the measurement vector is defined by
with Ω denoting the true value of angular velocity, b Ω ∈ R 3 denoting the bias component which is unknown constant or slowly time-varying vector, and ω Ω ∈ R 3 being the unknown noise component attached to angular velocity measurements. Also, the translational velocity is expressed in the body-frame and its measurement is defined by
where V denotes the true value of the translational velocity, b V ∈ R 3 denotes the unknown bias component, and ω V ∈ R 3 is the unknown noise component attached to translational velocity measurements. Let the group of velocity measurements, bias and noise vectors be defined by
The noise vector ω is assumed to be Gaussian with zero mean. The dynamics of (20) can be mapped to Rodriguez vector and expressed as follows [25] 
Therefore, the dynamics of the homogeneous transformation matrix in (21) can be mapped to vector form in the sense of Rodriguez parameters from (32) and (8) as
where R ρ (ρ) = R ∈ SO (3) as given in (8) . According to (30) and (31), the measurements of angular and translational velocities are subject to noise and bias components. These components are characterized by randomness and uncertainty. As such, random behavior [23, 26, 27] and the randomness in measurements could lead to unknown behavior [28, 29, 30] and impair the whole estimation process. The dynamics of the homogeneous transformation matrix in (21) becomė
In view of (21) and (33), the dynamics in (34) can be mapped in the same sense and represented as ρṖ =
where ω is a continuous Gaussian random noise vector with zero mean which is bounded. The derivative of any Gaussian process yields a Gaussian process [31, 32] . Hence, the vector ω can be written as a function of Brownian motion process vector dβ/dt with β ∈ R 6 such that
In addition, Q 2 = QQ is a covariance component associated with the noise vector ω. The properties of Brownian motion process are defined by [32, 33, 34 ]
Let the dynamics of the homogeneous transformation in (21) be defined in the sense of Stratonovich [24] and substitute ω by Qdβ/dt. Accordingly, the stochastic differential equation of (21) can be expressed as
in view of (34) and (35), the stochastic differential equation in (36) is given by
Let us define
is locally Lipschitz in ρ and b. Consequently, the dynamic system in (37) has a solution on t ∈ [t (0) , T] ∀t (0) ≤ T < ∞ in the mean square sense and for any ρ (t) and P (t) such that t t (0),
, T] (Theorem 4.5 [32] ). The aim is to achieve adaptive stabilization of an unknown constant bias and unknown time-variant covariance matrix. Let
where max {·} is the maximum value of the associated covariance element.
Assumption 2. Both b and σ belong to a given compact set ∆ and are upper bounded by a scalar Γ such that ∆ ≤ Γ < ∞. Definition 1. [35] The trajectory X = ρ , P of the stochastic differential system in (37) is said to be semiglobally uniformly ultimately bounded (SGUUB) if for some compact set Ξ ∈ R 6 and any X (0) = X (t (0)), there exists a constant ϑ > 0, and a time constant
Definition 2. Consider the stochastic differential system in (37) with X = ρ , P . For a given function V (X) ∈ C 2 the differential operator LV is given by
Lemma 1. [34, 35, 36 ] Consider the dynamic system in (37) with potential function V ∈ C 2 , such that V :
then for X (0) ∈ R 6 , there exists almost a unique strong solution on [0, ∞) for the dynamic system in (37) . The solution X is bounded in probability such that
Moreover, if the inequality in (42) holds, then X in (37) is SGUUB in the mean square. Also, when c 2 = 0, f (0, b) = 0, G (0) = 0, and Z ( X ) is continuous, the equilibrium point X = 0 is globally asymptotically stable in probability and the solution of X satisfies
The proof of this lemma and the existence of a unique solution can be found in [34] . For a rotation matrix
The set U 0 is forward invariant and unstable for the dynamic system (20) and (21) c + 1 d = 1 with appropriately small positive constant ε, the following inequality holds
Nonlinear Stochastic Complementary Filter on SE (3)
LetT be the estimator of the homogeneous transformation matrix T such that
The main purpose of this section is to design a pose estimator to driveT → T. Let us define the error in the estimation of the homogeneous transformation matrix bỹ
whereP is the position error associated withT andρ is the error of Rodriguez vector associated withR which is in turn associated withT. In this Section, a nonlinear deterministic filter on SE (3) is presented. This filter is subsequently modified into a nonlinear stochastic filter evolved directly on SE (3) . The nonlinear stochastic filter is driven in the sense of Stratonovich. ForX = ρ ,P ∈ R 6 , the error vectorX is regulated to an arbitrarily small neighborhood of the origin in the case where velocity vector measurements Y m are contaminated with constant bias and random noise at each time instant. Letb andσ denote estimates of unknown parameters b, and σ, respectively. Let the error in vector b and σ be defined bỹ
Nonlinear Deterministic Pose Filter
The aim of this subsection is to study the behavior of nonlinear deterministic pose filter evolved directly on SE (3) in presence of noise in the velocity vector measurements Y m . The attitude can be constructed algebraically given a set of measurements in (27) to form R y , for example [1, 2] . However, R y is uncertain and significantly far from the true R. The given set of measurements in (29) helps in finding R y and for a given landmark(s) we have P y = 1
and T y = R y P y 0 3 1 . Hence, the filter design aims to use the given measured T y , and the velocity measurements in (30) , and (31) to obtain a good estimate of the true T. Consider the nonlinear deterministic pose filter desigṅT
where Y m = Ω m , V m is a measured vector of angular and translational velocity defined in (30) and (31) , respectively, with no noise attached to measurements (ω = 0).b = b Ω ,b V ∈ R 6 is the estimate of the unknown bias vector b,T = T yT −1 , Υ T = Υ a R ,P as in (5), Υ a R = vex P a R , and 6 , is an adaptation gain with Γ Ω , Γ V ∈ R 3×3 , γ > 0, and k b , k p and k w are positive constants. Theorem 1. Consider the homogeneous transformation matrix dynamics in (21) with velocity measurements Y m in (30) and (31) . Let Assumption 1 hold and assume that the vector measurements in (26) are normalized to (28) . Let T y be reconstructed using the vector measurement in (22) and (28) , and be coupled with the observer in (48), (49) and (50). In case when velocity vector measurements Y m are subject to constant bias, no noise is introduced to the system (ω = 0),X (0) = ρ (0) ,P (0) ∈ R 6 , andX (0) 0 6 , 1) the error vectorX is uniformly ultimately bounded for all t ≥ t (0); and 2) consequently T ,b steers to the neighborhood of the equilibrium set
Proof. Let the error in b andT be defined as in (46), and (45), respectively. Therefore, the derivative of homogeneous transformation matrix error in (45) can be expressed from (34) and (48) aṡT
Considering the math identity in (14), we haveT b
. ForX = ρ ,P , and in view of the transformation of (34) into (35) , one may write (51) aṡX
and Rρ (ρ) =R ∈ SO (3) as given in (8) . Consider the following potential function
for V := V ρ,P,b the derivative of (53) is defined bẏ
substitute for R I = ρ 2 / 1 + ρ 2 and Υ a R = 2ρ/ 1 + ρ 2 from (6) and (10), respectively, the result in (54) becomesV
such that Υ T = Υ a R ,P , substituting for˙b and W from (49) and (50), respectively, with Υ a R 2 =
applying Young's inequality to k bb b, one obtains
Let c 1 = λ (H) and c 2 = k b 2 b 2 , thus, the result in (57) implies thatX andb will eventually converge to the compact set
The result obtained in (57) is similar to Lemma 1.2 in [37] which confirms the result in Theorem 1. Theorem 1 is developed for deterministic observers, assuming absence of noises in the system dynamics. Hence, Lyapunov's direct method guarantees that for Tr R (0) −1, Υ T converges to a small neighborhood of the origin. However, if the velocity vector Y m is contaminated with noise such that (ω 0), it would no longer be convenient to express the derivative of (53) similar to (54). Therefore, the derivative of (53) should be expressed analogously to the differential operator in Definition 2 and consequently, the covariance matrix Q 2 appears there. As a result, one solution is to reformulate the potential function in (53) such thatρ andP are of order higher than two [34, 36] . Clearly, this is not the case in Theorem 1 as well as in previous studies such as [14, 15, 16, 17, 18] .
Nonlinear Stochastic Pose Filter in Stratonovich Sense
Generally, nonlinear deterministic attitude or attitude-position filters assume that velocity measurements are subject only to constant bias (for example [10, 11, 14, 15, 16, 17] ). In contrast, the velocity vector Y m is contaminated not only with bias but also noise components. The added components could impair the estimation process of the true position and attitude. As such, the aim is to design a nonlinear stochastic filter evolved directly on SE (3) in the sense of Stratonovich [24] considering that measurement in the velocity vector Y m is contaminated with constant bias and a wide-band of Gaussian random noise with zero mean. Stochastic differential equations can be defined and solved in the sense of Ito's integral [33] . Alternatively, Stratonovich's integral [24] can be employed for solving stochastic differential equations. The common feature between Stratonovich and Ito integral is that if the associated function multiplied by dβ is continuous and Lipschitz, the mean square limit exists. The Ito integral is defined for functional on {β (τ) , τ ≤ t} which is more natural but it does not obey the chain rule. Conversely, Stratonovich is a well-defined Riemann integral for the sampled function, it has a continuous partial derivative with respect to β, it obeys the chain rule, and it is more convenient for colored noise [24, 32] . Hence, the Stratonovich integral is defined for explicit functions of β. In case of a wide-band of random colored noise process being attached to the velocity measurements, for X = ρ , P with X (t 0 ) = 0, the solution of (37) is defined by
if the problem has been considered and solved directly in the sense of Ito, the expected value of (58) is
Hence, Stratonovich came up with the Wong-Zakai correction factor to balance any colored noise that may be introduced to the system dynamics and to end with
A remarkable advantage of Stratonovich is its applicability to white noise as well as colored noise which makes the filter more robust for real time applications [24, 31, 32] . Let us assume that the attitude dynamics in (37) were defined in the sense of Stratonovich [24] . Therefore, the equivalent Ito [31, 32, 33] can be expressed as
where both f (ρ, b) and G (ρ) are defined in (37) .
is termed the Wong-Zakai correction factor of stochastic differential equations (SDEs) in the sense of Ito [38] , and i, j, k = 1, . . . , 6 denote ith, jth and/or kth elements of the associated vector or matrix. Assume that W (ρ) = W ρ , W P ∈ R 6 .
Thus, one can find that for i = 1, 2, 3, W ρ ∈ R 3 can be defined after some steps of calculations as follows
∂G ij (ρ) ∂P k = 0, for i = 4, 5, 6. This implies that
Manipulating equations (59), (60) and (61), the stochastic dynamics of the Rodriguez vector can be expressed as
Assume that the elements of covariance matrix Q 2 are upper bounded by σ as given in (39) such that the bound of σ is unknown for nonnegative elements. Consider the nonlinear stochastic pose filter desigṅT
where Y m = Ω m , V m denotes the measured vector of angular and translational velocity defined in (30) and (31), 6 are estimates of the unknown parameter b and σ, respectively,T = T yT −1 , Υ T = Υ a R ,P as in (5), Υ a R = vex P a R as given in (10), R I = 1 4 Tr I 3 −R is the Euclidean distance ofR as defined in (6),
where γ,π > 0, ε > 0 is a small constant, and k b , k σ , k p and k w are positive constants.
Theorem 2.
Consider the homogeneous transformation matrix dynamics in (21) with velocity measurements Y m = Ω m , V m in (30) and (31) . Let Assumption 1 hold and assume that the vector measurements in (26) are normalized to (28) . Let T y be reconstructed using the vector measurements in (22) and (28), and be coupled with the observer in (63), (64), (65) and (66). Assume the design parameters Γ, Π, ε, k b , k σ , k p and k w are chosen appropriately with ε being selected sufficiently small. When velocity measurements Y m are contaminated with bias and noise (ω 0), Proof: Let the error in the homogeneous transformation matrix T be given as in (45) and the error in vector b be defined as in (46). Therefore, the derivative of homogeneous transformation matrix errorT in (45) in incremental form can be obtained from (34) and (63) by
Considering the math identity in (14) we haveT b
, and from the math identity in (17) and (18), we haveȂdTȂdT−1 = I 6 . Similarly to transition from (36) to (37) , extraction of vector dynamics in (67) can be expressed as (68) and (69) in Stratonovich's representation [24] as follows
Or more simply as
Thus, the dynamics in (67) and (69) can be re-expressed, respectively, as
Hence, in view of (59) and (62), the error dynamics in (71) can be re-expressed in the sense of Ito [33, 3] as
Ωρ and WP = 0 3 as defined in (60) and (61), respectively, which can be further simplified as shown below
Let the error in σ be defined similar to (47) withσ = σ −σ. Consider the following potential function V ρ,P,b,σ = ρ 2
For V := V ρ,P,b,σ , the differential operator LV in Definition 2 can be written as
One can easily show that the first and second partial derivatives of (75) in terms ofρ can be obtained as follows
Similarly, the first and second partial derivatives of (75) in terms ofP can be obtained as follows VP = 4 P 2P (79)
The first part of the differential operator LV in (76) can be evaluated by
Hence, the differential operator LV in (76) can be described by
as given in (9) 
we have 12 P 2 Tr Q 2 V = 12 P 2 q V 2 Hence, the operator in (82) becomes
According to Lemma 2, the following two equations hold
Considering the results in (84) and (85), in addition,
, hence, the operator in (83) can be expressed as
The result in (86) can be written as
According to (9) and (10), we have R I = ρ 2 / 1 + ρ 2 and Υ a R = 2ρ/ 1 + ρ 2 , while Υ a R 2 = 4 1 − R
(1+ ρ 2 ) 2 as in (11) . Substituting for the differential operators˙b andσ and the correction factor W from (64), (65) and (66), respectively, yields
applying Young's inequality to k bb b and k σσ σ, respectively, one has
Setting γ > 0,π > 0, k p k w > 4.5, k b > 0, k σ > 0, and the positive constant ε is sufficiently small, the operator LV in (88) becomes similar to (54) and (75) in [3] or (4.16) in [34] which is in turn similar to (41) in Lemma 1. In that case, the constant component c 2 in Lemma 1 is
The differential operator in (89) is
and more simply
such that h (·) is a class K function that includes the first two components in (90), and λ (·) denotes the minimum eigenvalue of a matrix. Based on (91), one easily obtains
as such, (92) means that
The inequality in (93) implies that E [V (t)] is eventually bounded by c 2 /λ (H). Since, Q 2 :
The set U 0 is forward invariant and unstable. Therefore, from almost any initial condition such thatR (0) U 0 or equivalently for anyρ (0) ∈ R 3 , the trajectory ofZ converges to the neighborhood of the origin which depends on the value of c 2 /λ (H) in (93). From Lemma 1 and design parameters of the stochastic observer in Theorem 2 in addition if we have prior knowledge about the covariance upper bound σ, c 2 /λ (H) can be made smaller if we choose the design parameters appropriately. Clearly, the minimum singular value of λ (H) can be controlled by k p , k w , γ andπ. To conclude our discussion, it should be remarked that solving the problem in the sense of Stratonovich with the proper selection of potential function as in (75) helps to attenuate or control the noise level associated with the velocity measurements vector Y m . The proposed nonlinear stochastic filter is able to correct the position as well as the attitude and reduce the noise level associated with velocity measurements Y m through the setting of parameters in presence of high level of noise and bias components. This advantage is not given in nonlinear deterministic SE (3) filters. The main benefit of the nonlinear stochastic filter in the sense of Stratonovich is that no prior information about the covariance matrix Q 2 is required. Also, the filter is applicable for white as well as colored noise which offers flexibility in the design process.
Remark 1. Notice that, as k p , k w , γ,π → ∞ and ε → 0, P lim t→∞ X = 0 → 1, ∀t ≥ 0 with perfect cancellation of undesirable time-variant components and uncertainties.
Simulations
This section presents the performance of the proposed nonlinear stochastic filter on SE (3) considering high levels of bias and noise introduced in the measurement process combined with the large initial error in the homogeneous transformation matrixT (0). The performance of the proposed stochastic filter is compared to [17] . Let us define the dynamics of the homogeneous transformation matrix T as in (21) . Let the angular velocity input signal be   (m/sec) and the initial position P (0) = 0 3 . Let the angular velocity measurement Ω m = Ω + b Ω + ω Ω be corrupted with a wide-band of random noise process with zero mean ω Ω and standard deviation (STD) equal to 0.15 (rad/sec) and b Ω = 0.1 [1, −1, 1] . Similarly, let the translational velocity measurement V m = V + b V + ω V be subject to a wide-band of random noise process ω V with zero mean and STD = 0.15 (m/sec), and b V = 0.1 [2, 5, 1] .
Consider one landmark feature available for measurement (N L = 1) v I(L) 1
and body-frame measurements obtained by (22) 
where the bias vector is defined as b with zero mean and STD = 0.1 corrupts the body-frame vector measurements associated with the feature point.
Consider that two non-collinear inertial-frame vectors (N R = 2) are given by v , respectively, for i = 1, 2, 3 as given in (28) . Therefore, Assumption 1 holds. From vectorial measurements, the corrupted reconstructed attitude R y is obtained by SVD [2] withR = R yR , Appendix A. The total simulation time is 30 seconds.
For large initial attitude error, the initial rotation of attitude estimate is given according to the mapping of angle-axis parameterization in (7) byR (0) = R α (α, u/ u ) with α = 170 (deg) and u = [3, 10, 8] such that R (0) I approaches the unstable equilibria +1. Also, the initial position of the estimator is selected to beP (0) = [2, 3, 1] . The matrices below summarize the initial conditions: The initial estimates ofb andσ areb (0) = 0 6 andσ (0) = 0 6 . Design parameters used in the derivation of the nonlinear stochastic filter are selected as Γ = I 6 , Π = I 6 , k b = 0.1, k σ = 0.1, k p = 2, k w = 3, and ε = 0.5. Additionally, the following color notation is used: green color refers to the true value, blue represents the performance of the proposed nonlinear stochastic filter, and red illustrates the performance of the filter previously proposed in literature. Finally, magenta demonstrates measured values.
The first three figures present the true values of the velocity vectors and body-frame vectors plotted against their measured values. The true angular velocity (Ω) and the high values of noise and bias components introduced through the measurement process of Ω m plotted against time are depicted in Figure 2 . Similarly, the true translational velocity (V) and the high values of noise and bias components associated with the measurement process of V m plotted against time are illustrated in Figure 3 . In addition, Figure 4 presents the true body-frame vectors and their uncertain measurements corrupted with noise. High levels of noise and bias inherent to the measurements can be noticed in all the above-mentioned graphs ( Figure  2, 3 and 4) . The position and attitude tracking performance of the proposed stochastic filter is demonstrated in Figure 5 and 6. Figure 5 depicts the estimated Euler angles Roll φ , Pitch θ , Yaw ψ versus the true values (φ, θ, ψ). Also, Figure 6 illustrates the high value of the attitude initial error. The tracking position (x,ŷ,ẑ) of the stochastic estimator in 3D space is compared to the true position (x, y, z) over time in Figure  6 . Figure 5 and 6 show impressive tracking performance of the proposed stochastic observer in terms of position and attitude in presence of large initial error between the true and the estimated pose. Also, Figure  5 and 6 demonstrate remarkable tracking performance in case when high values of bias and noise corrupt the measurements. A comparison between the proposed stochastic observer in Theorem 2 and the deterministic pose observer in [17] is presented in Figure 7 . The upper portion of Figure 7 illustrates the normalized Euclidean distance R I , while the lower portion presents the Euclidean distance P −P for both observers such thatR =RR . Figure 7 shows stable output performance of the stochastic observer with R I and P −P being regulated very close to the neighborhood of the origin confirming the results shown in Figure 5 and 6. On the other side, the deterministic filter shows high oscillatory performance before it goes out of stability. Consider the error between the true and measured body-frame vectorsṽ
In the same spirit, let the error between the true and measured velocities be given byΩ = Ω m − Ω andṼ = V m − V. Table 1 provides mean and STD of the input measurements and the output data. It should be stressed that the mean errors of R I and P −P approach zero while the STD of R I is less than its mean, and the STD of P −P ≈ 0.1. Numerical results outlined in Table 1 affirm the robustness of the proposed nonlinear stochastic filter as demonstrated in Figure 5 , 6, and 7. Simulations presented in this section demonstrate the robustness of the proposed stochastic filter in the sense of Stratonovich against high levels of bias and noise components introduced in angular velocity, translational velocity and vectorial measurements. Also, they show that the stochastic filter is capable of correcting its position and attitude even in presence of large initial error in a small amount of time. In addition, the stochastic filter is autonomous, and therefore no prior information about the upper bound of the covariance matrix Q 2 is required to achieve impressive estimation performance.
Conclusion
Pose is naturally nonlinear and is modeled on the Special Euclidean Group 3 (SE (3)). Pose estimators used to be designed as nonlinear deterministic filters neglecting the noise inherent to the model dynamics. This is reflected in the nonlinear deterministic filter design as well as in the potential function selection. In this work, the pose problem has been formulated as a nonlinear pose problem on SE (3) . The problem is mapped from SE (3) to vector form using Rodriguez vector parameterization and position. The problem is defined stochastically in the sense of Stratonovich. Next, a nonlinear stochastic pose filter on SE (3) has been proposed. It has been shown that errors in position, Rodriguez vector and estimates are semi-globally uniformly ultimately bounded (SGUUB) in mean square and that they converge to the small neighborhood of the origin for the case when noise is attached to the pose dynamics. Simulation results prove fast convergence from large initialized pose error even when angular and translational velocity vectors as well as body-frame measurements are subject to high levels of noise and bias.
Appendix A
An Overview on SVD in [2] Let R ∈ SO (3) be the true attitude. The attitude can be reconstructed through a set of vectors given in (26) . Let s i be the confidence level of measurement i such that for n measurements we have ∑ n i=1 s i = 1. In that case, the corrupted reconstructed attitude R y can be obtained by
For more details visit [2] .
