This paper presents a new algorithm for generating all n node t-ary trees in linked representation by providing a context and generalizing Skarbek's algorithm for generating binary trees. It initially appeared that Skarbek's algorithm could not be generalized to even 3-ary trees, which motivated the author to previously develop an algorithm for generating all n node t-ary trees in linked representation based on a particular listing of integer sequences representing the trees. The context for the generalization of Skarbek's algorithm turns out to also be a particular listing of integer sequences representing the trees. The paper also gives two constant average time implementations. The first generates the next tree from its predecessor given in linked representation while the second retains additional information about the predecessor beyond just its linked representation.
INTRODUCTION
Many algorithms [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27 ] exist for generating binary or t-ary trees represented by sequences of integers but few [28, 29, 30, 31, 32, 33] use linked representation. Only two of them generate the next tree directly from its predecessor. One is the adaptation of Skarbek's [34] algorithm for generating all n node ordered trees to the generation of n node binary trees by Knuth [32] , who showed the adaptation asymptotically required only 8 2/3 À 10/3n + O(n À2 ) memory references per tree generated, and posed the problem of generalizing it to 3-ary trees. The other is the algorithm by Korsh [33] , which was motivated by the absence of any immediate generalization for Skarbek's algorithm, and is based on a particular listing of integer sequences representing the trees.
It turns out, however, that Skarbek's algorithm can indeed be generalized. As in [33] , the basis is also a particular listing of integer sequences representing the trees.
The first t-ary version presented here takes average time O(C t ) per tree generated, with C t increasing as t increases. Another version retains information about the previously generated tree and takes average time O(c t ) per tree generated, where c t converges as t increases.
Let T denote a t-ary tree with n nodes, numbered 1 to n in preorder. Traverse The new algorithm for generating all n node t-ary trees is based on the inverse colex listing of the s sequences representing all n node t-ary trees. An inverse colex listing has the property that when each of its sequences is reversed, the listing is in inverse lexicographic order. The algorithm generates the trees using linked representation so that their corresponding sequences would be in inverse colex order.
BINARY TREES
We start with binary trees and represent them using arrays l and r. The root is always node 1 and links l[j] and r[ j] point to node j's left and right successor respectively, 1 j n. Figure 2 contains the fourteen 4 node binary trees generated by the new algorithm and their sequences. Note that the s 31 , s 21 , s 11 sequences are in inverse lexicographic order. In order to generate the successor s 0 of s in inverse lexicographic order, it is necessary to reduce s's rightmost non-zero entry by the smallest possible amount and make the sequence to its right as large as possible.
Let the smallest such non-zero entry be s j1 . Then j is the first node encountered, when traversing down the right chain of node 1, whose right successor is not j + 1. The contributions of nodes greater than j to s 0 must remain unchanged from their current values. This requires that only the subtree whose root is y, the rightmost non-null node on the right chain of node j + 1, be moved. The number of nodes in y's subtree is the amount by which s j1 is reduced. Now y's subtree must become the right subtree of j, and y's null right subtree must be replaced by j's current right subtree. Finally, to make s jÀ11 s jÀ21 s jÀ31 . . . s 11 as large as possible requires that nodes 1 to j become the left chain of node 1. This is precisely what Knuth's [5] version of Skarbek's algorithm does. The algorithm is implemented in C++ in Program 1. It uses only the linked representation of the tree and changes the links appropriately to produce the next tree. Note that the transformation above reduces s j1 by s y1 + 1 and replaces s jÀ11. . . . s 11 , which are all 0, by nÀ (jÀ1) . . . (nÀ2) (nÀ1). The Appendix contains a C++ program to generate the sequences.
It is shown in Knuth [32] that this program requires only 8 2/3 À 10/3n + O(n À2 ) memory references per tree (and its time complexity is proportional to these). Table 1 indicates the behavior of Program 1.
t-ARY TREES
For the t-ary case we use an array l. The root is still node 1 and the link l[i][j] contains node i's j-th subtree for 1 i n and 1 j t.
Again, to generate s 0 in inverse lexicographic order requires reducing s's rightmost non-zero entry the smallest possible amount and making the sequence to its right maximal.
Let the smallest such non-zero entry be s jR . Node j is the first node encountered, when traversing down the right chain of / \  3  3  3  4  3  3 This requires that only the subtree whose root is y, the rightmost non-null node on the right chain of node l[ j][R], be moved. The number of nodes in y's subtree is the amount by which s jR is reduced. Now y must become subtree R + 1 of j, and y's null t-th subtree must be replaced by j's current t-th subtree, whose root is r ¼ l [1] [t]. If R + 1 < t then s jR+1 becomes n À y + 1. Finally, to make s jÀ11 . . .s jÀ1tÀ1 . . .s 11 . . .s 1tÀ1 , which is all 0's, maximal requires that nodes 1 to j become the left chain of node 1 as in the binary tree case. The algorithm is implemented in C++ in Program 2. It uses only the linked representation of the tree and changes the links appropriately to produce the next tree. The Appendix contains a C++ program to generate the sequences.
The analysis of the number of memory references for Program 2, TMR2(n, t), is similar to that for Program 1 but more complex. It uses the [32] . If p ¼ n À r and q ¼ (t À 1)nÀm, then C ðtÞ pq can be interpreted as the number of t-ary trees that can be obtained by adding nÀr nodes to a t-ary tree containing r nodes with m subtrees specified to be null. Also, if p ¼ n and q ¼ (tÀ1)n, then C ðtÞ pq is the number of t-ary trees with n nodes, denoted by C ðtÞ n . From now on, we drop the (t) in C ðtÞ pq and in C ðtÞ n , and use C pq and C n instead, with the (t) being understood. We also assume that q ¼ (tÀ1)n. Figure 3 gives the C pq values for p ¼ 0 to n and q ¼ 0 to (t À 1)n for t ¼ 5 and n ¼ 6.
The analysis proceeds as in [33] so details are omitted and only results are stated here. Let c1, c2, c3 and c4 be contributions to TMR2(n, t) from 'Find j . . .', 'Find R', 'Find k . . .', and 'Move y . . .', respectively. Then:
½C nÀðjþ1ÞqÀðtÀ1ÞðjÀ1Þþ1 ÀC nÀðjþ1ÞqÀðtÀ1ÞðjÀ1ÞÀðtÀ2Þ ‚ The limit of C nÀx qÀy /C n as n ! 1 can be written as
. This allows the limiting ratio of the sums above to C n to be determined in closed form. For example, where s ¼ 1 À 1/t and r ¼ (1/t)s tÀ1 . The limiting value of TMR2 (n, t)/C n ¼ C t can be found exactly but we simply state that it is O(7 + t/e), with e the natural logarithm base, $2.71828. Table 2 indicates the behavior of Program 2. Except for t ¼ 2 and t ¼ 3 for small n, it is faster than Program 2 of [33] .
t-ARY TREES REVISITED
In Program 2, c2 causes C t to increase with t. To decrease the number of memory references requires removing the need to look at all subtrees of node j. This can be done by keeping track of information about the predecessor. In particular, we use array p and variable e to hold information about which subtrees of nodes 1 to n À 1 are not empty, so p[j] [d] contains the location of node j's d-th non-empty subtree and e[j] holds the number of such subtrees. They are maintained so they are available when needed. The version of our algorithm using this information appears in Program 3. Again we give the results of its analysis.
For Program 3, c1 is obtained from that for Program 2 by changing the 3 to a 5, c2 is 2 C n and c3 is C n + c3 (of Program 2) while c4 remains unchanged from its value in Program 2 and
The limit of TMR3(n, t)/C n ¼ c t can be determined exactly. It turns out that c t converges to 11 as t increases. Table 3 illustrates the behavior of Program 3. Except for t ¼ 2 and t ¼ 3, n 15, the program is faster than Program 3 of [33] .
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