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In the context of supersymmetric quantum mechanics, we define a potential through a particular
Riccati solution of the composition form (F ◦ f)(x) = F (f(x)) and obtain a generalized Mielnik
construction of one-parameter isospectral potentials when we use the general Riccati solution.
Some examples for special cases of F and f are given to illustrate the method. An interesting result
is obtained in the case of a parametric double well potential generated by this method, for which it
is shown that the parameter of the potential controls the heights of the localization probability in
the two wells, and for certain values of the parameter the height of the localization probability can
be higher in the smaller well.
Highlights:
Function-composition generalization of parametric isospectral potentials is presented.
Mielnik one-parameter family of harmonic potentials is obtained as a particular case.
Graphical discussion of regular and singular regions in the parameter space is given.
Keywords: Isospectral potentials, function composition, integrating factor, zero mode, Riccati equation.
I. INTRODUCTION
Isospectral potentials in nonrelativistic quantum mechanics have been of much interest as one of the standard way
to extend the class of exactly solvable Schro¨dinger problems. For many decades in the past, the main activity in
this area was through the factorization method [1–3], and it was only during the 1980’s when the connections with
the Darboux transformations have been fully used by mathematical physicists in the novel realm of supersymmetric
quantum mechanics (SUSY QM). The origin of the latter is usually traced back to a paper by Witten [4] in which
he used the example of a spin one half particle on the line as a simple realization of the supersymmetric algebra
of bosonic and fermionic operators obeying commutation and anticommutation relations. Witten noticed that the
diagonal 2 × 2 Hamiltonian matrix having the spin up and spin down Hamiltonians as components, and the 2 × 2
matrices of the factorization operators of the two Hamiltonians, also known as supercharges, i.e.,
H =
(
H1 0
0 H2
)
, Q− =
(
0 0
A 0
)
, Q+ =
(
0 A+
0 0
)
,
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2satisfy a closed superalgebra
[H,Q−] = [H,Q+] = 0 , {Q−, Q+} = H , {Q−, Q−} = {Q+, Q+} = 0 .
The fact that the supercharges commute with H means that H1 and H2 are isospectral. In quantum field theory,
the supercharge operators are responsible for changing bosonic degrees of freedom into fermionic ones and vice versa,
however in quantum mechanics they are known as intertwinning operators that factorize the supersymmetric partner
Hamiltonians, H1 = A
+A and H2 = AA
+, respectively. If however one ‘forgets’ about this matrix representation, it is
easy to see that SUSY QM is a reformulation of the factorization method already introduced through simple examples
by Dirac and Schro¨dinger at the beginning of quantum mechanics. In fact, for the spin one half case, Witten wrote
the expressions of the supercharges as matrix first order operators involving an unknown function W (x) and also the
matrix Hamiltonian in terms of W 2 and W ′ but his focus was on the dynamical supersymmetry breaking issue and
not on eigenvalue problems in quantum mechanics. Later, the SUSY QM authors noted that Witten’s superpotential
W is the solution of coupled Riccati equations involving the two isospectral potentials, which was a new basic result
for the factorization method and turned it towards the goal of finding isospectral partner potentials to exactly solvable
known potentials. Since SUSY QM is essentially an algebraic scheme, it is convenient to shift the ground state energy
of H1 such that to eliminate the contribution to the energy of the zero point fluctuations. In this way, the energy
spectra of the two partner Hamiltonians are semipositive definite. For n > 0, the Schro¨dinger equation for H1
H1φn = A
+Aφn = ǫnφn (I.1)
can be written as a Schro¨dinger equation for the SUSY partner Hamiltonian H2, i.e.,
H2(Aφn) = AA
+Aφn = ǫn(Aφn) (I.2)
by applying the A operator to the left in (I.1). Thus if one uses the wavefunctions ϕn = Aφn in the eigenvalue
problem H2ϕn = εϕn then this is isospectral to the eigenvalue problem for H1, i.e., εn = ǫn. Vice versa, by applying
the operator A+ to the left in the eigenvalue problem for H2, i.e.,
A+H2ϕn = A
+εϕn , (I.3)
one immediately gets by rearranging
H1(A
+ϕn) = ε(A
+ϕn) (I.4)
and therefore by comparing with (I.1) shows that choosing the eigenfunctions of H1 as φn = A
+ϕn leads to the
isospectrality ǫn = ε. Now, since the operator A (A
+) is a first-order differential operators it also destroys (creates)
a node in the eigenfunction on which it acts. Since the ground state of H1 is nodeless, it means that no normalizable
eigenfunction of H2 is obtained by applying A to φ0. This is the physical meaning of the equation Aφ0 = 0, which
can be also used as the mathematical definition of the ground state of H1, considered as nondegenerate, a case known
as unbroken supersymmetry. As a consequence, the eigenvalues and normalized eigenfunctions of a pair of SUSY QM
Hamiltonians are related by
εn = ǫn+1 , ǫ0 = 0 ,
ϕn =
Aφn+1√
ǫn+1
,
φn+1 =
A+ϕn√
ǫn
.
On the other hand, from the strictly physical application standpoint it is fair to say that no real applications emerged
from SUSY QM and only a few consequences are claimed, such as the value of g = 2 for the g factor of the electron in a
uniform magnetic field as described by a Pauli Hamiltonian, the Z/n dependence of the Coulomb energies in the radial
Coulomb problem [5], and in nuclear physics where supersymmetry was shown to establish certain links among the
spectroscopic properties of different nuclei [6]. This is similar to what happens with the supersymmetric quantum field
models for which the experimental evidence of supersymmetric partner particles is lacking despite considerable search
effort along the last four decades which explains why the main focus is on supersymmetry breaking. In SUSY QM,
this disappointing situation can be also understood intuitively by simply examining the plots of the supersymmetric
3pair of isospectral potentials V1,2 based on the particular Riccati solution as given in this paper. One can notice
that their shapes are identical which clearly points to serious difficulties, if not the impossibility, of detecting some
difference between them through the associated conservative forces. However, the situation changes when one takes
into account the one-parameter isospectral potentials obtained by employing the general Riccati solution. Again,
from the plots of the examples given in the following, one can see that this class of potentials have deformed shapes
with respect to the non-parametric supersymmetric potentials and thus one may have hopes to get some experimental
evidence for this shape difference. This was one of the main motivations to write this paper on the three-decade-old
topic of supersymmetric one-parameter potentials [7–12] that we also present in a new perspective. Perhaps the
most interesting result we obtain herein is the case of an asymmetric double-well deformation of a quartic potential
for which we show that the parameter of the potential controls in an interesting way the heights of the probability
densities in the two wells.
The goal of this paper is to examine the simplest supersymmetric constructions taking as the starting point the
corresponding Riccati equations but in a new formulation in which the Riccati solution is expressed in a function
composition form, say F (f(x)). There are at least two advantages of this new formulation. One is that it is more
general since once F is chosen all the particular f(x) subcases can be grouped under the same F -type case. Second,
it is also related to a new integrability condition proposed by Mak and Harko [13] for more general reduced Riccati
equations than those occurring in SUSY QM. It is clear that any integrability condition of the Riccati equations opens
the doors to SUSY QM type models but this was not noticed by Mak and Harko. Thus, in section II, we present the
functional composition choice of the particular Riccati solution in the SUSY QM context and also describe along the
same lines the construction of the one-parameter class of isospectral potentials based on the general Riccati solution
which leads easily to a wealth of interesting solvable cases. In section III, we provide several illustrative cases. The first
case, for which we completely describe two particular f(x) subcases, is directly related to the integrability condition
of Mak and Harko [13] on which we also briefly comment. Next, a Fresnel-like case is displayed despite not being very
common in the quantum mechanical context followed by a case leading to parametric quartic double well potentials
for which we note that the localization probability of the particle in the wells is controlled by the parameter. The last
case is that of the constant potential, which is still interesting despite its simplicity. Section IV contains a discussion
of the cases and some possible applications. There is also an appendix about the normalization issue of the parametric
zero modes.
II. RICCATI EQUATIONS AND FACTORIZATIONS IN QUANTUM MECHANICS
As mentioned in the Introduction, Riccati equations in the reduced form, i.e., without the linear term, are known to
be important in SUSY QM ever since Witten discussed the spin one half quantum mechanical model for the dynamical
symmetry breaking of supersymmetry in quantum field theory [4].
Indeed, one can start the SUSY QM construction with an initial Riccati equation of the form
− Φ′ +Φ2 = V1 − ǫ (II.1)
which comes from the non-operatorial part of the factorization (−D + Φ)(D + Φ)Ψ = 0 of a given Schro¨dinger
eigenvalue problem
−Ψ′′ + (V1 − ǫ)Ψ = 0. (II.2)
Then, one introduces a second partner equation
Φ′ +Φ2 = V2 − ǫ (II.3)
obtained from the non-operatorial part of the factorization (D+Φ)(−D+Φ)Ψ˜ = 0 of the isospectral partner problem
− Ψ˜′′ + (V2 − ǫ)Ψ˜ = 0 (II.4)
to the given Schro¨dinger equation.
For ǫ = 0, one can easily see that the relationships between the zero-energy (or zero mode) Schro¨dinger solution
Ψ0 and the Riccati solution Φ are the following ones
Ψ0 = e
− ∫ x Φ(x′)dx′ , Φ = −Ψ
′
0
Ψ0
= − d
dx
logΨ0 . (II.5)
4The nodeless feature of Ψ0 ensures that the Riccati solution is regular which leads to a regular partner potential V2
and wavefunctions Ψ˜. This is not the case if in the mappings (II.5) one uses any of the excited states of the discrete
spectrum or an eigenfunctions of the continuous spectrum of the initial Schro¨dinger equation.
Suppose now that we revert the scheme and start by giving a particular solution of the isospectral problem in the
form
Φp(x) = F (f(x)) . (II.6)
Then, the potential V2 is given by
F ′f ′ + F 2 = V2 − ǫ (II.7)
and one can use it to find the one-parameter family of potentials generated by using the general solution of (II.3)
Φg(x) = F (f(x)) +
1
u(x)
. (II.8)
Substituting this Ansatz for Φg in (II.3), one gets
F ′f ′ − u
′
u2
+ F 2 + 2
F
u
+
1
u2
= V2 − ǫ , (II.9)
which leads to
− u′ + 2F (f)u+ 1 = 0 . (II.10)
The solution of the latter equation is
u(x) =
γ +
∫ x
0 µ(x
′)dx′
µ(x)
, (II.11)
where µ is the integrating factor given by
µ(x) = e−2
∫
x
0
F (f(x′))dx′ ≡ Ψ20(x) . (II.12)
Thus,
Φg(x) = F (f(x)) +
µ(x)
γ +
∫ x
0 µ(x
′)dx′
. (II.13)
By subtracting (II.3) from (II.1) we obtain
V1γ = V2 − 2Φ′g, (II.14)
which yields
V1γ(x) = V1(x)− 2 d
2
dx2
ln
∣∣∣∣γ +
∫ x
0
µ(x′)dx′
∣∣∣∣ . (II.15)
Equation (II.15) defines a one-parameter family of potentials in which V1 is included when γ → ∞, each member of
the family having the same SUSY partner potential V2.
Since the Schro¨dinger equation corresponding to the potential V1γ(x) can be transformed into the Riccati equation
for Φg by using the transformation Φg = −Ψ
′
0γ
Ψ0γ
, then by means of (II.13), (II.12), and the first relationship in (II.5)
one can get the zero mode wavefunction for each member of this parametric family of potentials in the form
Ψ0γ(x) =
√
µ(x)
γ +
∫ x
0
µ(x′)dx′
≡ Ψ0(x)
γ +
∫ x
0
Ψ20(x
′)dx′
. (II.16)
The parameter γ defines a range of existence of the family of regular potentials V1γ and eigenfunctions Ψ0γ from an
initial value γ0 up to a critical value γs for which both V1γ , and Ψ0γ are unbounded. Using (II.8) and (II.11) then
γ0 =
1
Φg(0)− F (f(0)) . (II.17)
5Let us denote γ(x) =
∫ x
0 µ(x
′)dx′. Then, on the half line (0,∞), the potentials and eigenfunctions are unbounded at
γs+ = −γ(x) . (II.18)
On the other hand, for the negative half axis (−∞, 0), the unboundedness is reached at
γs− =
∫ 0
−x
µ(−x′)dx′ = −γ(−x). (II.19)
Moreover, when the integrating factor is an even function, for the negative half-axis (−∞, 0), the unboundedness is
reached at
γs−,e =
∫ x
0
µ(x′)dx′ ≡ γ(x) . (II.20)
Thus, to avoid singularities in the even case, one should always choose |γ| > |γs|. A well-known example of an
even integrating factor is Mielnik’s parametric harmonic oscillator [7]. The complete discussion of how the regions of
regular and singular cases are obtained in the γ-parameter space can be done graphically and is deferred to section
IV. Besides, for normalized zero modes, one should not take γ in the interval [−1, 0], see the Appendix.
Equation (II.15) is a generalization from the compositional point of view of the formula for one-parameter isospectral
potentials in SUSY QM as introduced by Mielnik [7] in the particular case of the quantum harmonic oscillator. For
the interpretation of the parametric potentials (II.15) as the result of a sequence of two Darboux transformations, the
reader is directed to the book chapter by Rosu [14].
III. EXAMPLES
1. F (x) =
√
x; f(x) = anx
n + a0, an 6= 0.
The square root type of particular Riccati solution has been recently proposed by Mak and Harko [13] in the
disguised form of an integrability condition for Riccati equations of the form:
y′ = a(x) + c(x)y2 . (III.1)
Their integrability condition states that if the coefficients a(x) and c(x) satisfy the condition
± d
dx
(√
f(x)/c(x)
)
= a(x) + f(x) , (III.2)
where f(x) is an arbitrary function, then the general solution of the reduced Riccati equation (III.1) can be
obtained by quadratures. However, for the standard quantum mechanics, a(x) = −(V1,2(x) − ǫ) and c(x) = 1
and then their integrability condition simply states that it is possible to get the general Riccati solution when
the particular solution is given in the form F =
√
f as described in the previous section. For the power-law
f(x) (sub)case, we get
V2,1(x) = anx
n + a0 ± nanx
n−1
2
√
anxn + a0
, (III.3)
µ(x) = e−
2x
√
anx
n+a0(2+n 2F1(1,
1
2
+ 1
n
,1+ 1
n
;−
anx
n
a0
)
2+n , (III.4)
V1γ(x) = anx
n + a0 − nanx
n−1
2
√
anxn + a0
+
4e−
2x
√
anx
n+a0(2+n2F1(1,
1
2
+ 1
n
,1+ 1
n
;−
anx
n
a0
))
2+n
√
anxn + a0
γ +
∫ x
0 e
−
2x′
√
anx
′n+a0(2+n2F1(1,
1
2
+ 1
n
,1+ 1
n
;−
anx
′n
a0
))
2+n dx′
+
+
2e−
4x
√
anx
n+a0(2+n2F1(1,
1
2
+ 1
n
,1+ 1
n
;−
anx
n
a0
))
2+n(
γ +
∫ x
0 e
−
2x′
√
anx
′n+a0(2+n2F1(1,
1
2
+ 1
n
,1+ 1
n
;−
anx
′n
a0
))
2+n dx′
)2 , (III.5)
Ψ0γ(x) =
e−
x
√
anx
n+a0(2+n2F1(1,
1
2
+ 1
n
,1+ 1
n
;−
anx
n
a0
))
2+n
γ +
∫ x
0 e
−
2x′
√
anx
′n+a0(2+n 2F1(1,
1
2
+ 1
n
,1+ 1
n
;−
anx
′n
a0
))
2+n dx′
. (III.6)
6Unfortunately, because of the occurrence of the hypergeometric function 2F1 in the exponent, the integrals
can be performed analytically only in particular cases. We will discuss the reduction to the inverse hyperbolic
function, and the error function.
(a) Subcase: n = 2, a2 = 1, a0 = 1. In this particular subcase, one gets the following expressions:
V2,1(x) = x
2 + 1± x√
x2 + 1
, (III.7)
µ =
e−x
√
x2+1
x+
√
x2 + 1
, (III.8)
V1γ(x) = x
2 + 1− x√
x2 + 1
+
4
√
x2 + 1e−x
√
x2+1
(x +
√
x2 + 1)(γ +
∫ x
0
e−x
′
√
x′2+1
x′+
√
x′2+1
dx′)
+
2e−2x
√
x2+1(
(x+
√
x2 + 1)(γ +
∫ x
0
e−x
′
√
x′2+1
(x′+
√
x′2+1)
dx′)
)2 ,
(III.9)
Ψ0γ(x) =
e−
1
2x
√
x2+1√
x+
√
x2 + 1
(
γ +
∫ x
0
e−x
′
√
x′2+1
x′+
√
x′2+1
dx′
) . (III.10)
Their plots are presented in Fig. (1). The critical γs is given by
γs = −
∫ ∞
0
e−x
′
√
x′2+1
x′ +
√
x′2 + 1
dx′ ≈ −0.44779 . (III.11)
For this case, we use γ(x;−1) = ∫ x−1 µ(x′)dx′ for a sufficiently big x as the equivalent of γs and conclude
graphically that regular potentials and zero modes occur for γ < −0.44779. If one requires normalized zero
modes then one should take γ < −1.
(b) Subcase: n = 2, a2 = 1, a0 = 0. One can easily check that this is the well-known case of the quantum
harmonic oscillator introduced by Mielnik [7]. Indeed, we have
V2,1(x) = x
2 ± 1 , (III.12)
µ(x) = e−x
2
, (III.13)
V1γ(x) = x
2 − 1 + 4xe
−x2
γ +
√
pi
2 erf(x)
+
2e−2x
2(
γ +
√
pi
2 erf(x)
)2 , (III.14)
Ψ0γ(x) =
e−
x2
2
γ +
√
pi
2 erf(x)
, (III.15)
where erf is the error function, erf(x) = 2√
pi
∫ x
0
e−t
2
dt.
Plots for this subcase are presented in Fig. (2). The critical parameter is that obtained by Mielnik [7]
|γs| =
∫ ∞
0
e−x
′2
dx′ =
√
π
2
≈ 0.886227. (III.16)
The latter condition for regularity can be obtained graphically from the second plot in Fig. (2). However,
if normalized zero modes are required the valid range is γ ∈ (−∞,−1) ∪ (0.886227,∞).
2. F (x) = sinx; f(x) = x2.
7For this periodic Riccati case the main quantities are the following:
V2,1(x) = sin
2(x2)± 2x cos(x2) , (III.17)
µ(x) = e
−
√
2piS
(√
2
pi
x
)
, (III.18)
V1γ(x) = sin
2(x2)− 2x cos(x2) + 4e
−√2piS
(√
2
pi
x
)
sin(x2)
γ +
∫ x
0
e
−
√
2piS
(√
2
pi
x′
)
dx′
+
2e
−2√2piS
(√
2
pi
x
)
(
γ +
∫ x
0
e
−√2piS
(√
2
pi
x′
)
dx′
)2 , (III.19)
Ψ0γ(x) =
e
−
√
pi
2 S
(√
2
pi
x
)
γ +
∫ x
0
e
−√2piS
(√
2
pi
x′
)
dx′
. (III.20)
In these equations, the S function is the Fresnel sine integral S(x) =
∫ x
0
sin pix
′2
2 dx
′. The plots corresponding
to this periodic case are displayed in Fig. (3). Due to the oscillatory properties of the Fresnel integral, for
x ≤ 0→ S(x) ≤ 0 ∫ ∞
0
e
−
√
2piS
(√
2
pi
x′
)
dx′ =
∫ ∞
0
e−2S(x
′)dx′ (III.21)
is divergent since e−2S(x) ≥ 1. On the other hand, when x > 0, S(x) has an upper bound M , such that for
0 ≤ S(x) ≤M < 1, then 0 < L = e−2M ≤ e−2S(x) < 1, so ∫∞0 e−2S(x′)dx′ is still divergent. Here, L ≈ 0.167016.
3. F (x) = x2 − 1; f(x) = x− 1.
This is a case in which the supersymmetric partner potentials are quartic anharmonic potentials and the one-
parameter family of isospectral potentials are asymmetric double well potentials. The basic quantities for this
case are the following:
V2,1(x) = x
4 − 4x3 + 4x2 ± 2x∓ 2 = [x(x − 2)]2 ± 2x∓ 2 , (III.22)
µ(x) = e−
2
3x
2(x−3) , (III.23)
V1γ(x) = [x(x − 2)]2 − 2x+ 2 + 4e
− 23x2(x−3)(x2 − 2x)
γ +
∫ x
0 e
− 23x′2(x′−3)dx′
+
2e−
4
3x
2(x−3)(
γ +
∫ x
0 e
− 23x′2(x′−3)dx′
)2 , (III.24)
Ψ0γ(x) =
e−
x2
3 (x−3)
γ +
∫ x
0
e−
2
3x
′2(x′−3)dx′
. (III.25)
Plots of all these functions confirming the theoretical construction are presented in Fig. (4). The value of γs is
given by
γs = −π
3
2
2
3 e
4
3Bi(2
2
3 )− 2F2
(1
2
, 1;
2
3
,
4
3
;
8
3
)
≈ −19.3694 , (III.26)
where Bi(x) is the Airy function of the second kind and 2F2 is a hypergeometric series with the first two
Pochhammer symbols in the numerator and the last two in the denominator.
4. F (x) = c.
This is the simplest possible case and corresponds to the constant potential. We have included it here because
we want to draw attention on some interesting similarities with the case 1(a), see below. The main quantities
are the following:
V2,1(x) = c
2 , (III.27)
µ(x) = e−2cx , (III.28)
V1γ(x) = c
2 +
4c
γe2cx − 12c
+
2
(γe2cx − 12c)2
, (III.29)
Ψ0γ(x) =
e−cx
γ − 12ce−2cx
. (III.30)
8The plots of these functions for c = 1 are displayed in Fig. (5). The critical γs is
γs = − 1
2c
. (III.31)
For strictly positive c, one should have γ < − 12c to avoid singularities, which again can be easily seen graphically.
If c = 0, we have the trivial case given by V2,1(x) = 0, µ(x) = 1, V1γ(x) = 0,Ψ0γ(x) = 0.
IV. DISCUSSION AND POSSIBLE APPLICATIONS
The plots of this work allow us to shed light on a number of important features which went unnoticed in any of
the previous works dealing with the one-parameter families of isospectral potentials. The first important aspect is
that the shape of the integrating factor µ(x) is very important for the departure of the ground state solutions from
the typical one corresponding to the particular Riccati solution. In addition, the plot of the integral of µ(x) up
to an arbitrary taken x, which we denoted by γ(x), is important for separating the regular and singular regions of
parametric potentials and zero modes as well. Graphically, if we start from any point on the plot of γ(x) and draw
a horizontal line then the value of the intersection of that line with the ordinate axis will provide the value of the
γ parameter at which a singularity will occur. Thus, it is only when γ(x) presents horizontal asymptotes that there
is a possibility for a regular region of the parametric potentials and zero modes. For example, in the first case of
asymmetric quadratic potentials, γ(x) has an asymptote parallel to the positive half-line. That means that γ(x) is
practically constant for any x ≥ 1. Horizontal asymptotes are important because one can take the values of γ(±∞) as
x-independent quantities corresponding to γs in equation (II.18). In the subcase of the harmonic oscillator, γ(x) has
two horizontal asymptotes along the two semi-axes and they are the borders for the singular region between them.
For the plot of γ(x) in the Fresnel-like case, no asymptotes show up and therefore we get only singular potentials
and zero modes. For example, one can see on the plot of γ(x) for this case that γ(5) ≈ −2. Thus, for γ = −2,
the singularity occurs at x ∼ 5 and for bigger negative γ’s the singularities are displaced further to bigger values
of x. Another interesting feature is that the last case of constant potential has an integrating factor very similar
to the first case of asymmetric quadratic oscillator (and similar γ(x) thereof) and one can furthermore think of the
constant potential as a degenerate asymmetric parabolic case of such a type with the parabolic wings flatten down
to horizontal asymptotes. On the other hand, one cannot take the constant potential as a degenerate case of the
symmetric parabolic case from the viewpoint of the present parametric isospectral construction because the shape of
the integrating factor is of the switching type in the latter case being closer to the Fresnel-like case if one ignores the
periodic wiggles.
We also notice that the positions of the maxima of the normalized squared eigenfunctions Ψ
2
0γ can be found from
the condition Φg = 0, i.e., from
− F (x) = µ(x)
γ∗ +
∫ x
0
µ(x′)dx′
, (IV.1)
and solving for γ∗ forces us to consider it as a function of x
γ∗(x) = −µ(x) + F (x)
∫ x
0
µ(x′)dx′
F (x)
(IV.2)
because the rhs of (IV.2) is a function of x. Then the abscissas of the intersections of the horizontal lines γ = const
with γ∗(x) provide the positions of the peaks of Ψ
2
0γ . This is shown in Fig. (6) for all the cases discussed in the paper.
In the third case, which introduces a one-parameter quartic double well potential of asymmetric type, we notice
the very interesting fact that the parameter γ acts as a control parameter for the height of the probability density
in the two wells of the parametric potential. Indeed, one can have a higher height of the probability density of the
particle in the shallower well for the range of γ ∈ (γs, γc], where γc is the value of γ for which the heights of the peaks
of Ψ
2
0γ in the two wells are equal. In our case, this happens for γ ∈ (−19.3694,−28.33]. This means that the particle
localization can be manipulated through the parameter of the potential and can be even stronger in the smaller well
than in the deeper one. This can lead to real applications once the physical and/or technological significance of the
parameter γ is clearly established. At the present time, there are hints that γ may be related to the introduction of
finite interval boundaries which lead to the modulation of the wavefunctions of the confined quantum system [15].
All the supersymmetric one-parameter isospectral potentials discussed in this paper have the same spectrum as the
corresponding partner potentials V1, which are given by x
2+1− x√
x2+1
, x2−1, sin2 x2−2x cosx2, [x(x−2)]2−2x+2,
9and c2, respectively. Unfortunately, for the reader interested in the spectral problem, we have to say that this is not
an easy task except for the harmonic oscillator and the constant potentials (the second and the last cases in the list).
The first potential is ‘harmonic-oscillator’-like with an additional non-harmonic contribution of the form − x√
x2+1
.
Because of the latter term, the most direct way to find the spectrum is by numerical methods. The Fresnel-like case
looks as a sort of pseudo-periodic eigenvalue problems, which is hard to believe that can be analytical because even
for pure periodic eigenvalue problems the Hill discriminant method is actually a numerical method [16]. For the case
of the quartic anharmonic potential only numerical methods are available. The last case of constant potential has
a continuous spectrum and no discrete spectrum at all. However, from the continuous spectrum we used the zero
mode solution corresponding to the integrating factor, which for the one-parameter isospectral potential turns into
a normalized ground-state. If one uses other eigenstates from the continuous spectrum then what one can get are
bound states in the continuum (also known as BICs) [17]. Strictly speaking, the supersymmetric constructions based
on the excited states lead only to singular potentials and wavefunctions because of the nodes of the wavefunctions.
In recent years, however there have been found modified procedures based on excited states in which the singularities
can be avoided [18–20].
In conclusion, we presented here a detailed discussion of a function composition generalization of the well-known
Mielnik construction of the one-parameter class of isospectral potentials based on zero mode solutions. Several
interesting examples have been given to illustrate the procedure and the Mielnik parametric harmonic oscillator was
included as a particular case. The applications could be similar to those already discussed in the literature for such
types of potentials obtained from the non-composite functional form, i.e., to bound states in the continuum in quantum
physics [17, 21], in photonic crystals [22] and graded-index waveguides [23], as well as to generate soliton profiles [24].
We also recall here the biological applications of the harmonic oscillator isospectral potential to the simulation of
the H-bond in DNA, [25], and the applications to Peyrard’s microscopic model of nonlinear DNA dynamics [26] and
travelling double-wells potentials in microtubules [27]. Besides, very recently, the supersymmetric one-parameter
isospectral potentials have been used with very interesting goals in two important areas:
(i) In the context of optical solitons of the one-dimensional nonlinear Schro¨dinger equation, Yang [28] used
one-parameter isospectral potentials with complex parameter γ to study under what conditions soliton families
parametrized by their propagation constants can bifurcate out from the linear guided modes which correspond to
the discrete real eigenvalues of the corresponding linear Schro¨dinger spectral problem. In particular, he used the
parametric harmonic oscillator zero mode (III.15) to show that only when γ is real or purely imaginary, which means
parity-time (PT ) symmetric potentials, the bifurcation of solitons occurs.
(ii) Curtright and Zachos [29] used the one-parameter isospectral construction in the momentum space for a case
involving multi-valued (branched) Hamiltonians based on the Riccati particular solution F (p) =
√
p, which in the
position representation may be considered as a subcase of our first example. Any isospectral Hamiltonian from the
one-parameter family can be in this case the other branched Hamiltonian which although exists in the same Hilbert
space as the non-parametric Hamiltonian connects with it only at p = ∞. This looks a very exotic application, but
according to Shapere and Wilczek [30–32] ‘many-worlds’ systems with branched Hamiltonians are encountered in a
broad class of theoretical models and an experimental setup with an ion ring in a cylindrical trap has been already
proposed [33]. We have here another possible application of the function composition formulation of the Riccati
solutions in the sense that it can help in classifying the various types of supersymmetric branched Hamiltonians.
Appendix. The normalization constant of the parametric zero modes
Except for the Fresnel oscillatory case, all the other parametric families of potentials presented in this work support
bound (localized) zero modes for which not only the regularity of the potentials is important but also to endow them
with the normalization constant. For completeness, we present this issue in this Appendix.
We can always write a one-parameter zero mode, say u, in the form
u(x) =
u0(x)
γ +
∫ x
l
u20(x
′)dx′
, (IV.3)
where l, the lower limit of the integral, is naught for half-line problems and −∞ for full-line problems, while u0, the
original zero mode of the nonparametric potential, is assumed normalized, i.e.,
∫∞
l
u20(x)dx = 1. To get u normalized,
we need to write the normalization condition∫ ∞
l
N2
u20dx
(γ +
∫ x
l
u20(x
′)dx′)2
= 1 (IV.4)
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and introduce further the change of variable X(x) =
∫ x
l
u20(x
′)dx′ which turns (IV.4) into the form
∫ 1
0
N2
dx
(γ + x)2
= 1 . (IV.5)
The final result is N =
√
γ(γ + 1). Thus, γ should not be in the interval [−1, 0] in quantum mechanical applications.
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FIG. 1: (color online). Case 1, subcase (a): asymmetric quadratic partner potentials, V1 (blue) and V2 (red); integrating factor
e
−x
√
x2+1
x+
√
x2+1
(blue) and γ(x;−1) (red); one-parameter potentials, V1γ , and normalized squared zero modes, Ψ20γ , for γ = −5,−4,−3
and −2; singular potentials and zero modes for γ = ±0.3, red and blue, respectively.
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