INTRODUCTION
provides evidence for dual-process cognition through review and analysis of five (heuristics and biases, dual-process theory, fuzzy-trace theory, naturalistic decision making, automatic processes) human decision making literature. Previous researchers have used dual-process theories to explicate the human cognitive system. The theories supported by much evidence in cognitive science (Evans & Stanovich, 2013) , have been the focus of contemporary research (Patterson, 2017; Evans & Stanovich, 2013; Kahneman, 2011; Hammond, 2007; Epstein, 2008) , and have had various labels attached to each of one of them. Labels include analysis and intuition (Hammond, 1996) , experiential system and rational system (Epstein, 2008) , and system 1 and system 2 (Kahneman, 2011) . According to (Evans, 2012) , the dualsystem theories are basically the same. Evans and Stanovich (2013) refer to these as Type 1 and Type 2. Type 1 processing is autonomous and does not require working memory. On the other hand, Type 2 processing supports hypothetical thinking and requires working memory. Type 1 processing is typically relatively fast, nonconscious, associative, and is independent of cognitive ability. In contrast, type 2 processing is typically slow, conscious, rule-based, and correlated with cognitive ability.
Analysis cognition "...signifies a step-by-step, conscious, logical defensible process…" (Hammond, 1996, pp. 60) , that is slow in data processing, high in cognitive control, has a task-specific organizing principle, and has high confidence in the data processing method but low confidence in answer (Hammond, Hamm, Grassia & Pearson, 1987) . Intuition cognition, on the other hand, is characterized by low cognitive control, rapid rate of data processing, low conscious awareness, weighted average organization principle, high confidence in answer but low confidence in method (Hammond et al., 1987) . Hammond et al (1987) present task properties that differentially induce intuition and analysis. The properties include number of cues, measurement of cues, distribution of cues, redundancy of cues, decomposition of task, degree of certainty of task, relation between cues and criterion, weighting of cues in environmental model, availability of organizing principle, display of cues, and time period.
Traditional behavioral and subjective methods employed by system designers to evaluate human-automation interactions may be inadequate (Frey, Mühl, Lotte, & Hachet, 2013) . Physiological signals are attractive because they are continuously available and their collection does not interfere with human operators' job performance (Wilson & Russell, 2003) . Physiological measures include electroencephalography (EEG), heart rate, eye movements, pupil size, and electrodermal measures. The physiological information, along with behavioral and subjective assessments, can then be used to determine whether the modified system produces same human responses as compared to a baseline system (Kramer & Weber, 2000) . Physiological measures can be used to determine whether a particular display or control device produces a general difference in brain function. Consequently, it should be possible to observe changes in a HO's brain signals in order to examine his or her cognitive processes in response to intuition-and analysis-inducing tasks. Hogervorst, Brouwer & van Erp (2014) combined and compared EEG, peripheral physiology and eye-related measures for the assessment of mental workload. They found that EEG performed best, and that combining different sensors did not significantly improve workload assessment. EEG is well suited for human factors (Gevins & Smith, 2006) . EEG is a psychophysiological technique for studying brain activation. EEG signals represent summed postsynaptic potentials of neurons firing a rate of milliseconds. Graphically, an EEG is a graph of the time varying voltage difference between an active electrode attached to the scalp and a reference electrode (Gevins & Smith, 2006) . The frequency bands in an EEG signal are delta (less than 4Hz), theta (4-8Hz), alpha (8 -12Hz), beta (12-30Hz), and gamma (30 -80Hz). These bands are able to provide insight into a person's cognitive states such as workload. Smith, Gevins, Brown, Karnik and Du (2001) found that frontal midline theta activity increased and alpha band activity decreased with increased task difficulty. The task load index (TLI) as the ratio of theta activity at frontal midline sites to alpha at parietal sites (Gevins & Smith, 2003) .The TLI measures mental effort and cognitive load (Kamzanova, Kustubayeva & Matthews, 2014) . Previous researchers have employed the TLI to evaluate workload. For example, Ewing, Fairclough and Gilleade (2016) developed an adaptive game system that utilized real-time EEG to maximize player engagement in accordance with the level of game demand. In the first of two studies, they demonstrated the sensitivity of frontal theta and parietal alpha power to changing game demand levels. Hsu, Wang, Chen, and Chen (2015) found the TLI as one of the most effective physiological indices that accurately monitor mental workload. They also found that the TLI highly correlated with subjective measures across different mental workload levels.
Aim of Study
The brain's neural responses to specific cognitive events should afford us the opportunity to study the neural correlates of intuition and analysis cognition. The aim of this study is to use the TLI, given by the ratio of frontal midline theta to parietal alpha, to provide insight into the cognitive load imposed on participants performing intuition-inducing and analysis-inducing tasks.
We hypothesize that the mental effort required for analysis-inducing tasks would be different from that required for intuition-inducing tasks. We employ behavioral measures (reactive time and percent correct), and a subjective measure (NASA-Task Load Index) to validate the objective measure (TLI).
METHOD Participants
Ten right-handed participants (graduate and undergraduate students) from a south eastern university in the US participated in the study. Participants (five males, and five females) were aged between 20 and 35. Each participant read and signed the informed consent form. All participants had no history of neuropsychiatric disorders, and were not taking psychoactive medications. We excluded data from four participants from the analyses because of excessive eye or muscle artifacts. We used data from the remaining six participants, five males and one female (aged 20-35 years, mean age of 22.9 and standard deviation of 4.9), for all analyses.
Apparatus
Participants were fitted with g.GAMMAcap (g.tec, Austria) which uses the International 10-20 system for EEG electrode placement locations on the scalp. Twenty active AgCl electrodes were used: Fp1, Fp2, F7, F3, Fz, F4, F8, T7, C3, Cz, C4, T8, P7, P3, Pz, P4, P8, O1, Oz, O2 (Fig. 1) . The electrodes were connected and amplified with a g.HIamp (g.tec, Austria) amplifier. We programmed and presented the stimuli using Presentation software suite (Neurobehavioral Systems). We visually inspected and recorded EEG signals with g.Recorder (g.tec, Austria). We used a computer version of NASA Task Load Index (Hart & Staveland, 1988) in this study. The NASA TLX is considered one of the most effective measures of perceived mental workload (Wickens, Hollands, Banbury, & Parasuraman, 2015) . It provides a measure of overall workload on a scale of 0 to 100 and identifies the relative contributions of six sources of workload. Three of these (mental, physical, and temporal demand) reflect the demand that a task places on a HO. Three others (performance, effort, and frustration) characterize the interactions between observers and the task confronting them. In the present study, we determined workload scores on each of the six subscales using the unweighted scoring procedure recommended by (Nygren, 1991) . We performed all EEG preprocessing, and EEG data analyses offline with MATLAB (The MathWorks, 2016), EEGLAB (Delorme & Makeig, 2004) , and custom software. We conducted all statistical analyses with SPSS version 24.
Stimuli
We conducted the experiment to measure brain signals while participants performed various cognitive tasks. We designed two task conditions and a baseline. Baseline. In this baseline task, we instructed participants to relax and fixate on a blank screen for 60 s. Intuition-Inducing Task. Stimulus was composed of two objects: a fixation on the left and a flashing image of a human face on the right. We took the faces from the FACE database established by Ebner, and Lindenberger (2010) . We instructed participants to press the left mouse button if they thought the face on the right was a happy face, and the right mouse button if they thought the face on the right was the face of someone who was afraid. They were instructed to make their judgment quickly and most importantly, to follow their first feeling, thus deciding 'based on their gut.' We presented each stimulus for 60s followed by a variable (2 ~4 s) inter-stimulus interval (ISI) during which we replaced the stimulus with a fixation cross. Analysis-Inducing Task. Stimulus was composed of two objects: a multiplication of a double digit number by a single digit number on the right and a different multiplication of a double digit number by a single digit number on the left. We instructed participants to press the left mouse button if they thought the multiplication on the left was larger, and the right mouse button if they thought the multiplication on the right was larger. We informed them that that they had enough time to make their decisions. We presented each stimulus for 60 s followed by a variable (2~4 s) inter-stimulus interval (ISI) during which we replaced the stimulus with a fixation cross.
Experimental Design
We employed a within-subjects design in the present study. The independent variable was task type (analysisinducing and intuition -inducing). The dependent variables were EEG recorded as participants perform cognitive tasks, subjective NASA TLX rating administered after each task, mean reaction time, and mean percent correct. From the recorded EEG, we obtained the TLIs for each task type.
Procedure
We asked participants to first sign an informed consent and then fill out a demographic questionnaire. Next, we fitted them with the g.GAMMAcap. Before recording the EEG, we checked electrode impedance and calibrated it to be less than 5kΩ. The right ear lobe was used as the reference. The experiment consisted of three conditions: (1) baseline (eye-opened resting condition), (2) analysis-inducing task, and (3) intuition-inducing task. There were 2 sessions: each session consisted of 1 block of 30 trials for the analysis-inducing condition, 1 block of 30 trials for intuition-inducing condition, and 1 baseline task.
We presented the visual stimuli on a 24"LED monitor (with a resolution 1920 x 1080) that was positioned at the same height as the participant's eyes. To avoid order effects, we presented the block of trials and the trials in a block in pseudorandom order. We used short blocks of trials in order to encourage participants to remain engaged in the task throughout the experiment. Each intuition-inducing trial had maximum duration of 60s. The trial ended when participants clicked the mouse button before or at the stipulated duration of 60s. A cross fixation of variable duration (2~4s) was presented between trials (see Figure 2) . Each analysis-inducing trial had maximum duration of 60s. The trial ended when participants clicked the mouse button before or at the stipulated duration of 60s. A cross fixation of variable duration (2~4s) was presented between trials (see Figure 4) . There were 2 minutes breaks between blocks, and 5 minutes break between sessions. Response time (RT) and number of hits were recorded for the analysis-inducing and intuition-inducing conditions. We administered the NASA TLX questionnaire after each block of trials. Finally, we debriefed and thanked participants.
EEG Recording and Preprocessing
We recorded raw EEG signals at a sampling rate of 256 Hz using a Butterworth filter (0.01Hz high pass -100Hz low pass). We applied a notch filter with 60 Hz cutoff frequency to remove line noise. To remove linear trends, we high-pass filtered the data with basic Finite Impulse Response (FIR) filter that had a 1 Hz as the lower edge frequency. We re-referenced the recorded EEG data to average. In the present study, we time locked the EEG epochs to stimulus presentation. We extracted the data epochs time locked to events of interest. Epochs started at 1s before stimulus onset and ended at 2s (see Figure 4) . We rejected data with amplitudes outside of the range of −50 µV to +50 µV. The rejection rate was around 5 -10%. We used the SASICA software (Chaumon, Bishop, & Busch, 2015) to reject artifact independent components (ICs) before EEG data analysis.
Wavelet Analysis
We used the CWT to extract features from the recorded EEG signals. The CWT is expressed as where , and is the set of real numbers. a is the scale parameter, b is the location parameter, is the wavelet function also known as the 'mother wavelet'. The superscript '*' denotes the complex conjugate of the function, and is used to normalize the energy such that it stays as the same level for different values of a and b (Ghorbanian, Devilbiss, Simon, Bernstein, Hess, & Ashrafiuon, 2012) . Wavelet analysis overcomes the limitations of the fast Fourier Transform (FFT) by breaking up of the EEG signal into shifted and scaled versions of the original (or mother) wavelet. The choice of the mother wavelet depends on what kind of features need to be extracted from the signal, and is extremely important in CWT. By this choice, the time and frequency resolution of the result can be influenced. Wavelets that are well localized in the frequency domain, like the Morlet wavelet, are used for detection of salient oscillations (Senkowski & Herrmann, 2002) . In the present study, we used the Morlet wavelet. We calculated the coefficients of CWT and computed the geometric mean energy of the wavelet coefficients of each scale. The mean value of geometric means at each scale gives their corresponding absolute energy, . For an EEG signal, the total energy across all five bands is given by Relative wavelet energy is defined as (Rosso et al., 2001) For each participant, we computed the relative energy features of all the channels' data. Next, for each participant under each cognitive task, for each trial, we computed two relative wavelet energy features ( ). Then, we averaged frontal theta relative energy features per task. Also, we averaged parietal alpha relative energy features per task. Finally, for each participant and for each task we computed the TLI given by 
RESULTS

Subjective Workload Assessment
Behavioral Measures: Percent Correct and RT
The effect of task type on percent correct is shown in Figure 6 . A Wilcoxon signed-rank test indicated a lower percent correct for analysis-inducing tasks (M = 91.61, SD = 3.07) than (M = 98.60, SD = 1.04) and intuition-inducing tasks, Z =-2.101, p=0.022. 
EEG Task Load Index
In Figure 8 we show the effect of task type on TLI. A Wilcoxon signed-rank test indicated a higher TLI for analysisinducing tasks (M = 5.22, SD = 1.73) than (M = 3.81, SD = 1.61) and intuition-inducing tasks, Z =-2.209, p=0.025. 
Correlational Analysis
We conducted a Pearson correlation analysis to identify the relationship between NASA TLX and EEG TLI. There was a positive correlation between the NASA-TLX and TLI, r = 0.194, p = 0.04.
DISCUSSION
The purpose of this study was to determine whether the TLI, given by the ratio of the mean frontal midline theta power to the mean parietal alpha power, derived from each participant would succeed in distinguishing between intuitioninducing and analysis-inducing tasks. We hypothesized that mental effort required for analysis-inducing tasks would be different from that required for intuition-inducing tasks. The results we obtained from the statistical analysis were consistent with our hypothesis.
Intuition and analysis are both quantitatively and qualitatively different cognitive processes. Intuition is characterized by low cognitive effort while analysis is characterized by high cognitive effort. As in prior studies (Smith et al, 2001) , mean TLI across participants appeared to be influenced by changes in cognitive load. Results of the subjective workload, assessed with the NASA-TLX, validated subjective TLI measures. Figure 8 shows that both intuition-inducing, and analysis-inducing tasks generated TLI greater than baseline. Although our sample size was small, we were able to obtain a significant positive correlation (r = 0.194) between NASA-TLX and TLI.
