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Universal behavior in finite 2D kinetic ferromagnets
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We study the time evolution of the two-dimensional kinetic Ising model in finite systems with
a non-conserved order parameter, considering nearest-neighbour interactions on the square lattice
with periodic and open boundary conditions. Universal data collapse in spin product correlation
functions is observed which, when expressed in rescaled units, is valid across the entire time evo-
lution of the system at all length scales, not just within the time regime usually considered in the
dynamical scaling hypothesis. Consequently, beyond rapidly decaying finite size effects, the evolu-
tion of correlations in small finite systems parallels arbitrarily larger cases, even at large fractions
of the size of these finite systems.
PACS numbers: 64.60.De;64.75.Gh;05.50.+q
I. INTRODUCTION
Coarsening and phase separation in cooling systems
have been studied extensively and are generally under-
stood in terms of curvature driven evolution at domain
interfaces [1–3]. The two–dimensional kinetic Ising model
is one such system. When quenched suddenly to below
its critical temperature, an elegant and beautiful phase
separation process ensues: magnetic domains nucleate
and coarsen until a spanning domain structure forms (see
Fig. 1). Coarsening features found in the Ising model
have been observed in systems as diverse as binary Bose
gases [4–9], bacteria colony models [10] and optical para-
metric oscillator systems [11].
The final state of quenching the nearest-neighbor Ising
model to zero-temperature depends on the spatial dimen-
sionality of the system. In one–dimension the ground
state is always reached [12], while in three–dimensions
the final states are a host of topologically complex con-
figurations that are forever trapped at constant energy in
a local minima [13–15]. In two–dimensions, one finds not
only the ground state, but also “frozen” on-axis stripe
states, or long–lived off-axis stripe evolutions [15–18].
For nearest-neighbor interactions, the on-axis stripes are
infinitely long–lived and the off–axis stripes eventually
decay to homogeneity on a timescale of O(L3.5) [16].
In two-dimensions, the probability of observing each
topologically distinct behaviour (Fig. 1) appears exactly
equal to the equivalent spanning probability in contin-
uum percolation [17, 18], and has been further exam-
ined on various lattice geometries [19, 20]. The abil-
ity to identify the “fate” of a quench early in its evolu-
tion is rooted in the connection to percolation, and gives
an understanding of how the final state is reached [16–
18]. Metastability has been further explored in two–
dimensions [21–23]. The scaling behavior of the “fate
sealing” time has also been studied [24] and the connec-
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tion with percolation investigated with dynamics other
than those of Glauber [25].
The coarsening dynamics exhibited in the kinetic Ising
model is generally well understood through the phe-
nomenology of the dynamical scaling hypothesis. This
states that the time evolution of the system is governed
by a single relevant process, the growth of a character-
istic length scale [26], generally taken to be the typical
domain size. The dynamical scaling hypothesis is usu-
ally concerned with the infinite lattice case, thus (in its
simplest form) only applies in finite systems when the
typical domain size is much less than the system length.
(a)
(b)
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(c)
FIG. 1. Snapshots of zero–temperature coarsening from ran-
dom initial conditions on square lattices of L = 210 for realiza-
tions leading to (a) stable, (b) metastable and (c) long–lived
diagonal stripe configurations. The latter snapshots in (a)
and (b) are the final states, reached at TF ≈ 0.3 and TF = 0.8
respectively. The latter in (c) was halted early at TF = 10.0.
Times are in arbitrary units.
Despite its success, there are few systems where the va-
lidity of this hypothesis has been analytically proven [27].
Interestingly, it has been shown that in the early time
regime of the Ising evolution there is another growing
2length scale, signifying the approach to critical percola-
tion [19, 24, 28]. Scaling laws associated with different
time correlation functions in two and three spatial di-
mensions have recently been explored [29].
In this work we examine the phase ordering kinetics
of the non-conserved two-dimensional Ising ferromagnet
that is quenched to zero-temperature from random ini-
tial conditions. We introduce the model and simulation
method in Sec. II. In Sec. III we present the distribu-
tion of times taken to reach a final state, as well as the
time evolution of the energy for each of the topologically
distinct behaviors studied. Finally, we show our main
result, the data collapse in two-point same-time correla-
tion functions (also in Sec. III). This applies throughout
the entire evolution of the system and not just within the
usual dynamical scaling regime.
II. MODEL AND METHODS
The cooperative nature of ferromagnets is such that
their kinetic evolution can be captured with short range
interactions [18]. We accordingly consider nearest-
neighbor interactions on square lattices of length L.
Spins are denoted by Si = ±1 and can be viewed as
a binary mixture of phases with a non-conserved order
parameter (or a non-conserved scalar field). The total
energy of the system is given by the Hamiltonian
H = −J
∑
ij
SiSj , (1)
where J > 0 is a ferromagnetic coupling constant and j
indexes the nearest neighbors of each spin Si.
In accordance with zero-temperature Glauber dynam-
ics, single spin flip events that would decrease or con-
serve the system’s energy assigned kinetic rates of 1 or
0.5 respectively [30]. Events that would incur an energy
cost are forbidden. We sample events using the n–fold
method [31, 32] and advance the time for each flip by
(
∑
Rk)
−1, where Rk is the kinetic rate associated with
each of the k possible events. This is the mean of the
n-fold time update [31, 32].
For simplicity we present data for periodic bound-
ary conditions with the mean n-fold time update only.
But we also find qualitatively similar behavior for open
boundaries and alternative time updates of either n-fold
itself or advancing time by the inverse of the number of
active sites before each flip.
We obtain converged expectations from ensembles of
104 quench trajectories on systems of lengths L = 2n for
5 ≤ n ≤ 10. In order to mimic infinite temperature initial
conditions, we initialize each quench by randomly order-
ing microstates of zero net magnetization. The quenches
are categorized by the topologically distinct nature of
their behaviours as cases reaching the ground state, on–
axis stripes or off–axis winding configurations.
We identify the long–lived configurations by searching
for off–axis winding domains at time t ≈ 0.4L2, as by
this time they are fully formed and easy to identify (see
Fig.1).
From each realization we extract two-point same-time
correlation functions from spins separated by on–axis dis-
tances r = |~ri + ~rj |, and obtain expectations of the form
C(r, t) = 〈Si(~ri)Sj(~ri + ~rj)〉 , (2)
where the averaging is over each spin in the system, the
four π/2 rotations of ~ri + ~rj and across the ensemble of
simulations. Due to the irregular time step and duration
of each quench, we normalize the time for each realiza-
tion to reach its final state and linearly interpolate the
correlations [33] to provide a regular time scale for av-
eraging. Realizations that evolve through the off–axis
winding configurations are halted early at t = 2L2 due
to their long–lived nature. Correlations are sampled for
all n such that 1 ≤ r ≤ L/2 with r = 2n. We specify time
values at which to pause each simulation and sample the
correlations and other observables.
III. RESULTS
A. Quench time distribution
There are two timescales associated with the zero–
temperature coarsening of the kinetic Ising model with
periodic boundary conditions. The first is conventional
O(L2) coarsening, and is associated with realizations that
reach either a ground or on–axis stripe state [16]. The
second is O(L3.5), and is associated with the slow decay
of the off–axis stripe configurations [16].
We define the quench time of the system Tq as the
time taken for a given realization to reach its final state.
If one considers the distribution of this quantity, denoted
as P (t), on a substantial enough system size, distinct
features associated with each of the topological behaviors
studied are apparent (see Fig.2 (a)).
The times associated with realizations that reach ei-
ther a ground or on-axis stripe state are easily visible
in Fig. 2 (a). The left and right hand peaks are associ-
ated with cases that reach the ground or on-axis stripe
states respectively. However, the times associated with
the slow decay of the off-axis stripes are in the tail of the
distribution, which is small in magnitude and difficult to
resolve on a linear scale. In order to better illustrate the
long–lived nature of these configurations, we consider the
survival probability (see Refs. [16, 18]), defined as
SP (t) = 1−
∫ t
0
P (t)dt. (3)
The survival probability (shown in Fig. 2 (b)) is therefore
the probability that the system has yet to reach a final
state by time t. The long tail of SP (t ≥ L
2) ≈ 0.04 corre-
sponds to the longer timescale associated with the off-axis
winding configurations. At short times (t / 0.6L2) the
features of Fig. 2 (a) are also visible.
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FIG. 2. (Color online) (a) quench time distribution P (t) and
(b) the survival probability SP (t). The data is based on 104
realizations on a system of L = 256, and the maximum ob-
served time was ≈ 180L2.
B. Energy progression
The energy progression for each of the three behaviors
is given by Fig. 3. As one should expect, the energy de-
cays as a power law until the system is close to reaching
its final state, where it rapidly drops to its final value. In
the case of the stripe behaviors, the energy progressions
exhibit a power law decay before plateauing, signifying
maturation of the stripes. At this time the domain in-
terfaces have essentially no curvature as the system is
either in a metastable final state or a long–lived off-axis
configuration, therefore the energy remains constant.
The energy of any inhomogeneous configuration is con-
trolled by the total length of the interface between the
domains, therefore a “perfect” off–axis stripe phase that
has an interface rotated ± π/2 relative to the lattice axes
is exactly equivalent in energy to an on–axis stripe. One
should therefore find identical final expectation values of
the energy in Fig. 3 (b) & (c), which is not the case.
This can be explained by considering energy contribu-
tions from “imperfect” (curved) interfaces during evolu-
tion as well as the presence of rare off–axis configura-
tions with greater winding numbers. These are off–axis
by > | ± π/2|, and therefore greater in interfacial length
and subsequently energy. The presence of at least one
such realization in our data explains the slight energy
discrepancy in the final energy values in Fig. 3 (b) & (c).
Configurations with greater winding numbers are suffi-
ciently rare (occurance probability ≤ 0.00015) that they
play a negligible role in our presented results [18].
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FIG. 3. (Color online) time evolution of the mean energy
(normalized) for cases that evolve to (a) a ground state, (b)
an on–axis striped state and quenches that (c) evolve through
an off–axis winding configuration.
C. Correlations
The expectation value of the correlation function
(Eqn. 2) is unity (zero) for ferromagnetically ordered (dis-
ordered) configurations. At early times, short range cor-
relations are established and as the system evolves long
range correlations emerge, signifying the presence of large
domain structures.
The progression of the correlation functions for each of
the three topologically distinct behaviours we consider
are given by Fig. 4. The data is presented in normal-
ized time on a logarithmic scale, encompassing the initial
stage where percolating domains grow, through coarsen-
ing to a stable or metastable final state, or in the case
of the long–lived configurations an early termination at
time t = 2L2.
As the system transitions from disordered to homo-
geneously ordered (Fig. 4 (a)) the correlations progress
from zero to unity. For on–axis stripe realizations
(Fig. 4 (b)) the behavior of the correlation function is
similar to that of the ground state case, however the fi-
nal expectation does not reach unity as there is always a
remaining stripe of the minority phase. The final value
of the correlations in the metastable final state case de-
pends upon the distance at which they are measured and
the distribution of the stripe widths. Long range corre-
lations are more likely to involve spins on either side of
a phase boundary and therefore reduce the expectation
value.
In the case of the off–axis stripe configurations
(Fig: 4 (c)), the behavior of the correlation function dif-
fers significantly. When the off-axis winding domains
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FIG. 4. (Color online) Spin product correlation functions (black lines) versus time (semi-logarithmic scale) at equivalent
fractional distances r/L (color coded) on lattices of length L for realizations that reach (a) a ground state, (b) an on–axis stripe
state or evolve through (c) an off–axis configuration. The off–axis stripe configurations are terminated early at t = 2L2. The
shaded regions show one standard deviation of the correlation over the ensemble. In all cases the correlations show good data
collapse for all lattice sizes considered.
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FIG. 5. (Color online) Differences in equivalent correlations ∆C(r, t) from lattice sizes of L and L′ for both (a) stable and (b)
metastable final state quenches. The correlations were taken at distances of r = 2−5L. The ratio between the lattice sizes is
expressed as RL = log2(L/L
′). In each case L′ = 1024, and L varies over 25 ≤ 2n ≤ 29. For all time the maximum differences
tend towards zero with increasing system length. The solid horizontal line indicates ∆C(r, t) = 0.
have formed, spins separated by half of the system length
are anti-correlated, i.e. this distance spans across the
phase boundaries in such realizations.
Fig. 4 demonstrates that at fixed fractions of the sys-
tem size, the same evolution occurs for systems of any
size when compared in normalized time. This behavior
holds from the random initial condition across the entire
coarsening process to the final state, and is distinct for
each of the three topological behaviours.
At normalized times of around 10−3 ≤ t ≤ 10−2, the
agreement in the correlations is poorest, particularly for
the smallest system sizes considered. As time progresses
or system size increases, the correlations quickly collapse
onto universal curves characteristic of the correlation at
specified fractional distances. We investigate the dis-
agreement in correlations obtained at the same fractional
distance r/L on different systems sizes by computing
∆C(r, t) = C(r, t)− C′(r, t). (4)
C′ is the correlation obtained on a system of length
L′ = bL at a distance of br, and C is the correlation
from a system of length L taken at a distance of r. The
scale factor b is always an integer power of 2. Examples
of the difference in equivalent correlations are given by
Fig 5. As the lattice sizes increases, the mismatch in cor-
relations decays to a negligible degree. Therefore, away
from small system sizes, the behaviour of small systems
parallels that of arbitrarily larger cases.
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FIG. 6. Correlations as a function of r/
√
t for (a) stable and (b) metastable final state quenches. The data is averaged over
only the active simulations at each time. In each case one can see the typical data collapse associated with dynamical scaling,
and also the failure of this collapse when the system has left the scaling regime.
IV. DISCUSSION AND CONCLUDING
REMARKS
The dynamic scaling hypothesis asserts that the evolu-
tion of the system is governed by the growth of a charac-
teristic length R(t) ∝ t1/z (where z = 2 for the 2D Ising
model) [26, 34, 35]. In the regime where this length is
greater than the lattice spacing, but much smaller than
the system size, the two-point correlation functions col-
lapse onto a universal curve of the form [26, 34]
C(r, t) ∝ G
(
r
R(t)
)
∝ G
( r
t1/z
)
. (5)
The characteristic length associated with the coarsening
process, R(T ), is a measure of the typical domain size. In
the case of the 2D kinetic Ising model the exponent is z =
2 [26]. Spins at shorter distances rapidly correlate and
spins at distances greater than the characteristic length
are uncorrelated. This pattern extends to longer scales
as the system coarsens and domains grow.
When the system is no longer in the regime where
R(t) ≪ L, it has left the dynamical scaling regime and
the growth of R(t) is inhibited by boundary effects. Even
at times where long range correlations are low, the span-
ning domains that determine the final state of the system
have emerged, saturating the domain growth. Outwith
this regime the functional form of data collapse typi-
cally associated with the dynamical scaling hypothesis
fails (see Fig. 6). This is presumably a manifestation of
similar differences in the universality classes of the bulk
and boundary regions [36] at criticality.
At such times it is reasonable to assume that the data
collapse could be restored by considering a term to con-
trol finite size effects [28], i.e.
C(r, t) = G
(
r
R(t)
,
L
R(t)
)
. (6)
However, the correlations associated with the ground
state cases (Fig. 6 (a)) are shifted to the right, whereas
the cases involving either stable or unstable winding do-
mains (Fig. 6 (b)–(c)) are shifted to the left. This sug-
gests that any rescaling to account for finite size effects
needs to be topologically aware.
Here we argue that in finite systems at all scales and
times there is data collapse of the expectation of the cor-
relation functions. This applies for each of the topolog-
ically distinct behaviors studied and holds over the full
evolution of the system, including the classical dynamical
scaling regime.
In conclusion, we have shown that for finite square lat-
tice Ising ferromagnets evolving under Glauber dynam-
ics, there is an equivalence in how correlations evolve
at fractional distances within the system in normalized
time. Not only does this equivalence hold in the regime
where the evolution is well described by the dynamical
scaling hypothesis, but also after the system has left this
scaling regime. It would be of interest to see the explo-
ration of this behavior in other systems where the ex-
ponent z is the same as the 2D Ising model. Further-
more, there is also scope for investigation in other sys-
tems displaying curvature driven coarsening described by
different forms of this dynamical scaling law, where the
exponent z can vary from system to system, as well as
in different regimes of the phase ordering process of a
particular system [37].
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