The increasing demand for uncertainty assessment in streamflow forecasts has drawn the hydrological community's interest toward ensemble forecasting techniques. The widespread deterministic hydrological forecasting point of view focuses to a great extent on the search for a hydrological model that would come as close as possible to "perfection" (i.e. the aim is to implement a model that produces a point forecast that is as close as possible as the observed outcome). On the other hand, ensemble forecasting departs from the deterministic point of view by avoiding the assumption that the "perfect" model exists and instead focuses on issuing a type of forecast that accounts explicitly for the uncertainty inherent to the forecasting process as a whole. In this paper, one-day-ahead hydrological ensemble forecasts obtained by stacked neural networks are presented and analysed. To do so, three simple performance assessment criteria are presented. Those criteria were originally developed in the meteorological and statistical communities to accommodate the need for a quality assessment methodology that is coherent with the probabilistic nature of ensemble weather forecasts. It will be shown that, even though the ensemble forecasts suffer from underdispersion, they outperform point forecasts.
INTRODUCTION
The last few years have seen an increasing demand for ensemble and probabilistic streamflow forecasts emerging from the user community. Rather than just a point streamflow forecast, there is a need for an estimation of the forecast's uncertainty (e.g. Krzysztofowicz 2001 ). Ensemble forecasts provide this type of information and allow for the calculation of the probability of being over a certain threshold as well as the evaluation of confidence intervals to be associated with the forecast. Since 2004, the issues concerning ensemble forecasts have been the object of an international project called the Hydrological Ensemble Prediction Experiment (HEPEX) (e.g. Schaake et al. 2007) . HEPEX promotes collaboration between meteorologists, hydrologists and users of forecasts. Although this project does not exploit physics-based models, as is the case with most HEPEX applications, it concurs with the ensemble philosophy and promotes the idea that ensemble forecasting could be beneficial not only for meteorology and hydrology but also among the neural network community.
In ensemble forecasting, the focus is taken off finding the one best estimate of the streamflow (i.e. finding a "perfect" model), and drawn to finding the best possible estimate of the forecast's uncertainty. Therefore, instead of forecasting a single streamflow value for each lead time, an ensemble forecasting system produces n members' forecasts that can be used to fit a probability density function (pdf) which in turn can be used to assess confidence intervals as well as other measures of the forecasts uncertainty.
which allow the calculation of various confidence intervals for the forecasts. Eventually, the predictive distributions could also be used to evaluate probabilities of the streamflow exceeding different thresholds.
In the following section, the databases are described as well as the methodology used to obtain neural-networkbased ensemble forecasts. Then, three verification tools for ensemble forecasts are presented, namely the CRPS, the rank histogram and the confidence interval reliability diagram. The results and discussion are presented in the third section and the conclusion follows.
DATABASES AND ENSEMBLE FORECASTS Description of the databases
The databases for three watersheds of diverse hydrologic and climatologic characteristics were exploited to produce one-day-ahead ensemble forecasts. and 18 years of data are available. Figure 1 shows the annual means of the daily streamflow and precipitation for the three basins. The horizontal line represents the overall annual mean of the daily streamflow.
Those three watersheds present strong interannual variability in the annual means of streamflow and precipitation, this being especially true for the Serein and Leaf
Rivers. The data presented in Figure 1 also shows that a variation in precipitation is not always guaranteed to lead to a proportional variation in streamflow. 2.5 mm. The ratio is thus much greater for the annual mean daily streamflow than for the annual mean precipitation, so it can be concluded that a change in precipitation is reflected nonlinearly in the corresponding streamflow.
Ensemble forecasts
An ensemble forecast is a forecast for which n values of the predicted variable are emitted for the same lead time. On the other hand, what we define here as a deterministic forecast is a forecast consisting of a unique predicted value, a practice which implicitly assumes the forecasts to be error-free.
In the context of hydrological forecasting, the n ensemble members can be obtained either by giving a model n sets of equally likely initial conditions or parameter sets or by using n different models running in parallel.
Another possibility is to combine meteorological ensemble forecasts with a hydrological model. Consequently, an ensemble forecast consists of an ensemble of n possible values of the predicted variable for the same lead time.
A probability density function (pdf) can then be fitted to the ensemble members at each time step.
For each of the basins mentioned earlier, one-dayahead ensemble forecasts were produced using neural networks. Each of the three databases was first split in two parts using a Kohonen network (Kohonen 1990) . This ensures that the training dataset and the validation dataset have the same statistical properties (Klemesˇ1986). Next, a multilayer perceptron (MLP) was used as a rainfall -runoff model. This kind of network is popular in the hydrological community mainly because of its great suitability for vectorial information treatment (Rosenblatt 1958) . The networks used here consist of one input layer, a fiveneurons hidden layer and an output layer consisting of one neuron. The four inputs are the precipitation for time t, t 2 1 and t 2 2 and the streamflow for time t, while the output is the streamflow at time t þ 1. The transfer function for the five hidden neurons is the sigmoid tangent and the output transfer function is linear. The cost function is the mean squared error, used with Bayesian regulation (Foresee & Hagan 1997) . When Bayesian regulation is used, the database only needs to be split in two instead of three, like in the case with other generalisation-enhancing methods. This architecture was proven to be efficient with those databases in a previous study (Anctil & Lauzon 2004) .
Since the backpropagation optimisation method used in the training of the networks is unstable, a different parameter set will be obtained each time the optimisation process is launched. This variability can be exploited to obtain an ensemble, as illustrated in Figure 2 . In atmospheric sciences, ensembles are usually generated by a (2007)).
VERIFICATION
Once the daily streamflow observation of day t, x t , is available, we want to assess the ability of the probabilistic forecast system. This involves comparison of the observation x t with the corresponding predictive distribution, say F t .
The main difficulty is that F t is a function whereas the corresponding observation is a scalar. Therefore, one cannot use standard measures of performance such as the MAE.
Performance assessment methods developed in atmospheric sciences and in statistical decision theory can be considered to overcome this difficulty. Three of them are We adopted the perspective of Gneiting & Raftery (2007) who contended that a good probabilistic forecast must maximise the sharpness of the predictive distribution F t , subject to calibration. A probabilistic forecast is well calibrated if the forecasts and the observations are statistically compatible. For example, the 80% confidence interval calculated using the predictive distribution F t should, on average, contain the observed value in 8 cases out of 10.
Maximising the sharpness of the distribution means that its spread should be reduced to a minimum. This can be done by improving the model as well as all hydrometeorological data used in the forecasting process, so that each member of the ensemble forecast is more accurate.
In what follows, we briefly present the tools we considered to assess the one-day-ahead ensemble forecasts produced by our neural networks model.
Scores
A score is a numerical criterion which evaluates the forecast's quality, whether this forecast is deterministic or probabilistic. The scoring rule is the name given to the equation used to calculate the score. The absolute error (AE) is an example of a score that is suitable for deterministic forecasts. It is given by AE ¼ jx t 2 x t j, wherê x t is the deterministic forecast for day t and x t is the corresponding observation. In the case of ensemble or probabilistic forecasts, there are scores that are appropriate for forecasts of discrete variables and others that are appropriate for continuous variables. Those scoring rules usually require that a pdf be fitted to the ensemble forecasts.
As mentioned above, this pdf, denoted F t for the forecast of day t, is called the predictive distribution.
Each score has specific characteristics, and one may chose a score that is suited to his needs. However, one should concentrate on scores that are proper. Improper scores lead to conclusions inconsistent with common sense.
A proper score is internally consistent in the sense that the forecast distribution is given an optimal expected score when the observation is, in fact, drawn from that probability distribution (Gneiting & Raftery 2007) . This justifies the focus only on proper scoring rules.
The score used in this study is the Continuous Ranked Probability Score (CRPS) (Matheson & Winkler 1976) , which is proper. One of its interesting properties is that the CRPS reduces to the AE in the case of a deterministic forecast (Gneiting & Raftery 2007 ). Therefore, it is possible to compare the performance of probabilistic forecasts with those of deterministic forecasts. In order to make such a comparison, we considered as a deterministic forecast the mean value of each daily ensemble forecast.
Along with the ignorance score (Roulston & Smith 2002) , the CRPS is widely used in atmospheric sciences It is important to stress that the standalone score obtained by the forecast for a particular day has no meaning. The only way one can possibly assess the performance of a probabilistic forecasting system is by using statistical accumulation, meaning that the statistical correspondence between the forecasted pdf F t and the point observation x t has to be evaluated over a large number of forecast -observation pairs. Therefore, the scores have to be averaged over all forecast -observation pairs in the archive.
The continuous ranked probability score
The CRPS is suitable for probabilistic forecasts of continuous variables. It is defined as
where, as above, F t is the predictive cumulative distribution function (cdf) for day t, x is the predicted variable (here the streamflow) and x t is the corresponding observed value.
The function H{x $ x t } is the Heaviside function which equals 1 for predicted values over the observed value and 0
for predicted values lower than the observation. The value of the perfect score is 0. Therefore, one must aim to minimise the score. The CRPS is not bounded on the upper side.
The CRPS is the integral of the Brier score (Brier 1950) for an infinity of thresholds. The Brier score is BS ¼where p t (x) is the forecasted probability of occurrence of a particular event x and o t is equal to 1 if the event is observed and 0 if it is not. N represents the total number of forecastobservation pairs in the archive.
The CRPS evaluates simultaneously the calibration and the sharpness of the predictive distributions. It represents the area under a curve delimited by the squared difference between the predictive cdf and the Heaviside function, as defined previously. Therefore, if the observed value corresponds to a high forecasted probability while the probability of other events is minimal (sharp forecast), the area under this curve is minimised and so is the score. where f and F stand, respectively, for the reduced standard pdf and cdf.
As mentioned above, one should evaluate the score for many cases and then take the average, which will be denoted by CRPS. As for all statistics estimated using a sample of limited size, there is an uncertainty associated with the CRPS. Standard deviation and confidence intervals can be estimated using resampling techniques such as the jackknife and the bootstrap (Effron & Tibshirani 1998).
We used the jackknife technique. To do so, one forecast is withdraw from the archive and the mean CRPS is calculated with the remaining ones. This procedure is repeated N times, N being the total number of forecast -observation pairs in the archive. Each time, a different forecast is withdrawn from the archive, which leads to a different CRPS value. Then, the standard deviation associated with CRPS can be estimated using the following equation:
where CRPS k is the average CRPS calculated from the kth jackknife sample (the one consisting of the original series with the kth forecast -observation pair removed), N being the total number of forecasts in the archive and
The rank histogram given by
where s k is the number of elements in the kth bin of the rank histogram. D O is the ratio that would be obtained by a perfectly reliable system and is given by
Candille & Talagrand (1999) . This indicator is defined as
where x t is the observation at time t, x t and s t 2 the corresponding mean and variance of the ensemble forecasts and s N 2 stands for the variance of the observations.
The indicator y t can be used to study the bias and the dispersion of the forecasts. To do so, one must calculate the sample mean y and standard deviation s y of y t , t ¼ 1, … , N.
If the value of y is different from zero, the forecasts may be biased. Additionally, if s y is smaller (greater) than one, the forecasts may be underdispersive (overdispersive).
The confidence interval reliability diagram
The reliability diagram (e.g. Stanski et al. 1989; Wilks 1995) is a plot of the observed relative frequency of events predicted with a certain occurrence probability against this occurrence probability. The confidence interval reliability diagram is a variant of this concept which aims at assessing the quality of the confidence interval that can be calculated using the predictive distribution.
In the present study, 10 confidence intervals have been 
RESULTS AND DISCUSSION

CRPS and AE
The mean CRPS and AE values obtained for the three watersheds under investigation are shown in Table 1 . The mean AE is denoted MAE and can be compared to the mean CRPS. Here, the MAE was calculated using the daily ensemble mean as the point forecast. As mentioned before, a perfect ensemble forecast would achieve a CRPS of zero.
Therefore, it must be minimised, like the MAE.
For all three watersheds, the mean values of the CRPS are lower than the MAE, even if the standard deviation is considered. It indicates that the ensemble forecasts perform better overall than the point forecasts. However, both the CRPS and the MAE being proportional to the magnitude of the streamflow, it is not possible to compare one basin with another. All ensembles have 50 members.
All rank histograms are U-shaped, which points out a possible under-dispersion of the predictive distributions.
In the three cases, the first rank is the one with the highest relative frequency, meaning that the observation is usually lower than all the ensemble members (underestimation).
The Volpajola River is particularly under-dispersed since the relative frequencies of the first and last ranks are, respectively, 0.4 and 0.3 compared with 0.16 and 0.12 for the Leaf River or 0.19 and 0.14 for the Serein River.
In addition, there appears to be a small bias in the forecasts for the Leaf basin since the histogram is asymmetric. The ranks 40 and 41 have relative frequencies superior to the adjacent ranks. 
Confidence interval reliability diagrams
Figures 8 -10 show the confidence interval reliability diagrams obtained with the ensemble forecasts for each basin. They confirm the under-dispersion of the distributions that was pointed out by the rank histograms as well Zhou et al. 2002; Granitto et al. 2005) . In further research, attention will be focused on ensemble dispersion. Nevertheless, for all the basins, the mean CRPS is lower than the mean AE, which leads to the conclusion that ensemble streamflow forecasts, even flawed, outperform point forecasts for the three basins under study. Moreover, they provide the users and decision-makers with useful information regarding the forecast's uncertainty. 
