Regression of log serum concentrations or log urine concentrations on time elapsed after primary exposure ceases is a common method for estimating the elimination rates and corresponding half-lives for environmental contaminants. However, this method produces bias in the presence of ongoing background exposures. A general formula for the amount of bias introduced by background exposures under any single compartment pharmacokinetic model is derived here, and simpler expressions and graphical results are presented for the special case of regularly spaced biomarker measurements. The formulas are also applied to evaluate the potential bias from background exposures in recently published half-life estimates for perfluorooctanoate. These published half-lives are likely to be overestimated because of bias from background exposures, by about 1 --26%. Background exposures can contribute substantial bias to half-life estimates based on longer follow-up times, even when the background contribution constitutes a small fraction of total exposure at baseline. 
INTRODUCTION
Regression of log serum concentrations on time is a long practiced method for estimating first-order elimination rates of contaminants and drugs after exposure ceases. 1 --8 Similar methods are used for urine concentrations and other biomarkers. After exposure ceases, the first-order elimination implies the following equation:
where C t is the serum concentration at time t, C 0 is the serum concentration at baseline (time 0), and k is the elimination rate constant. Therefore, if the errors are independent, normally distributed, and homoscedastic, the slope from linear regression of log concentrations reliably estimates Àk, and the intercept estimates ln C 0 . The apparent half-life t 1/2 ¼ ln(2)/k. Adjustment for covariate effects on the serum concentrations is easily handled by adding additional terms to the model on the right hand side of Eq. (1), provided that the covariates have constant multiplicative effects on serum concentrations over time. 7 Studies of post-shift workers, 2,5 retired workers, 4 fasting subjects, 6 and subjects undergoing exposure interventions 7, 9 have used regression of log biomarker concentrations on time to estimate elimination rate constants and corresponding half-lives for environmental contaminants. However, Eq. (1) does not apply when any of the exposures are continuing, as occurs in many studies of environmental contaminants because of ongoing background exposures. With a constant background exposure that continues after some larger exposure ceases, as might be expected for retired workers, residents who leave a contaminated community, or anyone who has undergone an exposure intervention that eliminates most but not all exposure to a toxicant, the first-order elimination model implies the following:
where C N is the background contribution to the serum concentration at any point in time. 10 When C N is very small relative to C 0 , Eqs. (1) and (2) are approximately equal. Thus, small background exposures are typically ignored allowing the use of Eq. (1) to estimate the elimination rate and corresponding half-life. However, no formal guidance appears to be available regarding how small background exposures must be in order to be ignored safely. This manuscript formally investigates the magnitude of bias introduced by unaccounted background exposures, providing a simple closed-form equation that can be used in the study design and evaluation of published half-life estimates that do not account for background exposures.
METHODS
Suppose that a single serum measurement has been made for each of the n individuals, or that n serum measurements have been made for one individual. When no other covariates are included in a regression of log concentration versus time, the elimination rate constant k, (the negative slope) is estimated by:
where t i is the time of serum sample for measurement i, C i is the serum concentration for measurement i, and t ¼ 1 n P n i¼1 t i . Assuming a constant background exposure, substituting the expression for ln C i from Eq. (2) along with a normally distributed error term e i into Eq. (3) yields:
Let f be the fraction of exposure attributed to background sources at baseline, C N / C 0 . Because the expected value of the error term is zero, the expected value of the elimination rate estimate from Eq. (4) is then:
Because P n i¼1 t À t i ð Þis zero and ln C 0 does not vary over time, the last term in the numerator of Eq. (5) is equal to zero. Equation (5) thus simplifies to
If prior estimates of the elimination rate constant (or the half-life) and the relative contribution of background exposures are available, Eq. (6) can be used to determine whether any proposed study design is likely to yield nearly unbiased estimates (i.e., whether or not Ek % k) for simple linear regression of log concentrations versus time. Alternatively, Eq. (6) can be used to determine the fraction of background exposure that would be necessary to explain an anomalous observed elimination rate estimatek, compared with a prior published value of k. This can be accomplished using simple univariate optimization, solving for f. It is instructive to consider the special case in which the time points are evenly spaced, so that t i ¼ Dt(iÀ1) for i ¼ 1, 2, y, n. In this special case t ¼ Dt nÀ1 2 , the sum of the series
, and the following expression is obtained from Eq. (6):
In this special case of evenly spaced samples, the amount of bias introduced into the half-life estimate by log concentration regression in the presence of background exposures, written as a fraction of the true half-life, is
Equation (8) provides the half-life bias fraction for evenly spaced samples, and is accurate at large sample sizes or when the error terms are relatively small (see Appendix). Notably, the bias fraction for evenly spaced samples shown in Eq. (8) is a function of only three distinct quantities: f, n, and
. Recall that f is the ratio of the background serum concentration to the baseline serum concentration, n is the number of measurements, and
is the length of time between any two adjacent measurements, in terms of the number of half-lives. Let m be the total number of ''elapsed half-lives'' across all n measurements; thus m ¼ P
ðn À 1Þ RESULTS Figure 1 is the contour plot for the bias fraction shown in Eq. (8) for n ¼ 2, the case with only two measurements, plotted for a variety of background exposure fractions and total elapsed half-lives. This figure shows the extent of overestimation of the half-life for the two-sample case. For example, with a background exposure that contributes only 1% of the initial serum concentration, the log linear regression estimate from two serum samples will overestimate the half-life by less than 2% after one half-life, less than 3% after two half-lives, and less than 5% after three halflives. In contrast, when background exposures contribute 2% to the initial serum concentration, the half-life will be overestimated by about 3% after one half-life, nearly 5% after two half-lives, between 5% and 10% after three half-lives, and over 10% by four half-lives. Interestingly, increasing the number of measurements has only a small impact on the bias fraction when the background fraction and total elapsed time are held constant, for evenly spaced samples. For example, a contour plot for n ¼ 5 is almost identical to Figure 1 , with a maximum absolute difference of only 1.3% in the bias fraction in the plotted range, occurring in the upper right corner with f ¼ 0.2 and m ¼ 5. As the background fraction and total elapsed half-lives decrease, the difference in bias fractions between n ¼ 2 and n ¼ 5 becomes negligible. The bias fractions for larger n also appear very similar, with a maximum absolute difference of 3.2% for n ¼ 1000 compared with n ¼ 2. The case with n ¼ 2, as shown in Figure 1 , may therefore offer a reasonable approximation to the bias fraction for cases with a larger number of evenly spaced samples, relying only on the total elapsed time and the background fraction. For n ¼ 2, Eq. (8) reduces to a simpler form that is more easily applied:
Perfluorooctanoate (PFOA) half-life examples Bartell et al. 7 fit linear mixed effects models to log serum PFOA concentrations to estimate the half-life of PFOA in 200 adult residents of a US community exposed primarily through contaminated drinking water. The study included up to six serum samples per participant collected over 1 year from 2007 to 2008, before and after activated carbon filters were installed in the two municipal water systems serving the participants. The mean serum PFOA concentration for the participants was 180 ng/ml at baseline. The median PFOA serum concentration for the US general population was approximately 4 ng/ml in 2003 --2004. 11 Bartell et al. assumed that background exposures were negligible in their study population and reported a median serum half-life estimate of 2.3 years for PFOA. Two years of follow-up of another residential cohort exposed to PFOA via drinking water in Arnsberg, Germany yielded a geometric mean half-life estimate of 3.26 years, using two serum samples each for 65 residents, including both children and adults. 9 These residents had lower exposures than the US residential cohort, with strata-specific baseline geometric mean PFOA serum concentrations ranging from 22.1 ng/ml for children to 25.3 ng/ml for men. A previous study of a retired US occupational cohort reported an average PFOA half-life estimate of 3.8 years from 5 years of follow-up with a baseline median serum PFOA concentration of 408 ng/ml and up to eight measurements per participant. 4 All three PFOA half-life estimates relied on some form of log concentration regression. By how much might these PFOA half-life study estimates be overestimated because of background exposures? If background exposures contribute about 4 ng/ml to serum PFOA (as per the National Health and Nutrition Examination Survey (NHANES) data) for all three cohorts, then f ¼ 0.0098 for the occupational cohort, f ¼ 0.022 for the US residential cohort, and f ¼ 0.158 for the men in the German residential cohort. There were 5, 1, and 2 years of follow-up in the cited publication for the US occupational cohort, US residential cohort, and German residential cohort, respectively. If the true half-life is 2.3 years, Eq. (9) indicates an approximate bias fraction of 1.6% for the occupational cohort, 2.7% for the US residential cohort, and 26% for men in the German residential cohort, because of lack of adjustment for background exposures. Equations (8) and (9) produce nearly identical estimates for each of the three studies (equivalent to two digits), using n ¼ 8 for the occupational cohort, n ¼ 6 for the US residential cohort, and n ¼ 2 for the German residential cohort. Equation (9) is derived for the special case in which n ¼ 2, so the calculations in Eqs. (8) and (9) are identical for the German cohort.
This analysis indicates that background exposures may introduce substantial bias for the published analysis of the German cohort, explaining some of the difference between the PFOA half-life estimates for the two residential cohorts (2.3 years and 3.3 years), but such bias is likely to be minimal for the estimates from the occupational cohort (3.8 years). Bias from background exposures occurs, but may be small enough to be negligible in the published analyses of the US residential and occupational cohorts. The present analysis examines the potential impact of background exposures on median or geometric mean half-life estimates, but bias may be more substantial in participants with lower exposure such as the 17 individuals in the stratum with the lowest exposures (bottled water drinkers in the Lubeck Public Service District) in the US residential cohort, with a mean baseline serum concentration of only 58 ng/ml. Moreover, there was some evidence of ongoing PFOA exposures among the US residential cohort through other locally contaminated sources such as homegrown produce consumption. With only a doubling of the local background exposures, the bias predicted by Eq. (9) would be 18.7% for the Lubeck bottled water drinkers in the US residential cohort. Indeed, a lower half-life estimate of only 2.1 years was obtained when homegrown vegetable consumers were excluded from the analysis.
Differences among the three half-life estimates could also be due to age-dependent elimination, 9 different background exposures in the three populations, or more complex pharmacokinetics. For example, biphasic elimination (violating the single compartment model assumptions) could explain much of the differences between these three estimates, because the published US residential cohort estimate is based on only the first year of follow-up, and most participants in the occupational cohort had been retired for some years before the initial serum measurement. DISCUSSION Equation (9) is derived assuming that the measurements are only made at two time points, but it may be applied more generally as a simple approximation because the bias fraction is fairly insensitive to the total number of measurements if they are evenly spaced. Some caution is warranted in interpreting the example calculations performed here, as not all of these studies used exactly evenly spaced measurements. In two of the PFOA studies, more measurements were made at early time points than at later time points, and not all participants were measured at every time point. The effect of uneven spacing on the bias fraction can be determined using Eq. (5) when the exact distribution of sampling times is known, but exact spacing often varies by participant and the exact distribution is generally not reported in publications. When original study data are available, direct adjustment methods reviewed later in this manuscript should be considered as alternatives to log concentration regression.
Although the US residential cohort was originally analyzed using mixed effects models and several analyses adjusted for confounding variables, the equations presented here were only derived for simple linear regressions of log concentrations versus time. Adjustment for confounding variables or full extension to the mixed effects model setting would require additional derivations or simulation studies. In addition, these equations assume a constant background rate, not allowing for background exposures to vary over time. With additional research efforts, the bias equations might be extended to these more complex settings. However, such effort might be better spent developing or using alternative statistical methods that attempt to adjust half-life estimates for background exposures using the original data. The equations presented here are likely best suited to determining whether or not the bias is likely to be important when planning a new study, or as an approximation when evaluating published studies, rather than for bias-adjustment.
Potential Solutions
One common method of adjustment during original data analysis is to treat the background biomarker concentration C N as a known constant, subtracting it from all observed concentrations before log transformation and linear regression. Inspection of Eq. (2) shows that this approach should yield an unbiased estimate of the elimination rate and half-life, provided that the correct value of C N is selected. Published examples include dose reconstruction for former dioxin workers 12 and in a recently published crosssectional analysis of former residents of a community exposed to PFOA via drinking water. 13 However, ad hoc selection of C N using external data is risky because results may be highly sensitive to the selected value of C N . 13 Moreover, incorrect values can lead to substantial bias, as demonstrated in this paper when C N is inaccurately assumed to be 0. Selection of C N is more difficult than it may seem, as background exposures typically vary across individuals, regions, and over time. For example, although NHANES summary statistics are often used as external estimates of background exposures for highly exposed populations, local background exposures may differ and measured biomarker concentrations often vary widely among NHANES participants. Subtraction of the estimated background concentration can also create negative concentrations for some participants, causing additional problems in log concentration regression. Selective omission of those participants can also introduce bias because the excluded participants are more likely to be fast eliminators relative to the typical participant.
A design-based approach to limiting bias from background exposures is to restrict participant enrollment or data analysis to those individuals with a high initial biomarker concentration, so that nobody approaches background biomarker concentrations throughout the entire period of follow-up. Unfortunately, this approach has been shown to introduce truncation bias when selection occurs after biomarker concentrations have peaked, because those with slower elimination rates are preferentially enrolled.
14 Michalek et al. suggest an iterative approach to correct the truncation bias, but their approach does not address bias introduced by background exposures.
The most promising solution to the adjustment for background exposures is asymptotic regression, based on the formula shown in Eq. (2). Asymptotic regression is less familiar than traditional log concentration regression, but is available for both fixed effect regression and mixed effects models, 15 and has been applied successfully to polybrominated diphenyl ethers 10 and polycyclic aromatic hydrocarbons. 16 This approach has the strongest theoretical basis if the one compartment model is appropriate, as the study data are used to determine the most likely contribution of background exposures. However, asymptotic regression can only be applied when sufficient data are available from both short-term and long-term follow-up, so that the half-life is evident during early follow-up and the asymptote (the background serum concentration) is evident from longer followup. Without sufficient data to observe both aspects of the decay curve, the algorithms used to fit asymptotic regression models fail to converge. Indeed, initial attempts to apply asymptotic regression methods to the US residential PFOA cohort have failed, likely because of the fact that PFOA serum levels are still in decline after only one year and provide no empirical basis for estimating the asymptote.
CONCLUSIONS
Human studies of toxicant elimination rates and half-lives are critical for environmental health research and regulation. Although regression of log biomarker concentrations after exposure ceases is a long practiced and widely accepted method of estimating elimination rates for simple one compartment pharmacokinetic models, it produces biased estimates in the presence of any ongoing exposures. The bias is often thought to be negligible, but careful justification for that assumption is rarely presented. Indeed, Figure 1 shows that a relatively small background exposure contribution is not sufficient to justify linear regression using log concentrations. Bias can be substantial for more than two half-lives of follow-up time, even when background exposures are thought to contribute only 5% to the total exposure. Such bias can give a false impression of a longer half-life, concentration-dependent elimination, or accumulation in fat or other bodily tissues. Conversely, these violations of the simple one compartment model can give a false impression of the extent of ongoing background exposures. One of the limitations of observational human biomarker studies is that the concentration curves can appear very similar under different mechanisms of: (1) unknown background exposures under the one compartment model, (2) multi-compartment kinetics, and (3) concentration-dependent elimination.
Unfortunately, background exposures are a very common feature for environmental toxicants! This bias increases dramatically in magnitude as the serum concentrations approach background concentrations because of low initial concentrations or long-term follow-up. In some cases, overestimation of the halflife by log concentration regression is only by a few percent and may be small enough to be reasonably ignored. In other cases, background exposures may contribute a substantial amount of bias. Researchers are advised to carefully consider the impacts of background exposures when estimating half-lives using regression of log concentrations, as significant bias can result even when initial biomarker concentrations are quite high relative to background levels. When formal inspection reveals that background exposures could cause significant bias, researchers should consider alternative study designs or statistical methods that directly adjust for background exposures.
