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Abstract
Kazhdan–Lusztig polynomials have been proven to play an important role in different fields. De-
spite this, there are still few explicit formulae for them. Here we give closed product formulae for the
Kazhdan–Lusztig polynomials indexed by Boolean elements in a class of Coxeter systems that we
call linear. Boolean elements are elements smaller than a reflection that admits a reduced expression
of the form s1 . . . sn−1snsn−1 . . . s1 (si ∈ S, si = sj if i = j ). Then we provide several applications of
this result concerning the combinatorial invariance of the Kazhdan–Lusztig polynomials, the classi-
fication of the pairs (u, v) with u ≺ v, the Kazhdan–Lusztig elements and the intersection homology
Poincaré polynomials of the Schubert varieties.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In their celebrated paper [17], Kazhdan and Lusztig introduced a family of polynomials
in one variable, indexed by pairs of elements in an arbitrary Coxeter group, which soon be-
came well known thanks to their applications in different contexts such as in the geometry
of Schubert varieties and in representation theory [2,5,13,15,18]. In order to prove the exis-
tence of these polynomials, now known as Kazhdan–Lusztig polynomials, another family
of polynomials was defined, the R-polynomials, which are related to the multiplicative
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their knowledge allows the computation of Kazhdan–Lusztig polynomials.
In the past twenty years, many efforts have been made to compute some classes of
Kazhdan–Lusztig polynomials and to give explicit closed formulae for the R-polynomials
(see [1,3,7–9,19,20,22]). In [21], for any Coxeter group W , we compute all R-polynomials
indexed by Boolean elements, which are elements smaller than a Boolean reflection. This is
a reflection that admits a reduced expression of the form s1 . . . sn−1snsn−1 . . . s1, with si ∈ S
for all i and si = sj if i = j . Here, under the same hypotheses on the pair of elements, we
find a closed product formula for the Kazhdan–Lusztig polynomials in the class of linear
Coxeter systems (for the definition see the end of Section 2), which includes those of type
An, Bn, Fn, Hn, A˜n, C˜n, I2(m). After this result, we can compute the Kazhdan–Lusztig
polynomial Pu,v very easily from certain reduced expressions of u and v, and we can
list explicitly all pairs (u, v) of Boolean elements with u ≺ v, namely with µ(u, v) = 0.
This corollary can be useful also for the computation of other classes of Kazhdan–Lusztig
polynomials since the function µ is often the main obstacle in their recursive property (see,
for example, [11,12]).
Moreover, this formula has several other consequences. It allows us to compute and
factorize both Kazhdan–Lusztig elements and intersection homology Poincaré polynomi-
als, and to prove Lusztig’s conjecture on the combinatorial invariance of Kazhdan–Lusztig
polynomials for Boolean elements. In all these results, (W,S) can be any linear Coxeter
system except in the last one, where (W,S) is supposed to be strictly linear.
The paper is organized as follows. In Section 2 we recall some definitions and basic
results on Coxeter systems and Kazhdan–Lusztig polynomials. In Section 3 we give the
preliminary lemmas that are needed in the rest of the paper. Section 4 is devoted to the
proof of the main theorems. In Section 5 we study the intervals of Boolean elements in a
strictly linear Coxeter system and prove that two such intervals, isomorphic as posets, share
the same Kazhdan–Lusztig polynomial. In Section 6, as a consequence of the proof of the
main theorems, we derive which of these Kazhdan–Lusztig polynomials have the highest
degree allowed and, finally, in Sections 7 and 8, we compute the Kazhdan–Lusztig elements
and the intersection homology Poincaré polynomials indexed by Boolean elements.
2. Preliminaries
This section reviews the background material on Coxeter systems that is needed in the
rest of this work. We let P = {1,2,3, . . .}, N = P∪{0}, Z be the set of integers; for a, b ∈ N,
we let [a, b] = {a, a + 1, a + 2, . . . , b} (where [a, b] = ∅ if a  b) and [a] = [1, a].
We follow [16] for general Coxeter system terminology. In particular, given a Cox-
eter system (W,S) and u ∈ W , we denote by l(u) the length of u, and we let DL(u) =
{s ∈ S: l(su) < l(u)}, DR(u) = {s ∈ S: l(us) < l(u)} and T (W) = {usu−1: s ∈ S,u ∈ W }
(the set of reflections of W ). We denote by e the identity of W and by m(s, s′) the or-
der of the product ss′ (write ∞ if this is not finite). Any Coxeter group W is partially
ordered by (strong) Bruhat order. Recall (see [16, Section 5.9]) that u  v means that
there exist t1, . . . , tr ∈ T (W) such that tr . . . t1u = v and l(ti . . . t1u) > l(ti−1 . . . t1u) for
i = 1, . . . , r . It is well known that u  v if and only if for any (equivalently every) re-
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We let l(u, v) = l(v) − l(u) and [u,v]W = {z ∈ W : u z v}, and we write [u,v] when
no confusion arises. Given a set G, we denote by |G| its cardinality, and we let S(G)
be the set of all bijections π :G → G and Sn = S([n]). It is well known that (Sn, S),
where S = {(1,2), (2,3), . . . , (n−1, n)}, is a Coxeter system, that T (Sn) = {(i, j): 1 i <
j  n} and that every transposition (i, j) admits sisi+1 . . . sj−2sj−1sj−2 . . . si+1si as a re-
duced expression, where sk = (k, k + 1). We abuse notation by referring to this Coxeter
system simply by Sn.
In the sequel, sk ∈ W will denote the transposition (k, k + 1) when W = Sn; it will be
an arbitrary generator when W is a generic Coxeter group, as in the following fundamental
result (see [16, Section 5.8] for a proof).
Theorem 2.1 (Exchange Property). Let w ∈ W , s1, s2, . . . , sr ∈ S, w = s1s2 . . . sr where
this expression is reduced. Let t ∈ T (W) be such that l(wt) < l(w). Then there exists a
unique i ∈ [r] such that wt = s1s2 . . . sˆi . . . sr (where sˆi means that si has been omitted).
In particular, if t ∈ S, this i ∈ [r] is such that si+1si+2 . . . sr s is reduced while sisi+1 . . . sr s
is not.
We now recall a result due to J. Tits [23] that later will be very useful. Given s, s′ ∈ S
such that m(s, s′) < ∞, let
αs,s′ = ss′ss′ . . .︸ ︷︷ ︸
m(s,s′)
,
with exactly m(s, s′) letters. Two expressions are said to be linked by a braid move (re-
spectively a nil move) if it is possible to obtain the first from the second by changing a
factor αs,s′ to a factor αs′,s (respectively by deleting a factor ss).
Theorem 2.2 (Tits’ Word Theorem). Let u ∈ W . Then:
(i) any two reduced expressions of u are linked by a finite sequence of braid moves;
(ii) any expression of u (not necessarily reduced) is linked to any reduced expression of u
by a finite sequence of braid and nil moves.
The Kazhdan–Lusztig polynomials were originally introduced in terms of the Hecke
algebra [17]. Given any Coxeter system (W,S), the Hecke algebra H of W over
Z[q1/2, q−1/2] is the free Z[q1/2, q−1/2]-module with basis {Tw: w ∈ W } and multipli-
cation defined by:
TsTw =
{
Tsw, if sw > w,
(q − 1)Tw + qTsw, if sw < w.
Every Tw turns out to be invertible; as l(w) increases, however, the expression of the in-
verse gets more and more complicated and this is the reason why the family {Ru,v(q)}
of R-polynomials was defined, essentially as its coordinates with respect to the canonical
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satisfying
(Tw−1)
−1 = (−1)l(w)q−l(w)
∑
uw
(−1)l(u)Ru,wTu,
for all w ∈ W .
Define i(q1/2) = q−1/2 and i(Tw) = (Tw−1)−1 and combine these assignments to obtain
a ring automorphism i :H→H, which is clearly an involution. We have the following.
Theorem 2.3. There exists a unique basis C = {Cw: w ∈ W } of H such that:
(i) i(Cw) = Cw;
(ii) Cw = q−l(w)/2∑uw Pu,w(q)Tu;
(iii) Pu,w ∈ Z[q] has degree at most 12 (l(u,w) − 1) if u = w, and Pw,w = 1.
The elements of the basis C are currently called Kazhdan–Lusztig elements while the
polynomials {Pu,v(q)}u,v∈W ⊆ Z[q] are the well known Kazhdan–Lusztig polynomials, or
P -polynomials. As the coefficient of q
1
2 (l(u,v)−1) in Pu,v(q) plays a very important role,
we denote it, as customary, by µ(u, v) and we write u ≺ v if µ(u, v) = 0. The following
proposition deals with the multiplication of the Kazhdan–Lusztig elements and hence gives
a recursive formula to compute them.
Proposition 2.4. Let s ∈ S. Then
CsCw =
{
Csw +∑z: s∈DL(z) µ(z,w)Cz, if sw > w,
(q1/2 + q−1/2)Cw, if sw < w,
for all w ∈ W .
Hence, given v ∈ W and s ∈ DL(v), we have that
Cv = CsCsv −
∑
z: s∈DL(z)
µ(z, sv)Cz.
Both R-polynomials and Kazhdan–Lusztig polynomials could be equivalently intro-
duced in a purely combinatorial way through the following results.
Theorem 2.5. Let (W,S) be a Coxeter system. Then there is a unique family of polynomials
{Ru,v(q)}u,v∈W ⊆ Z[q] satisfying the following conditions:
(i) Ru,v(q) = 0 if u v;
(ii) Ru,u(q) = 1;
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Ru,v(q) =
{
Rsu,sv(q), if s ∈ DL(u),
qRsu,sv(q) + (q − 1)Ru,sv(q), if s /∈ DL(u).
Theorem 2.6. Let (W,S) be a Coxeter system. Then there is a unique family of polynomials
{Pu,v(q)}u,v∈W ⊆ Z[q] satisfying the following conditions:
(i) Pu,v(q) = 0 if u v;
(ii) Pu,u(q) = 1;
(iii) deg(Pu,v(q)) 12 (l(u, v) − 1), if u < v;
(iv) if u v, then
ql(u,v)Pu,v
(
1
q
)
=
∑
uzv
Ru,z(q)Pz,v(q).
The following results will be useful because they will enable us to compute the
Kazhdan–Lusztig polynomials by induction.
Theorem 2.7. Let (W,S) be a Coxeter system, u,v ∈ W , u v, and s ∈ DL(v). Then
Pu,v(q) = q1−cPsu,sv(q) + qcPu,sv(q) −
∑
z: s∈DL(z)
ql(z,v)/2µ(z, sv)Pu,z(q),
where
c =
{
1, if s ∈ DL(u),
0, otherwise.
Corollary 2.8. Let (W,S) be a Coxeter system, u,v ∈ W , u < v, and s ∈ DL(v). Then
Pu,v(q) = Psu,v(q).
Proposition 2.4, Theorems 2.5, 2.7 and 2.8 can also be reformulated in right versions.
We refer to [4,16,17] for proofs of these results and for more details concerning general
Coxeter group theory.
In order to simplify notation, we introduce the following definitions. We say that a re-
flection t ∈ T (W) is a Boolean reflection if it admits a reduced expression s1 . . . sn−1snsn−1
. . . s1 with sh ∈ S for all h ∈ [n] and si = sj if i = j . Call such expressions Boolean and
note that a Boolean reflection can admit different Boolean expressions. Moreover, we say
that w ∈ W is a Boolean element if w  t for some Boolean reflection t . If W = Sn, by
what we have already said, every reflection is Boolean and is smaller than the reflection
(1, n). So w ∈ Sn is a Boolean element if and only if w  (1, n).
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branch points, that is if it is isomorphic, for a certain n, to a Coxeter system (W,S =
{s1, . . . , sn}) with: {
m(si, sj ) 3, if |i − j | = 1,
m(si, sj ) = 2, if 1 < |i − j | < n − 1
(strictly linear if also m(s1, sn) = 2, non-strictly otherwise). These are the Coxeter graphs
associated respectively to a strictly and to a non-strictly linear Coxeter system:

s1

s2

s3

sn−1

sn
  







s1

s2

s3

sn

sn−2

sn−1
  
(all edges may have any weight). This class not only includes the symmetric groups
(type A), but also many of the other classical Coxeter groups such as those of type B ,
F , H , C˜, I (m) (which are strictly linear) and A˜ (which are non-strictly linear).
3. Preliminary lemmas
In this section we give some lemmas that are basic for working with Boolean elements.
The proof of the first one is in [21].
Lemma 3.1. Given a Coxeter system (W,S), let s, t1, . . . , tn ∈ S, s = ti for all i ∈ [n],
and l(t1 . . . tn) = n. Furthermore, let ti1 . . . tih be a reduced subword of t1 . . . tn such that
sti1 . . . tih  t1 . . . tns. Then s commutes with each ti1, . . . , tih .
The following lemma essentially says what one gains in Tits’ Word Theorem by adding
the hypothesis that the element u ∈ W is Boolean. A short braid move is, by definition,
a braid move of the shortest type (namely αs,s′ = ss′). Given any s ∈ S and any word
v ∈ S∗ (where S∗ denotes the free monoid on the set S), we denote by v(s) the number of
occurrences of s in the word v.
Lemma 3.2. Given a Coxeter system (W,S), let u ∈ W be a Boolean element and let u be
a reduced expression of u which is subword of the Boolean expression s1 . . . sn . . . s1. Then:
(i) any other reduced expression u of u which is a subword of s1 . . . sn . . . s1 is linked to u
by a sequence of short braid moves;
(ii) any expression u of u (not necessarily reduced) which is a subword of s1 . . . sn . . . s1 is
linked to u by a sequence of short braid and nil moves.
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u and u are different (i.e. for every h < i, u(sh) = u(sh) and sh appears on the same side in
u and in u if u(sh) = u(sh) = 1). Obviously u(si) = 0 if and only if u(si) = 0.
It is not possible that u(si) = u(si). In fact, suppose u(si) = 2, u(si) = 1; after can-
celling from u and u the factors sh for h < i and the factor si in the same position, we
would obtain two reduced expressions of the same element, one with and the other without
factors si .
So u(si) = u(si) = 1. After cancelling the factors sh for h < i from u and u, we obtain
two reduced expressions of the same element, one with only one factor si at the leftmost
place and the other with only one factor si at the rightmost place. Since si = sj for every
i = j , by Lemma 3.1 si commutes with every sj , j > i, that occurs in u. Iterating this
procedure, we get the assertion.
(ii) Let u = t1 . . . tq (ti ∈ S) and let r be such that t1 . . . tr is reduced, but t1 . . . tr tr+1 is
not. By the Exchange Property, there exists a unique i such that t1 . . . tr tr+1 = t1 . . . tˆi . . . tr
(obviously this last expression is reduced) and ti+1 . . . tr tr+1 = ti ti+1 . . . tr . Since these
are both reduced subwords of s1 . . . sn . . . s1, by (i) they are linked by a sequence of
short braid moves. So from t1 . . . ti ti+1 . . . tr tr+1 . . . tq , with short braid moves we reach
t1 . . . ti ti ti+1 . . . tr tr+2 . . . tq and then we can do a nil move. By iterating this procedure, we
obtain a reduced expression of u which is subword of s1 . . . sn . . . s1 and the proof follows
by (i). 
Corollary 3.3. Given a Coxeter system (W,S), let u, u be two reduced expressions of
the same Boolean element u ∈ W which are both subwords of a Boolean expression
s1 . . . sn . . . s1. Then u(si) = u(si) for all i ∈ [n].
Proof. It is straightforward from Lemma 3.2. 
n-Boolean sequences. Let us specialize to the case W = Sn+1, where an element u is
Boolean if and only if u  (1, n + 1). After Corollary 3.3, we denote by ui the number
of occurrences of si in any reduced expression of u which is a subword of the Boolean
expression s1 . . . sn . . . s1 of (1, n + 1). It is sometimes convenient to handle Boolean el-
ements in terms of sequences. So we introduce a well-defined surjective map φ from
the interval [e, (1, n + 1)]Sn to the set of the n-Boolean sequences by sending u to
(u1, . . . , un). A n-Boolean sequence is a sequence (x1, . . . , xn) of n numbers chosen in
{0,1,2} that avoids the pattern |2,0|, where |2,0|-avoidance means that there does not
exist an i ∈ [n − 1] such that (xi, xi+1) = (2,0) and that xn = 2. All properties are easily
checked.
Given a n-Boolean sequence x = (x1, . . . , xn), we define:
l(x) =
∑
i∈[n]
xi,
p(x) = ∣∣{i ∈ [n − 1]: xi = 1, xi+1 = 0}∣∣.
Then the cardinality of the preimage of x is equal to 2p(x) and l(u) = l(φ(u)) for all
u ∈ [e, (1, n + 1)].
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We also need the following result, for whose proof we refer to [21]. The two-line set
notation means that the conditions on both lines must be satisfied.
Theorem 3.4. Given a Coxeter system (W,S), let u,v ∈ W be Boolean elements, u  v.
Fix a reduced expression v of v which is a subword of a Boolean expression s1 . . . sn . . . s1
and a reduced expression u of u which is a subword of v. Then
Ru,v(q) = (q − 1)l(u,v)−2a
(
q2 − q + 1)a,
where
a =
∣∣∣∣
{
i ∈ [n]: v(si) = 2
u(si) = 0 and m(si, sj ) = 2, ∀j > i such that u(sj ) = 0
}∣∣∣∣ .
If W = Sn+1, this means that
a =
∣∣∣∣
{
i ∈ [n]: vi = 2
ui = 0, ui+1 = 0
}∣∣∣∣ .
Finally, we state the following technical propositions that are easy to prove and where
we assume that the Coxeter systems have Coxeter graphs of the types drawn in Section 2.
Proposition 3.5. Let (W,S) be a strictly linear Coxeter system and let t ∈ W be a Boolean
reflection. Then t admits a Boolean expression of one of the following types:
(i) sasa−1 . . . si+1 sbsb+1 . . . si−1sisi−1 . . . sb+1sb si+1 . . . sa−1sa ,
(ii) sbsb+1 . . . si−1 sasa−1 . . . si+1sisi+1 . . . sa−1sa si−1 . . . sb+1sb ,
for appropriate 0 < b i  a  n.
Proposition 3.6. Let (W,S = {s1, . . . , sn}) be a non-strictly linear Coxeter system and let
t ∈ W be a Boolean reflection. Then, up to a “rotation” of the indices of the generators
(that is up to adding a fixed r ∈ [n − 1] to their indices and taking the indices modulo n),
t admits a Boolean expression of one of the following types:
(i) sasa−1 . . . si+1 sbsb+1 . . . si−1sisi−1 . . . sb+1sb si+1 . . . sa−1sa ,
(ii) sbsb+1 . . . si−1 sasa−1 . . . si+1sisi+1 . . . sa−1sa si−1 . . . sb+1sb ,
for appropriate 0 < b  i  a  n. If si  t for all i ∈ [n], we can assume a = (i + 1)
in (i), b = (i − 1) in (ii).
4. Main results
We are now prepared to tackle the main results of this paper. We begin by the following.
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Pu,v(q) = (1 + q)b,
where
b =
∣∣∣∣
{
k ∈ [n]: vk = 2, vk+1 = 2
uk+1 = 0
}∣∣∣∣ .
Proof. Fix a reduced expression v of v which is a subword of the Boolean expression
s1 . . . sn . . . s1 of (1, n+ 1) and a reduced expression u of u which is a subword of v. Let us
focus our attention on the number and the position of the factors s1 in v and u. We consider
the following cases:
(a) v1 = u1 = 1. We may assume that the letter s1 is at the leftmost place in v and u.
Then, by Theorem 2.7, we get Pu,v(q) = Ps1u,s1v(q) + qPu,s1v(q) = Ps1u,s1v(q) since
u s1v.
(b) v1 = 1, u1 = 0. We may assume that the letter s1 is at the leftmost place in v. Then,
by Corollary 2.8, we get Pu,v(q) = Ps1u,v and we conclude that Pu,v(q) = Pu,s1v as
in (a).
(c) v1 = u1 = 2. Pu,v(q) = Ps1u,s1v(q) + qPu,s1v(q) = Ps1u,s1v(q) since u  s1v. So, as
in (a), we get Pu,v(q) = Ps1us1,s1vs1 .
(d) v1 = 2, u1 = 1. We may assume that the letter s1 is at the leftmost place in u. By
Corollary 2.8, Pu,v(q) = Ps1u,v(q) and we are in case (e).
(e) v1 = 2, u1 = 0. We must distinguish two subcases:
(1) s1u = us1. By Lemma 3.1, this happens if and only if u2 = 0, or, equivalently, if
and only if s1us1 is reduced. By Corollary 2.8 (first left and then right version), we
get Pu,v(q) = Ps1u,v(q) = Ps1us1,v(q) and, as in (c), we get Pu,v(q) = Pu,s1vs1(q).
(2) s1u = us1. Concerning the factors s2, we have u2 = 0 and two possibilities for v:
(i) v2 = 1,
(ii) v2 = 2,
(v2 = 0 since v1 = 2).
In (i), we may assume that the letter s2 is at the leftmost place in v. Then
s2 ∈ DL(v). So Pu,v(q) = Ps2u,v(q) and we are in case (e)(1). We get Pu,v(q) =
Ps2u,s1vs1(q). As to the factors s2, we are in case (a) and we get Pu,v(q) =
Pu,s2s1vs1(q). Thus the factors s2 also give no contribution.
In (ii), we get
Pu,v(q) = qPs1u,s1v(q) + Pu,s1v(q) −
∑
z: s1∈DL(z)
ql(z,v)/2µ(z, s1v)Pu,z(q).
By the fact that s1 commutes with every si that occurs in u and by Corollary 2.8,
we get Ps1u,s1v = Pus1,s1v = Pu,s1v and as in (b) we get Pu,s1v = Pu,s1vs1 . So
Pu,v(q) = (1 + q)Pu,s1vs1(q) −
∑
ql(z,v)/2µ(z, s1v)Pu,z(q).
z: s1∈DL(z)
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implies that z admits a reduced expression z′s1 with z′(s1) = 0. Since s1 ∈ DL(z),
s1z′s1 is not reduced and so, by the Exchange Property, we get that s1z′s1 and z′
represent the same element, as s1z′ is reduced. Applying Lemma 3.1 to s1z′ = z′s1,
we obtain that s1 commutes with every letter that occurs in z′, namely z′(s2) = 0.
Therefore s2 ∈ DL(s1v) \ DL(z), and we find that
degPz,s1v = degPs2z,s1v 
1
2
(
l(z, s1v) − 2
)
(since s2z = s1v). So µ(z, s1v) = 0 for all z in the sum and this gives Pu,v(q) =
(1 + q)Pu,s1vs1(q).
In all cases, the P -polynomial indexed by u and v is equal to the P -polynomial indexed
by the elements that we obtain from u and v by erasing all factors s1, except in cases (d)
and (e) when they fall under the case (e)(2)(ii). In these cases we get a factor (1 + q).
By iterating this procedure, the result follows. 
We illustrate Theorem 4.1 with an example.
Example. Let W = S8, u = s1s5s7 and v = s1s2s3s4s5s6s7s6s5s3s2s1. Then
φ(v) = (2,2,2,1,2,2,1),
φ(u) = (1,0,0,0,1,0,1).
There are exactly 3 sub-tableaux of the type
0
22
in
1 0 0 0 1 0 1
2 2 2 1 2 2 1
.
Therefore Pu,v(q) = (1 + q)3.
Note that, similarly, by Theorem 3.4, the number of sub-tableaux of the type
00
2
computes the polynomial Ru,v(q).
Now we extend this result to other Coxeter systems. The same argument of the proof of
Theorem 4.1 holds for every Coxeter system till we encounter the case (e)(2), where we
strongly use the special properties of Sn. So we need to proceed in a different way.
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for the strictly linear Coxeter systems. First we need the following lemma, where we use
the same symbols s1, . . . , sm for both the generators of W and the generators of Sm+1.
Lemma 4.2. Let (W,S = {s1, . . . , sm}) be a strictly linear Coxeter system. Let t ∈ W be
a Boolean reflection with Boolean expression t . Consider the map ψ : [e, t]W → Sm+1
defined as follows: if z ∈ [e, t]W admits the reduced expression z which is a subword of t ,
then ψ(z) is the element of Sm+1 represented by the same expression z. Then ψ is an
isomorphism of posets from [e, t]W to [e,ψ(t)]Sm+1 .
Proof. The map ψ is well defined: in fact, by Lemma 3.2, any two such reduced expression
of the same z ∈ W are linked by short braid moves, and W and Sm+1 share the same short
braid moves. Moreover, the expression t = t1 . . . tn−1tntn−1 . . . t1 is reduced also in Sm+1.
In fact, suppose, by contradiction, that there exists k ∈ [n] such that t1 . . . tn−1tntn−1 . . . tk−1
is reduced while t1 . . . tn−1tntn−1 . . . tk is not. Then, clearly, tk . . . tn−1tntn−1 . . . tk is not
reduced (by hypothesis, ti = tj if i = j ). Hence, by Lemma 3.1, tk commutes with tj for
all j > k in Sm+1, and so also in W , and this is a contradiction because t is reduced in W .
This means that t is a Boolean expression of the Boolean reflection ψ(t) of Sm+1. Now
Lemma 3.2 implies that l(z) = l(ψ(z)), for all z ∈ [e, t]W , and that ψ is an isomorphism
of posets from [e, t]W to [e,ψ(t)]Sm+1 by the characterization of the Bruhat order in terms
of reduced expressions. 
Theorem 4.3. Let (W,S = {s1, . . . , sm}) be a strictly linear Coxeter system. Let u,v ∈ W
be such that u v  t , where t is a Boolean reflection. Then
Pu,v(q) = Pψ(u),ψ(v)(q),
where ψ is as in Lemma 4.2, and Pψ(u),ψ(v)(q) can be computed as in Theorem 4.1.
Proof. First of all we fix a Boolean expression t of t , a reduced expression v of v which
is a subword of t and a reduced expression u of u which is a subword of v.
Recall that, if an element z has a reduced expression z which is a subword of v, then the
map ψ sends z to the element of Sm+1 represented by the same expression z. Theorem 3.4
shows that the R-polynomials depend only on the chosen reduced expression and on the
commutation relations between the generators of the Coxeter system. So for all x, y ∈
[u,v]W , Rx,y(q) = Rψ(x),ψ(y)(q). Finally property (iv) of Theorem 2.6, in conjunction
with Lemma 4.2, implies that the same equality holds also for the P -polynomials. 
Example. Let (W,S = {s1, s2, s3, s4}) be a strictly linear Coxeter system, v =
s4s1s2s3s2s1s4, u = s4s1. Then ψ(v) = s4s1s2s3s2s1s4 = s1s2s3s4s3s2s1 ∈ S5, ψ(u) =
s4s1 ∈ S5, and Pu,v(q) = Pψ(u),ψ(v)(q) = (1 + q)2.
The following result deals with the non-strictly linear Coxeter systems.
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u,v ∈ W be such that u v  t where t is a Boolean reflection that we can assume such
that si  t for all i ∈ [m]. Then there exists b ∈ N such that:
Pu,v(q) = (1 + q)b.
Fix a Boolean expression t = t1 . . . tn−1tntn−1 . . . t1 for t of the type shown in Proposi-
tion 3.6, a reduced expression v of v which is a subword of t and a reduced expression u
of u which is a subword of v. Suppose that tj is, together with t2, the only other generator
that does not commute with t1. Then Pu,v(q) = (1 + q)b′Pu′,v′(q), where u′ and v′ are the
elements represented by the expressions we obtain by erasing all letters t1 in u and v, and
where
b′ =
{
1, if v(t1) = 2, u(t2) = 0 and u(tj ) = 0;
0, otherwise.
Then compute Pu′,v′(q) as in Theorem 4.3 (there are no longer occurrences of t1).
Proof. We can repeat the same argument of the proof of Theorem 4.1, replacing s1 with t1,
till we encounter the case (e)(2), that now means that v has a letter t1 both at the rightmost
and at the leftmost place while u has no letters t1, t2, tj . So we get
Pu,v(q) = qPt1u,t1v(q) + Pu,t1v(q) −
∑
z: t1∈DL(z)
ql(z,v)/2µ(z, t1v)Pu,z(q).
By the fact that t1 commutes with every ti that occurs in u and by Corollary 2.8, we have
Pt1u,t1v(q) = Put1,t1v(q) = Pu,t1v(q), and as in (b) we have Pu,t1v(q) = Pu,t1vt1(q). Hence
Pu,v(q) = (1 + q)Pu,t1vt1(q) −
∑
z: t1∈DL(z)
ql(z,v)/2µ(z, t1v)Pu,z(q).
Now we claim that {z: u  z < t1v, t1 ∈ DL(z)} ⊆ {z: t2  z, tj  z}. In fact, z < t1v
implies that z admits a reduced expression z′t1 with z′(t1) = 0. Since t1 ∈ DL(z), t1z′t1 is
not reduced and so, by the Exchange Property, we get that t1z′t1 and z′ represent the same
element, as t1z′ is reduced. Applying Lemma 3.1 to t1z′ = z′t1, we obtain that t1 commutes
with every letter that occurs in z′, namely z′(t2) = z′(tj ) = 0.
Therefore t2 ∈ DL(t1v) \ DL(z), and we find that
degPz,t1v = degPt2z,t1v 
1
2
(
l(z, t1v) − 2
)
(since t2z = t1v). So µ(z, t1v) = 0 for all z in the sum and this gives Pu,v(q) =
(1 + q)Pu,t1vt1(q).
Now, since u′  v′  t2 . . . tn−1tntn−1 . . . t2, we can think of our elements as in the
strictly linear Coxeter system (W ′, S \ {t1}). 
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(i) If the Coxeter system is not irreducible (and S = ⋃Si is the decomposition into
irreducible components), the expression t1 . . . tn−1tntn−1 . . . t1 is reduced only if all
generators tj belong to the same Si .
(ii) If W = Sn, it is easy to see that a Boolean permutation v is always covexillary
(3412 avoiding). Therefore, the polynomial Pu,v can also be computed using the al-
gorithm given in [19]. However, it seems to be difficult to derive the explicit formulae
of Theorem 4.1 from this algorithm if v < (1, n).
(iii) The results in this section do not hold for general Coxeter systems. In fact, let (W,S)
be a Coxeter system such that S contains s1, s2, s3 and r with m(si, sj ) = 2 for
all i = j , m(si, r)  3 for all i. Then Pu,v(q) = 1 + 2q , where v = s1s2rs3rs2s1,
u = s3s2s1.
5. Combinatorial invariance
In this section we prove that, given two Boolean elements u and v in a strictly linear
Coxeter system W , the polynomial Pu,v can be easily computed from l(u, v), c1(u, v) and
c2(u, v), where
ci(u, v) =
∣∣Ci(u, v)∣∣,
Ci(u, v) =
{
z ∈ [u,v]: l(z, v) = i},
for i = 1,2. The elements of C1(u, v) are the coatoms of [u,v].
This result is in the spirit of the following long standing conjecture, which is usually
referred to as the combinatorial invariance conjecture.
Conjecture 5.1 (Lusztig). Let (W,S) be a Coxeter system, u, v ∈ W . Then the polynomial
Pu,v(q) (equivalently Ru,v(q)) depends only on the isomorphism type of the interval [u,v]
as a poset.
The most convincing result on the combinatorial invariance is probably that appearing
in [10]. It proves that Conjecture 5.1 holds for all pairs (u, v), with u = e, in any arbitrary
Coxeter system. Hence it is useful to find classes of pairs (u, v), with u = e, for which
Conjecture 5.1 holds.
Let gi(u, v) = |Gi(u, v)| and hi(u, v) = |Hi(u, v)|, where
Gi(u, v) =
{
z ∈ [u,v]: z−1v ∈ T (W), l(z, v) = 1 + 2i},
Hi(u, v) =
{
z ∈ [u,v]: z−1z ∈ T (W), l(u, z) = 1 + 2i},
for all possible i ∈ N. Thanks to the following theorem due to Dyer (see [14]), they are all
combinatorial invariants of [u,v] as a poset.
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poset [u,v] determines the isomorphism type of its Bruhat graph. This is the direct graph
having [u,v] as vertex set and where, for any x, y ∈ [u,v], x → y if and only if l(x) < l(y)
and x−1y ∈ T (W).
If l(u, v) 4, Dyer proved explicit formulae for Ru,v(q) depending only on the gi(u, v)
and the hi(u, v). At the end of this section we show that, in general, the gi(u, v) and the
hi(u, v) do not determine the Kazhdan–Lusztig polynomial by giving a counterexample.
The smallest Sn in which we can find a counterexample for Boolean elements is S10.
Let us first consider the case u and v Boolean elements in Sn+1. To simplify notation,
we pose
X
j,k
l,m =
∣∣∣∣
{
i ∈ [n]: vi = j, vi+1 = k
ui = l, ui+1 = m
}∣∣∣∣ .
In particular, X2,∗1,=0 means that vi = 2, vi+1 can be any number, ui = 1 and ui+1 must be
different from 0. We write, respectively, a(u, v) and b(u, v) for the exponents in Theo-
rems 3.4 and 4.1, and we always omit the dependence on (u, v) when no confusion arises.
In the proof of the following results, we use Tits’ Word Theorem and the lemmas in
Section 3 without explicit mention.
Proposition 5.3. Let u and v be Boolean elements in Sn+1, u v. Then
c1 = l + b − a, (1)
c2 = l2 (l − 1) +
b − a
2
(b − a + 2l − 3) − b. (2)
Proof. Equation (1) follows from a result of Brenti [6], valid in any Coxeter system W
and for any x, y ∈ W , that states that c1(x, y) is equal to the coefficient of q in Px,y(q)
(in this case b by Theorem 4.1) minus (−1)l times the coefficient of q in Rx,y(q) (in this
case (−1)l+1(l − a) by Theorem 3.4).
Fix a reduced expression v of v which is a subword of the Boolean expression
s1 . . . sn . . . s1 of (1, n + 1) and a reduced expression u of u which is a subword of v.
Then u is obtained from v by deleting l letters. We have that
c2 = |A| − |B|2 + |C|,
where:
• A is the set of the reduced expressions z we can obtain from v by deleting only 2 letters
of those we deleted to obtain u;
• B ⊂ A × A is the set of pairs (z, z) of distinct expressions in A such that z and z are
linked by short braid moves, and so represent the same element z;
• C is the set of the reduced expressions z such that:
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say si , is not deleted in u;
– z does not represent an element already represented by an expression in A;
– u is linked by short braid moves to a subword of z.
Let us compute |A|, |B| and |C|.
(A) Let z be an expression we obtain from v by deleting two factors, say si and sj , of
those we deleted to obtain u. It fails to be reduced if and only if for at least one between
i and j , say i, we have (z(si−1), z(si)) = (2,0). If i = j , this happens only if (vi−1, vi) =
(2,2) and ui = 0. If i = j , this happens only if (vi−1, vi) = (2,1) and ui = 0; in this case,
the other factor sj we are deleting can be any of the other letters of v that are deleted in u,
except si−1. These are l − 2 if ui−1 = 1, l − 3 if ui−1 = 0. Being careful not to count twice
the case (z(si−1), z(si), z(sk−1), z(sk)) = (2,0,2,0), we get
|A| =
(
l
2
)
−
(
X
2,2
∗,0 +
2+X2,10,0∑
k=3
(l − k) +
1+X2,11,0+X2,10,0∑
k=2+X2,10,0
(l − k)
)
,
that, being X2,2∗,0 = b by Theorem 4.1, becomes
|A| =
(
l
2
)
−
(
b +
1+X2,1∗,0∑
k=3
(l − k)
)
− (l − 2 − X2,10,0).
(B) Let z and z be two different expressions in A linked by braid moves. Necessarily,
to obtain z and z, we have deleted letters of the same type, say si and sj . Suppose that
we have deleted the si on the left to obtain z and on the right to obtain z (so necessarily
vi = 2). If z and z are linked by braid moves, then zi+1 = 0. But vi+1 = 0 because vi = 2,
and so j must be i + 1. Hence |B|/2 = X2,10,0.
(C) Necessarily vi = 2, ui = 1 and ui+1 = 0, while zi+1 = 0 otherwise z would repre-
sent an element z already represented by an expression in A. The element c of expression
c equal to v with only the sj deleted is a coatom. In fact it is reduced, otherwise it should
be vj = 1 and j = i + 1 (z is reduced), but zi+1 = 0. Conversely, we obtain an element
of those we are now counting from every coatom c with ci = 2 deleting the letter si not
deleted in u. The number of such coatoms is (c1 − 2) for all i such that vi = 2, ui = 1 and
ui+1 = 0. Being careful to count without repetition, we get
|C| =
X
2,∗
1,0+1∑
(c1 − k),
k=2
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|C| =
X
2,∗
1,0+1∑
k=2
(l + b − a − k).
Being X2,∗0,0 = a by Theorem 3.4, our assertion is proved. 
Now we are able to prove the main theorem of this section.
Theorem 5.4. Let (W,S) be a strictly linear Coxeter system, u and v be Boolean elements
of W . Then Ru,v(q) = (q − 1)l−2a(q2 − q + 1)a and Pu,v(q) = (1 + q)b where
a = 2l + c1
2
(c1 − 5) − c2,
b = l + c1
2
(c1 − 3) − c2.
Proof. If W = Sn, the result follows combining Eqs. (1) and (2) of Proposition 5.3. Other-
wise, by the proof of Theorem 4.3, [u,v] is isomorphic as poset to a certain intervals in Sn,
for an appropriate n, and share the same Kazhdan–Lusztig polynomial with it. This proves
our assertion. 
Finally we show that considering only the gi and the hi is not the right way to tackle
the conjecture. In fact, we have the following example.
Example. Let W = S10,
v = s1s2s3s4s5s6s7s8s9s4s3s2s1, v′ = s1s2s3s4s5s6s7s8s9s8s7s5s4s2s1,
u = s1s4, u′ = s1s4s7s9.
Then
φ(v) = (2,2,2,2,1,1,1,1,1), φ(v′) = (2,2,1,2,2,1,2,2,1),
φ(u) = (1,0,0,1,0,0,0,0,0), φ(u′) = (1,0,0,1,0,0,1,0,1)
and l = 11, c1 = g0 = 12, h0 = 10, h1 = 4, and g1 = gi = hi = 0, for i > 1, for both the
intervals [u,v] and [u′, v′]. However Pu,v = (1 + q)2 while Pu′,v′ = (1 + q)3. Of course,
this agrees with the result in Theorem 5.4 since c2(u, v) = 63 while c2(u′, v′) = 62.
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In this section we classify all those Kazhdan–Lusztig polynomials indexed by Boolean
elements in a linear Coxeter system (W,S) which have the highest degree allowed. These
particular polynomials play a fundamental role in the construction of the Kazhdan–Lusztig
representations (see [17]). Moreover they appear in the recursive property of Theorem 2.7,
and so Corollaries 6.1, 6.2 and 6.3 have applications in the computation of generic
Kazhdan–Lusztig polynomials (see [11,12]).
Let us treat first the case W = Sn+1, and let us handle the Boolean elements in Sn+1 in
terms of n-Boolean sequences (see Section 3).
Corollary 6.1. Let u,v ∈ Sn+1 be Boolean elements such that l(u, v) > 1. Then u ≺ v if
and only if there exist 1 l1 < l2 < n such that
vk = uk, if 1 k < l1,
vk = 2 and uk = 1, if k = l1,
vk = 2 and uk = 0, if l1 < k  l2,
vk = uk, if k > l2.
Proof. The proof comes from the analysis of the proof of Theorem 4.1.
Fix a reduced expression v of v which is a subword of s1 . . . sn . . . s1 and a reduced
expression u of u which is a subword of v. To simplify, we define Pj to be the Kazhdan–
Lusztig polynomial indexed by the elements having as reduced expressions u and v with
all letters s1, . . . , sj deleted. For example, if v = s1s2s3s4s3s1 and u = s1s4, then P2 =
Ps4,s3s4s3 .
Suppose that vk = uk , for 1  k < l1, and vl1 > ul1 . Then Pu,v = Pl1−1 and Pl1−1 is
a Kazhdan–Lusztig polynomial indexed by elements whose difference of the length is
l(u, v). If (vl1 , vl1+1, ul1 , ul1+1) /∈ {(2,2,0,0), (2,2,1,0)}, then Pu,v = Pl1 but Pl1 is in-
dexed by elements whose difference of the length is < l(u, v), and so Pu,v cannot have
maximum degree allowed (by hypothesis l(u, v) > 1 and so Pl1 is not indexed by equal
elements if vl1 = ul1 + 1).
Suppose now that:
(vl1, vl1+1, . . . , vn) = (2,2, . . . ,2, vl2+1 = f,∗, . . . ,∗),
(ul1 , ul1+1, . . . , un) = (x,0, . . . ,0, ul2+1 = g,∗, . . . ,∗),
where x ∈ {1,0} and (f, g) = (2,0).
Then Pu,v = (1 + q)l2−l1Pl2 and Pl2 is indexed by elements whose difference of the
length is (l(u, v) − 2(l2 − l1 + 1) + x). If Pu,v has degree 12 (l(u, v) − 1) then Pl2 has
degree 12 (l(u, v)− 1 − 2(l2 − l1)). This happens if and only if x = 1 and Pl2 is indexed by
equal elements. 
Example. The Kazhdan–Lusztig polynomial indexed by u = s1s3s7s4s3s2 and v =
s1s3s4s5s6s7s6s5s4s3s2 in S8 has the highest degree allowed. In fact, the Boolean sequences
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Corollary 6.1 with l1 = 4 and l2 = 6.
The case of (W,S) being generic linear Coxeter system is treated by the following
theorems, whose proofs easily derive from Theorems 4.3 and 4.4.
Corollary 6.2. Under the hypotheses of Theorem 4.3, assume l(u, v) > 1. Then u ≺ v if
and only if ψ(u) ≺ ψ(v) in Sm+1.
Let W be a non-striclty linear Coxeter system, w ∈ W be a Boolean element,
and w be a reduced expression of w which is a subword of the Boolean expression
t1 . . . tn−1tntn−1 . . . t1. We denote by iL,tk (w) and iR,tk (w) the elements represented by
the expressions we obtain by inserting a factor tk to the left and to the right, respectively,
in the appropriate position in w. For instance, if w = t1t3t4t2t1, then iL,t2(w) = t1t2t3t4t2t1
and iR,t3(w) = t1t3t4t3t2t1.
Corollary 6.3. Under the hypotheses of Theorem 4.4, assume l(u, v) > 1. Denote by u′
and v′ the elements represented by the expressions we obtain by deleting all letters t1 in u
and v. Then u ≺ v if and only if either
v(t1) = u(t1) and u′ ≺ v′,
or
(
v(t1), u(t1), u(t2), u(tj )
)= (2,1,0,0) and
there exists w ∈ {iL,t2(u′), iR,t2(u′), iL,tj (u′), iR,tj (u′)} such that w ≺ v′.
7. Kazhdan–Lusztig elements
Consider the basis C of the Hecke algebra H associated to a Coxeter system (W,S)
appearing in Theorems 2.3. In this section we compute those Kazhdan–Lusztig elements
which are indexed by Boolean elements in any linear Coxeter system. For any expression
x = si1 . . . sir , we pose C(x) = Csi1 . . .Csir .
First we treat the case W = Sn+1. If x is a subword of s1 . . . sn−1snsn−1 . . . s1 such that
x(sk) = 2 and x(sk+1) = 1, we denote by Ck(x) the element we obtain from C(x) by
deleting the factor Csk+1 and one of the two factors Csk (by Proposition 2.4, it is easy to
see that it does not matter which one). We extend this notation to CK(x), for any K ⊆ [n],
making the same deletions for every k ∈ K .
Theorem 7.1. Let w ∈ Sn+1 be a Boolean element. Fix a reduced expression w of w which
is a subword of s1 . . . sn . . . s1 and let V = {k ∈ [n]: wk = 2,wk+1 = 1}. Then
Cw =
∑
K⊆V
(−1)|K|CK(w).
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If w1 = 1, and if we assume that the factor s1 is on the left in w, then Cw = Cs1Cs1w
because s1  s1w.
If w1 = 2, necessarily w2 = 0. Fix a reduced expression z, which is a subword of s1w,
for any element z in {z  s1w: s1 ∈ DL(z)}. Then z has a factor s1 on the right and, by
Lemma 3.1, z(s2) = 0. Hence, by Corollary 6.1, µ(z, s1w) = 0 if and only if l(z, s1w) = 1,
that is to say if and only if s2z = s1w. This means that the sum is non-zero if and only if
w2 = 1, and, assuming that w has only one factor s2 on the left, we have Cw = Cs1Cs1w −
Cs2s1w . Applying the recursive property in its right version, we get
Cw = Cs1Cs1ws1Cs1 − Cs2s1ws1Cs1 .
The result follows by iterating this procedure. 
As a corollary, we have the following factorization.
Corollary 7.2. Let w ∈ Sn+1 be a Boolean element. Fix a reduced expression w of w which
is a subword of s1 . . . sn . . . s1 and let V ′ = V + 1 = {k ∈ [n]: wk−1 = 2,wk = 1}. Then Cw
is obtained from C(w) by changing the factor Csk to [Csk − (q1/2 + q−1/2)−1Ce] for all
k ∈ V ′.
Proof. The assertion follows by the multiplication rule of Proposition 2.4. 
Example. Let w = s1s2s3s5s4s3s1 ∈ S6. Then V = {1,3} and
Cw = Cs1Cs2Cs3Cs5Cs4Cs3Cs1 − Cs3Cs5Cs4Cs3Cs1 − Cs1Cs2Cs3Cs5Cs1 + Cs3Cs5Cs1,
while V ′ = {2,4} and we obtain the factorization:
Cw = Cs1
[
Cs2 −
(
q1/2 + q−1/2)−1Ce]Cs3Cs5[Cs4 − (q1/2 + q−1/2)−1Ce]Cs3Cs1 .
Now we treat the case of a strictly linear Coxeter system (W,S). Let t ∈ T (W) be a
Boolean reflection with Boolean expression t = t1 . . . tn−1tntn−1 . . . t1 that we can assume
equal to
sasa−1 . . . si+1 sbsb+1 . . . si−1sisi−1 . . . sb+1sb si+1 . . . sa−1sa
by Proposition 3.5. Suppose that tj is si+1. As before, if x is a subword of t1 . . . tn−1tntn−1
. . . t1 such that x(tk) = 2 and x has only one factor tk′ , k′ > k, that does not commute with
tk (tk′ = tk+1, if k = j , tk′ = tn, if k = j ), we denote by Ck(x) the element we obtain from
C(x) by deleting the factor Ctk′ and one of the two factors Ctk . We extend this notation
to CK(x), for any K ⊆ [n], making the same deletions for every k ∈ K . Keeping these
notations, we have the following.
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Fix a reduced expression w of w which is a subword of t1 . . . tn . . . t1, and let V ′ = {k ∈
[n] \ {j}: w(tk) = 2,w(tk+1) = 1} and
V =
{
V ′ ∪ {j}, if w(tj ) = 2, w(tn−1) = 2,
V ′, otherwise.
Then
Cw =
∑
K⊆V
(−1)|K|CK(w).
Proof. The proof of Theorem 7.1 holds replacing s1 with t1, except when t1 = tj . Let us
treat this case.
If w(tj ) = 1, and if we assume that the factor tj is on the left in w, then Cw = Ctj Ctjw
because tj  tjw.
If w(tj ) = 2, necessarily w(tn) = 1. Fix a reduced expression z, which is a subword of
tjw, for any element z in {z tjw: tj ∈ DL(z)}. Then z has a factor tj on the right and, by
Lemma 3.1, z(tn) = 0. Hence, by Corollary 6.2, µ(z, tjw) = 0 if and only if l(z, tjw) = 1,
that is to say if and only if z is obtained from tjw by deleting the factor tn. Such expres-
sion z would be reduced only if w(tn−1) = 2. In this case, we have Cw = Ctj Ctjw − Cz.
Applying the recursive property in its right version, we get
Cw = Ctj Ctjwtj Ctj − Cztj Ctj .
The assertion follows by iteration. 
Theorem 7.4. Let (W,S = {s1, . . . , sm}) be a non-strictly linear Coxeter system, t ∈ T (W)
be a Boolean reflection. Let w ∈ W , w  t be such that si w for all i ∈ [m]. Fix a Boolean
expression t = t1 . . . tm . . . t1 of the type of Proposition 3.6 and a reduced expression w of
w which is a subword of t . Then
Cw =


Ct1Cw′Ct1, if w(t1) = 2,
Ct1Cw′ , if w has only a factor t1 at the leftmost place,
Cw′Ct1, if w has only a factor t1 at the rightmost place,
where w′ is the element represented by the expression we obtain from w by erasing all
factors t1. Hence Cw′ can be computed as in Theorem 7.3.
Proof. We use the recursive property of Proposition 2.4 applied to t1.
If w(t1) = 1, and if we assume that the factor t1 is on the left, then Cw = Ct1Ct1w
because t1  t1w.
Let w(t1) = 2. Suppose that tj is, together with t2, the only other generator that does
not commute with t1. Fix a reduced expression z, which is a subword of t1w, for any
element z in {z  t1w: t1 ∈ DL(z)}. Necessarily, z has a factor t1 on the right and, by
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So Cw = Ct1Ct1w . Applying the recursive property of Proposition 2.4 in its right version,
we get
Cw = Ct1Ct1wt1Ct1,
and the assertion is proved. 
8. Poincaré polynomials
Given v ∈ W , let Fv(q) = ∑uv ql(u)Pu,v(q). It is known that, if W is any Weyl or
affine Weyl group, Fv(q) is the intersection homology Poincaré polynomial of the Schubert
variety indexed by v (see [18]). In this section, we want to compute these polynomials when
W is any linear Coxeter system and v ∈ W is a Boolean element.
First let us do this computation for W = Sn+1, where we treat the Boolean elements in
terms of n-Boolean sequences as in Section 3. Let us restrict the domain of φ to the interval
[e, v]. Given any Boolean sequence u = (ui, . . . , un) φ(v) in the component-wise partial
order, we define
n
(
u,φ(v)
)= ∣∣{i ∈ [n − 1]: vi = 2, ui = 1, ui+1 = 0}∣∣,
b
(
u,φ(v)
)= ∣∣{i ∈ [n − 1]: vi = 2, vi+1 = 2, ui+1 = 0}∣∣.
With these notations,
φ−1|[e,v](u) = 2n(u,φ(v)),
and, by Theorem 4.1,
Fv(q) =
∑
uφ(v)
ql(u)(1 + q)b(u,φ(v))2n(u,φ(v)).
We have the following theorem.
Theorem 8.1. Let v ∈ Sn+1 be a Boolean element. Then
Fv(q) = (1 + q)l(v)−2f (v)
(
1 + q + q2)f (v),
where f (v) is the number of occurrences of the pattern |2,1| in the sequence φ(v).
Proof. We proceed by induction on l(v). When not specified, a sequence is meant to be
Boolean, and we write v instead of φ(v) to simplify notation.
We distinguish 2 cases.
(1) v1 = 1.
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Fv(q) =
∑
uv[2]
ql(u)(1 + q)b(u,v)2n(u,v) +
∑
uv: u1=1
ql(u)(1 + q)b(u,v)2n(u,v),
where, for all i ∈ [n],
v[i]j =
{
vj , if j  i,
0, otherwise.
Note that if v is Boolean, so is v[i] for all i.
Clearly b(u, v) = b(u, v[2]) and n(u, v) = n(u, v[2]). Sending u to u[2], we obtain a
bijection between the sequences u v such that u1 = 1 and the sequences u v[2]. Since
l(u) = l(u[2]) + 1, b(u, v) = b(u[2], v[2]) and n(u, v) = n(u[2], v[2]), we get
Fv(q) =
∑
uv[2]
ql(u)(1 + q)b(u,v[2])2n(u,v[2]) +
∑
uv[2]
ql(u)+1(1 + q)b(u,v[2])2n(u,v[2]),
that is Fv(q) = (1 + q)Fv[2](q), and the argument follows by induction.
(2) v1 = 2.
Splitting the sum, we get
Fv(q) =
∑
uv: u1 =2
ql(u)(1 + q)b(u,v)2n(u,v) +
∑
uv: u1=2
ql(u)(1 + q)b(u,v)2n(u,v).
Since u1 = 2, the first sum is over all sequences u v′, where
v′j =
{
vj , if j = 1,
1, if j = 1,
and
b(u, v) =
{
b(u, v′) + 1, if v2 = 2 and u2 = 0,
b(u, v′), otherwise,
n(u, v) =
{
n(u, v′) + 1, if u1 = 1 and u2 = 0,
n(u, v′), otherwise.
As to the second sum, there is a bijection between the sequences u  v such that u1 = 2
and the sequences u v′ such that u1 = 1 and u2 = 0. This bijection sends u to u′ (similar
definition as for v′). Clearly l(u) = l(u′) + 1, b(u, v) = b(u′, v′) and n(u, v) = n(u′, v′).
Then, if v2 = 2, combining all these facts we obtain
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∑
uv′: u2=0
ql(u)(1 + q)b(u,v′)2n(u,v′)
+ 2
∑
uv′: u1=1, u2 =0
ql(u)(1 + q)b(u,v′)2n(u,v′)
+
∑
uv′: u1=0, u2 =0
ql(u)(1 + q)b(u,v′)2n(u,v′)
+ q
∑
uv′: u1=1, u2 =0
ql(u)(1 + q)b(u,v′)2n(u,v′).
By an easy bijection sending u to u[2],
∑
uv′: u1=1, u2 =0
ql(u)(1 + q)b(u,v′)2n(u,v′) = q
∑
uv′: u1=0, u2 =0
ql(u)(1 + q)b(u,v′)2n(u,v′),
and hence we obtain Fv(q) = (1+q)Fv′(q) = (1+q)2Fv[2], where the last equality follows
by case (1). So we conclude the proof by induction.
On the other hand, if v2 = 1, we obtain
Fv(q) = (1 + q)2Fv[2] − q
∑
uv′: u2=0
ql(u)(1 + q)b(u,v′)2n(u,v′).
Now, by case (1), Fv[2] = (1 + q)Fv[3], while
∑
uv′: u2=0
ql(u)(1 + q)b(u,v′)2n(u,v′)
=
∑
uv′: u1=0, u2=0
ql(u)(1 + q)b(u,v′)2n(u,v′) +
∑
uv′: u1=1, u2=0
ql(u)(1 + q)b(u,v′)2n(u,v′)
= Fv[3] + qFv[3].
Hence
Fv(q) = (1 + q)3Fv[3] −
(
q + q2)Fv[3](q) = (1 + q)(1 + q + q2)Fv[3],
and the argument follows by induction. 
Example. Let v ∈ S8, v = s1s2s4s5s6s7s5s4s3s2. Then the Boolean sequence associated to
v is (1,2,1,2,2,1,1), f (v) = 2 and Fv(q) = (1 + q)l(v)−4(1 + q + q2)2.
The following two theorems treat respectively the case of a strictly and of a non-strictly
linear Coxeter system.
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Boolean reflection and v ∈ W , v  t . Then Fv(q) = Fψ(v)(q), where ψ is as in Lemma 4.2
and Fψ(v)(q) can be computed as in Theorem 8.1.
Proof. Clear since ψ : [e, v]W → [e,ψ(v)]Sm+1 is an isomorphism of posets preserving the
length and Pu,v = Pψ(u),ψ(v) for all u ∈ [e, v]W by Theorem 4.3. 
Theorem 8.3. Let (W,S = {s1, . . . , sm}) be a non-strictly linear Coxeter system, t ∈ T (W)
a Boolean reflection that we can assume greater than every si ∈ S, i ∈ [m], and v ∈ W ,
v  t . Fix a Boolean expression t = t1 . . . tn−1tntn−1 . . . t1 of t of the type shown in Propo-
sition 3.6 and a reduced expression v of v which is a subword of t . Then Fv(q) =
(1 + q)v(t1)Fv′(q), where v′ is the element of W represented by the expression we obtain
from v by deleting all letters t1 and Fv′(q) can be computed as in Theorem 8.2.
Proof. Suppose that tj is, together with t2, the only other generator that does not commute
with t1, and fix, for any element u v, an expression u of u which is a subword of v. Let
us denote by u′ the element represented by the expression we obtain from u by deleting all
letters t1. We distinguish 2 cases.
(1) v(t1) = 1.
If we split the sum into two sums, by Theorem 4.4, we obtain
Fv(q) =
∑
u(t1)=1
ql(u)Pu′,v′ +
∑
u(t1)=0
ql(u)Pu,v′ .
Since in the first sum l(u) = l(u′) + 1 and since there is a bijection between the two sets
over which we are summing, we get
Fv(q) = (1 + q)Fv′(q).
(2) v(t1) = 2.
Splitting the sum, we obtain
Fv(q) =
∑
u(t1)=2
ql(u)Pu,v +
∑
u(t1)=1
ql(u)Pu,v +
∑
u(t1)=0
ql(u)Pu,v.
After some simplifications by means of Theorem 4.4 and of natural maps, the first sum
gets equal to:
∑
(u′(t ),u′(t )) =(0,0)
ql(u
′)+2Pu′,v′ ,2 j
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2
∑
(u′(t2),u′(tj )) =(0,0)
ql(u
′)+1Pu′,v′ + (1 + q)
∑
(u′(t2),u′(tj ))=(0,0)
ql(u
′)+1Pu′,v′ ,
(the “2” comes out from the fact that the map is 2 to 1), the third to∑
(u′(t2),u′(tj )) =(0,0)
ql(u
′)Pu′,v′ + (1 + q)
∑
(u′(t2),u′(tj ))=(0,0)
ql(u
′)Pu′,v′ .
By adding the summands, we finally obtain
Fv(q) = (1 + q)2Fv′ ,
and the assertion is proved. 
Remark 8.4. The polynomials Fv(q) computed in this section are all symmetric and uni-
modal. For Weyl or affine Weyl groups W , this is a consequence of the fact that (middle
perversity) intersection cohomology satisfies Poincaré duality and the “Hard Lefschetz
Theorem.” So this result is consistent with the idea that there may be geometric objects
associated to any Coxeter group analogous to Schubert varieties.
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