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The high-temperature superconducting state in sulfur trihydride (TC = 203 K) has been investi-
gated in the context of the non-adiabatic and anharmonic effects. The Migdal-Eliashberg equations
and the extended Eliashberg equations, which include the lowest-order vertex corrections, have been
solved numerically in the self-consistent way. For R3m crystal structure, the lowest-order vertex
corrections decrease the value of the Coulomb pseudopotential from 0.123 to 0.108. The anharmonic
effects work antagonistically in relation to the vertex corrections shifting the value of µ⋆ to 0.156.
The studies conducted for the structure Im3m, where the Eliashberg function includes both the
non-adiabatic and anharmonic effects, prove the even higher value of µ⋆ = 0.185. Independently
of the assumed method of the analysis, the nearly identical no mean-field dependence of the order
parameter on the temperature was obtained: 2∆(0)/kBTC ∼ 4.7 - due to the significant strong-
coupling and retardation effects: λ ∼ 2 and kBTC/ωln ∼ 0.15-0.19. It means that the classical
equations of Migdal-Eliashberg can be treated as a correct effective model for the superconducting
state in H3S. This paper has shown that the McMillan or Allen-Dynes formulas substantially lower
the value of the critical temperature in relation to the result obtained with the Eliashberg equations.
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I. INTRODUCTION
The recent reports of the superconductivity in sul-
fur trihydride (H3S), with the critical temperature
(TC) at 203 K [1, 2], open the door to achieving the
room-temperature superconductivity in the compressed
hydrogen-rich materials [3, 4] or in the metallic hydro-
gen [5–9]. In contrast to the cuprates [10, 11], where the
fundamental mechanism responsible for superconducting
state is still debated [12–19], the phonon-mediated pair-
ing scenario is generally accepted in H3S [20–22]. There-
fore, in the recent theoretical papers [23–26], the su-
perconducting properties of sulfur trihydride are stud-
ied in the framework of the mean-field Bardeen-Cooper-
Schrieffer (BCS) theory [27, 28], or more precisely - us-
ing the Migdal-Eliashberg (ME) approach [29–31]. It has
been noticed that, at the ME level, it is possible to gen-
eralize the BCS model to include all many-body effects.
In the case of the wide electron band this leads to the
Eliashberg equations for the order parameter and the
wave function renormalization factor [30, 31]. From the
physical point of view, the many-body effects produce the
strong reduction of TC with respect to the standard BCS
prediction, and the McMillan or Allen-Dynes formulas
for the critical temperature are usually used [32, 33]. The
ME description of electron-phonon coupling is based on
the Born-Oppenheimer or adiabatic theorem [34, 35]. In
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the considered approach, the electrons are not sensitive
to the motion of the ions and are influenced only by their
static electric field. The application of the ME approach
to description of the electron-phonon superconductivity
is justified by the very low value of the square root of the
electron to the ion mass ratio
√
m/M (the simplest static
characteristic of the vertex corrections) [29, 36, 37]. The
equivalent parameters are the ratio of velocity of sound
to Fermi velocity vS/vF , the Debye energy to Fermi en-
ergy ωD/εF or the ratio ωD/W , where W is the effective
band-width. Typically, the magnitude of these parame-
ters is less than 1% in the metals. However, even for small√
m/M , there are contradictory conclusions about the
importance of the vertex corrections in the normal and
the superconducting state [38–47]. In particular, there
is nothing known about the meaning of the dynamic ef-
fects connected with the explicit dependence of the order
parameter and the wave function renormalization factor
on the frequency. Additionally, at q = 0, where q is the
momentum transfer for the electron-phonon scattering,
Migdal has already shown that the vertex corrections are
not small, so they are strongly influent on the optical
conductivity and Raman scattering [29]. This was an-
alyzed in detail by Engelsberg and Schrieffer [48]. The
Migdal approach is also violated for the one- and prob-
ably two-dimensional Fermi surface [49–52], so that the
dimensionality of the examined system also plays the con-
siderable role.
In the newer materials, the vertex corrections are
important in the fullerene compounds [53, 54], in the
cuprates [50–52], in the heavy fermion systems [55], and
in the materials under high magnetic fields [56]. In par-
2ticular, for C60 compounds the following can be esti-
mated: ωD ∼ 0.2 eV and εF ∼ 0.2-0.4 eV, so that
ωD/εF ∼ 0.5-1. Similarly low values of the Fermi energy
(0.1-0.3 eV) are also observed in the cuprate supercon-
ductors. What is interesting, the vertex correction can
be neglected in the pseudorelativistic materials (the two-
and three-dimensional Dirac fermionic systems) [57].
The results included in the literature show that the
vertex corrections can strongly affect TC and the other
thermodynamic parameters, like the order parameter or
the isotope coefficient [41–43]. This situation may be re-
alized in the strongly correlated Fermi liquid or in the
vicinity of the high peak in the density of states (the
van Hove singularity [58]). However, the vertex function
shows the complex behavior with respect to the momen-
tum (q) and the frequency of the exchanged phonon. If
the electron-phonon scattering is dominated by a small
momentum transfer, the critical temperature and the en-
ergy gap are strong enhancement, with respect to the
classical theory. The isotope effect can become negligibly
small, if εF ≤ ωD, but also anomalously large (α > 1/2)
in the intermediate region. Nevertheless, Danylenko and
Dolgov pay attention that the different approximations
to the vertex function give quantitatively (and sometimes
even qualitatively) different estimations of the self-energy
[47]. This means that only possible accurate calculations
can give the answer to the role of the vertex corrections
in the normal and superconducting state.
The importance of the vertex corrections for the sys-
tem under the high pressure (p) on the example of SiH4
compound has been considered by Wei et al. [59]. It has
been shown that the high phonon frequency is unfavor-
able to the superconductivity in the regime of the strong
vertex corrections, within the assumption of the isotropic
pairing in the dynamical limit. The authors concluded
that the vertex corrections may even efficiently suppress
TC approaching to the values found in the experiment
([TC ]exp = 17 K [60]).
The lowest order vertex corrections for the supercon-
ducting state in H3S (the crystal structure Im3m) were
studied by Sano et al. [61]. In the static limit with finite
q, it was shown that the vertex corrections change the
critical temperature by −34 K (−18 %). Above result
is consistent with the prediction obtained for a simple
model system by Grimaldi, Pietronero and Strassler [41–
43]. It correlates well with the SiH4 results [59]. However,
the calculations performed in the static limit seem to be
insufficient, because the Eliashberg equations should be
solved in the self-consistent way.
It is worth to notice that the Debye phonon frequency
for sulfur trihydride is approximately equal to 200 meV
and εF ∼ 16 eV [62]. For this reason, the ratio ωD/εF
assumes the very small value: ∼ 0.01. Nevertheless, Ba-
nacky in the paper [63] suggests that the ratio ωD/εF is
approximately equal to 2/9, and after including (para-
metrically) the H-atom displacements, the system can
be found even in the anti-adiabatic regime, with: ωD/
εF ∼ 1.6. On the other hand, Jarlborg and Bianconi
turned the attention toward the fact that the Migdal
approximation might not be satisfied when the multi-
band electronic structure of H3S would be taken into ac-
count [64]. Of course, there should be an awareness that
the alone value of the ratio ωD/εF not yet finally settle
the importance of the vertex corrections, because equally
important are the dynamical effects connected with fre-
quency dependence of the order parameter and the wave
function renormalization factor.
In the case of the hydrogenated compounds, where the
very high values of the critical temperature are observed
[1, 2, 65], the values of the thermodynamic parameters
should be additionally affected by the anharmonic ef-
fects. The calculations made on the anharmonic Migdal-
Eliashberg level have suggested that large influence on
the obtained results would be exerted by: the existence
of Debye-Waller factors in the ionic potential, the change
in spectral density of the one-phonon Green function
induced by the phonon-phonon interactions, the many-
phonon process, and the interference effects between one-
and many-phonon processes [66].
With respect to the compound H3S the reader should
notice the results obtained by Errea et al. [23], where it
was shown that the anharmonic effects lower the value of
electron-phonon coupling constant. The advanced calcu-
lations including the energy dependence of the electron
density of states also confirm the significant decrease of
the electron-phonon coupling constant caused by the an-
harmonic effects [61]. Let us notice that the influence of
the anharmonic effects on the superconducting state in
H3S compound was not yet studied in the framework of
the Eliashberg formalism that includes in the explicit way
the vertex corrections to the electron-phonon interaction.
The present work studies the properties of the super-
conducting phase in H3S characterizing with the maxi-
mum value of the critical temperature (TC = 203 K for
p = 155 GPa). Two crystal structures: R3m and Im3m
were taken into account. The stability of the structure
R3m for the pressure 155 GPa can be shown modelling in
the classical way the hydrogen nuclei (protons) [62, 67].
However, the newest results obtained by Errea et al. [67]
prove that the quantum nuclear motion is important, be-
cause it leads to the symmetrization of the length of the
sulfur-hydrogen bonds, thereupon the stability is gained
by the crystal structure Im3m.
Note that the literature knows the description of the
properties of the superconducting state in H3S for the
structure R3m, whereas the Migdal-Eliashberg equations
(MEeq) were used, as well as the spectral function cal-
culated in the harmonic and adiabatic approximation
(α2F (ω)H−A) [26]. In the present work, the meaning of
the lowest-order vertex corrections for the crystal struc-
ture R3m considered on the level of the Eliashberg equa-
tions (vEeq), in the harmonic and adiabatic approxima-
tion for the spectral function, was analyzed in the first
step. Next, the influence of the anharmonism on the su-
perconducting state was studied in the framework of the
3structure R3m (vEeq + α2F (ω)AH−A). The influence
of the non-adiabatic effects included in the spectral func-
tion on the superconducting state can be only considered
taking into account the structure Im3m. Thus, the most
advanced calculations were conducted for the case: vEeq
+ α2F (ω)AH−NA.
II. THE ELIASHBERG EQUATIONS WITH THE
LOWEST-ORDER VERTEX CORRECTIONS
The set of the Eliashberg equations on the imagi-
nary axis (i =
√−1) has been taken into account [30].
The Eliashberg equations were generalized to include the
lowest-order vertex correction [68]. Additionally, the mo-
mentum dependence of the electron-phonon matrix el-
ements were neglected, which is formally equivalent to
using a local approximation:
ϕn = pikBT
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where ϕn = ϕ (iωn) represents the order parameter func-
tion and Zn = Z (iωn) is the wave function renormal-
ization factor. The Matsubara frequency is given by:
ωn = pikBT (2n+ 1). The order parameter in the Eliash-
berg formalism is defined as the ratio: ∆m = φm/Zm
[31]. The electron-phonon pairing kernel can be written
as:
λn,m = 2
∫ ωD
0
dω
ω
ω2 + 4pi2 (kBT )
2 (n−m)2α
2F (ω) ,
(3)
For the purpose of this work, the spectral function cal-
culated by Akashi et al. [62] in the harmonic approxi-
mation has been taken into account, where the protons
are treated as the classical particles, and by Errea et
al. [67] in the anharmonic case. In particular, there are
two Errera’s functions: first for the classical hydrogen’s
protons and second, which is connected with the quan-
tum nature of the nuclei. The harmonic spectral func-
tion was obtained using the pseudopotentials method for
S and H atoms implemented with the Troullier-Martin
scheme [69]. The anharmonic Eliashberg functions were
calculated in the framework of the Quantum ESPRESSO
code [70, 71]. The difference between the harmonic and
anharmonic dynamical matrices was interpolated to the
6× 6× 6 phonon momentum grid. Upon adding the har-
monic matrices to the result, the anharmonic dynamical
matrices were obtained. These dynamical matrices were
used for the anharmonic electron-phonon coupling anal-
ysis. For the harmonic and anharmonic calculations, if
the classical hydrogen’s protons are considered, the R3m
crystal structure was assumed. Additionally, the Im3m
phase was also predicted for the anharmonic case, since
the quantum nature of the nucleons symmetrizes the hy-
drogen’s bond [67].
The depairing electron correlations are modelled by:
µ⋆m = µ
⋆θ (ωc − |ωm|), where µ⋆ represents the Coulomb
pseudopotential [72]. This term is constructed by the
static screened repulsion: µ = ρ (εF )U , corrected by the
dynamic effects of the retarded interaction [73, 74]. The
symbol ρ (εF ) represents the density of state at the Fermi
energy and U is the Coulomb interaction between elec-
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FIG. 1: (a) The full dependence of the maximum value of the order parameter on the Coulomb pseudopotential at the critical
temperature. The abbreviations in the figure have the following meaning: MEeq - the Migdal-Eliashberg equations, vEqe -
the Eliashberg equations, which include lowest-order vertex corrections, H - the harmonic approximation, A - the adiabatic
approximation, AH - the anharmonic effects, and NA - the non-adiabatic effects. (b) The order parameter on imaginary axis
for selected values of the Coulomb pseudopotential (T = TC).
trons. The Heaviside function is given by θ (x) and the
cut-off frequency (ωc) equals ten times the Debye phonon
frequency. The higher-order diagrams for the Coulomb
interaction were neglected because: µ⋆ − (µ⋆)2 ≃ µ⋆.
It is worth to pay attention to the fact that the lit-
erature knows also the more general extensions of the
classical Eliashberg equations than that one, which is
considered in the present work. For example, Botti et
al. derived the Eliashberg equations with the explicit de-
pendence on the phonon momentum q [75]. It was shown
that the order parameter removes the non-analyticity at
q = 0 and ω = 0, and modifies the overall momen-
tum structure of the vertex function. Interestingly, the
strong-coupling phenomenology is naturally accounted in
the non-adiabatic theory, even for the small values of the
electron-phonon coupling constant. Nonetheless, due to
the huge mathematical complexity of the model, the cal-
culations could not be in the past and also cannot be
presently conducted in a fully self-consistent way.
III. RESULTS AND DISCUSSION
The Eliashberg equations were solved using the numer-
ical method tested in the paper [76]. 2001 Matsubara fre-
quencies and a temperature range from T0 = 5 K to TC
were taken into account. The parameter µ⋆ was calcu-
lated with the help of the equation: [∆m=1 (µ
⋆)]T=TC =
0.
The value of the Coulomb pseudopotential for the com-
pound H3S strongly depends on the accepted approach,
in the framework of which the high-temperature super-
conducting state has been analyzed. The explicit de-
pendence of the maximum value of the order parameter
(m = 1) on the Coulomb pseudopotential has been pre-
sented in Fig. 1 (a).
In the case of the structure R3m (the protons from
hydrogen are treated as the classical particles), in the
Migdal-Eliashberg approach and for the spectral function
α2F (ω)H−A, it was obtained: µ
⋆ = 0.123. It is a typi-
cal value often obtained for the low-temperature super-
conductors with the electron-phonon pairing [31]. From
the physical point of view it evidences of the depairing
electron correlations caused by the Coulomb interaction
are not being too strong in the examined system. Con-
sidering the vertex corrections of the first order on the
level of the Eliashberg equations results in lowering of
µ⋆ to the value at 0.108. This results is quite surpris-
ing, bearing in mind that the ratio ωD/εF , determining
in the simplest way the static contribution to the ver-
tex corrections, is very small (∼ 1%). The noticeable
lowering of the Coulomb pseudopotentials value should
be connected with the dynamical effects, which are ex-
plicitly included in the Eliashberg formalism by the de-
pendence of the order parameter and the wave function
renormalization factor on the Matsubara frequency. In
the case when the anharmonic effects are also taken into
account, the Coulomb pseudopotential significantly in-
creases: µ⋆ = 0.156. It means that the contributions
from the vertex corrections of the first order and from
the anharmonic effects are antagonistic to each other,
with the advantage of the latter.
The most advanced calculations were conducted for
the crystal structure Im3m (the protons from hydrogen
are quantum modelled). With the help of the Eliashberg
equations including the vertex corrections of the first or-
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FIG. 2: The dependence of the order parameter on the tem-
perature obtained for the superconductor H3S. Additionally,
the shape of the function ∆ (T ), predicted by the BCS theory,
has been plotted. The results of the numerical calculations
can be reproduced with the help of the formula (4) (the grey
lines). The insert presents the exemplary courses of the func-
tion Re [∆ (ω)] on the real axis.
der and the spectral function, in which the non-adiabatic
and anharmonic effects are being taken into account, it
has been shown that the superconducting state in H3S
characterizes with the high value of the Coulomb pseu-
dopotential: µ⋆ = 0.185. However, the parameter µ⋆ is
still related to the electron depairing correlations, espe-
cially, when the influence of the retardation effects on
µ⋆ (discussed by Bauer et al. [77]) would be taken into
account.
Additionally, Fig. 1 (b) allows to trace the full evolu-
tion of the order parameter from µ⋆ for the structure
Im3m. The saturation of the order parameter for the
high values of the Matsubara frequencies is clearly visi-
ble.
From the knowledge of the Coulomb pseudopotential,
it is possible to obtain the temperature dependence of
the order parameter. To do this, the equation [31]:
∆ (T ) = Re [∆ (ω = ∆(T ))] was used. The values of the
order parameters function on the real axis (ω) were calcu-
lated from the imaginary-axis values using the analytical
continuation method presented in [78]. The numerical
results were shown in Fig. 2.
It can be noticed that the curves ∆ (T ), obtained in
the framework of the Eliashberg formalism, very slightly
differ from each other. It mean that the thermodynamic
properties of the superconducting state in H3S can be
properly determined even with the help of the classi-
cal Migdal-Eliashberg equations. However, it should be
boldly underlined that this is an effective model, where
µ⋆ should be treated as a fitting parameter.
Let us note that the obtained dependence ∆ (T ) differs
very significantly from the dependence predicted by the
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FIG. 3: The values of the critical temperature obtained in the
framework of the Eliashberg formalism for the cases analyzed
in the present work. Additionally, the results obtained with
the help of the McMillan and Allen-Dynes formulas [32, 33]
have been introduced.
BCS theory [27, 28]. The results of the numerical calcu-
lations can be reproduced with the help of the formula:
∆ (T ) /∆(0) =
√
1− (T/TC)Γ, (4)
where the temperature exponent Γ is equal to 3.26.
Note that the BCS theory predicts: Γ = 3 [79]. Ad-
ditionally, in the framework of the BCS model the ra-
tio 2∆(0)/kBTC is equal to 3.53. In the case of sul-
fur trihydride, it was obtained: 2∆(0)/kBTC = 4.7
(the structure Im3m). The result above means that
the compound H3S should be included in the group of
the superconductors being in the strong-coupling area.
This area is determined by two conditions: (i) high
value of the electron-phonon coupling constant: λ =
2
∫ ωD
0
dωα2 (ω)F (ω) /ω, and (ii) significant retardation
and many-body effects. For the superconductor H3S
the electron-phonon coupling constant is approximately
equal 2 (precisely 1.94 for the structure Im3m [67]).
The retardation and many-body effects can be on the
other hand characterized with the help of the parame-
ter kBTC/ωln [31], which for the crystal structure R3m
takes the values from the range from 0.164 to 0.192,
while for Im3m we obtain 0.153. In the BCS limit
the Eliashberg equations give: kBTC/ωln → 0. The
quantity ωln is called the phonon logarithmic frequency:
ωln = exp
[
2
λ
∫ ωD
0
dωα2 (ω)F (ω) ln (ω) /ω
]
.
The high real value of the Coulomb pseudopotential
(µ⋆ = 0.185) for H3S superconductor has also one sig-
nificant consequence. Namely, for the calculation of the
critical temperatures value it is not relevant to use the
approximate McMillan and Allen-Dynes formulas [32, 33]
(see Appendix A), because they allow to obtain relatively
correct TC only for the low values of µ
⋆. The illustration
of the above statement are the results presented in Fig.
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FIG. 4: The ratio of the electron effective mass to the electron
band mass as a function of the temperature for H3S super-
conductor. The insert presents the exemplary courses of the
function Re [Z (ω)] on the real axis.
3, where the values of the critical temperature, obtained
in the framework of the Eliashberg formalism and with
the help of the analytical formulas, have been plotted. It
can be easily noticed that together with the increasing
Coulomb pseudopotential, the analytical results (Allen-
Dynes) become more and more inaccurate. For example,
for µ⋆ = 0.185, the McMillan formula underestimates the
value of the critical temperature at 26 %, and the Allen-
Dynes formula at 17 %.
The electron effective mass (m⋆e) has been calculated in
the last step from the relation: m⋆e = Re [Z (ω = 0)]me,
where me denotes the electron band mass. The de-
pendence of the ratio m⋆e/me on the temperature has
been plotted in Fig. 4. Additionally, the insert presents
the function Re [Z (ω)] for the exemplary temperature at
50 K.
The obtained results prove that the electron effective
mass is large (m⋆e ∼ 3me) in the whole range of the tem-
perature - from T0 to the critical temperature. It reaches
its maximum value m⋆e always at TC . This feature is
characteristic for the wave function renormalization fac-
tor, and is connected with the vanishing order parame-
ter. In particular, for the crystal structure Im3m, where
µ⋆ = 0.185, it was obtained: [m⋆e/me]max = 2.87.
IV. CONCLUSIONS
The properties of the high-temperature supercon-
ducting state in H3S compound have analyzed in the
strong-coupling formalism (TC = 203 K). The classical
Migdal-Eliashberg equations and the Eliashberg equa-
tions, which included the lowest-order vertex corrections,
were taken into account. The equations have been solved
in the self-consistent way.
In the case when protons from hydrogen are described
as the classical particles, stable is the crystal structure
R3m [62, 67]. It has been shown that the non-adiabatic
effects related to the lowest-order vertex corrections lower
the value of the Coulomb pseudopotential from 0.123 to
0.108. The obtained result is connected with the explicit
dependence of the order parameter and the wave function
renormalization factor on the Matsubara frequency. Let
us note that the analogous result was obtained for SiH4
compound located under the influence of the high pres-
sure [59]. For compound H3S the more important than
the lowest-order vertex corrections are the anharmonic
effects. They eliminate entirely the influence of the ver-
tex corrections on the properties of the superconducting
state and they contribute to a significant increase in the
value of the Coulomb pseudopotential: µ⋆ = 0.156.
The most advanced calculations were performed for
the crystal structure Im3m, which turns out to be sta-
ble in the case, when the protons from hydrogen are de-
scribed in terms of the quantum [67]. The numerical re-
sults obtained with the help of the Eliashberg equations
for the spectral function including the non-adiabatic and
anharmonic effects prove that the value of the Coulomb
pseudopotential increases up to 0.185. From the physical
points of view, it is the quite high value. However, µ⋆ is
still related to the electron depairing correlations.
Independently of the approach, in the framework of
which the superconducting state in H3S compound was
analyzed, we have obtained almost identical dependence
of the order parameter on the temperature. It means
that the thermodynamic properties of the supercon-
ducting state can be properly determined even in the
framework of the classical Migdal-Eliashberg formalism,
as long as the effective value of the Coulomb pseu-
dopotential is correctly determined (from the equation:
[∆m=1 (µ
⋆)]T=TC = 0). It should be emphasized that the
shape of the function ∆ (T ) significantly deviates from
the shape predicted by the BCS theory. In particular,
the ratio 2∆(0)/kBTC is equal to 4.7, and the tempera-
ture exponent Γ equals 3.26. The result above is related
to the significant strong-coupling and retardation effects
present in H3S. Those effects contribute also to the high
value of the electron effective mass: m⋆e ∼ 3me.
The high physical value of the Coulomb pseudopoten-
tial (µ⋆ = 0.185) means that the critical temperature
cannot be properly calculated with the help of the McMil-
lan and the Allen-Dynes formulas. The obtained inaccu-
racies of the analytical formulas are equal respectively to
26 % and 17 %.
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7TABLE I: The values of the selected parameters charac-
terizing the electron-phonon interaction in compound H3S.
The results were obtained on the basis of the spectral func-
tions calculated in the papers [62] and [67]. In addition:
ω2 =
2
λ
∫
ωD
0
dωα2F (ω)ω.
Structure R3m R3m Im3m
α2F (ω) H −A AH − A AH −NA
ωD (meV) 207.25 224.69 231.18
λ 2.07 1.93 1.94
ωln (meV) 90.95 106.44 114.56
√
ω2 (meV) 117.75 134.52 137.54
Appendix A: The characteristics of the
electron-phonon interaction in H3S and the
McMillan and Allen-Dynes formulas
Tab. I collects the parameters characterizing the
electron-phonon interaction in H3S compound. Those
quantities can serve inter alia to calculate the values
of the critical temperature with the help of the McMil-
lan [32] or Allen-Dynes [33] formulas. In particular, the
McMillan formula can be written as follows:
kBTC =
ωln
1.2
exp
[ −1.04 (1 + λ)
λ− µ⋆ (1 + 0.62λ)
]
. (A1)
The more accurate Allen-Dynes formula has a following
form:
kBTC = f1f2
ωln
1.2
exp
[ −1.04 (1 + λ)
λ− µ⋆ (1 + 0.62λ)
]
, (A2)
where f1 and f2 are the correction functions:
f1 =
[
1 +
(
λ
Λ1
) 3
2
] 1
3
, (A3)
f2 = 1 +
(√
ω2
ωln
− 1
)
λ2
λ2 + Λ22
. (A4)
Additional marks are introduced:
Λ1 = 2.46(1 + 3.8µ
⋆), (A5)
and
Λ2 = 1.82(1 + 6.3µ
⋆)
√
ω2
ωln
. (A6)
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