In wireless rechargeable sensor networks for mobile multimedia services, the multi-hop transmission method is often used to reduce the distance of a single hop to save energy. However, the sensor nodes in special locations always carry more forwarding load,which causes energy holes. These sensor nodes in energy hole have the higher energy consumption and the less residual energy, which makes them very fragile and easy to exhaust energy. If a sensor node dies, the structure of the network will be changed and the original function will be affected. In this paper, an energy-balanced joint routing and charging framework is proposed to balance the energy consumption between sensors. By analyzing the network model, the proposed framework is decomposed into a routing strategy and a charging strategy. Considering the impact of the routing structure on sensors energy consumption, the goal of the routing strategy is designed to optimize the routing tree corresponding to the mobile charger staying at each sensor node. Furthermore, the proposed charging strategy prefers the charging path with the best balance of the total energy consumption of sensor nodes during one charging trip. In order to solve these optimization problems, the simulated annealing algorithms, including the proposed random solution generation method and acceptance rules, are used to obtain a fast convergence. The simulation results show that the proposed joint routing and charging framework has better energy balance performance than the traditional scheme.
I. INTRODUCTION
With the development of mobile high-speed communication technologies, there is an increasing demand for mobile multimedia services and applications [1] - [8] . Wireless sensor networks(WSNs) are often used for gathering and transmitting the audio and video data. However the volume of multimedia information is tremendous, and the wireless channel bandwidth is the bottleneck of a network. Meanwhile, the cost in energy is high to transmit and process the video data. As a result, the limited energy of the WSNs is rapidly exhausted and the network lifetime becomes short. In recent years, extensive research effort has been carried out to prolong network lifetime for WSNs. One promising technique is to utilize the energy harvesting technique to relieve the energy The associate editor coordinating the review of this manuscript and approving it for publication was Dapeng Wu . constraint by recharging sensors through capturing mechanical, thermal, photovoltaic or electromagnetic energy from ambient environments. This kind of network is named as wireless rechargeable sensor networks (WRSNs).In WRSNs, sensor nodes are deployed in a wide range and far from the base station (BS) . Sending data between the sensor node and the BS through direct transmission (DT) will consume a lot of energy. Thus, the multi-hop transmission (MHT) technology is proposed. The source node transmits the packet to the neighbor node over a short distance, and then the packet will be forwarded multiple times until it reaches the BS. Energy consumption can be reduced because the distance for each data transmission is shorter. However, since the data packets of all sensor nodes are aggregated to the BS, the forwarding load of the sensor nodes in different locations is very different. This creates the energy hole problem [9] . It can be observed from existing research that sensor nodes near VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the BS consume more energy than other nodes because they need to forward more data packets. The sensor nodes in energy holes are very easy to die due to fluctuations of network conditions, which threatens the security and stability of the network. In order to reduce the impact of energy holes on the network, researchers have proposed a lot of technique schemes. These schemes can be divided into three categories according to different optimization objects: wireless sensor network only (WO) scheme, charging system only (CO) scheme and joint optimization (JO) scheme optimizing both the wireless sensor network and the charging system. For WO schemes, researchers use low-energy hardware, energy-efficient routing protocols, and mobile data collection strategies to reduce the energy consumption of the wireless sensor network. Although these schemes can extend the life time of networks to some extent, the sensor network will stop working because of its energy depleted at last. Especially, once a sensor node dies, the sensor network quickly becomes unstable as the network structure is changed. From another research perspective, the schemes of energy collection maintain the long-term operation of sensor networks. However, the energy harvesting technique is strictly limited by natural conditions, and the process of energy harvesting is not controlled. Therefore it is difficult to ensure a stable operation of the sensor networks.
Different from the schemes to reduce the energy consumption of devices, the CO schemes take advantage of the highly efficient and controllable wireless charging technology. For example, the wireless power transmission standard [10] with electromagnetic induction and magnetic resonance technology can support multi-terminal simultaneous charging with 200 watts of power over 45 millimeters. With the development of wireless charging technologies and strategies, the CO schemes will greatly promote the application of WRSNs. In addition, the development of mobile vehicles has made mobile chargers more capable of replenishing energy for rechargeable sensor nodes. Researchers in [11] have proposed a scheme using a drone as the mobile charger. This scheme takes full advantage of the mobility of drones and provides timely and fast energy replenishment.
Unlike WO and CO schemes, the researchers in [12] - [14] proposed JO schemes to jointly optimize routing and charging strategy. In the earliest proposed JO schemes, they replaced the static base station with a multifunctional mobile station, called SenCar. The SenCar will collect data from nearby sensor nodes while charging a sensor node. For the routing strategy, the existing JO scheme uses the Dijkstra algorithm to establish the routing trees. For the charging strategy, the shortest path obtained by solving the Traveling Salesman Problem (TSP) to traverses all anchor nodes is used as the charging path for the SenCar. Since each sensor node has an opportunity to become the stop position of the SenCar, the forwarding load is not concentrated on part of sensor nodes. However, the existing JO scheme requires anchor nodes to temporarily store the data uploaded by ordinary nodes, and then waits for the SenCar to collect them. This makes the network has a high data collection delay and increases the device cost.
In this paper, we focus on the network model with mobile data collection and charging. In this model, a Base Station (BS) and a Mobile Station (MS) are deployed to work together. Like traditional sensor networks, the BS is deployed in the center of the sensing area as a fixed sink and network controller. The MS will move in the network to collect data and charge for sensor nodes. The goal of this paper is to design an optimization framework to jointly design the routing and the charging strategy.
The main contributions of this paper can be summarized as follows:
• An Energy-balanced Joint Routing and Charging (EbJRC) framework is proposed to provide secure and stable operation of the network. In this framework, the optimal routing tree and the corresponding optimal charging path are given.
• Similar to [15] , the standard deviation of energy consumption (SDEC) is designed to assess the energy consumption balance among sensor nodes. In order to minimize the SDEC, the EbJRC framework formulates the optimization problems of routing and charging.
• On the routing strategy of the EbJRC, the heuristic algorithm based on simulated annealing (SA) algorithm called EbJRC-r is proposed to solve the optimal routing tree. In order to apply the SA algorithm to the routing structure optimization problem, a new data structure is designed to encode routing trees. The random solution generation method and acceptance rules of the SA algorithm have also been extended.
• On the charging strategy of the EbJRC, a SA-based charging algorithm called EbJRC-c is proposed to find the optimal charging path of the MS. Random solution generation methods and acceptance rules have also been extended to solve the charging path optimization problem. The remainder of this paper is organized as follows. Section II reviews some related works on routing strategies and charging strategies. The network model is described in Section III. The details of the EbJRC framework is presented in Section IV, followed by the performance analysis of EbJRC. Finally, Section VI concludes this paper.
II. RELATED WORKS A. ROUTING STRATEGIES
One of the key problems for WRSNs is how to efficiently use the limited energy of network nodes. In a WRSN, the energy consumed to forward data accounts for the majority of the energy consumed by the device. Moreover, the sensor nodes close to the fixed sink (e.g. BS) deplete energy faster than others. These two characteristics are the main factors to affect the network lifetime. Therefore, some researchers target to improve energy efficiency and balance the energy consumption by proposing advanced routing strategies. There are two research categories in terms of the optimization objective.
One is to design advanced routing protocols to improve the efficiency of data forwarding. The other is to change the traditional single fixed sink model and use the mobile sink to balance the forwarding load.
Traditional routing strategies usually use directed acyclic graphs to represent sensor networks. Then, some parameters of the network and sensor node are used to calculate the weight of each edge in the directed acyclic graph. Some graph theory algorithms are applied to find the optimal routing structure. For example, some schemes calculate the weight with parameters such as residual energy [16] , hop-count [17] , transmission distance [18] , throughput [19] and transmission power [20] . In [21] , it divided the sensing area into several load-balanced blocks and introduced a Dijkstra algorithm [22] based energy-efficient routing strategy for the multi-hop transmissions. In [23] , it proposed an energy balanced graph-routing algorithm employing the Breadth First Search algorithm,in which the nodes were divided into layers. Moreover, this scheme adjusted the load of nodes layerby-layer and redistributed forwarding load between layers from high-load nodes to low-load nodes. Through a series of adjustments, this scheme achieved a more balanced load among the nodes in each layer. Different from the schemes in the network with one fixed base station, a scheme using a mobile vehicle to collect data and charge for nodes was developed in [12] . In order to improve the energy efficiency, this scheme used a cross-layer convex optimization algorithm to adjust data rates, link scheduling and the charging time for each anchor point. In [24] , a closer destination selection scheme was proposed to determine which sink for a sensor node to upload data by comparing the minimum hop-count from this sensor to two sinks. This scheme constructed two single path routing trees at the fixed BS and the mobile charger to share the forwarding load.
B. CHARGING STRATEGIES
Compared to the strategies to optimize the routing structure, wireless charging technology can fundamentally solve the limitations imposed by battery capacity which provides energy for sensor nodes. In exciting charging strategies, one viewpoint focuses on optimizing the energy efficiency of mobile chargers. Another view is the charging order of each sensor node in the network. Because the charging order has a great impact on the balance of sensors' energy. The scheme proposed in [25] controlled the mobile charger to charge each sensor node along a shortest travel path obtained by solving the Traveling Salesman Problem [12] . This shortest path called TSP-path is used by many researchers in designing charging plan to improve energy efficiency of the network. In [26] , it focused on the scenario with multiple energylimited chargers and targeted to minimize the number of mobile chargers to ensure sensor nodes in the network not to die.
In addition to the schemes to predetermine the charging plan, on-demand charging schemes were proposed to determine the charging order in which the sensor nodes are charged online. For example, the NJNP scheme in [27] required sensor nodes to send requests to the mobile charger when they needed to be charged. In [28] , it further optimized the allocation strategy for charging requests in a scenario with multiple chargers and proposed two charger scheduling schemes including the nearest-charger-first scheduling and the recent-rarest-charger-first scheduling.
Besides these schemes to independently optimize routing or charging system, JO schemes [12] - [14] , [29] have outstanding performance because of combining the advantages of WO and CO schemes. In [13] , it proposed two anchor point selection strategies according to the recharging tour and the data collection tour. Then the scheme combined the charging scheme with the scheduling of node rates and links to achieve the best network utility. In [14] , it proposed a framework working with a single mobile data collector and multiple mobile chargers to balance the energy consumption and reduce latency. However, the existing JO schemes still take the TSP-path as the charger's travel path. With the development of hardware devices, the mobility of devices will be less and less limited to mobile data collection and charging.
In this paper, we also consider the joint optimization of routing and charging systems. By taking advantage of the MS, the sensor nodes can be charged in a timely manner and the forwarding load can be shared.
III. SYSTEM MODEL
In this section, the system model and the behavior of each device are described. The method of constructing the route and the constraints of the link between the sensor nodes are also be given in this part.
A. NETWORK MODEL
As same as the most existing studies, the network model we study includes a fixed BS,a MS and multiple wireless rechargeable sensor nodes. As shown by Fig.1 , the BS is deployed in the center of a square sensing area. Compared with other sensor nodes in the network, the BS is powered by cable and has stronger communication capability. It can directly establish a one-way one-hop connection with any other node in the square sensing area.
In the network model, each sensor node carries a sensing device to sense the surrounding environment parameters and generates corresponding data packets. In addition, each sensor node also carries a power receiving coil and a rechargeable battery to receive the energy transmitted by the wireless charger and store the energy in its battery. Each sensor node also carries a communication device and can establish a one-hop link with its neighbor node. Without loss of generality, all sensor nodes are randomly deployed in the square sensing area. Referring to [28] , the BS can know the location of all sensor nodes by using global positioning system module or some localization techniques after deployment. Before the network runs, the BS establishes a direct connection with each sensor node and informs them the geographical location of themselves and their neighbor sensor nodes.
The MS used here is a mobile vehicle carrying a largecapacity battery, a high-power communication device and a wireless charging device. It departs from the BS at the beginning and then visits each node in turn according to a predetermined charging path. When the MS is staying at a sensor node, it will charge this sensor node and receive all data packets transmitted by its nearby nodes.
B. ROUTE CONSTRUCTION AND CONSTRAINTS
In this subsection, we will present the way in which data is transferred as well as the structure and constraints of the route. We consider a network that contains n sensor nodes marked in the set S = {s i | i = 1, 2, · · · , n}. Each sensor node has the same maximum battery capacity and uploads a data packet containing k bits every time interval τ , called a data collection round. These packets will be delivered to the BS or MS through multi-hop forwarding finally.
As shown in Fig.2 , the single-path routing tree means that each sensor node can only transmit data packets on one upload link, but can receive data packets from multiple neighbor sensors. The maximum communication distance of the sensor node does not exceed D. We define l ij as the link from sensor node s i to s j (s i , s j , i = j) and r ij as the data transmission rate in bits per second traveling over link l ij . Moreover, a routing tree can be represented by a directed acyclic graph G(S, L), where L is a link set containing all the links in the routing tree.
Considering that the routing tree will be updated frequently as the MS moving, the MS is designed to collect data only while staying at an anchor node. The anchor node means the sensor node to be charged. So, the state of the single sink and the double sinks alternates in the network. Whenever the MS plans to stop or move, it will report its position and status to the BS. The BS will control the routing tree of the network to update based on the location of the sinks in the network.
In this network model, each sensor node has the same function including generating, receiving and sending data packets. However, due to different routing trees, the receiving and sending status of each sensor node will be different. Therefore, we have the following constraints when designing a routing tree.
For each sensor node, the amount of its transmitting data over a period of time should be equal to the sum of the amount of data it receives and the amount of data it produces. Within a statistical time t, we have
where m is the number of data packets generated by sensor node i within time t. Regarding the data aggregation model, we refer to [12] . For easy study, we assume that each sensor node can only upload one packet to the sinks in a data collection round τ . The relay node completely transmits the received data packet to the next hop node without any increase or decrease of data. Therefore, in each data collection round, the total amount of data received by the BS and MS is n × k bits, where n is the sensor node number and k is the bit number of each data packet. When the network needs to update the routing tree, the BS will establish a direct connection with each sensor node and sends a control command to each sensor node to inform it which sensor node is its parent node.
C. ENERGY CONSUMPTION OF SENSOR NODES
After a routing tree is built up according to the above subsection, we can easily get the amount of data flowing through each sensor node in each data collection round. In this subsection, we will give the method to calculate the energy consumption of each sensor node.
For each sensor node, its energy is mainly consumed in these processes such as sensing, processing, receiving and sending data. In order to describe the energy consumed by the sensor nodes in these processes, Ref. [21] used a radio model which more comprehensively covers the energy consumed by nodes in each process. On the one hand, this model divides the energy consumed by sending data into two parts. The energy consumed in the operation of the circuit is called the component cost E CP and the energy consumed in the signal amplification process is called the amplification cost E AP . As shown by (2)∼(4), E S represents the energy consumption for sending k bits data to the next hop node through a distance d.
where e cp is the consumed energy per bit by the circuit. ε fs and ε mp are the free space loss coefficient, and multipath loss coefficient, respectively. d th is the threshold distance. If the communication distance exceeds d th , the energy consumption of transmitting data will increase dramatically. On the other hand, E R is used to define the energy consumed by the sensor node to receive data in this model.
where e da is the data aggregation energy consumption coefficient. For a relay node, its energy consumption is composed of E S and E R ,as shown by (6) and (7).
D. MOBILE CHARGING AND CHARGING TRIP
In addition to the construction of routing trees, mobile charging is an very important part of the system model. The MS used in our network carries a large-capacity rechargeable battery, a wireless charging device, and a wireless communication device. The BS acts as an energy replenishment station for the MS. When its battery is fully charged, the MS will leave the BS and visit each sensor node along a predetermined charging path which is shown by a charging sequence. We divide the operation of the network into multiple charging trips according to the periodicity of the movement of the MS. The definition of charging trip is given below. Charging Trip: A period of operation from the MS leaving the BS until the MS returning to the BS. During this operation, the MS visits each sensor node along a predetermined charging path.
The charging path can be represented by an ordered sequence of sensor nodes on the path, called charging sequence. Let Q = {q i |i = 1, 2, 3, · · · , n, q i ∈ S} denotes the charging sequence used in a charging trip. For example, if there are three sensor nodes {s 1 , s 2 , s 3 } in the network and one charging sequence is
When the MS moves to a sensor node s i , it will stay for a period of sojourn time τ i to replenish energy of the visited sensor node or anchor node and gather data from nearby sensor nodes. Let p(t) denote the energy power received by the anchor node while the MS is staying at it. In order to fully charge the anchor node and receive all the packets of the last data collection round after charging, τ i must satisfy the following conditions. where B is the maximum battery capacity of each sensor node, t i is the time required to fully charge the anchor node s i and b i is the residual energy of s i when MS reaches. In order to satisfy the constraint, we let τ i be an integer multiple of the charging time to τ , i.e., m in (10) is equal to t i / τ .
E. NETWORK OPERATION
According to the characteristics of the network model mentioned in the foregoing, the network uses a different routing tree when the MS is in different locations. In this subsection, we will describe the network operation in detail. The entire process of network operation can be divided into a deployment phase and multiple charging trips, which is shown by Fig.3 .
During the deployment phase, n sensor nodes are deployed in a square sensing area. Then, through the positioning method, the BS will get the location information of all sensor nodes. After the BS broadcasts the location information to all sensor nodes, each sensor node will know the location of itself and its neighbor sensor nodes.
At the beginning of each charging trip, i.e., travel planning stage, the BS uses the charging sequence given by EbJRC-c to plan the charging path, which uses the current residual energy information of all sensor nodes. The energy information of the sensor node comes from the last data collection time gap of each charging trip, and each sensor node uploads its own residual energy information to the BS with the data packet.
Whenever the MS reports its changed location status to the BS, the BS will decide a new routing tree based on the current state of the MS and broadcast a control command to the sensor node to update the routing tree. The following assumptions are used throughout the research in this paper:
• The maintenance time of the MS is ignored. We think that the MS can be fully charged and enter the next charging trip after returning to the BS immediately.
• The MS has sufficient communication capability and energy to transfer data to the BS in real time. So the BS can receive data from all sensor nodes at any time during operation.
• The MS has enough energy to visit all sensor nodes once along any path per charging trip. However, the MS must return to BS to supplement energy at the end of a charging trip.
IV. EbJRC: ENERGY-BALANCED JOINT ROUTING AND CHARGING FRAMEWORK
In this section, the routing strategy and the charging strategy of the joint optimization framework is described. This joint optimization framework targets to optimize the energy consumption balance performance of the network by minimizing the SDEC σ of all sensor nodes during a charging trip. It can be formulated as:
where E i is the total energy consumption by sensor node s i during a charging trip and µ is the average energy consumption of all sensor nodes. In order to reduce the complexity of the optimization problem, the joint optimization framework is decomposed into two sub-optimization problems of the routing strategy and the charging strategy, respectively. By solving these two sub-optimal problems, the optimal solution set of the joint optimization problem can be obtained. First, a route optimization problem aiming at minimizing the SDEC of each routing tree is formulated in the routing strategy. Since the network will build a corresponding double sink routing tree when the MS stays at each sensor node, the route optimization algorithm will be used to optimize each routing tree separately. Then, a charging path optimization problem is proposed as the charging strategy. The order that MS visits all nodes will affect the total energy consumption of sensor nodes in each charging trip. Using the proposed routing algorithm, we can get the optimal routing tree when the MS stays at each sensor node.These optimal routing trees are substituted into the charging path optimization problem and the problem is solved, so that the charging path with the optimal energy balance between nodes is obtained. In order to obtain the convergence result of the route optimization and the charging path optimization, the SA algorithm is applied to solve these two problems.
A. ROUTE OPTIMIZATION ALGORITHM FOR ROUTING STRATEGY
During the travel planning phase of each charging trip, the BS calculates the optimal routing tree set and charging path for this charging trip. Whenever the routing tree needs to be updated, the BS will broadcast corresponding control commands to sensor nodes to update the structure of the routing tree. In order to introduce the SA algorithm to solve this problem, we propose a method of using matrix to encode a routing tree and develop the generation method and acceptance rule of the random solution.
1) ROUTING CODING MATRIX
Since the original SA algorithm cannot be used to solve graphics optimization problems like routing tree optimization, we propose a data structure that uses a matrix, called routing coding matrix (RCM), to encode a routing tree. As shown in Fig.4, Fig.4(a) shows a part of a double sink routing tree and its partial RCM is shown in Fig.4(b) .
Each RCM consists of (n + 1) rows and (n + 1) columns of elements, including n sensor nodes and one BS. As shown in Fig.4 , the number 0 represents the BS. The MS stays at the sensor node s 10 , so the number 10 represents the MS. The serial number of the row element in the RCM represents the number of the source node, and the serial number of the column element represents the number of the receiving node. If an upload link points from s i to s j , the element in the j − th column of the i − th row is equal to 1, otherwise it is equal to 0.
For example, the data packet generated by sensor s 3 in Fig.4 (a) will be transmitted along path s 3 → s 4 → s 6 → BS. In the RCM in Fig.4(b) , the elements in the third row and fourth column are equal to 1, indicating that s 3 passes the packet to s 4 . Similarly, the elements in the fourth row and sixth column are equal to 1, indicating that s 4 will passes the packet to s 6 . Because s 6 passes the packet to the BS, the element in the zeroth column of the sixth row is equal to 1. With RCM, we can easily represent any routing tree, and SA-based heuristics can be applied to this optimization problem.
2) INITIAL SOLUTION OF THE EbJRC-r
Each feasible solution S R for the route optimization problem is a single-path tree route linked by all sensor nodes. Based on the characteristics of the SA algorithm, the optimization algorithm requires an initial routing tree as the initial solution to the iteration. Since the SA has no dependency on the initial solution, the initial routing tree can be obtained by any algorithm. But a better initial solution can reduce the number of iterations. We refer to the scheme proposed in [24] to select the nearest sink according to the residual energy of the node,here we name it as residual energy based closer destination selection(RECDS) scheme.
3) FUNCTIONAL VALUE OF SA ALGORITHM
In this sub-optimization problem, we take the SDEC of the sensor nodes in a routing tree as the functional value, shown by (12) .
where e i is the energy consumed by sensor node s i during a data collection round and µ is the average value of all e i . We optimize each routing tree with the goal of minimizing the functional value V . When the MS stays at different sensor nodes, the network constructs corresponding routing trees. By optimizing these routing trees one by one, their functional values are minimized and the set of optimal routing trees is obtained.
4) RANDOM SOLUTION GENERATION
The SA algorithm is a generalized random search algorithm. When the SA algorithm is used to solve an optimization problem, the algorithm will retain a current solution. In each iteration, the algorithm will introduce a random change in the current solution to generate a random solution. Then to decide whether to accept this random solution according to the acceptance rules. So in this subsection, we present a random solution generation method and acceptance rules for routing tree optimization problems. First, we give the following definitions of the variables that are needed in the SA algorithm.
Current solution:
A solution that is temporarily saved by the algorithm. It represents the latest solution accepted by the algorithm.
Random solution: In each iteration, a new random solution generated by the algorithm making random changes based on the current solution. It will be determined according to the acceptance rules whether to accept.
In the route optimization problem, each directed acyclic graph or each RCM representing the routing tree is a solution to the algorithm. Let S R c and S R r represent the current solution and the random solution of the route optimization problem, respectively.
The current solution has an initial value, which is the RCM corresponding to the initial routing tree. To generate a random solution, we first randomly select a sensor node s i in S R c and then randomly select a new parent node in its neighbor node. Corresponding to the change of the RCM, the algorithm randomly picks the row number corresponding to one sensor node (i-th row), and then changes the element of the row from 1 to zero. Then it changes the corresponding element of another row to 1. For example, we will use the routing tree in Fig.4 as the current solution. First we randomly select a sensor s 11 . Since the parent node of s 11 is s 8 , the element at 11-th row and 8-th column of the RCM is 1. Then a sensor node is randomly selected as the new parent node in the neighbor node of s 11 . For example, if s 9 is selected, the elements at the 11-th row and 9-th column of the RCM are changed to 1, and the elements at the 11-th row and 8-th column become 0 shown by Fig.5 .
Each generated random solution requires the following checks to ensure that each random solution satisfies the routing constraints.
• Communication distance threshold check: The distance between two sensor nodes that have established links cannot be greater than D.
• Transfer loop check: According to the RCM, get the path from each sensor node to the sink. On this path, each node can appear once. That is, the data transfer path cannot be circular to ensure that the graph structure of the routing tree is directed and acyclic. If the generated random solution does not satisfy both checks, it needs to be regenerated until a suitable random solution is obtained.
5) ACCEPTANCE RULES AND ITERATIVE PROCESS
The SA algorithm is derived from the principle of solid annealing. When the high temperature solid is slowly cooled, the internal particles are gradually ordered. And at each temperature, it reaches an equilibrium state. Finally, at normal temperature, the energy is reduced to a minimum and the solid reaches a steady state.
According to the Metropolis criterion, the probability that a particle tends to equilibrate at temperature T is exp(− E/(k B · T )), where E is the amount of internal energy change when the solid cools to T , and k B is the Boltzmann constant. Based on this theory, the SA starts from a higher initial system temperature T ini , and the system temperature is cooled once K times iterations by the descent factor ω. The iteration stops until T is less than the temperature threshold T th .
Since the goal of optimization is to obtain a routing tree with a smaller functional value, we use the functional value V as the internal energy value of the annealing principle. Whenever a new random solution is obtained, we will calculate its functional value V R r . And then the amount of change of V R r can be gotten compared to the functional value of S R r , which 
if satisfy acceptance rules then 7: S R c ← S R r ; 8: else 9: Discard S R r ; 10: end if 11: until K times 12: T ← T · ω 13: end while 14: Output the searched optimal solution S R c best.
If V < 0, it means that the random solution tends to have an optimized direction change. Accept this random solution, let S R c = S R r ; Otherwise, it indicates that the change of the random solution deviates from the optimization direction. At this point, we accept this random solution by probability. The acceptance probability p is as shown in (13) .
The α is an adjustable parameter corresponding to the Boltzmann constant. Since the variation range of the functional value is different in different problems, the increment V in some problems may be too large or too small. Maybe the probability p is always close to 1 or 0, which will affect the convergence of the algorithm. So, the α is used to adjust the value of V to allow the algorithm to converge better. For different optimization problems, the value of α is different. The researcher can obtain α which can make the algorithm better converge through multiple experiments. Accept solutions to non-directional optimization directions by probability is to help the iterative algorithm jump out of the local optimal solution, so that the algorithm has the opportunity to get the result closer to the global optimal solution. Algorithm 1 shows the flow of EbJRC-r.
B. CHARGING PATH OPTIMIZATION ALGORITHM FOR CHARGING STRATEGY
Using the EbJRC-r strategy we can get the optimal routing tree when the MS is in different locations. But in order to get the optimal mobile routing and charging plan, we also need to get the optimal charging path. Therefore, a charging path optimization algorithm jointing with routing optimization is proposed in this subsection, called EbJRC-c. In this optimization algorithm, our goal is to obtain a charging path scheme that optimizes the total energy consumption of the nodes in a charging trip. This optimization problem can be formulated as a minimum SDEC problem in (11) . Similarly, the SA algorithm is applied to achieve fast convergence.
1) INITIAL SOLUTION OF THE EbJRC-c
Each solution S c for EbJRC-c is a charging sequence Q that represents the order in which the sensor nodes are accessed along the charging path. In order to apply the SA algorithm to the charging path optimization problem, an initial solution is needed. Referring to most of the research, the shortest path that traverses all sensor nodes, called the TSP-path, is most often used as the moving path for the MS.
So in this paper, we record the sequence of sensor nodes which the TSP-path passes through as the initial charge sequence. As shown in charging sequence 1 in Fig.6 , it can direct the MS to access all sensor nodes in turn along the shortest path.
2) FUNCTIONAL VALUE
In the charging path optimization problem, we balance the energy consumption of the sensor nodes during a charging trip. In (11) , E i is the total energy consumption of the sensor node s i during a charging trip. µ is the average value of all E i . With the goal of minimizing SDEC, we use SDEC as a functional value for this optimization problem, as shown by (14) .
3
) RANDOM SOLUTION GENERATION AND ACCEPTANCE RULES
Like the solutions used in EbJRC-r, the current solution S C c and the random solution S C r are also used in the charging path optimization algorithm. The generation of the random solution here is mainly to generate a random charging sequence.
To facilitate the representation of each charging sequence, we represent the charging sequence in an ordered array of sensor node numbers. For example, the encoding of charging sequence 1 in Fig.6 is BS,1,2,3 ,4,5,6,7,8,9,10,11,12,13, 14, 15 ,BS. We use this charging sequence as a current solution S C c , from which two sensor nodes are randomly selected to exchange positions to obtain a random solution S C r . For example, the charging sequence 2 in Fig.6 is obtained by exchanging sensor nodes 3 and 5 in the charging sequence 1.
Each random solution will accept the following constraint check:
• Node survival check: The algorithm accumulates the energy consumption and energy replenishment of each sensor node during the charging trip according to the charging sequence, and no sensor node can exhaust the energy. If the generated random solution does not satisfy the constraint, it needs to be regenerated until the constraint is satisfied. If a random solution that satisfies the constraint cannot be generated within the number of times of development, then it is considered that no suitable charging sequence can guarantee that the sensor node can survive in this charging trip. At this time, there is no solution to the optimization problem, and the network life is over.
After getting the random solution, we can calculate the functional value V C r of the random solution and its increment V relative to V C c that is the function value of the current solution. We use the same acceptance rules as EbJRC-r to decide whether to accept this random solution.
V. NUMERICAL RESULTS
In this section, related simulation results are provided to illustrate the performance of the proposed joint optimization strategy. The proposed EbJRC framework is compared to the conventional framework proposed in [24] , which uses the closer sink selection algorithm to construct the upload link from one sensor node to the Sink. Since no specific charging strategy is given in this framework, the TSP path is applied to this framework to compare with EbJRC.
In the simulation, we studied a WRSN deployed in a square sensing area with size 100. There are 100 rechargeable sensor nodes that are randomly deployed in this area, and the BS is fixedly deployed in the center of the sensing area. The charging power of the MS is p(t) = 0.5W and its moving speed is 10m/s. The battery capacity of each sensor node is B = 20J , and the initial energy of each sensor node is randomly distributed at 10 ∼ 15J . The maximum communication distance of the sensor node is 50m and the packet size sent by each sensor node is 5kbits each time. The relevant parameters of the energy consumption model are set as follows: component cost coefficient e cp = 50nJ /bit, the free space loss coefficient ε fs = 10pJ /bit ·m −2 , the multi-path loss coefficient ε mp = 0.0013pJ /bit · m −4 and the data aggregation energy consumption coefficient e ap = 5nJ /bit.
A. THE CONVERGENCE BEHAVIOR ANALYSIS OF ALGORITHMS
For the SA algorithm, the convergence performance is affected by various control parameters. On the one hand, the iterations number of the SA is controlled by the initial temperature T , the temperature threshold T th and the temperature drop rate. On the other hand, the speed at which the SA algorithm iterates toward the optimal solution is also affected by the size of the solution space of the optimization problem. In this subsection, we study the convergence performance of the EbJRC-r and EbJRC-c algorithms in above mentioned WRSN with 100 sensor nodes. Let T = 10, 000, T th = 1, ω = 0.99, and the number of iterations after each cooling is K = 20.
We first analyze the convergence performance of the EbJRC-r algorithm, and the results are shown in Fig.7(a) . In this simulation, we use the RECDS algorithm to calculate the routing tree as the initial solution of the EbJRC-r algorithm. The SDEC of routing trees G 15 , G 35 , G 55 and G 75 corresponding to MS staying at s 15 , s 35 , s 55 and s 75 is analyzed. Since the energy consumption value of the sensor node transmitting one bit data is extremely small, we use the SDEC of each sensor node to transmit 1Mbit data to the sink as the functional value of the SA algorithm. It can be seen from the figure that the iterations of the four routing trees shown in the simulation converge around 300 ∼ 500 times. And compared to the RECDS algorithm in [24] , the average SDEC is decreased 26% through optimization. Next, the convergence performance of the EbJRC-c algorithm is analyzed. Here, we have selected four of the several rounds of running trips, that is, the first, ninth, fourteenth and twenty-first trips. In the optimization of each charging trip, the TSP path is used as the initial solution of the SA algorithm. Fig.7(b) shows the simulation results in which the four optimizations converge after about 10,000 iterations. Compared to the TSP path, the average SDEC per charging trip is decreased 13.4%. From above two sets of simulations, we can know that the EbJRC-r algorithm converges faster than the EbJRC-c algorithm. The former can converge after hundreds of iterations, while the latter requires more than 10,000 iterations. This is because the solution space sizes of the optimization problem solved by these two algorithms are very different. For the EbJRC-r algorithm, it solves the routing tree optimization problem. And the number of solutions is the multiplication of the neighbor nodes of each sensor node. For the EbJRC-c algorithm, it solves the optimization problem of the charging path. The number of solutions is the number of permutations and combinations of all nodes. So the solution space of EbJRC-c is much larger than EbJRC-r, and more iterations are needed.
For a single iteration, the complexity of the two algorithms is O(n). So the time complexity of these two algorithms is O(a · n) and O(b · n), where a and b are the iteration number of EbJRC-r and EbJRC-c, respectively.
B. ENERGY CONSUMPTION DISTRIBUTION ANALYSIS OF ALGORITHMS
In this subsection, the distribution of energy consumption of sensor nodes in the network is analyzed after optimization by EbJRC-r and EbJRC-c algorithms. As shown in Fig.8 and Fig.9 , we give the results of the energy consumption distribution of the four sets of routing trees and the four sets of charging sequences used in the previous subsection. In each figure, the x-axis coordinates represent 100 energy consumption intervals, and the y-axis coordinates represent the number of sensor nodes whose energy consumption is in a certain interval.
As shown in Fig.8 , compared to the routing tree constructed by the RECDS algorithm, there are fewer sensor nodes with high energy consumption in the routing tree optimized by the EbJRC-r algorithm. Moreover the highest energy consumption in the optimized routing tree is lower than that of before optimization. Thus, the EbJRC-r algorithm reduces the number of energy holes and reduces the energy consumption pressure of the energy hole nodes. On the other hand, the total energy consumption of the four routing trees calculated by the RECDS algorithm is 42.9J , 44.9J , 41.8J and 42.4J , respectively. After optimization by EbJRC-r, the total energy consumption of the four routing trees is 64.5J , 47.3J , 46.5J and 44.9J . The total energy consumption of the routing tree is increased by 7.7% on average. This is because the number of data forwarding is increased in order to spread the forwarding load of the energy hole node to the surrounding sensor nodes. Fig.9 shows the energy consumption distribution of before and after EbJRC-c optimization of the TSP path in four charging trips. First, by comparing the energy distribution of sensor nodes after four charging trips, we can find that the number of sensor nodes with low-energy consumption interval increases, and the number of sensor nodes with highenergy consumption interval decreases. This is because at the beginning of the system operation, the initial remaining low energy of the sensor node is, and the MS stays longer at each sensor node. So that the energy consumption accumulated by each sensor node is higher in a charging trip. Furthermore the residual energy of the sensor node increases, the MS stays at each sensor node for less time, and the cumulative energy consumption of each sensor node is lower. Then, we compare the energy consumption distribution of the TSP path and the EbJRC-c optimized path. Compared to the TSP path, the energy consumption distribution of the EbJRC-c optimized path shows the more sensor nodes in the low energy interval, and the smaller highest energy consumption. These results show that the optimized charging sequence of the EbJRC-c algorithm can make the energy consumption of sensor nodes more balanced and reduce the total energy consumption of sensor nodes in each charging trip to a certain extent.
C. SDEC OF ALGORITHMS IN DIFFERENT NETWORKS
In this subsection, the energy standard deviations of EbJRC-r and EbJRC-c are analyzed under different network sizes. The results are shown in Fig. 10(a) and Fig.10(b) , respectively.
In Fig.10(a) , we generated 100 networks of each size, for a total of 400 networks. For a network containing n sensor nodes, there are n double sink routing trees corresponding to the MS staying at each sensor node. So, for each size network, we generated a total of routing trees and took the mean of the SDEC to compare the performance of RECDS and EbJRC-r. As shown in Fig.10(a) , under RECDS, the SDEC of the network gradually increases. This is because the idea of the Dijkstra algorithm used by RECDS is to find the weight between the two points and the smallest path. The RECDS takes the residual energy of the receiving sensor node as a reference parameter, and the larger the residual energy, the smaller the weight of the transmission link. Based on this design, sensor nodes with more residual energy will have more opportunities to relay packets, thereby mitigating the forwarding pressure of low residual energy sensor nodes. However, this design makes sensor nodes with high residual energy become new energy holes because they undertake more data forwarding. As the number of sensor nodes in the network increases, the imbalance of energy consumption between sensor nodes increases. In addition, as the number of sensor nodes in the network increases, the number of neighbor sensors of each sensor node increases, and the number of optional links increases accordingly. The magnitude of the SDEC increase of the RECDS algorithm is also reduced.
For EbJRC-r, as the sensor node number increases from 60 to 80, the SDEC rises. As the number of sensor node increases from 80 to 100 and 120, the SDEC decreases. This is because EbJRC-r uses an iterative method to converge the routing tree to the global optimal solution, so that a better routing tree can be obtained than the RECDS. As the density of sensor nodes in the network increases, data forwarding can be shared by more links. So the SDEC of EbJRC-r will become smaller.
In Fig.10(b) , the network size is 50, and each network runs 20 charging trips. The routing tree used in the simulation is given by EbJRC-r. Then, the SDEC of the TSP path and the EbJRC-c path are averaged for comparison in each charging travel planning phase. The experimental results show that in different network sizes, the SDEC of the MS travel path given by EbJRC-c is smaller than that of the TSP path. Among them, the optimization is the best in a network with 80 sensor nodes. 
D. INFLUENCE OF DIFFERENT PARAMETERS ON THE EbJRC
In this subsection, we compare the run times of traditional frameworks and EbJRC in four network sizes with 60, 80, 100, and 120 sensor nodes respectively. The SDEC and the residual energy standard deviation (SDRE) are used to represent the energy consumption equalization performance and energy balance performance of the network.
A charging trip is recorded as a round for MS. Fig.11 shows the energy consumption performance of 12 rounds running in four network sizes under two schemes. Fig.11(a) is the SDEC change of the network after each round of operation. Fig.11(b) is the energy distribution after the end of the network operation with 120 sensor nodes.
As we can see from Fig.11(a) , the SDEC of the first few rounds of the network is higher in the traditional framework.
As the system continues to operate, the SDEC gradually decreases and runs smoothly in a steady state. In contrast, the EbJRC framework allows the system to quickly enter a steady state, allowing the SDEC to fluctuate within a smaller fraction. The SDEC of the network running under the EbJRC framework is smaller than the traditional framework. In the analysis of the previous subsections, we know that EbJRC can build a better routing tree for the SDEC. The MS visits each sensor node according to the optimized charging path, which can make the network enter a stable state more quickly. It can be seen from Fig.11(b) that the energy consumption distribution of the sensor nodes in the EbJRC framework is more concentrated when the network enters a stable operation state. The reduction in high energy consumption sensor nodes results in fewer energy holes in the network. On the other hand, the total energy consumption of the network under EbJRC is 15% higher than the traditional framework. This is because that to balance the data forwarding load can increase the number of forwards.
Next, Fig.12 compares the residual energy performance of the proposed EbJRC and the traditional scheme using TSP path and RECDS routing trees. Fig.12(a) shows the relationship of SDRE and rounds under four network sizes. The results indicate that the proposed EbJRC scheme can achieve the smaller SDRE then the traditional scheme in four network sizes. With the round number increasing, the SDRE values gradually decreases and finally enter into a stable state for all schemes. Fig.12(b) shows the sensor node number with different residual energy distribution intervals in the network with 120 sensor nodes. It can be seen that in the EbJRC framework, most of sensor nodes are distributed in the higher residual energy value. Moreover, the minimum residual energy of the sensor nodes is greater than the traditional scheme. This shows that the EbJRC can alleviate the energy hole problem more better.
VI. CONCLUSION
In this paper, we present an EbJRC framework. An optimization problem aimed at minimizing SDEC is first proposed.
Then, according to the greedy strategy, this optimization problem is decomposed into two sub-optimization problems of routing tree optimization and charging path optimization. The SA algorithm is applied to solve these sub-optimization problems. By analyzing the convergence of the algorithm, the SDEC and the SDRE, the EbJRC framework can obtain better energy balance than the traditional scheme.
