Abstract-The static state of an electric power system is defined as the vector of the voltage magnitudes and angles at all network buses. The statik-state estimator is a data processing algorithm far converting redundant meter readings and other available information into an estimate of the static-state vector. Discussions center on the general nature of the problem, mathematical modeling, an interative technique for calculating the state estimate, and concepts underlying the detection and identification of modeling errors. Problems of interconnected systems are considered. Results of some initial computer simulation tests are discussed.
INTRODUCTION
A REAL-TIME central control system can be used to improve the security (reliability) of electrical power system bulk generation and an EHV transmission system. It is possible to consider the operation of such a central control system in two steps: 1) raw information is processed in real time by a digital computer into a more useful form; and 2) control decisions are made from the processed information either by the digital computer or by a human operator. In this paper only certain aspects of the first or information processing stage are discussed. In particular, real-time digital-computer programs (algorithms) for converting the available information (direct meter readings plus other information) into an estimate of the present state of the power system are discussed. Only the quasi-steady state or static operating behavior of the power system is considered. The vector whose elements are the voltage magnitudes and angles at all the generation and load buses is called the state vector of the system. Because of the quasi-steady-state assumption,-this vector is called the static-state vector.
The subsequent use of the state estimate as an input to computer control programs or to drive displays for the system operator is not discussed. However, it should be clear that no control system (man or computer) can effectively tell a power system where to go in the future without some knowledge of is present state.
Static-state estimation is related to conventional load-flow calculations. However, the state estimator is designed to handle the many uncertainties associated with trying to do an on-line load flow for an actual system using meter readings telemetered in real time to a digital computer. Uncertainties arise because of -meter and communication errors, incomplete metering, errors in mathematical models, unexpected system changes, etc. These uncertainties make for large differences between the usual loadflow studies done in the office for system planning and on-line estimation done as part of a control system. The static-state estimator is based on classical mathematical techniques such as estimation, detection, probability, statistics, and filtering. However, an attempt is made to present the ideas without drawing on an extensive background in these theories. A more theoretical presentation would have had some advantages, but the chosen approach hopefully makes the concepts more widely accessible. Most of the specialized mathematical jargon is relegated to background discussions which can be skipped.
This paper is the first of a three-part series on the static-state estimator. In this paper, the general problem, model, and theory of solution are developed. In [2] approximate models and solutions are developed. In [3] consideration is given to implementation problems related to computational speed, dimensionality of the state vector, and the fact that a power system is never truly in steady state. The static-state estimator results from a combination of two big fields, load flow, and statistical estimation theory so no attempt will be made to provide a complete bibliography. In [4] a clear, readily available load-flow reference with an extensive bibliography is provided. Basic statistics references are given in [1] , [6] . However, there are many other good papers and books which also contain the same related material. Material is contained in [7] that is very similar to the static-state estimator concept; differences lie primarily in details and emphasis.
The following notational conventions are used. A bold face letter denotes a vector or matrix. All vectors are column vectors. A prime denotes matrix transpose and -1 denotes matrix inverse. The letter E denotes the expectation or averaging operation on a random variable or vector. Complex numbers or matrices are denoted by a tilde; i.e., Y is a real number while i is a complex number.
NATURE OF PROBLEM A power system rarely achieves a true steady-state (static) operating point, as loads and generation patterns are continually changing. However, it is often a reasonable approximation to consider a power system to be in steady state over some short interval of time.
The power systems of much of the United States and Canada are interconnected. However, this paper is concerned with the state estimation problems associated with the central control of only some small portion of the overall power system. The term own system (OS) refers to that portion of the total power system of direct concern. OS is connected to the interconnected systems (IS) by tie lines. OS need not be a single utility; it may be a pool or region, etc 
Pseudomeasurements
Real-time meter measurements do not contain all the available information on the power system. However, nonreal-time metered types of information are handled and modeled in the same manner as real meter measurements. Such pseudomeasurements are now discussed.
To illustrate the pseudomeasurement concept, consider a load bus whose real power demand is not sent to the central control system in real time. Assume it is known from records of past behavior that the load should be close to some nominal value of real power Pnom. This information is fed to the computer as a pseudomeasurement z1 whose value is determined by z1 = Pnom. Let fi(x) denote the real power at the load point that would be calculated from the static structure model. Then the pseudomeasurement z1 is modeled as Z, = fi (Xtrue) + ?7 (2) where i)l is a zero mean random variable with variance Oi. The value of O1 is determined from past records; for example, as the average of the squares of the deviations of the actual real power is determined from the nominal value Pnom.
Some of the many types of nonreal-time metered information are now discussed. 
011= -(R + R2202 2 = --~0 11-1 + R2 022-' It also follows that E{x} = xtrueand E{ (x -ftre)2} = 2. Now consider why the estimate £ was defined as the value of x which minimizes J(x) of (5). It is reasonable to choose as an estimate the value of x which best fits the observations where the fit is weighted by the expected accuracy of the measurement. Thus the estimate fits the measurement made by the accurate meter better than the measurement made by the inaccurate meter. This reasonability argument for the choice of estimate can be supplemented by mathematical proofs if desired. For example, it can be shown that t of (7) yields the smallest estimate error variance E {x-Xtue }I2 for all unbiased estimates.
State Estimation
In the problem of interest (3), the dimensions of the vectors are larger, and f(x) is a nonlinear function of x. Given z, the state estimate xi is defined to be the value of x which minimizes
The minimization of J(x) of (9) with respect to x cannot be done in closed form as in the example because f(x) is a nonlinear function of x. However, the following is a standard approach. and Ax = x -xo. If the higher order terms of (10) are neglected, substitution of (10) into (9) gives
where Az = z -F(xo). Equation 11 can be rewritten in the form
where Z (xo) = [F'(xo)h-'F(xo) ] -1 and (xo) is assumed to exist.
Let Ax' denote the value of Ax that minimizes J(x) of (12). It is obvious from (12) that Ax = Z(xo)F'(xo)O-&Az
If xo is close enough to x to justify the dropping of the higher terms in (10), then (14) actually gives the desired x. In practice this is often not true so one defines a sequence xn, n = 1, ..
given by
The iterations of (15) are continued until J(xn) approaches a minimum. Possible stopping rules are to iterate until IJ(xn) -J(xn+l) or until the magnitude of all components of x+ -Xn are less than some predetermined value. Note that it is possible for J(x) to have local minimum and flat spots, and thus x, may converge but not to x. It is also possible for xn to never converge.
If x0 happens to be the true but unknown value Xtrue, then it follows from (14) that
Equation (16) J(x) of (9). This criterion has a long history of providing good estimates in a wide variety of problems (surveying, economics, biology, aerospace trajectories). Actually, the resulting x can be shown to have a variety of mathematical optimum properties, and the criterion can be formally derived in various ways. If the errors are assumed to be Gaussian random variables, x is a maximum likelihood estimate which has many nice properties, and the Cramer-Rao or information inequality can be used to interpretl [1] , [6] .
Detection
The state estimator algorithm of (15) is based on the assumption that the model (i.e., k,f(x),6) is perfect. Detection of modeling errors is now discussed. Let J denote J(x), i.e., J(x) evaluated for x = x. One approach to detection can be based on the fact that if the model is correct, J is a random variable whose probability distribution can be calculated (at least approximately) if the measurement errors n are assumed to be Gaussian (and small). Thus if a value of I is obtained which lies on the tails of this probability distribution, it can be assumed that the model is no good, i.e., an error in Y and/or 6 has been detected.
A different approach to detection does not rely on probability distributions but requires more calculation. To illustrate the method, consider the case of detecting a lost line. is used, where 2k is the value of x which minimizes Jk(x) which is J(x) for f(x) = fk(x). Let A? denote Jk(x) evaluated for x = Xk. J1k can be viewed as a measure of how good a fit the static structure model with Yk [and fk(x) I provides to the observation z. If it turned out that for some kl, Jkh << Jk, all k # 1ki it would be reasonable to assume that the observations z were made on a network with line ki removed. Hence a modeling error caused by a lost line (whose loss is not modeled) can be detected by evaluating lk, k = 0 ... K. This concept can be extended to the problem of detecting bad data points, i.e., errors in the modeling of 6. To illustrate, assume 6 is diagonal. Then a particular measurement can be modeled as a bad data point by making the corresponding main diagonal of 0-1 equal to zero. This leads to a set of possible models and corresponding Jk, k = 1 ... which can be used as before.
The detection logics are presented in terms of reasonability arguments. However, they are actually drawn from the theory of hypothesis testing and can be given a more formal mathematical base.
Identification
After a modeling error has been detected, the next step is to identify the error so that it can be corrected. The detection logic of (17) also identifies the lost lines. The problem of identifying modeling errors caused by erroneous transmission line admittances requires an extension of the concept, wherein J is viewed as a function of the line admittances and identification is accomplished by finding the admittance values which minimize J.
The identification problem can be viewed as a state-estimation problem, where the state vector has been expanded to include unknown model parameters as well as the bus voltage magnitudes and angles. The special term, identification, is used to reduce confusion.
Discussion of Theory
Return first to the simple example of Fig. 1. x is the weighted sum of the ammeter and voltmeter readings, z1 and z2. The weights are determined by the error variances 6kk, the resistance values Rk, and the network structure. If R2 = 1, and if 0 > 022 (meter 1 noisier than meter 2), then the more accurate meter reading Z2 is given the most weight, i.e., has most effect on the estimate. However, if 1 > R2, the more inaccurate measurement z1 may be actually given more weight. Thus as far as the estimate is concerned, the weighting due to the 6kk, may be overcome by geometry and network effects. This weighting effect carries over to the general case. Thus the state estimator algorithm (15) is a way of combining measurements of many types into a single estimate in such a way that the importance of any one measurement is automatically determined. The need to combine both pseudo and actual real-time measurements of many types makes this automatic weighting very important.
The iteration sequence (15) depends on the matrix X which exists only if the matrix F'f-'F has an inverse. Let K2 denote the dimension of the observation z, and let K1 denote the dimension of the state x. l; does not exist if K1 > K2. If K1 = K2, and if F-' exists, (15) becomes
If z consists of specified generator and load bus watts, vars, and voltages, this iteration is approximately the NewtonRaphson method which has been successfully used to obtain conventional load flows [4] . If The behavior of the static-state estimator has been investigated by digital-computer simulation. The nature and results of these initial tests are briefly summarized. Many numerical results and much more extensive discussions can be found in [5] .
The computer program can be viewed as a Monte Carlo simulation. It can be divided into four blocks.
1) Given the desired network and bus powers, establish the true bus voltages by a conventional load flow.
2) Given the desired meter placement, types, and accuracies, simulate a set of meter readings by first calculating the readings perfect meters would make and then adding errors obtained fromn a random number generator.
3) Given the simulated measurements; calculate the best estimate of the voltages at the buses using the static-state estimator.
4) Analyze the errors by subtracting the true bus voltages from the estimated bus voltages and repeating blocks 2) and 3) many times using different random errors so that an average squared error can be obtained.
The initial tests to be discussed here were based on a five-bus system which is an example of [4, p. 284] . Many trials were made with various numbers, types, locations, and accuracies for the meters which could measure real power, reactive power, or voltage at any bus. A measurement with a large error variance was assumed to be a pseudomeasurement.
Performance depended heavily on meter placement, accuracy, and type. For a good choice of meter placement and types, the iteration of (15) converged rapidly with an average rate approximately independent of initial starting value or variance of the measurement error. However, the actual convergence behavior could depend on the particular noise values. For a bad choice of meter placement and type, convergence was sometimes slow or nonexistent. Meter placement and type as well as meter accuracy effected the accuracy of the final estimate. The effect of adding or removing one meter was sometimes dramatic and sometimes unobservable; it all depended on the situation. Usually varmeters were more effective than voltmeters but a critically located voltmeter could be a big help in some cases. Pseudomeasurements with large error variances could have major or minor effects, once again depending on location and type.
At no time in the initial tests did the iterations appear to converge to a local minimum or hang up on a flat spot. However, there is of course no way to be positive this did not happen without evaluating J(x) for all possible values of x.
A wide range of meter placement and types was explored in the hopes of developing some rules of thumb for choosing meter placement and types which are economical and yet provide good estimates. Unfortunately, no such insight that could be extrapolated to larger systems was obtained. This is the main reason a larger than five-bus system was not investigated. We are convinced the static-state estimator will work well on any order system provided that good meter placement and types are chosen. However, at our present level of insight, we would have to study the exact system to see if a particular meter placement pattern is good. (Of course, if cost is no consideration, complete direct metering of all buses and lines in OS and IS is good.)
The simulations did verify the fact that I does indeed approximate the average squared error if the errors are small. In fact, most of the studies on meter placement and accuracy were based on calculating only I rather than using the program in a. complete Monte Carlo mode of operation.
CONCLUSIONS
The basic concepts underlying a static-state estimator and the corresponding detection-identification logics have been presented. The paper can be viewed as an exercise in modeling and formulating the power system problem so that classical estimation and detection theory can be employed. The resulting equations are reasonable and worked well during simulation.
Many important aspects of the problem were not discussed. Some of these will be considered in [2] and [3] .
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The following notational conventions are used. A bold face letter denotes a vector or matrix. All vectors are column vectors. A prime denotes matrix transpose, and -1 denotes matrix inverse. The letter E denotes the expectation or averaging operation on a random variable or vector.
APPROXIMATE MODEL
The mathematical model developed in [3] is of the form z = f(x) + n (1) where x is the state vector (voltage magnitude and angle at all buses), f(x) is the nonlinear function of x determined by network admittance matrix Y' which gives the measurements of ideal meters, n is the measurement (meter) error vector (zero mean, random vector with error covariance matrix 0), and z is the vector of measurements fed into computer. Certain approximations of f(x) yield an approximate mathematical model which is closely related to the dc load-flow concept.
Assume there are Nb buses and Nt transmission lines. Let
Pk and Qk denote the real and reactive electric power into kth bus, k = 1... Nb from load or generator sources. Let Vk and 8,k
