We introduce folded bump diagrams for B n , C n and D n partitions. They allow us to use the type A methods to handle all other classical types simultaneously. As applications, we give uniform interpretations for two families of bijections between noncrossing and nonnesting partitions, where the first family preserves openers and closers, while the second family preserves the statistics a and μ. Here a is the increasing sequence of the minimal elements of the blocks, and μ is the sizes of these blocks. We also extend the results of Chen, Deng, Du, Stanley and Yan (2007) [5] and Kasraoui and Zeng (2006) [10] concerning the symmetry of partitions of type A to other classical types uniformly.
Introduction
A set partition π of [n] := {1, 2, . . . , n} is a collection of its non-empty subsets B 1 , B 2 , . . . , B k which are pairwise disjoint, and such that [n] = B 1 ∪ B 2 ∪ · · · ∪ B k . We call each B i a block of π. The type of π is the integer partition λ of n which has a part equal to the cardinality of B i for 1 ≤ i ≤ k. Let us fix the following total order of [n]: n > · · · > 2 > 1.
(1)
After Section 5.1 of Armstrong [1] , we present π by its bump diagram defined as follows: place n dots on a line, label them from left to right according to (1) , and draw a bump between each pair j > i when j and i are consecutive in the same block of π. collect all of them as P(A n−1 ). After Rubey and Stump [13] , the openers op(π) are defined to be the non-maximal elements of the blocks in π, whereas the closers cl(π) are defined to be the non-minimal elements of the blocks in π. A singleton is the element of a block which has only one element. Note that the complement of op(π) ∪ cl(π) in [n] consists of the singletons exactly. For example, both of the partitions in Fig. 1 have openers {1, 2, 3}, closers {4, 5, 6}, and no singleton. Following Section 2 of Fink and Giraldo [7] , we define a(π) = (a 1 , · · · , a k ) as the increasing sequence of the minimal elements of the blocks, and let μ(π) = (μ 1 , · · · , μ k ) be the sizes of these blocks. For example, both of the A 5 partitions in Fig. 1 have a = (1, 2, 3) and μ = (2, 2, 2).
For any π ∈ P(A n−1 ), we say that a pair of two bumps (ji, kl) of π form a nesting if ji nests over kl-that is j > k > l > i. Similarly, we say that they form a crossing of π if ji crosses with kl. We let nen(π) (resp. crn(π)) be the number of nestings (resp. crossings) in π. Moreover, after [5] , we use cr(π) (resp. ne(π)) to denote the cardinality of a maximal crossing (resp. nesting) in π. Now an A n−1 partition is called nonnesting (resp. noncrossing) if its nesting (resp. crossing) number equals zero. In Fig. 1 , the left partition is nonnesting, while the right one is noncrossing. We collect all the nonnesting (resp. noncrossing) A n−1 partitions as NN(A n−1 ) (resp. NC(A n−1 )). It is well-known that NN(A n−1 ) and NC(A n−1 ) have the same cardinality. To be more precise, #NN(A n−1 ) = #NC(A n−1 ) = Cat(A n−1 ), where Cat(A n−1 ) = 1 n 2n n − 1 is the n-th classical Catalan number, see Krewaras [11] and Section 5.1 of [1] for more details. Thus, it is natural to ask for an explicit bijection between NC(A n−1 ) and NN(A n−1 ). We mention some related works. On one aspect, as a corollary of Theorem 1.1 of Chen, Deng, Du, Stanley and Yan [5] , or of Theorem 1.2 of Kasraoui and Zeng [10] , one has Theorem 1.1. (See [5, 10] .) There exists an explicit bijection ψ : NC(A n−1 ) → NN(A n−1 ); π → ψ(π) such that π and ψ(π) have the same openers and closers.
On the other aspect, the following result is Theorem 2.1 of Fink and Giraldo [7] . Theorem 1.2. (See [7] .) There exists an explicit bijection φ :
such that π and φ(π) have the same statistics a and μ.
The starting point of the current paper is an analysis of the bijections in Theorems 1.1 and 1.2, which will be carried out in Section 4. One new ingredient here, as mentioned earlier, is the notion of quasi-antichain. To be more precise, let X n be B n , C n or D n , and let P(X n ) be the set of all X n partitions (see Sections 3.1, 3.2 and 3.3 for specific definitions). We also let NN(X n ) (resp. NC(X n )) be the nonnesting (resp. noncrossing) X n partitions (see Section 2 for precise definitions). Given an arbitrary π ∈ P(X n ), the key idea of this paper is to associate a quasi-antichain Q π to π via the injective map (4) in Section 2, and then associate the folded c-bump (resp. n-bump) diagram π fc (resp. π fn ) to Q π . We remark that the way we distill Q π from P π in the last step of (4) generalizes the classical way that one distills the unique simple root system from a fixed positive root system (see e.g. p. 8 of [9] ).
To sum up, the folded bump diagrams are combinatorial models representing π. By contrast, previously, the diagrams attached to π, say those in [2, 7, 13] , all represent the blocks of π. Compared with the previous diagrams, the folded ones use approximately only one half of the bumps, thus they are simpler. More importantly, they are all of type A, while in general, the previous diagrams may not be type A. For instance, in [13] , the diagrams depicted in (b) of Figs. 2 and 3, (a) and (b) of Fig. 4 are not of type A: in each case, there exist two bumps ending with the same vertex. A specific example will be given at the end of Section 3.1 to illustrate the difference between the previous diagrams and the current ones.
The merit of being type A allows us to use the type A methods to handle all other classical types in a unified fashion. As the first application, we have the following uniform interpretations of Theorems 1.1 and 1.2, respectively.
Theorem 1.3 (Theorem 5.1). There exists an explicit bijection
such that π fn and ψ(π) fn have the same openers and closers.
Theorem 1.4 (Theorem 5.3). There exists an explicit bijection
such that π fn and φ(π) fn have the same statistics a and μ.
We note that Theorem 1.3 is obtained by Rubey and Stump [13] and Theorem 1.4 is the main result of Fink and Giraldo [7, 8] . Our proof is shorter since the method here is slightly more unified. For instance, in the latter case, we no longer need additional intricate statistics to handle types B, C, D.
As we shall see in Theorem 4.3, NN(A n−1 ) and NC(A n−1 ) are two extreme cases in P(A n−1 ). Moreover, establishing a bijection between them actually requires us to sweep through the entire set P(A n−1 ). Therefore, the existence of such a bijection just sketches the tip of the symmetry of the A n−1 partitions. Then in Section 6, as the second application of the folded bump diagrams, we give extensions of Theorem 1.1 of [5] and Theorem 1.2 of [10] , respectively.
Theorem 1.5 (Theorem 6.3). There exists an involution
Ψ : P(X n ) → P(X n ); π → Ψ (π) ( 2 ) such that op(π fn ) = op(Ψ (π) fn ), cl(π fn ) = cl(Ψ (π) fn ), while cr(π fn ) = ne(Ψ (π) fn ) and ne(π fn ) = cr(Ψ (π) fn ).
Theorem 1.6 (Theorem 6.4). There exists an involution
Note that in the B n and C n cases, Rubey and Stump obtained results similar to the above two theorems, namely, Theorems 3.3 and 4.4 in [13] . However, as mentioned at the end of [13] , their bijections are not involutions. We do not know how to relate their maps with ours.
Finally, since the theory of partitions has a very long history and has attracted the attention from the foremost mathematicians of our time, we should say that here we just have the humble aim of presenting a combinatorial framework, namely the folded bump diagrams, to slightly unify our understanding of partitions of classical types.
Preliminaries
Let Δ(X n ) be a crystallographic root system of type X n . Fix a positive root system Δ + (X n ), and let Π(X n ) be the simple roots accordingly. We think of Δ + (X n ) as a poset in the usual way, by setting α ≤ β whenever β − α is a linear combination of some simple roots with nonnegative integer coefficients. A subset A ⊆ Δ + (X n ) is called an antichain if any two distinct elements of it are incomparable under ≤. More generally, we have Definition 2.1. We call a subset S ⊆ Δ + (X n ) a quasi-antichain if for any two distinct elements α, β in S, the difference α − β is not a nonzero integer multiple of any root.
The notion above was introduced in Section 3 of [6] for the study of the characteristic polynomial of an arbitrary hyperplane arrangement which interpolates between the Coxeter arrangement and the Shi arrangement. Note that any antichain in (
is necessarily a quasi-antichain.
General definitions for nonnesting and noncrossing partitions
On one aspect, by Postnikov (see Remark 2 of [12] ), antichains in the root poset (Δ + (X n ), ≤) are defined to be the nonnesting partitions of type X n , which are denoted by NN(X n ). On the other aspect, the analogue of noncrossing partitions of type X n has a longer history, see Section 4.1 of [1] for a brief account. Here we take the approach of Bessis [3] , Brady and Watt [4] . Namely, let W (X n ) be the Weyl group associated to Δ(X n ), and let T (X n ) be the set of all reflections in W (X n ). Then the reflection length l T (w) of an element w ∈ W (X n ) is defined to be the smallest integer i such that w can be written as a product of i reflections. The absolute order on W (X n ) is defined as follows:
where c is a Coxeter element. Since the Coxeter elements are conjugate to each other, the interval
is independent of the choice of c up to isomorphism.
Quasi-antichains and partitions
Let us interpret partitions as quasi-antichains. Indeed, by Reiner [12] , X n partitions can be identified with the elements in the intersection lattice L(Cox(X n )) of the Coxeter arrangement associated to Δ(X n ), and the latter can be interpreted as quasi-antichains of Δ + (X n ) by Theorem 3.14 of [6] . To be more precise, let V be the Euclidean space on which W (X n ) acts naturally. Then the Coxeter arrangement Cox(X n ) consists of the hyperplanes α ⊥ for all α ∈ Δ + (X n ), where α ⊥ is the orthogonal complement to
Now we associate a quasi-antichain Q π to π as follows:
Here Q π is the unique quasi-antichain distilled from P π by the algorithm in Lemma 3.12 of [6] . Since this step plays a crucial rule in the current paper, we recall the details for convenience of the reader. Firstly, note that P π is sub-closed in the sense of Definition 3.6 of [6] . Namely, α − β = kγ, where α, β ∈ P π , k ∈ N + and γ ∈ Δ + , implies that γ ∈ P π .
Thus if P π is not a quasi-antichain, the set
is non-empty. Pick up a maximal element α 0 of (A, ≤). Then there exists β 0 ∈ P π such that α 0 − β 0 = k 0 γ 0 , for some γ 0 ∈ Δ + and k 0 ∈ N + . Note that γ 0 ∈ P π since P π is sub-closed. As verified in Lemma 3.12 of [6] , the set P π \ {α 0 } is still sub-closed. Thus this process continues if P π \ {α 0 } is not yet a quasi-antichain, and finally it gives us a quasi-antichain which turns out to be unique, namely, Q π . In the next section, we will give explicit examples to illustrate the injective map (4). Finally, recall from p. 411 of [2] that the following map
is an embedding which preserves rank as well as order. Let Mov(w) be the image of the
and Q w is obtained from P w as in (4).
The relation between NN(X n ) and NC(X n )
It is well-known that both #NN(X n ) and #NC(X n ) equal the Catalan number
where h is the Coxeter number, and
Thus it is natural to ask for an explicit bijection between NC(X n ) and NN(X n ). Since both of them can now be interpreted as quasi-antichains, we can work within the positive root system Δ + (X n ) to establish a desired bijection.
Folded bump diagrams for B n , C n and D n partitions
In this section, let X n be B n , C n or D n . Let π ∈ P(X n ), and let Q π be the corresponding quasi-antichain. We will associate folded c-bump and n-bump diagrams to π.
Folded bump diagrams for C n partitions

Let [n]
± be the set {±1, . . . , ±n}. After Reiner [12] , a C n partition is a partition π of
[n] ± into blocks such that (i) if B is a block of π, then its negative −B is also a block of π, and (ii) there is at most one block, called the zero block if present, which contains both i and −i for some i. The type of π is the integer partition λ which has a part equal to the cardinality of B for each pair {B, −B} of nonzero blocks of π. Thus λ is a partition of n − m, where m is half the size of the zero block of π if present, and m = 0 otherwise. of vertices labeled with the elements of B. We call π noncrossing if ρ(B) and ρ(B ) have void intersection for any two distinct blocks B and B of π. For example, the C 7 partition σ depicted in Fig. 2 is noncrossing, and it has type (3, 1, 1). Let us read off the quasi-antichain Q σ in Δ + (C 7 ) for σ. Firstly, we have P σ = {e 4 ± e 3 , 2e 4 , 2e 3 , e 6 + e 2 , e 5 + e 2 , e 6 − e 5 }. Then according to the algorithm in Lemma 3.12 of [6] , one calculates that Q σ = {e 4 − e 3 , 2e 3 , e 6 − e 5 , e 5 + e 2 }. Now given π ∈ P(C n ), let Q π be the corresponding quasi-antichain. We associate the folded c-bump diagram π fc to π as follows: place 2n dots on a line, and label them from left to right by elements of [n] ± according to the following total order:
draw a bump between j and i if e j − e i ∈ Q π ; draw a bump between j and −i if e j + e i ∈ Q π , where n ≥ j > i ≥ 1; draw a bump between i and −i if 2e i ∈ Q π . The folded n-bump diagram π fn to π is associated similarly, only except that now the total order is given by
Note that π fc and π fn are both of type A, and they represent the same quasiantichain Q π . For example, σ fc and σ fn are depicted in Fig. 3 . Both of them represent Q σ . Note also that the bolded lines in Fig. 2 correspond to the bumps in Fig. 3 . ( (1) is also true. However, this point is not needed.
Before ending this subsection, we compare the folded bump diagrams with those in [13] . As mentioned in the introduction, π fc and π fn represent Q π , while the crossing diagram π c and the nesting diagram π n in Section 3 of [13] represent the blocks of π. For instance, we depict σ c and σ n in Fig. 4 . One sees directly that by dropping the negative symmetric half, σ fc and σ fn use approximately one half of the bumps of σ c and σ n . This is the reason we call the diagrams folded. The difference is crucial for the zero block {±3, ±4} of σ since it gives type A diagrams: σ c is not of type A because there are two bumps ending with the vertex "−3".
Folded bump diagrams for B n partitions
Let us fix
For example, the C 7 partition σ depicted in Fig. 2 is a noncrossing 
In general, given π ∈ P(B n ), let Q π be the corresponding quasi-antichain. We associate the folded c-bump diagram π fc to π as follows: place 2n + 1 dots on a line, and label them from left to right by elements of [n] ± ∪ {0} according to the following total order:
draw a bump between j and i if e j − e i ∈ Q π ; draw a bump between j and −i if e j + e i ∈ Q π , where n ≥ j > i ≥ 1; draw a bump between i and 0 if e i ∈ Q π . The folded n-bump diagram π fn to π is associated similarly, only except that now the total order is given by
Note that π fc and π fn are both of type A, and they represent the same quasi-antichain Q π . For example, σ fc and σ fn for the B 7 partition σ are given in Fig. 5 . Both of them represent Q σ . Similar to the C n case, we have We say that π is noncrossing if no two blocks of π cross. As one agrees, the D n case is the hardest one. To overcome the difficulty, let us divide P(D n ) into three classes, and handle them one by one. We say that a D n partition π is in class I if it has no zero block, and that π is in class II if it has a zero block which contains ±1. Otherwise, π belongs to class o. For notational convenience, we refer to a D n partition π in class I (resp. class II, class o) as a D In general, given a D I n partition π, let Q π be the corresponding quasi-antichain. Let be + or −. We will abuse the notation slightly by identifying + (resp. −) with +1 (resp. −1) on occasions. Let us associate the folded c-bump diagram π fc to π as follows: place 2n dots on a line, and label them from left to right by elements of [n] ± according to the following total order:
Folded bump diagrams for D
draw a bump between j and i if e j − e i ∈ Q π ; draw a bump between j and −i if e j + e i ∈ Q π , where n ≥ j > i ≥ 1. The folded n-bump diagram π fn to π is associated similarly, only except that now the total order is given by
Note that π fc and π fn are both of type A, and they represent the same quasi-antichain Q π . For example, σ − fc and σ − fn are depicted in Fig. 7 . Both of them represent Q σ . Note also that the bolded lines in Fig. 6 correspond to the bumps in Fig. 7 . } ⊆ Q π . We associate the folded c-bump diagram π fc to π as follows: place 2n − 1 dots on a line, and label them from left to right by n, . . . , 2, ±1, −n, . . . , −2, in the same order, and draw a bump between j and i if e j − e i ∈ Q π , where n ≥ j > i ≥ 2; draw a bump between j and −i if e j + e i ∈ Q π , where n ≥ j > i ≥ 2; draw a bump between j s and ±1. The folded n-bump diagram π fn to π is associated similarly, only except that now the total order is
Folded bump diagrams for
Note that π fc and π fn are both of type A, and they represent the same quasi-antichain Q π . For example, τ fc and τ fn are depicted in Fig. 9 . Both of them represent Q τ . Again, the bolded lines in Fig. 8 correspond to the bumps in Fig. 9 . 
Folded bump diagrams for D o n partitions
We note that any D n partition π which lies in class o must be crossing as well as nesting. Indeed, in such a case, π has a zero block B 0 which does not contain 1 or −1. We associate the folded n-bump diagram π fn to π as follows: place 2n − 1 dots on a line, and label them from left to right by n, . . . , ±j s , . . . , 1, −1, . . . , −j s + 1, −j s − 1, . . . , −n, in the same order, and draw a bump between j and i if e j −e i ∈ Q π , where n ≥ j > i ≥ 1 and i = j s ; draw a bump between j and −i if e j + e i ∈ Q π , where n ≥ j > i ≥ 1 and i = j s ; draw a bump between j s−1 and ±j s . Note that π fn is an A 2n−2 partition, and the point ±j s must be a closer.
Analysis of the A n−1 partitions
Local denesting operation
The following result is now well-known. We sketch its proof here for completeness. [5, 10, 13] .) Let π ∈ P(A n−1 ).
(1) There exists a unique σ ∈ NC(A n−1 ) such that op(σ) = op(π) and cl(σ) = cl(π). (2) There exists a unique τ ∈ NN(A n−1 ) such that op(τ ) = op(π) and cl(τ ) = cl(π).
Proof. Let i 1 < · · · < i s be the openers of π, and let j 1 < · · · < j s be the closers of π. We call an opener active if it is not joined with a closer by a bump. To construct the desired σ ∈ NC(A n−1 ) for (1), we join j 1 with the biggest opener in (0, j 1 ); join j 2 with the biggest active opener in (0, j 2 ), and so on. To construct the desired τ ∈ NN(A n−1 ) for (2), we join j 1 with the smallest opener in (0, j 1 ); join j 2 with the smallest active opener in (0, j 2 ), and so on. 2
Note that Theorem 1.1 follows from Lemma 4.1. Let π ∈ P (A n−1 ) \ NN(A n−1 ). Pick up a nesting pair (ji, ks) of π. If we replace e j − e i , e k − e s by e k − e i , e j − e s respectively, and keep the other elements of Q π , we have another quasi-antichain Q π l . Note that
Here in (12), (j, k) is interpreted as an element in W (A n−1 ) = S n , the symmetry group on n letters. We call π → π l a local denesting operation. The term "denesting" is justified by the following lemma. The term "local" will be justified in comparison to (14).
, and let π l ∈ P(A n−1 ) be obtained from π via an arbitrary local denesting operation. Then
(2) π and π l have the same openers and closers.
Proof. (2) is obvious. Let us consider (1). Say, π l is obtained from π by applying the local denesting operation to the nesting pair ji and ks of π. Let uv be an arbitrary bump of π other than ji or ks, if present. Then uv is also a bump in π l , and (1) follows from an elementary case-by-case analysis of the possible relation between uv and ji, ks in π and π l . We omit the details. 2
Based on the above lemma, one can rephrase the bijection ψ : NC(A n−1 ) → NN(A n−1 ) in Theorem 1.1 as follows: if π is already nonnesting, then ψ(π) = π; otherwise, ψ(π) is obtained from π by finitely many steps of local denesting operations. As an example, one may try the right partition in Fig. 1 , whose image under ψ is the left partition in Fig. 1 . Actually, more is true. We define Γ (A n−1 ), the local denesting graph of type A n−1 , as follows: let the A n−1 partitions be vertices, draw an arrow from the vertex π 1 to the vertex π 2 if π 2 is obtained from π 1 by a local denesting operation. Then we have 
Global denesting operation
The following result is a combination of Theorem 2.1 and Corollary 2.2 of [7] . We refer the reader to the original source for a short while elegant proof. 
Note that NI(π) is non-empty if and only if π is nesting. In such a case, let us pick up the maximum nesting pair (j 0 i 0 , k 0 s 0 ) of π, i.e., the two-tuple (j 0 , k 0 ) is maximum in NI(π) with respect to the lexicographic order. Note that
is also a quasi-antichain of Δ + (A n−1 ). We call π → π g the global denesting operation. The term "global" is justified in comparison to (12) . It is direct to show that π and π g have the same statistics a and μ. However, the analogue of Lemma 4.2(1) fails, as one can see from examples. Yet, it seems that the bijection φ : NC(A n−1 ) → NN(A n−1 ) in Theorem 1.2 can still be realized as follows: if π is already nonnesting, then φ(π) = π; otherwise, φ(π) is obtained from π by finitely many steps of global denesting operations. The examples given in [7] all support this point. In particular, details of the type D case will be given in Example 5.5 below.
5.
Bijections between N C(X n ) and N N (X n ) for classical types
In this section, we let X n be B n , C n , D In the latter case, we fix to be +. As we shall see, fixing such a sign does not affect the bijections constructed below. Thus in the D I n case, the choice of is either unique or fixed, and we omit the symbol in the statements of the following theorems to make them clean. 
We note that the map (15) is injective. Indeed, a different choice of π will result in a different π fn . Therefore, by Lemma 4.1, a different choice of π will result in a different ψ(π fn ), hence a different ψ(π). Similarly, one has an injective map 
We note that the map (17) 
Thus both (17) and (18) are surjective since #NC(
Remark 5.4. In each case, the bijection φ coincides with the corresponding one of Fink and Giraldo [7] . In particular, it is always type-preserving.
Example 5.5. We consider σ ∈ NC(D I 10 ) which is depicted in Fig. 5 (the left one) of [7] . Namely, σ consists of the blocks ±{10, −2}, ±{9, 8, 7, −1, −5, −6}, ±{3, 4}, and Q σ = {e 9 − e 8 , e 8 1, 1, . . . , 1, 2, 3, 4, 1, 2) , and Q φ(σ) = {e 10 − e 9 , e 9 − e 6 , e 6 + e 1 , e 5 − e 1 , e 8 − e 5 , e 7 − e 3 , e 4 + e 2 }. Now one sees that ψ and φ differ in general. Moreover, note that both σ and φ(σ) have type (6, 2, 2), while ψ(σ) has type (5, 3, 2) . Thus in general, ψ is not type-preserving. Finally, applying 11 steps of global denesting operations to σ Q φ(σ) = (5, 4)(8, 9)(6, 4)(8, 9)(4, 7)(5, 6)(6, 7)(6, 8)(7, 8)(8, 9)(9, 10)Q σ .
Symmetries of partitions of classical types
This section aims to investigate the symmetries of classical partitions. For P(A n−1 ), let us recall Theorem 1.1 of Chen, Deng, Du, Stanley and Yan [5] , and Theorem 1.2 of Kasraoui and Zeng [10] , respectively. Theorem 6.1. (See [5] .) There exists an involution
such that op(π) = op(Ψ (π)), cl(π) = cl(Ψ (π)), while cr(π) = ne(Ψ (π)) and ne(π) = cr(Ψ (π)).
Theorem 6.2. (See [10] .) There exists an involution
such that op(π) = op(Θ(π)), cl(π) = cl(Θ(π)), while crn(π) = nen(Θ(π)) and nen(π) = crn(Θ(π)).
As another application of the folded bump diagrams, we extend the above results to other classical types. Let X n be B n , C n , D n case, we fix to be +. We omit the symbol to make the statements of the following theorems clean. Theorem 6.3. Let X n be B n , C n or D n . There exists an involution
such that op(π fn ) = op(Ψ (π) fn ), cl(π fn ) = cl(Ψ (π) fn ), while cr(π fn ) = ne(Ψ (π) fn ) and ne(π fn ) = cr(Ψ (π) fn ).
Proof. We only provide a proof for D I n , other cases are similar. Given π ∈ P(D I n ), note that π fn is an A 2n−1 partition w.r.t. the total order (11) . Applying the involution Ψ in Theorem 6.1 to π fn results in an A 2n−1 partition Ψ (π fn ) w.r.t. (11) . Note that Ψ (π fn ) and π fn have the same openers and closers. Thus, by reading off the quasi-antichain from Ψ (π fn ), one has a unique Ψ (π) ∈ P(D I n ) such that Ψ (π) fn coincides with Ψ (π fn ). Therefore, we have a well-defined map:
Note that π and Ψ (π) have the same choice of . Now by Lemma 3.5(3), one checks directly that the map (22) is an involution. 2
By a similar proof, we have Theorem 6.4. Let X n be B n , C n or D n . There exists an involution
such that op(π fn ) = op(Θ(π) fn ), cl(π fn ) = cl(Θ(π) fn ), while crn(π fn ) = nen(Θ(π) fn ) and nen(π fn ) = crn(Θ(π) fn ).
