Abstract. First-order system least squares (FOSLS) is a methodology that offers an alternative to standard methods for solving partial differential equations. This paper studies the first-order system least-squares approach for scalar second-order elliptic boundary value problems with discontinuous coefficients. (2005), pp. 386-408], ellipticity of an appropriately scaled least-squares bilinear form is established in a natural norm. For some geometries this ellipticity is independent of the size of the jumps in the coefficients. The occurrence of singularities at interface corners, cross-points, reentrant corners, and irregular boundary points is discussed, and a basis of singular functions with local support around singular points is established. This paper describes a method for including discrete versions of the singular basis functions together with standard finite element spaces in a least-squares format at little additional computational cost. The singular basis functions are constructed to match the jump conditions that arise at interfaces between regions of continuity of the diffusion coefficient. Because these basis functions must be approximated in practice, the resulting discretization is by nature nonconforming. This necessitates the establishment here of a general error estimate for FOSLS L 2 minimization problems discretized by nonconforming finite elements. An advantage of the FOSLS formulation is that this estimate does not involve the consistency error term usually present in bounds for other methods. Based on this general estimate, error bounds are derived for the finite element space that includes singular basis functions. Numerical tests are included that confirm these discretization error bounds. Finally, a multilevel method is developed for solving the discrete system that uses singular basis functions on all levels, and its efficiency is demonstrated by the numerical results.
Introduction.
In this paper we consider the application of first-order system least squares (FOSLS [11, 12] ) to diffusion equations in the plane with jumpdiscontinuous coefficients:
Here, a > 0 is a piecewise smooth function corresponding to some partition of domain Ω ⊂ 2 , with boundary ∂Ω = Γ D ∪ Γ N and outward unit normal n, and the data f, g D , and g N are appropriately smooth functions. Our focus is on a two-stage FOSLS scheme whose primary aim is to approximate the flux a∇p.
Studies of the problem of accurate approximation of p by inclusion of special basis functions (cf. [30, 23] ) and adaptive refinement (cf. [28] ) has been extensive, but the development of efficient multilevel algorithms for the calculation of stress intensity factors is lagging. The only example we are aware of is the full multigrid algorithm for interface problems stemming from cracks, introduced in [7, 9] .
The least-squares methodology for systems of first order is by now several decades old and had its first applications in continuum mechanics (see, for example, [20, 32, 21, 25, 15, 22] ). Only fairly recently has it produced H 1 -equivalent forms to which optimal multigrid solvers have been applied (see, for example, [12] ). For a thorough review of the least-squares methodology, see [4] and the references therein.
In the FOSLS formulations developed in [11, 12] , the aim was to rewrite the original scalar equation as a first-order system in such a way that its associated leastsquares functional has an H 1 -equivalent homogeneous part. This equivalence enables simpler finite element discretization methods and ensures that the resulting discrete problem can be solved efficiently by a standard multigrid method. However, because we allow discontinuities in a here, the flux is discontinuous across interfaces and may be singular at some points in the domain. We are therefore led to the development of a special FOSLS L 2 approach for solving (1.1). In this paper we develop a flux-only FOSLS functional that is continuous and coercive in a scaled space, H(div a, Ω) ∩ H(curl a, Ω), which we denote as W (see section 2). We denote the space of piecewise H 1 vector valued functions as H 1 S (Ω) (see section 4). In [2] it was shown that H 1 S (Ω) ∩ W has finite codimension in W. The singular basis functions, together with H 1 S (Ω)W, span W (cf. [2] ). The basic idea behind our special FOSLS scheme is to include singular basis functions in the finite element space and thus accurately model the singular behavior of the flux. These basis functions are constructed so that their action in the weak form involves integration only inside a small fringe region around the singularity. Thus, the additional cost is minimal, yet optimal accuracy is retained.
Alternatives to the approach we develop here are described in detail in [2] and include adding H 1 singular basis functions in standard Galerkin methods to enhance the rate of convergence (cf. [30, 17, 7, 10] ) and the use of H(div) conforming finite element spaces with mixed formulations (see [8] ) or with FOSLS functionals that are based on H(div) (see [11, 26, 27] ). Standard finite element spaces can be used with FOSLS functionals that are weighted to eliminate the overall impact on accuracy of the singular behavior of the flux [18, 17, 24] . Unfortunately, this weighting approach does not provide accurate resolution of the solution close to singularities of the flux, which is the main objective of the approach developed here.
Other alternatives use FOSLS based on inverse norms [6, 5, 13, 3] and FOSLS * [14] . The FOSLS L 2 approach developed here achieves accuracy in the stronger H 1 -like norm, which may be preferred in many practical cases.
To estimate discretization accuracy for our special FOSLS scheme, we derive a general error bound for L 2 -type FOSLS discretized by nonconforming finite elements. Similar nonconforming estimates for other methods typically involve consistency error terms (cf. [1] ), but they are not needed in the FOSLS context. This special property of FOSLS is important because it means that error estimates for nonconforming finite elements may be derived solely from relatively simple interpolation error bounds.
The FOSLS reformulation of (1.1) is derived in section 2. In section 3, the calculation of exponents of singular basis functions is described, and, in section 4, we describe the finite element discretization scheme, complete with singular basis functions. In section 5, the general nonconforming error bound is derived and applied to estimating the accuracy of our augmented basis approach. These estimates are confirmed by the numerical results at the end of section 5. We introduce a multilevel solver in section 6 that is based on coarsening with singular basis functions on all levels. The W -cycle form of this algorithm exhibits typical multigrid convergence behavior, as the numerical results of section 7 also confirm.
Problem statement and FOSLS formulation. Assume that Ω ⊂
2 is a simply connected polygonal region and that Consider the following div-curl first-order system for the scaled flux u := √ a∇p:
(We treat the homogeneous boundary condition case for simplicity. The general case of nonzero g N and g D := n × ∇p could be treated by standard lifting or superposition techniques.) Under the additional smoothness assumptions a ∈ C 1,1 (Ω), f ∈ L 2 (Ω), and in the absence of reentrant corners and boundary points in which Γ D and Γ N meet with interior angle greater than π/2, we can assert the following [12] : scalar equation (1.1) has a unique solution p ∈ H 2 (Ω); system (2.2) has a unique solution u ∈ H 1 (Ω) 2 ; and the two problems are equivalent in the sense that their solutions correspond according to the relation u := √ a∇p. We are interested here in the discontinuous coefficient case, where a is assumed only to be piecewise continuous. Theoretical properties of the first-order system and the corresponding FOSLS functional for this case are studied in the companion paper [2] . In the present paper, we focus on the discretization and multilevel solver for the discrete problem. Problems with reentrant corners and irregular boundary points can be handled in an analogous manner and are omitted for simplicity of presentation. System (2.2) gives rise to the scaled least-squares functional
and the associated FOSLS L 2 minimization problem
which is well posed on the space
where
We equip W with the seminorm
Note that this is actually a norm because of the assumption that Γ D has positive measure (see [2, Lemma 3.3] ). Note also that G is trivially W elliptic in the sense that
Minimization problem (2.4) leads to the following variational problem: find u ∈ W such that
for all v ∈ W, with
Suppose that a is piecewise continuous with respect to the partitioning (2.1) of Ω in the maximal sense; that is, a is continuous on Ω j and no open set O j ⊃ Ω j exists for which a| Oj is continuous, 1 ≤ j ≤ J. Under these assumptions, variational problem (2.7) has a unique solution in W that is also the unique solution of FOSLS minimization problem (2.4) (see [2] ).
An edge that lies in the intersection of the closure of two subdomains is called an interface. Points where two interfaces meet are called cross-points. Cross-points, reentrant corners, and irregular boundary points are all potential singular points. Now, the solution u ∈ W of problem (2.2) satisfies certain conditions across the interfaces. Denote by n I a unit vector normal to interface I. Then The exact nature of a singularity at a cross-point can be calculated using a and the geometry of interfaces in the neighborhood of the cross-point. To obtain a simple representation of such singularities (see [23] and [30] ), additional constraints on the behavior of a within Ω i are necessary. We first summarize the results of [2, section 5] and then proceed to describe the numerical method that is used to calculate singular basis functions.
Given a polar coordinate system (r, θ), centered at a cross-point, we recall that a ∈ C 1,1 (Ω i ), for each subdomain Ω i , and assume that a satisfies
The task of finding a representation for the singularity at a cross-point reduces to finding solutions of the Sturm-Liouville eigenvalue problem (see [2, section 5] for a detailed derivation)
Each interface that adjoins the cross-point is characterized by the angle of its tangent at the cross-point with the x 1 -axis. Denote by I the number of interfaces adjoining at a given cross-point, and by θ i , i = 1, . . . , I, the angles their tangents make with the x 1 -axis (see Figure 3 .1 for an example with I = 5). Assume that these interface angles are ordered such that
Eigenfunctions of (3.3) have the form 
Remark 1. In [2] , a representation of the singular functions is used that differs slightly from (3.5) . It is easy to show that the two representations are equivalent.
For convenience we will now drop the subscript n where the meaning is apparent. The exponent α and the coefficients (λ i , μ i ) can be determined by enforcing continuity of both T (θ) andãT (θ) across interfaces. To obtain first approximations to the eigenvalues α 2 , we discretize eigenvalue problem (3.3) and solve the resulting algebraic generalized eigenvalue problem. Note that we are primarily interested in the smallest values of α 2 , that is, 0 ≤ α 2 ≤ 1. The eigenvectors associated with these small eigenvalues are well approximated using a fairly coarse discretization. Values of α that are obtained in this way are used as starting values of a secant iteration that is based on the following idea.
Interface conditions (2.8) give rise to a 2I × 2I nonlinear system of equations for α, λ i , and μ i , i = 1, . . . , I, which can be written in the compact form
A nontrivial solution exists only when M (α) is singular, that is, when det M (α) = 0. To find roots of det M (α), we use a secant iteration with starting values obtained from the solution of the discretized Sturm-Liouville eigenvalue discussed in above.
Suppose we compute an approximationα = α + η. To estimate η, we find x that has norm one and minimizes M (α)x . Thus, x is a right singular vector of M (α) and M (α)x = σ n , the smallest singular value of M (α), which is easily computed because M (α) is of small dimension. Moreover, M (α)x = σ n r, (3.8) where r is the left singular vector of M (α) and r = 1.
Let α be the exact value, and let the inexactα = α + η. Then we have the matrix expansion
whereη ∈ (0, η). We can easily compute M (α + η). Since M (α) is singular, we know that the distance from M (α + η) to M (α) in the Frobenius norm is larger than the smallest singular value of M (α + η); that is,
Thus, we get a lower bound on η. Conversely, we see that as η → 0, we can get a bound on σ n → 0.
In conclusion, the coefficients become accurate at the same rate as alpha becomes accurate. Also, we can determine an approximate lower bound on the accuracy of alpha by computing the singular values of M (α). If the error in alpha is too big, we do more computational work. (In [2, (5.12)], M (α) is scaled such that the dependence on a is lumped into 2 × 2 block diagonal terms D i that have no dependence on α but depend on the ratio a i /a i−1 . In this paper, we use a slightly different scaling, where
The calculations that are described in this section are not very costly, since typically, the number of interfaces adjoining a cross-point is very small, and the number of eigenvalues of the Sturm-Liouville problem (3.3) in which we are interested is of order O(1) (see [23] ).
Finite element discretization.
For simplicity, we have assumed that domain Ω and its subdomains Ω j are polygonal, which allows the geometry of the discontinuities of a to be resolved exactly using a triangular mesh. Let T h be a quasiuniform triangulation (see, for example, [8, Definition 4.4.13]) constructed so that no element cuts across any interface (i.e., each element is contained in just one subdomain). Our discretization method is based on the decomposition introduced in [2] that isolates the singular functions from the piecewise H 1 functions. To this end, let δ m ∈ H 1 (Ω) denote any given"cut-off" function that has value one in a small area about cross-point m and values that taper to 0 in a small outer "fringe,
Let s m,n be the nth singular basis function at cross-point m,
provided that δ m has support inside Ω and all interfaces inside the fringe and platform of δ m are straight lines. We will be more specific about s m,n below. Defining the "split" space of piecewise H 1 functions by Denoting by F τ (·, ·) the F inner product evaluated on the element τ , we have
This implies that, for elements inside the platforms, entries in element stiffness matrices that involve singular basis functions are zero. Only elements in the fringes have element stiffness matrices that have contributions from integration of singular basis functions. To evaluate these fringe integral terms, we use two-dimensional Gaussian quadrature of order high enough to ensure that it does not corrupt the discretization error estimates we obtain in the following sections. (Recall that the singular functions are smooth in the fringe.) Outside platforms and fringes, there are no contributions from singular basis functions. In conclusion, each singular basis function need only be numerically integrated on the small number of elements that comprise the fringe of its cut-off function.
To control the computational work of integrating the singular basis functions, we have limited the fringes to width h, which reduces discretization accuracy. To avoid this loss, we introduce quadratic "bubble-like" basis functions in the fringes, with supports consisting of two triangles that share an edge within the fringe. Within each triangle, the quadratic function is defined to be the product of a linear function that is zero on one of the nonshared edges and another that is zero on the other nonshared edge. When the triangle pair is in a single Ω j , the basis function is scaled to be 1 at the midpoint of the shared edge (see Figure 4 .3(c)). If, instead, the edge coincides with an interface, the discontinuous basis function is such that it satisfies the interface In the next section, we derive an error estimate that illustrates the necessity for such an increase in discretization order inside the fringes (see the proof of Theorem 5.1).
Our discretization is, thus, defined by the space W h of elements of the form
where is u h L is piecewise linear (with respect to T h ) and continuous in Ω j , u h Q is piecewise quadratic and continuous in Ω j but with support contained in the fringe, ands m,n is an approximation to s m,n . The discrete problem corresponding to (2.7) is then as follows:
L and u h Q satisfy the interface conditions exactly, but the singular function approximationss m,n do not, becauseα is not exact. This means that the discrete space is generally nonconforming: W h ⊂ W. Thus, standard theory for discretization accuracy does not apply, and we are left to develop our own estimates.
Error estimates.
We begin by establishing an error estimate for the case of a conforming subspace, where the singular basis functions are assumed to be known exactly. To cover the practical case, where approximate singular basis functions are used, we then derive a general error estimate for FOSLS L 2 formulations with nonconforming finite elements and apply it to the case of nonconforming singular basis functions. 
where σ ∈ (1, 2] depends on the smoothness of u 0 , ω m,n are the coefficients in (5.1), and the constants
for any particular w h ∈ W h . As in (5. 
Here, 1 < σ ≤ 2 depends on the smoothness of u 0 .
Since ψ m s m,n ∈ W 1 S , we have
Since the finite element space includes quadratics on F h m , the two terms on the righthand side satisfy
Using the inverse inequality and noting that ψ is linear, we have
Putting this all together, we have
Now, using (5.8) and (5.7) in (5.6), we obtain the estimate
This completes the proof.
Remark 2. If the right-hand side of (2.2) is sufficiently smooth, then adding all singular functions of the form (3.5) to the finite element space for which α n ∈ (0, 2] yields a bound of O(h) in (5.2) (see [7] ).
In practice, subspace W h contains only approximate singular basis functions, which implies W h ⊂ W. In the next section, we derive an error estimate for a general nonconforming finite element space that is used in section 5.3.
A general error estimate for FOSLS L
2 formulations with nonconforming finite elements. In this section, we depart from the framework and notation that were introduced in the previous section. We introduce a general methodology for derivation of error estimates for FOSLS L 2 formulations that use nonconforming finite element spaces. 
We assume that bilinear functional F is W-elliptic with respect to a norm · W in the sense that respective continuity and coercivity constants C cont and C coer exist, for which 
(5.18) Using (5.14), (5.15), and the Cauchy-Schwarz inequality for any w h ∈ W h , we have
Since u ∈ W is the solution of minimization problem (5.12), we deduce Choosing w h = u h − v h in (5.18) and appealing to the continuity of F nc , we thus haveC
The triangle inequality and (5.20) imply 
the associated bilinear form (5.22)
, and the seminorm 
where I h is the interpolant operator that was introduced in (5.5). Using (5.24) and the triangle inequality, we have The cut-off function on
In what follows, we assume the approximate singular basis functions,s m,n , are of the form (3. 
We now estimate only the last term in (5.30), since a similar estimate can be derived analogously for the other term. Let η λ = λ −λ and η μ = μ −μ, and note that η λ and η μ are of order O(η). Then we get
Let 0 < r < R + h, 0 < h < 1, and 0 < η < 1. Then we have
which, with 0 < α,α ≤ 1, implies that
Combining estimates (5.31)-(5.33) with (5.30), we get 
where the constant C(a) does not depend on η, κ, and h.
To achieve a discretization error of order O(h) in the nonconforming finite element space W h , we must ensure that κ ≥ 2 and that the approximation error in the exponent η is of order O(h 3/2 ). The constraint on κ can be met by adding basis functions of the general form (3.5) that have exponents 1 < α < 2 and satisfy the first two equations in (2.2) with f = 0.
An example.
Here, we present a numerical example to illustrate the theoretical results of the previous sections. We consider problem (2.2) on the unit square, with f = 0 and the Dirichlet boundary condition 
. For the space W h , this ratio approaches 4 as h is decreased. In the space that does not contain quadratic elements in the fringe, the ratio approaches 2 for decreasing h. These results signal a lower approximation order when quadratic elements are not included in the finite element space.
A multilevel solver.
We now describe a multilevel solver for the linear system that arises from the finite element discretization using W h . Our goal is to use standard coarsening for linear elements and to include singular basis functions on every level. This results in a hierarchy of spaces W
h . The spaces are nested except for the singular basis functions, which are nonnested, since the fringes on different levels have different widths.
We coarsen such that the platform associated with a given cross-point has equal size on all levels. The choice of interpolation and restriction for linear and quadratic elements in fringes is driven by the interpolation for singular basis functions.
Consider interpolation of δ Note that quadratic nodes on level 2h coincide with vertices of triangles on level h. We now describe the interpolation formulas that are used for quadratic nodes on level h and linear nodes on level h that coincide with quadratic nodes on level 2h. For the latter, we use linear interpolation from the two neighboring coarse points and add to that the value of the quadratic at that point. 
First we interpolate the linear fine-level points that coincide with quadratic coarselevel points. We obtain the following linear functions:
We want the interpolant to be pointwise exact at fine-level quadratic points, so interpolation of fine-level quadratic points is determined by
Interpolation weights in (6.3) do not depend on ξ or η, so they are the same in (x, y) coordinates. (6.4) where I is the identity matrix in N S ×N S .
Denote byÎ
We extend this idea to all levels to obtain interpolation matrices I
h 2h . The restriction operators are defined as the transpose of interpolation I
The coarse-grid stiffness matrix is determined from the Galerkin principle by fine-grid stiffness matrix S h and interpolation matrix I h 2h :
This definition is extended recursively to all levels.
We use Gauss-Seidel relaxation for pre-and postrelaxation in the multigrid iteration and solve the coarse grid problem approximately using algebraic multigrid (AMG) (see [29] ). Numerical tests have shown that the standard AMG algorithm is not well suited to solving the resulting linear system. Therefore, we instead use a Schur complement approach that exploits the structure of the coarse-grid problem, with the subproblems treated by AMG.
To explain this Schur-AMG approach, note that the coarse-grid linear system has the general form
where submatrix A represents connections between linear and quadratic basis functions and D represents connections between singular basis functions. A is sparse and D is block diagonal. The off-diagonal submatrix V represents connections between the linear and quadratic basis functions and the singular basis functions. Linear system (6.6) can be reduced to Since N S is assumed to be small in comparison to N C , we can deduce that standard multilevel complexity analysis applies (see, for example, [31] ). 7. Numerical results. To study the convergence properties of the multigrid algorithm described above let the domain Ω be a square partitioned in a checkerboard fashion into square subdomains of equal size, where the coefficient a is constant. In our examples, a takes on two values that are distributed over the square subdomains in a checkerboard fashion. We report asymptotic convergence factors of the functional value (G(u h ; f )) 1/2 that were obtained by setting f = 0 and imposing homogeneous Dirichlet boundary conditions n × √ au h = 0 on ∂Ω. Thus, the exact solution of the problem is u h = 0, which allows us to perform many iterations without encountering serious machine representation effects. To properly test convergence, we initialize all variables randomly. Table 7 .1 shows asymptotic convergence factors for the W (2, 2) cycle for two examples of a. Four checkerboard patterns are investigated, ranging from one singular basis function to 16. Each column shows asymptotic convergence factors for fixed mesh-size h. Hence, the domain Ω changes for varying numbers of singular basis functions. However, the width of fringes does not change.
We observe that, for a larger number of levels, typical multigrid convergence factors that are h-independent are attained. For a smaller number of levels, the convergence factors appear to grow with the number of singular basis functions. However, this dependency appears to weaken as more levels are added; it appears to be stronger for larger jumps in the coefficient a.
In Table 7 .2, the influence of the number of pre-and postrelaxation steps in the W -cycle is shown. We display effective convergence factors relative to the W (1, 1) cycle. Since for integer k > 1 one W (k, k) cycle is k times more costly than one
. Increasing the number of pre-and postrelaxation steps increases effective convergence factors. It is, hence, most efficient to use W (1, 1) cycles. Table 7 .3 shows results for two convergence tolerances for the AMG iteration that is used to invert A approximately. For the larger tolerance of 1e − 1 convergence of the multilevel iteration is somewhat slower than for the smaller tolerance of 1e − 9. This difference is less pronounced when more levels are added. 8. Conclusions. We introduced a finite element method for FOSLS L 2 formulation of the diffusion equation with discontinuous coefficients. Our approach uses singular basis functions to yield accurate approximation of the flux variable close to singular points in the domain at minimal additional computational cost. Stress intensity factors are also calculated. We developed a special discretization error analysis, since standard theory is not applicable. This led to a general error estimate for FOSLS L 2 discretizations with nonconforming finite elements. We also proposed a multilevel algorithm for the solution of the resulting linear system that uses nonstandard coarse spaces including coarse representations of singular basis functions. The performance of the algorithm is illustrated by numerical examples. and I h is the standard pointwise linear interpolation operator. Both axes in the figure are on a log 2 scale. All data points lie on a straight line, so we conjecture 1 − cos θ = O(h 2 ), and hence θ = O(h).
A.2. Uniform coercivity. We assume that the discrete space consists of the conforming linears and quadratics, with proper jumps across the interfaces, plus a finite number of singular basis functions. Here, as in section 5, we make the assumption that the approximate singular basis functionss m,n are of the form (3.5), with known but inexact coefficientsα m,n = α m,n + η m,n ,λ m,n = λ m,n + O(η m,n ), and μ m,n = μ m,n + O(η m,n ). We will drop subscripts where the meaning is clear.
We further assume that η m,n is sufficiently small to resolve the differences between exponents at a given singular point x m . That is, we assume that η m,n ≤ η m,0 for n = 1, . . . , N m .
To emphasize the dependence on η, we denote the discrete subspace as and ψ is the unique (up to a constant) solution of 12) where C i are arbitrary constants, one of which may be set to zero. Note that the decomposition is orthogonal in the L 2 sense: We assume that a is a constant on P m ∩ Ω i and that Γ ij ∩ P k is a straight line starting from the singular point, x m . We have
a∇p, ∇p 0,Ωi 
