Foreign exchange rate plays an important role in international finance. This paper examines unit roots and the long range dependence of 23 foreign exchange rates using Robinson's (1994) test, which is one of the most efficient tests when testing fractional orders of seasonal/cyclical long memory processes. Monte Carlo simulations are carried out to explore the accuracy of the test before implementing the empirical applications.
Introduction
In recent years, there have been many changes in financial system. The perennial BOP (Balance of Payment) problem forced the countries to adopt the deregulation of interest as well as foreign exchange. The adaption of the flexible exchange rate regime and the accelerated integration of financial markets with globalization make the behavior of exchange rate more complicated to understand, thus attracting a lot of attention of the policy makers. In fact, exchange rate affects all countries small or big. For example, large exchange rate fluctuations in an environment of increased international capital mobility affect the level of inflation predictability and the pricing of financial assets, while it may be desirable to promote competitive depreciation to suit domestic economic interests. Therefore, it is interesting and meaningful to study and predict behavior of the foreign exchange rates.
One popular technique to analyze the financial data is time series analysis methodology.
The study of asset prices has begun with the findings of its stochastic nature, modeling the exchange rate by random walk, Brownian motion, etc. But there still exist many advancements concerning the modeling technique, for instance, long memory processes. Since the introduction of fractionally integrated process by Granger and Joyeux (1980) and Hosking (1981) , many extensions of long memory processes have been made. For example, Gray et al. (1989) and Giraitis and Leipus (1995) introduced the Gegenbauer process, or seasonal long memory process, which takes into account the seasonal persistence. More generally, Robinson (1994) proposed the seasonal/cyclical long memory process as follows:
where B is the backshift operator. (ε t ) t is an innovation process to be specified. In Robinson (1994) , a parametric Lagrange
Multiplier procedure is proposed to test whether the data stemmed from a stationary or a non-stationary process under uncorrelated and weakly-correlated innovations. This method has been proved to be the most efficient one when directed against the appropriate alternatives. In particular, the Robinson's (1994) They study and assess the rate of convergence of the estimators, which provides a useful reference for empirical practitioners. Whereas, we can often observe non-stationarity in the foreign exchange data series. Many authors handle this problem by executing some transformations to obtain the stationarity. To name just a few, Granger and Joyeux (1980), Gray et al. (1989) , Hsu and Tsai (2008) . However, in practice, series can not always be made stationary even by transformation or sometimes it has no sense to make the data sets stationary. Therefore, some authors model the series directly by non-stationary processes.
In this paper, we will study and assess the rate of convergence of the estimator derived 
Some SCLM Models
We specify now the non-stationary long memory models we derived from model (1), which are often used for macroeconomic and financial data.
• Non-stationary FI(d) (Fractionally Integrated) process:
where (ε t ) t is a white noise and d > 1/2. This class of non-stationary models permits to take into account the existence of an infinite cycle, namely an explosion for the very low frequencies.
• Non-stationary models with a fixed seasonal periodicity s:
where d > 1/2 and s = 4 or s = 12. This representation is useful for quarterly data sets using s = 4 and for monthly data using s = 12. This filter allows to model nonstationary fractional seasonalities. The spectral density of the process (3) is unbounded at the three seasonal frequencies {0, π/2, π} on the interval [0, π].
• Non-stationary models with an infinite cycle and another seasonality:
where
The parameter d 1 corresponds to the persistence associated to the infinite cycle and d 2 to the persistence associated to the fixed seasonality. The spectral density of the process (4) is unbounded at three
• Non-stationary models with k persistent periodicities:
with,
(ν i ) being the Gegenbauer frequencies or the G-frequencies and d i > 1/2. The spectral density of the process (5) is unbounded at the k Gegenbauer frequencies.
Robinson's (1994) test
Now we briefly describe Robinson's (1994) test which is a Lagrange Multiplier test for testing unit roots and other fractionally hypotheses when the roots are located at any frequency on
The test is derived via the score principle and its asymptotic critical values obey the Chi-squared distribution. Let (Y t ) t be a stochastic process such that:
where (Z t ) t is a k × 1 observable vector, β an unknown k × 1 vector and (X t ) t a process which follows Equation (1). Since we focus on the test of the long memory parameters in model (1), in the rest of the paper, we assume a priori that β = 0 in (6) and (ε t ) t is either a strong white noise or a weekly autocorrelated noise. Robinson (1994) works with the general model (1) for a fixed d and tests the assumption
H a : θ = 0. 
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The test statistic is defined by:R
where T is the length of the raw time series and
being given in Equation (1) under the null. Moreover, we get:Ã
where * j is the sum over
, η is a given positive constant. Finally, we get:
Under certain regularity conditions, Robinson (1994) established that:
where 
Estimation
In fact, the Robinson's (1994) test can work as a parameter estimation method for the SCLM models both in the stationary and in the non-stationary settings, since under the null, the test chooses the best long memory parameter which corresponds to the greatest p-value of the Chi-squared test. We accept the null hypotheses if the p−value is greater than the significant level and we reject it if the p-value is smaller than or equal to the significance level. Thus, using the grid-search method, we can obtain the best estimation of the fractional parameter in the models.
Monte Carlo Experiment
In this section, we carry out the Monte Carlo experiments for the non-stationary models derived from model (1) using different sample sizes with replications in order to assess the accuracy of the Robinson's (1994) test for various sample sizes. Under (H 0 ), we simulate different models using a strong Gaussian white noise (ε t ) t with zero mean and unit variance.
We consider nine various models: one model (2), two models (3), two models (4) We consider several sample sizes T from 100 to 3000. We do not give the results up to 3000.
In all cases, we use three sizes of replication, T T = 100, 1000, 5000. We only present the results for T T = 5000, because the results are quite similar with the other two cases. The results are available upon request.
We carry out the code on the computer Dell Optiplex, written in language R. The random numbers are generated by the command "rnorm()" as the pseudo random numbers. In the tables the notationd represents the estimated mean of the T T realizations (d 1 , . . . ,d T T ) possessing the greatest p−value of the test. In Table 1 , ..., Table 9 , n represents the percentage of times that we get the true value for all the long memory parameters involved into the models.
We find that for the models with only one term, like models (2) and (5) with k = 1, the test performs correctly for sample size greater than 1000. However, for the models (3), although there is only one parameter to test, the test does not present good performances.
The performances become correct for sample sizes equal to 2000 and 3000. The same results are observed when we simulate models with several factors, like the models (4) and (5) In the presence of an infinite cycle, when we simulate the models (2) and (4), the comparison of the performances of the test shows that the convergence is slower. Sometimes the test does not converge at all. We observe also that the test does not converge when we use the model (3) with s = 12. In any case, the test's convergence is very slow for all the models we use. As soon as we have more than one explosion, we need to use almost 1000 data to be sure to attain in mean the correct estimated value. When we have more than one explosion inside the spectral density, it appears difficult to use the test for samples whose size is smaller than 3000.
Comparing our results with that of the stationary long memory processes using Robinson's (1994) test, we find that they are quite similar. The sample size is still crucial for the accuracy of the test, which can not be too small on order to apply Robinson's (1994) test. This is not surprising since they stemmed from the same test.
The main results are the following: assuming that the noise (ε t ) t is a strong white noise in Table 9 : • For the models (3),d = 0.8, for s = 4 when T reaches 2000, and the test does not converge when we use s = 12.
• For the models (4),d 1 = 0.800,d 2 = 0.898, for s = 4 andd 1 = 0.800,d 2 = 0.889 for s = 12, when T reaches 3000. • For a 2-factors model (5),d 1 = 0.799 andd 2 = 0.900 when T reaches 3000.
• For a 3-factors model (5),d 1 = 0.699,d 2 = 0.800 andd 3 = 0.900 when T reaches 3000.
Empirical Application
In this section, we explore the 23 series of daily foreign exchange rates: Brazilian Reals to First of all, we explore the graphical characteristics, such as trajectory, autocorrelation function (ACF), spectrum and histogram of these 23 series, see Figure 1 , ..., Figure 23 . Therefore, we decide to model the series by the model halshs-00505117, version 1 -22 Jul 2010 less than 3000. This latter result raises concern as regards the applications of Robinson's (1994) test to seasonal macroeconomics data.
The application of Robinson's (1994) test on the popular 23 daily foreign exchange rate series indicates the existence of unit roots and some kind of long rang dependence. According to the values of estimations of the parameters, we classified the series into three classes, which indicates the similar GDP behavior with respect to the long memory parameter in the same class.
