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Resumen 
 
La existencia de un sistema escalable que gestione los recursos de la forma 
más eficiente posible es un punto importante que se ha de tener siempre en 
cuenta en el desarrollo de cualquier servicio, de él depende, en parte, su éxito. 
 
En este documento se dará una solución a la problemática de escalabilidad del 
módulo de gestión y adaptación de contenidos del Proyecto Machine, 
encargado de transmitir y adaptar en tiempo real  flujos de media, de alta 
definición. La naturaleza de los contenidos hace que el consumo de recursos 
físicos sea elevado y que sea necesaria la monitorización de parámetros como 
la cpu, memoria y ancho de banda,  para una buena gestión de  los recursos. 
Esta gestión se llevará acabo a través del protocolo estándar de gestión 
SNMP. Se implementará  un pequeño gestor encargado de la monitorización  
 
En la solución presentada se propondrá incorporar el módulo actual a una 
arquitectura completamente distribuida, para aprovechar las ventajas que este 
tipo de arquitecturas ofrecen respecto a las centralizadas. La incorporación de 
un entorno descentralizado y distribuido presenta nuevos problemas como la 
localización de los contenidos. Se incorporará un mecanismo que permita 
localizar contenidos en una arquitectura  distribuida de manera  eficiente. 
 
Para llevar a cabo el desarrollo de un entorno distribuido se utilizará la 
plataforma JXTA. Esta plataforma ofrece herramientas de publicación de 
recursos y descubrimiento automático de nodos, servicios y recursos. El 
sistema de localización de contenidos será  implementado mediante 
algoritmos de tablas de hash distribuidas. 
 
 
  
 
 
Overview 
 
The existence of a scalable system that manages resources the most efficient 
possible way is an important issue that one must have always present in the 
development of any service, of his success depends, partly. 
 
In this document, it is presented a solution to the problematic of scalability of 
the module in charge of management and adaptation of multimedia contents 
developed as a part of the Machine Project, responsible the transmission and 
adaptor in real time high definition multimedia flows. The nature of contents 
makes that the hardware requeriment to be high and the need of monitoring 
parameters as cpu, memory and bandwidth for a good resource management. 
This management will be with SNMP (standard protocol of management). A 
little manager in charge of the monitoring will be implemented. 
 
In the presented solution it is proposed to include the current module to a 
completely distributed architecture, to take advantage of the scalability 
properties of these kind of architectures. The incorporation distributed 
environment presents new problems like the content searching. A mechanism 
that allows locating contents in a distributed and architecture. 
 
For the development of a distributed environment the platform will be JXTA. 
This platform offers tools resource publication and automatic discovery of 
nodes, services and resources. The content localization system will be 
implemented by using algorithms of distributed tables of hash. 
 
 
Title:  Implementación de un módulo de adaptación de contenidos multimedia 
escalable para entornos centralizados y distribuidos 
 
Author:  Pedro Díaz Ribalaiga 
Director Antoni Oller Arcas 
 
Date:  February, 9th 2007 
 
 ÍNDICE 
 
INTRODUCCIÓN ............................................................................................... 1 
CAPÍTULO 1 MARCO DEL PROYECTO........................................................ 3 
1.1. Objetivos ............................................................................................................................ 3 
1.2. Módulo de gestión y adaptación de contenidos ............................................................ 4 
CAPÍTULO 2 ARQUITECTURA...................................................................... 5 
2.1. Arquitectura Orientada a Servicios ................................................................................. 6 
2.2. Interfaces internas del módulo ........................................................................................ 7 
2.2.1 Procesador de media ............................................................................................. 8 
2.3. Gestión de contenidos.................................................................................................... 10 
CAPÍTULO 3 BALANCEO DE CARGA........................................................ 13 
3.1. Limitaciones del módulo de gestión y adaptación de contenidos............................. 13 
3.1.1 Adaptaciones de contenidos ................................................................................ 14 
3.2. Cuantificación de la carga .............................................................................................. 14 
3.3. Diseño del sistema de balanceo .................................................................................... 16 
3.3.1 Parámetros de  diseño ......................................................................................... 17 
3.3.2 Algoritmo de planificación..................................................................................... 18 
CAPÍTULO 4 MÓDULO DE GESTIÓN Y ADAPTACIÓN DE CONTENIDOS 
EN UNA RED P2P ........................................................................................... 21 
4.1. Publicación de Servicios Web en una red P2P ............................................................ 22 
4.1.1 Publicación de servicios utilizando los módulos de JXTA.................................... 22 
4.1.2 Publicación de servicios utilizando el proyecto JXTA-SOAP............................... 23 
4.2. Localización de contenidos en la red P2P.................................................................... 24 
4.2.1 Chord .................................................................................................................... 25 
4.2.2 El proyecto Meteor ............................................................................................... 27 
4.3. Escenarios propuestos................................................................................................... 28 
4.3.1 Publicación de contenidos en la DHT .................................................................. 28 
4.3.2 Localización de contenidos en la DHT ................................................................. 29 
CAPÍTULO 5 IMPLEMENTACIÓN................................................................ 31 
5.1. Entorno de trabajo........................................................................................................... 31 
5.2. Módulo de gestión y adaptación de contenidos .......................................................... 32 
5.3. Escenario.......................................................................................................................... 33 
 5.4. Implementación de un balanceo de carga .................................................................... 34 
5.4.1 Parámetros de monitorización.............................................................................. 34 
5.5. Implementación de los nodos de la red P2P ................................................................ 37 
5.5.1 Implementación del nodo cliente.......................................................................... 38 
5.5.2 Implementación del nodo módulo de gestión y adaptación de contenidos.......... 39 
5.5.3 Implementación del nodo DHT............................................................................. 40 
CAPÍTULO 6 PLANIFICACIÓN Y COSTES ................................................. 43 
6.1. Planificación de tareas.................................................................................................... 43 
6.2. Coste del proyecto. ......................................................................................................... 45 
CAPÍTULO 7 CONCLUSIONES ................................................................... 47 
7.1. Líneas Futuras ................................................................................................................. 48 
7.2. Impacto medio ambiental ............................................................................................... 49 
7.3. Conclusiones personales ............................................................................................... 50 
CAPÍTULO 8 REFERENCIAS....................................................................... 51 
ANEXO A ACRÓNIMOS.............................................................................. 53 
ANEXO B MANUAL DE INSTALACIÓN..................................................... 55 
 
 ÍNDICE DE FIGURAS 
 
 
Fig. 2.1 Interfaces externas del módulo ............................................................. 5 
Fig. 2.2 Servicios Web implementados .............................................................. 6 
Fig. 2.3 Browser del registro UDDI..................................................................... 7 
Fig. 2.4 Arquitectura módulo gestión y adaptación de contenidos ..................... 8 
Fig. 2.5 Plugin VLC para firefox........................................................................ 10 
Fig. 2.6 Catalogación de contenidos ................................................................ 11 
Fig. 3.1. Entorno actual del balanceo de carga ................................................ 13 
Fig. 3.2 Consumo de cpu por recurso .............................................................. 15 
Fig. 3.3 Consumo de cpu por tipo de transcodificación.................................... 16 
Fig. 3.4 Módulo con balanceo de carga ........................................................... 17 
Fig. 3.5 Ejemplo balanceo de carga ................................................................. 18 
Fig. 3.6 Algoritmo del balanceo de carga ......................................................... 19 
Fig. 4.1 Publicación de WS: escenario P2P mixto............................................ 22 
Fig. 4.2 Publicación de WB: escenario P2P puro ............................................. 23 
Fig. 4.3 Anillo del protocolo Chord ................................................................... 26 
Fig. 4.4 Aparición y abandono de un nodo del anillo DHT ............................... 26 
Fig. 4.5 Búsqueda de contenidos en  la DHT................................................... 27 
Fig. 4.6 Publicación de un contenido................................................................ 29 
Fig. 4.7 Localización de contenidos ................................................................. 30 
Fig. 5.1 Arquitectura de red.............................................................................. 34 
Fig. 5.2 Comparativa gestor SNMP y top ......................................................... 36 
Fig. 5.3 Escenario de pruebas P2P.................................................................. 37 
Fig. 5.4 Invocación al Servicio Web mediante JXTA........................................ 38 
Fig. 5.5 Publicación Servicios Web .................................................................. 40 
Fig. 7.1 Escenario servicio de presencia en P2P ............................................. 49 
 ÍNDICE DE TABLAS 
 
 
Tabla 2.1 Codecs de audio y video de VideoLan ............................................... 9 
Tabla 3.1  Descripción de las transcodificaciones............................................ 15 
Tabla 5.1 Parámetros cpu ................................................................................ 35 
Tabla 5.2 Parámetro memoria.......................................................................... 36 
Tabla 5.3 Parámetro BW utilizado.................................................................... 37 
Tabla 6.1 Planificación de costes ..................................................................... 44 
Tabla 6.2 Coste económico.............................................................................. 45 
 
Introducción  1 
 INTRODUCCIÓN 
 
El auge del sector audiovisual en los últimos tiempos hace que la demanda de 
este tipo de contenidos sea elevada y que se intente llegar al máximo número 
de clientes. Sin embargo, esto no siempre es sencillo o factible, pues el 
mercado al cual va dirigido es heterogéneo y a veces no es posible ofrecer un 
contenido en un determinado formato o a una tasa de transmisión concreta. 
Dada la gran cantidad de contenidos y el inmenso abanico de combinaciones 
es inviable almacenar todas las adaptaciones posibles. Se hace necesaria la 
existencia de un módulo que ofrezca la posibilidad de adaptar estos contenidos 
en tiempo real. Las adaptaciones tienen un coste elevado en recursos físicos 
como son cpu, memoria y ancho de banda. Este coste se ve incrementado si el 
contenido es de alta definición. Uno de los puntos claves para el buen 
funcionamiento y éxito de éste y cualquier otro módulo reside en la existencia 
de un sistema escalable que gestione los recursos de la forma más eficiente 
posible.  
 
En este proyecto se van a plantear dos soluciones que den respuesta a la  
escalabilidad y gestión eficaz de los recursos de un módulo de gestión y 
adaptación de contenidos ya existente. La primera solución propone un sistema 
de balanceo de carga, dentro de una arquitectura centralizada, que gestione los 
recursos físicos ofrecidos por un cluster de servidores de media, de manera 
independiente al sistema de transmisión o codec  utilizado. Esta primera 
solución solventa la gestión de los recursos, sin embargo tiene limitaciones de 
escalabilidad, propias de la arquitectura centralizada.  
 
La segunda propuesta pretende aprovechar las ventajas de las aplicaciones 
distribuidas P2P para ofrecer un entorno con mayor escalabilidad. También se 
presentará un sistema de localización de  contenidos basado en tablas de hash 
distribuidas.  
 
El presente documento está estructurado tal y como se describe a 
continuación. En el primer capítulo se explica el marco en el cual se ha 
desarrollado el proyecto, así como sus objetivos. En el segundo capítulo se 
expone la arquitectura del módulo implementado. El capítulo 3 plantea cuales 
son los problemas que existen en la arquitectura actual. En los capítulos 4 y 5 
se explican las soluciones propuestas tanto para una arquitectura centralizada 
como para una distribuida. En el sexto capítulo se detallará la implementación 
que se ha llevado acabo. Por último en los capítulos 7 y 8 se presenta el plan 
de proyecto seguido y se extraerán conclusiones sobre el trabajo realizado. 
También se expondrán las posibles líneas futuras que se desprenden de este 
trabajo. 
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CAPÍTULO 1 MARCO DEL PROYECTO 
 
El trabajo se encuentra enmarcado dentro del Proyecto Machine. Machine es 
un proyecto de investigación desarrollado por la Fundación i2CAT [1] y que 
corresponde  a la segunda fase del Proyecto Integrado, también realizado por 
el mismo organismo el año 2005-2006. En ambas fases i2CAT ha contado con 
la colaboración de las universidades UPC, UPF y la Salle.  
 
Uno de  los objetivos planteados en la primera fase del Proyecto Integrado 
consistió en la propuesta, diseño e implementación de una plataforma que 
ofrezca servicios de valor añadido, como por ejemplo servicios de media 
continua, en un entorno de redes avanzado (Internet Next Generation). Fruto 
de la primera fase surge el módulo de gestión y adaptación de contenidos, 
cuyas principales  funcionalidades son: adaptación de contenidos en tiempo 
real y  almacenamiento  y gestión de contenidos. 
 
En la segunda fase del Proyecto Integrado se propone evolucionar el rol pasivo 
que actualmente caracteriza la red y hacerla más activa. La red debería darse 
cuenta de las capacidades del usuario y proporcionar los recursos adaptados a 
sus necesidades. Como retos personales del módulo de gestión y adaptación 
de contenidos se encuentra la incorporación de contenidos multimedia de alta 
definición tanto en servicios de streaming como servicios de  videoconferencia, 
la incorporación de servidores RTSP [2] en la arquitectura SIP-CMI [3] y la 
migración del módulo a una arquitectura descentralizada. 
 
1.1. Objetivos 
 
El módulo de gestión y adaptación de contenidos se ha diseñado para poder 
trabajar con recursos multimedia de alta definición.   La naturaleza de este tipo 
de recursos hace que sea necesario tener en cuenta el dimensionado del 
sistema y determinar sus limitaciones según el número de peticiones y tipo de 
servicio.  
 
Uno de los objetivos propuestos en este proyecto final de carrera, consiste en 
incorporar al módulo un sistema que gestione de forma eficaz los recursos de 
los cuales dispone. Para tal propósito  se aplicarán técnicas de balanceo de 
carga y se diseñará un algoritmo de planificación que reparta la carga del 
sistema de manera eficiente. Se pretende implementar un sistema balanceador 
de carga para un cluster de servidores de media, independiente de qué sistema 
de transmisión o codec se utilice y qué tecnología se haga servir para su 
control. Dicho sistema monitorizará los parámetros de  cpu, memoria y ancho 
de banda. 
 
Otro objetivo planteado es la implementación de una  propuesta para la 
incorporación  del módulo de gestión y adaptación de contenidos en una red 
descentralizada, basada en aplicaciones P2P. También se propondrá la 
utilización de algún protocolo que permita reducir el coste de localización de 
contenidos dentro de la red descentralizada.  
4  Implementación de un módulo de adaptación de contenidos multimedia escalable para entornos centralizados y 
distribuidos 
1.2. Módulo de gestión y adaptación de contenidos 
  
El módulo de gestión y adaptación de contenidos surge  con la intención de 
acercar los contenidos multimedia de alta definición al mayor número de 
clientes heterogéneos posible. Este módulo permite transmitir y adaptar en 
tiempo real cualquier contenido almacenado dentro de módulo así como flujos 
de streaming de canales de difusión multicast, adaptándolo si es necesario a 
una difusión unicast. La adaptación de los contenidos se hace en base a las 
características requeridas por el cliente, estas características deben ser 
enviadas al módulo en la llamada al servicio.  
 
El módulo ofrece un servicio para el control sobre las transmisiones. Dada que 
la transmisión del flujo es en streaming el control sobre el flujo queda 
restringido a un número limitado de acciones, propias de este tipo de 
transmisiones: play, pause y stop. Actualmente  se pretende incorporar una 
funcionalidad más al control de flujo y es la posibilidad de indicar el punto de 
inicio de la reproducción, adaptada o no, de un contenido almacenado. Esta 
nueva funcionalidad ofrece la posibilidad, en combinación con otros módulos, 
de la creación de un  servicio de movilidad.  Por ejemplo, un usuario comienza 
a ver un contenido que no puede acabar de ver, lo ideal seria que el usuario 
pudiera retomarlo en el punto que lo dejó desde cualquier dispositivo. 
  
Además de la adaptación de contenidos el módulo también ofrece un servicio 
de almacenamiento donde se pueden subir y descargar contenidos. Todos los 
contenidos del módulo están clasificados en base a sus características. 
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CAPÍTULO 2 ARQUITECTURA 
 
Tanto el Proyecto Integrado como el Proyecto Machine son proyectos  de gran 
envergadura, en los cuales hay muchos grupos de investigación trabajando en 
diferentes módulos y servicios. La gran envergadura de ambos proyectos hace 
necesaria la creación de  un entorno donde,  la integración e interoperabilidad 
entre los servicios ofrecidos por diferentes módulos sea sencilla y rápida. Cada 
módulo debe ofrecer servicios de forma independiente y a su vez  colaborar 
con otros módulos para ofrecer un servicio conjunto. Este requerimiento de 
integración  ha determinado que la arquitectura propuesta esté orientada a 
servicios (SOA [4]).    
 
SOA no sólo facilita la integración e interoperabilidad entre los módulos sino 
que es una herramienta que encaja en un entorno donde han de convivir 
plataformas que trabajan  con diferentes lenguajes de programación, como es 
el caso de los módulos del Proyecto Machine.  
 
En el caso del módulo de gestión y adaptación de contenidos se implementó 
una interfaz externa, para la comunicación entre módulos, basada en Web 
Services (WS [5]). También se incorporó un servicio de páginas amarillas 
(registro UDDI [6]) donde se han publicado todos los servicios implementados 
en dicho módulo. Un cliente que quiera acceder al módulo debe seguir la 
secuencia explicada en la Fig. 2.1. El cliente hace una consulta al registro 
UDDI, obtiene el punto de entrada al servicio y ejecuta su petición. 
 
 
 
Fig. 2.1 Interfaces externas del módulo  
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Los servicios Web implementados en el módulo de gestión y adaptación de 
contenidos son: 
 
• Servicio de transcodificación o adaptación. Este servicio es el encargado 
de: 
o Transmitir y controlar los contenidos de media. 
o Adaptar los contenidos almacenados en tiempo real. 
o Listar las transmisiones en curso así como su estado.   
 
• Servicio de upload. Encargado de subir contenidos al módulo para que 
posteriormente puedan ser servidos. 
 
• Servicio de download. Encargado de la descarga de los contenidos 
almacenados en el módulo 
 
 
Fig. 2.2 Servicios Web implementados 
 
Internamente el módulo de gestión y adaptación está basado en el paradigma 
SIP-CMI que utiliza el protocolo SIP como protocolo de integración entre los 
diferentes componentes internos que forman el módulo. 
 
En los siguientes puntos se explica los paradigmas de SOA  y SIP-CMI con 
más detalle. 
 
2.1.  Arquitectura Orientada a Servicios  
 
En un entorno SOA  se motiva la creación de servicios más que el desarrollo de 
aplicaciones. Para conseguir una alta interoperabilidad entre servicios, es 
necesaria una definición formal del servicio, de manera que éste sea 
independiente a la plataforma y lenguaje de programación. WSDL  es una 
especificación estándar que permite realizar la descripción de servicios, en este 
caso descripción de Web Services. Son pues, los WS las interfaces externas 
de los módulos  que componen el Proyecto Machine. El WSDL describe cuales 
son las funcionalidades implementados por el servicio, que parámetros son 
necesarios para su invocación y que valores devuelve. La localización del WS 
puede estar contenida dentro  del WSDL aunque no es obligatorio. Actualmente 
existe un mecanismo para localizar de forma sencilla WS. Éste es el caso del  
UDDI. UDDI es un registro público diseñado para almacenar de forma 
estructurada información sobre empresas y los servicios que éstas ofrecen.  
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Fig. 2.3 Browser del registro UDDI 
 
2.2. Interfaces internas del módulo 
 
Una de las características del módulo de gestión y adaptación de contenidos es 
la utilización del protocolo SIP como elemento de integración de los 
componentes que forman el módulo. Internamente el módulo esta basado en 
SIP-CMI. 
 
SIP-CMI es una plataforma abierta, flexible y escalable cuyos objetivos 
principales son albergar servicios de media continua de nueva generación y el 
acceso de cualquier dispositivo de media a dichos servicios utilizando el 
protocolo de señalización SIP.  
 
La plataforma consta de dos módulos bien diferenciados: plano de control y el 
plano de media. 
 
• El plano de control es el encargado de la señalización entre las 
aplicaciones mediante protocolo SIP. El elemento principal de este plano 
es el Service Media Provider Controller (SMPC). Este elemento contiene 
la lógica de los servicios ofrecidos y facilita la creación de nuevos 
servicios de valor añadido. 
 
• El plano de media es el encargado de hacer llegar el flujo de media al 
cliente y llevar acabo las acciones realizadas por el plano de control. 
Estas acciones pueden ser tan simples como un play, pause o stop o 
mas complejas como la adaptación de un flujo de media. El encargado 
de realizar dichas acciones sobre el flujo es el Media Server. El Media 
Server  es un servidor de aplicaciones SIP capaz de comunicarse con 
los procesadores de media, estos procesadores son los encargados de 
transmitir y adaptar los contenidos multimedia.  
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Fig. 2.4 Arquitectura módulo gestión y adaptación de contenidos 
 
2.2.1 Procesador de media 
 
Desde un principio, el procesador de media  utilizado en el módulo de gestión y 
adaptación de contenidos ha sido el VLC de VideoLan. VideoLan es un 
proyecto de desarrollo  formado por 2 programas multiplataforma: VLS y VLC. 
Ambos  pueden servir flujos de ficheros MPEG-1, MPEG-2 y MPEG-4, DVD’s, 
canales digitales por satélite, canales de televisión terrestre y vídeos en directo, 
tanto en modo unicast como multicast. Sólo VLC puede ser utilizado como 
cliente para recibir, descodificar y mostrar flujos MPEG en diferentes sistemas 
operativos. 
 
VLC permite la transmisión de flujos de videos transcodificados y sin 
transcodificar, soportando un gran número de formatos digitales multimedia sin 
la necesidad de codecs adicionales. Hay que destacar que VideoLan permite la 
reproducción de un flujo DV capturado directamente desde una cámara DV 
conectada al puerto Firewire. 
 
A continuación se puede ver una tabla resumen de los codecs de vídeo y audio 
disponibles para los sistemas operativos Windows i Linux. 
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Tabla 2.1 Codecs de audio y video de VideoLan 
Tipos Codec Windows Linux 
Video Codecs MPEG-1 Si Si 
 MPEG-2 Si Si 
 DivX1/2/3 Si Si 
 MPEG-4/DivX 
5/XviD/3ivX D4 
Si Si 
 H.264 Experimental Experimental 
 Sorenson (SVQ 1/3) Si Si 
 DV Si Si 
 Cinepack Si Si 
 Therora (alpha 3) Si Si 
 H.263/H263i Si Si 
 MJPEG A/B Si Si 
 WMV ½ Si Si 
 WMV 3 Si no 
 
Indeo Video v3 (IV32) Si 
no suportado por un 
PPC 
 Indeo Video v4-5 
(IV41) (IV51) 
No no 
 Real Video No no 
Audio 
Codecs 
MPEG Layer 1 i 2 Si si 
 MP3 Si si 
 AC3 (i.e. A52) Si si 
 DTS No no 
 LPCM Si si 
 AAC Si si 
 Vorbis Si si 
 WMA ½ Si si 
 ADPCM Si si 
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 DV Audio Si si 
 FLAC Si si 
 QDM2/QDMC 
(QuickTime) 
Si si 
 MACE Si si 
 AMR (3GPP) No no 
 Real Audio incompleto incompleto 
 Speex Si si 
 
 
VLC proporciona plugins per poder incorporar el cliente en los navegadores 
web Mozilla/Firefox e Internet Explorer. 
                       
 
 
Fig. 2.5 Plugin VLC para firefox 
 
2.3. Gestión de contenidos 
 
La gestión de contenidos del módulo se realiza de la siguiente manera: 
 
• El almacenaje de los contenidos se hace en un rack de 15 discos duros 
con una capacidad total de 4.7 TB (Promise Vtrak 15100). Todos los 
discos duros están conectados a un equipo con sistema operativo 
Windows 2003 y una configuración en modo RAID 5 [7]. 
 
 
• Para  la clasificación de lo contenidos se ha creado una estructura de 
ficheros jerárquica basada en árbol, que posibilita la creación de 
referencias auto contenidas, la propia clasificación sirve para describir 
las características de los contenidos. La catalogación de los contenidos 
se hace en base a 3 parámetros: resolución, codificación y tasa de 
codificación. Los contenidos se dividen en dos grandes grupos según su 
resolución: contenidos de HD (High Definition) y SD (Standar Definition). 
Dentro de estos dos grandes grupos se hace una clasificación por tipo 
de codificaciones. Para ambos grupos los tipos de codificaciones son los 
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mismos: mpeg1, mpeg2, mpeg4 y wmv. Por último se realiza una 
clasificación según la tasa de codificación, las tasas están dividias en 4 
rangos: de 0 a 1 Mbps, de 1 a 6 Mbps, de 6 a 10 Mbps y de 10 a 50 
Mbps. 
 
 
Fig. 2.6 Catalogación de contenidos 
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CAPÍTULO 3 BALANCEO DE CARGA 
 
En este capítulo se va describir cuales son las limitaciones que existen 
actualmente dentro del módulo de gestión y adaptación de contenidos. 
También se va a proponer una solución basada en técnicas de clustering y 
balanceo de carga.  
 
3.1. Limitaciones del módulo de gestión y adaptación de 
contenidos 
 
Inicialmente el módulo de gestión y adaptación de contenidos consta de 2 
procesadores de media dedicados a la transmisión de  flujos, cada uno con una 
API de control de VLC. La distribución de las peticiones que llegan al módulo 
esta basada en un  Round Robin, tal y como se puede observar en la Fig. 3.1. 
De hecho, actualmente  el Round Robin está limitado a 2 peticiones, una para 
cada procesador de media. En el caso de que llegue una tercera petición el 
sistema la descartará, enviando un mensaje al cliente de que no es posible 
atender la petición. 
 
 
Fig. 3.1. Entorno actual del balanceo de carga 
 
Esta primera implementación no es escalable para el módulo de gestión y 
adaptación de contenidos. No sólo por la falta de recursos, únicamente 2 
procesadores de media, sino principalmente, por la mala  gestión de los 
recursos, sólo una petición por procesador de media. Debido a que no todas 
las peticiones suponen la misma carga para el sistema y a que en la primera 
fase del Proyecto Integrado no se perseguía la búsqueda de un sistema de 
balanceo eficiente, se optó por la limitación de una petición por procesador de 
media, evitando de esta forma que las transmisiones de media que estuvieran 
14  Implementación de un módulo de adaptación de contenidos multimedia escalable para entornos centralizados y 
distribuidos 
en curso,  se viesen afectadas por la entrada de  nuevas peticiones, dejando 
para una segunda fase una mejor gestión de los recursos. 
3.1.1 Adaptaciones de contenidos 
 
Uno de los puntos más críticos son las transcodificaciones de los contenidos de 
media. Es necesario cuantificar cual es la carga que supone  una 
transcodificación dentro del sistema y así determinar su limite. Para tener una 
buena caracterización del sistema, lo ideal sería disponer de todas las 
transcodificaciones posibles y la carga, a nivel de cpu, que suponen. Dado que 
el número de posibles transcodificaciones es elevado, se hace necesaria una 
catalogación más genérica, que permita asociar  un tipo de transcodificaciones  
con una carga de cpu.  
 
Basándose en la clasificación de los contenidos descritos en el punto 2.3 se 
han definido 6 tipos de transcodificaciones. En primer lugar se hace diferencia 
entre contenidos transcodificados con resolución HD y SD, esta diferenciación 
es importante pues en función de la resolución de los contenidos la carga que 
supone su transcodificación varia. De esta primera diferenciación surgen 2 
tipos de transcodificaciones posibles: transcodificaciones del tipo H y 
transcodificaciones del tipo S.  
 
En la transcodificación de contenidos  uno de los parámetros más susceptible  
de ser modificado es la tasa de codificación del contenido. Es  por eso que se 
decide  realizar una segunda clasificación por niveles donde se tiene en cuenta 
la variación que sufre la tasa de codificación. Se definen 3 niveles: 
• Nivel 0. La tasa de codificación del contenido no se modifica. 
• Nivel 1.  La tasa de codificación  se reduce a la mitad o menos. 
• Nivel 2. La tasa  de codificación se reduce más de la mitad.   
 
Si es tienen en cuenta ambas clasificaciones se obtienen las  6 clases de 
transcodificaciones posibles: 3 para HD (H0, H1 y H2) y otras 3 para SD (S0, 
S1 y S2). 
 
3.2. Cuantificación de la carga 
 
La cuantificación de la carga depende de diversos factores, entre ellos la cpu.  
Para llevar acabo esta cuantificación del coste de cpu se procederá de la 
siguiente manera: 
  
• Se realizará una petición de un tipo de transcodificación  determinada y 
se capturar el coste de cpu mediante herramientas del sistema 
operativo. La duración de cada petición será de 40 segundos durante los 
cuales se irán tomando valores de cpu en intervalos de 5 segundos.  El 
resultado final corresponderá a la media de las muestras tomadas. 
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Para las peticiones a la API de VLC se realizarán con la ayuda de un  sencillo   
cliente implementado.  
 
Tabla 3.1  Descripción de las transcodificaciones  
Tipo Video Tasa 
original 
Tasa 
Salida 
(1/1) 
Tasa 
Salida 
(1/2) 
Tasa 
Salida 
(1/4) 
Tasa 
Salida 
(1/10) 
acróbatas 18 Mbps 18 Mbps 9 Mbps 4,5 Mbps 1,8 Mbps HD 
pilar 25 Mbps 25 Mbps 12,5 Mbps 6,25 Mbps 2,5 Mbps 
coral 6 Mbps 6 Mbps 3 Mbps 1,5 Mbps 600 Kbps SD 
graduación 8 Mbps 8 Mbps 4 Mbps 2 Mbps 800 Kbps 
 
 
La siguiente gráfica muestra los resultados de las pruebas realizadas. En ella 
se observa que los contenidos de alta definición requieren un consumo mayor 
de cpu. Para la transmisión de un flujo la carga de cpu es bastante pequeña, 
como máximo supone un 10% y la mínima carga oscila entre el 1 y 2 %. Sin 
embargo estas diferencias  se ven acrecentadas cuando se realiza una 
transcodificación. Las transcodificaciones de contenidos de alta calidad 
suponen casi todo el consumo de la cpu. Uno  de los puntos a destacar es que 
en contra de lo esperado, la transcoidficaciones en las cuales las reducciones 
de la tasa de codificación son mayores no suponen un mayor coste de cpu, 
sino que  se decrementa ligeramente para los contenidos HD y en mayor 
mediad para contenidos SD. 
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Fig. 3.2 Consumo de cpu por recurso 
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A continuación se mostrará cual es el consumo de cpu que se ha determinado 
para los diferentes niveles de transcodificaciones definidas. 
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Fig. 3.3 Consumo de cpu por tipo de transcodificación 
 
3.3. Diseño del sistema de balanceo 
 
Una vez vistas las limitaciones del módulo de gestión y adaptación de 
contenidos es el turno proponer una solución que permita una mayor 
escalabilidad del módulo. La solución que se propone en este capitulo consiste 
en la incorporación de un cluster de procesadores de media y el diseño de un 
sistema de balanceo para el cluster, independiente del sistema de transmisión 
o  codec que se haga servir así como de la tecnología utilizada para su control. 
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Fig. 3.4 Módulo con balanceo de carga 
 
En primer lugar es necesario definir qué parámetros del procesador de media 
se van a monitorizar. En base a estos parámetros se definirá un algoritmo que 
determine cual es   el procesador de media encargado de servir la petición. 
 
La monitorización de los parámetros se ha realizado con el protocolo estándar 
SNMP para conseguir un sistema que pueda ser exportable a otros ámbitos. 
 
3.3.1 Parámetros de  diseño 
 
Se ha decidido que los parámetros que determinan la capacidad de un 
procesador de media a  servir un flujo de video  son: porcentaje de cpu libre, la 
memoria disponible y el ancho de banda utilizado. 
 
Los parámetros monitorizados serán almacenados en una estructura de datos 
guardada en memoria. Se ha optado por este tipo de almacenamiento frente a 
una base de datos debido a que el tamaño de los datos almacenados es 
pequeño y a que los valores tienen poca validez temporal.  La incorporación de 
una base datos supondría un elemento crítico, pues su acceso es más lento 
que la memoria y se estaría constantemente accediendo a ella para actualizar 
los valores. 
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3.3.2 Algoritmo de planificación 
 
Se han contemplado dos posibles soluciones a la hora de distribuir la carga. La 
primera de ellas  consiste en un reparto justo  de la carga, de manera que el 
sistema tiende a igualar la carga entre los diferentes servidores. Ahora bien, 
existe una problemática derivada de las peticiones. Debido a que no todas las 
peticiones suponen la misma carga para la cpu, podría darse el caso que 
haciendo un reparto equitativo de la carga, hubiera peticiones que no pudiesen 
cursarse aunque en el cluster existieran recursos suficientes. Ésto es posible 
ya que en este caso el reparto equitativo no garantiza una eficaz distribución de 
los recursos. 
 
 
Fig. 3.5 Ejemplo balanceo de carga 
 
La Fig. 3.5 presenta un ejemplo para explicar con más detalle el problema 
comentado anteriormente. El escenario consta  de  un cluster de 5 
procesadores de media donde  solo 2 de  ellos están disponibles. Los 2 
procesadores de media tienen un porcentaje de cpu del  40% y 60 % libres. En 
este escenario, si llegasen 2 peticiones que consumen cada una un 10% de 
cpu y hubiera un reparto equitativo de la carga, las 2 peticiones serian servidas 
por el procesador de media que este menos cargado, quedando ambos con un 
40% de cpu disponible. Si a continuación llegase una tercera petición cuyo 
consumo fuese del 50%, dicha petición no podría ser servida, pese a que 
desde un punto de vista global del sistema el cluster dispone de un 80% de 
recursos disponible.  
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La segunda solución tiene un planteamiento completamente opuesto. En esta 
solución se busca cargar al máximo los procesadores, evitando de esta forma 
que pueda darse el caso explicado anteriormente.  En el ejemplo anterior si se 
aplica la estrategia de buscar la máxima carga, la situación cambia. Las 2 
primeras peticiones serían servidas por el procesador de media mas cargado 
quedando con un 20% de cpu libre. En este caso,  la tercera petición de 
consumo 50%  podría ser servida por el procesador de media menos cargado. 
Esta segunda solución ha sido la postura escogida a la hora de distribuir.  
 
A continuación se pasará a detallar el criterio que determinará si un procesador 
de media tiene la capacidad suficiente para atender una petición.  
 
 
Fig. 3.6 Algoritmo del balanceo de carga 
 
Cuando una petición llega al módulo de gestión y adaptación de contenidos, lo 
primero que se hace es obtener la lista de todos los procesadores de media 
disponibles, se ordena de mayor a menor carga y se recorre hasta encontrar el 
procesador que cumpla las condiciones necesarias. Si se llega al final de la 
lista y ningún procesador cumple las condiciones, la petición no podrá ser 
servida.  
 
En el algoritmo de balanceo se definen 2 condiciones que deben cumplirse 
para que un procesador de media pueda servir una petición. 
 
(1) BW Utilizado + BW requerido < speed_eth 
(2) CPU disponible – CPU requerida > umbral_cpu 
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En primer lugar se  comprueba que la diferencia entre el ancho de banda 
utilizado y el que requiere la petición sea inferior  a  la velocidad de la tarjeta de 
red del procesador de media. Esta condición asegura que el procesador de 
media no intente transmitir más de lo que la tarjeta de red permite. Si el 
procesador de media cumple esta condición se pasa a evaluar la cpu, en caso 
contrario se descarta. La segunda condición permite determinar si el 
procesador de media tiene recursos suficientes a nivel de cpu para servir la 
petición. Se define un umbral de cpu, este umbral fija la máxima carga que 
puede soportar un procesador de media. Con este umbral se pretende evitar 
que la entrada de una nueva petición pueda afectar a las peticiones que se 
estén sirviendo en ese momento. Para el balanceador del módulo de 
transcodificación se ha definido un umbral_cpu de 10%. 
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CAPÍTULO 4 MÓDULO DE GESTIÓN Y ADAPTACIÓN 
DE CONTENIDOS EN UNA RED P2P  
 
Una de las propuestas enmarcadas en el Proyecto Machine y objetivo de este 
proyecto final de carrera, es la incorporación del módulo de gestión y 
adaptación de contenidos como un nodo de una red P2P. Esta parece la 
evolución lógica no sólo por el auge de la redes P2P en los últimos años, sino, 
en mayor parte, por las ventajas que aportan arquitecturas distribuidas frente a 
las centralizadas. Una de estas ventajas es la escalabilidad. 
 
La propuesta presentada en el capítulo anterior tiene una escalabilidad 
limitada. La principal limitación viene dada por el número de procesadores de 
media del cluster. A más procesadores el coste económico será mayor, a 
demás si el número de procesadores de media es muy elevado el tiempo de 
actualización de los parámetros que se monitorizan también lo será. Que el 
tiempo de actualización sea elevado supone un problema, pues cuanto más 
tiempo tarde un valor en actualizarse menos validez tendrá y más probable 
será que los valores de la lista no reflejen el estado real de los procesadores de 
media. 
 
La incorporación de nuevos nodos es otro inconveniente en la escalabilidad de 
las arquitecturas centralizadas. En el caso del Proyecto Machine, la replicación 
del módulo de transcodificación implica dar de alta a dicho  módulo  en el 
registro de UDDI. Esto hace que el registro UDDI sea un elemento crítico, a 
medida que vaya creciendo el sistema (aparición de nuevos módulos o 
replicación de módulos exist0entes) la información que se debe almacenar 
también aumenta, poniendo límites a la escalabilidad. Si el registro UDDI falla 
no habría forma de localizar a los módulos existentes ya que las redes 
centralizadas no ofrecen un servicio de descubrimiento automático como es el 
caso de las redes P2P. 
 
JXTA [8] es una plataforma de protocolos abiertos para desarrollo de 
aplicaciones P2P. Esta plataforma ofrece herramientas para la publicación y 
descubrimiento automático de nodos, grupos y servicios. Las herramientas que 
ofrece JXTA permiten poder prescindir del registro UDDI. Conceptualmente se 
puede considerar una red JXTA como un registro UDDI distribuido, donde la 
publicación de la información de dicho registro vendría representada por 
anuncios XML llamados advertisment. Los aununcios no necesitan ser 
almacenados en un elemento central sino que JXTA ofrece herramientas para 
su descubrimiento automático. 
 
A la hora de incorporar el módulo de gestión de contenidos en una red P2P 
aparecen las siguientes cuestiones que se desarrollarán con más detalle en los 
siguientes apartados: 
• ¿Cómo publicar los Servicios Web en la red? 
• ¿Cómo localizar los contenidos? 
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4.1. Publicación de Servicios Web en una red P2P 
 
JXTA no especifica como implementar servicios, solamente ofrece 
herramientas para su publicación. Existen 3 módulos para la publicación en 
JXTA de servicios:  
 
• ModuleSpecAdvertisment. Este módulo especifica las funcionalidades 
del servicio y contiene la información necesaria para invocar al servicio. 
 
• ModuleClassAdvertisement. En este módulo define cual es  la  clase 
principal del servicio.  
 
• ModuleImplAdvertisement. En este módulo se tiene la implementación 
del la especificación definida en  el ModuleSpecAdvertisment. 
 
A continuación se presentan 2 soluciones para la publicación de servicios Web: 
  
4.1.1 Publicación de servicios utilizando los módulos de JXTA 
 
En esta solución la publicación de los servicios webs resulta relativamente 
inmediata, únicamente se ha de incorporar el WSDL dentro del  
ModuleSpecAdvertisment. 
 
 
Fig. 4.1 Publicación de WS: escenario P2P mixto  
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Un nodo que descubra la publicación del servicio y quiera consumirlo tendrá 
que obtener el WSDL del anuncio  e invocar al Servicio Web. La solución 
propuesta  no es puramente P2P, pues la invocación esta sujeta al punto de 
entrada del servicio que acaba siendo una dirección IP, además esta solución 
obliga a que el módulo de gestión y adaptación de contenidos tenga un servidor 
de aplicaciones para desplegar los Servicios Web. 
4.1.2 Publicación de servicios utilizando el proyecto JXTA-SOAP  
 
JXTA-SOAP [9] es un proyecto que tiene como uno de sus principales 
objetivos el mapeo de Servicios Web en servicios JXTA. Este proyecto no sólo 
permite la publicación de los Servicios Web sino también la invocación de 
dichos servicio a través del la propia red de JXTA. 
 
 
 
Fig. 4.2 Publicación de WB: escenario P2P puro 
 
En este escenario no es necesaria la utilización de un servidor de aplicaciones 
para desplegar los Servicios Web. El proyecto aporta las herramientas 
necesarias para la  inicialización automática de los servicios  (despliegue y 
publicación)  así como de atender las peticiones entrantes. Las peticiones al 
Servicio Web son realizadas a través de las pipes de JXTA. Estas pipes son 
publicadas con el WSDL a la hora de inicializar los Servicios Web. Una pipe 
equivale a una conexión  asíncrona y unidireccional o bidireccional entre 2 o 
mas nodos de la red. 
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Las dos principales ventajas que aporta la incorporación del proyecto JXTA-
SOAP son: 
 
• Posibilidad de crear un escenario puramente descentralizado. En este 
escenario no hay dependencia con direcciones IP. 
• La posibilidad de reaprovechar al 100% los Servicios Web 
implementados en la arquitectura centralizada. 
 
Por el contrario una de las desventajas que supone la invocación de servicios 
de esta forma es que se esta acrecentando una de las mayores desventajas de 
JXTA, su ineficiencia a nivel de ancho de banda. En esta solución lo que se 
hace es añadir una capa mas (HTTP/SOAP) a JXTA. 
 
4.2.  Localización de contenidos en la red P2P 
 
La localización de contenidos es una de las problemáticas de las redes P2P. 
JXTA ofrece herramientas para ello. Una solución sencilla e inmediata es 
utilizar el ModuleSpecAdvertisment  para especificar un recurso y publicarlo.  El 
principal inconveniente de esta solución reside en su coste a la hora de 
localizarlo. El coste se mide en el número de saltos que se tiene que hacer 
para llegar a encontrar el recurso. En este caso el coste de localización 
equivale al número de nodos que hay conectados a la red, esto comienza a 
suponer un problema cuando el número de nodos es elevado.  
 
Actualmente existen algoritmos que reducen este coste de localización, como 
es el caso de las DHT (tablas de hash distribuidas) donde se garantiza que el 
coste máximo de localización es O(logN), donde N es el número de nodos de la 
red . Una tabla de hash es una estructura de datos no ordenada que asocia 
claves con valores y cuya principal característica es proveer un tiempo de 
búsqueda constante sin importar el número de elementos de la tabla. Los 
algoritmos de DHT se encargan de distribuir el contenido de las tablas de hash 
entre todos los nodos de la red y encaminar de forma eficiente las peticiones  
búsquedas de claves. Estos algoritmos han de tener la capacidad de trabajar 
con un número elevado de nodos y procesar las continuas entradas y salidas 
de nodos en la red. 
 
Existen una gran cantidad de protocolos basados en tablas de hash distribuidas 
entre los que se encuentran: Chord [10], CAN [11], Pastry [12] y Kademlia [13]. 
Se ha decidido escoger Chord como protocolo de DHT por las siguientes 
razones: 
 
• Es un protocolo que tiene un funcionamiento sencillo, a demás de ser 
uno de los protocolos más desarrollados ya que es uno de los primeros 
en aparecer. 
 
• Ya existe un proyecto (Meteor [14] ) basado en  JXTA que implementa 
este protocolo. 
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La solución que se propone en este proyecto, no consiste en la distribución de 
los contenidos dentro de una tabla de hash, sino que lo que se va a distribuir 
será la meta información. Esta meta información contiene la información que 
permite localizar los contenidos. En esta propuesta, contenido y meta 
información están separadas. Esto plantea un problema, pues la localización de 
un contenido no garantiza que este disponible. Este es un problema que queda 
fuera de los objetivos de este proyecto y que se propondrá como líneas futuras 
a corto plazo.  
 
A continuación se describirá un poco con mas detalle el protocolo Chord, la 
implementación que hace el proyecto Meteor de este protocolo y los escenarios 
que se van a implementar. 
  
4.2.1 Chord 
 
Chord es un protocolo sencillo y escalable de búsqueda distribuida en redes 
P2P. Pare este protocolo la red esta formada por un anillo de  dimensión m, lo 
que quiere decir que puede haber 2m  identificadores posibles. Chord es el 
encargado de asignar las claves de las tablas de hash  a los nodos activos y 
mantener de forma dinámica estas asignaciones. Cada vez que se une a la red 
un nodo, Chord asigna un identificador de anillo. Lo mismo ocurre cuando se 
introduce un nuevo elemento (clave-valor) en la DHT, a cada clave se le asigna 
un identificador de anillo, el responsable de esa clave será el nodo  que tenga 
el mismo identificador que la clave. Para la clave con un identificador de anillo k 
se le asignara el nodo con identificador k, si el nodo con ese identificador no 
estuviera activo, la clave se le asigna al nodo mas cercano que tenga un 
identificador mayor. 
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Fig. 4.3 Anillo del protocolo Chord 
 
La aparición y desaparición de nodos supone una redistribución de claves. 
Cuando aparece un nuevo nodo en la red, recibe todas las claves que 
inicialmente le hubieran estado destinadas, pero que como no se encontraba 
activo fueron asignadas a otro nodo. Si un nodo abandona la red transferirá las 
claves de las cual es responsable hacia el nodo activo más cercano que tenga 
un mayor identificador, su nodo sucesor. 
 
 
 
Fig. 4.4 Aparición y abandono de un nodo del anillo DHT 
El correcto mantenimiento de los nodos sucesores ya garantiza que las 
búsquedas se procesen de forma exhaustiva. Sin embargo, cada nodo 
almacena una cierta información adicional sobre la red que permite acelerar las 
búsquedas. La cantidad de este tipo de información que almacena es O(log2m). 
Esta información  se reduce a la relacionada con unos pocos nodos activos de 
la red y se refleja en una tabla de rutas interna. Cuando un nodo solicita una 
clave, en primer lugar mira en su tabla de ruta si encuentra el nodo responsable 
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de esa clave, si es así manda directamente un mensaje de petición al nodo, en 
caso contrario  pregunta al nodo de la tabla de ruta  cuyo identificador sea más 
cercano al identificador de  la clave que este buscando, éste le devolverá el 
identificador del nodo que contienen la clave, si es que se encuentra en su 
tabla de rutas,  o bien el identificador del nodo más cercano. De esta manera el 
nodo que busca la clave obtendrá en cada iteración un nodo que cada vez se 
acerca más a la clave que busca, hasta dar con la clave. 
 
Fig. 4.5 Búsqueda de contenidos en  la DHT 
 
La figura 4.5 muestra un ejemplo de búsqueda de una clave en un anillo de 3 
nodos. para simplificar el dibujo se ha considerado que cada nodo tiene en su 
tabla de rutas al nodo sucesor y predecesor. 
4.2.2 El proyecto Meteor 
 
Meteor es un proyecto basado en la plataforma JXTA. El objetivo principal de 
Meteor es ofrecer las funcionalidades de las DHT en redes P2P distribuidas. 
Actualmente este proyecto ha implementado 2 protocolos  de tablas de  hash 
distribuida entre los que se encuentra Chord. 
 
Los protocolos de tablas de  hash distribuido están definidos como servicios 
propios de JXTA. Las funcionalidades ofrecidas  por Meteor son: 
 
- Guardar un valor en tabla. 
- Obtener un valor  
 
Para el protocolo DHT Chord, además se puede: 
 
- Ver la tabla de rutas de Chord. 
- Buscar el nodo sucesor a un identificador. 
- Buscar el nodo predecesor a un identificador. 
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Para almacenar los valores en la tabla de hash, Meteor obtiene el identificador 
de anillo a partir de la clave. Para obtener este identificador realiza el sumatorio 
de los valores ASCII de todos los caracteres de la clave en modulo  2m. Esta 
forma de calcular el identificador da pie a que halla 2 o más claves que tengan 
el mismo identificador, esto no supone un problema pues Meteor únicamente 
utiliza el identificador para determinar que nodo es el encargado de guardar la 
pareja clave-valor.  
 
4.3. Escenarios propuestos 
 
A continuación se presentan los 2 escenarios que se han propuesto para la 
incorporación del módulo de gestión y adaptación de contenidos en la red 
JXTA, basándose en las soluciones planteadas en los apartados anteriores.  
 
4.3.1 Publicación de contenidos en la DHT 
 
El escenario propuesto para la publicación es el que se muestra en la Fig. 4.6. 
El escenario consta de un grupo genérico para el Proyecto Machine, en este 
grupo se encontrarían todos los grupos y nodos del resto de módulos del 
Proyecto Machine. Se ha optado por la creación de 2 grupos especializados. 
Uno de ellos es el grupo Gestión y Adaptación de Contenidos, en este grupo se 
encontrarán todos los nodos que ofrecen servicios propios del módulo. El 
segundo grupo corresponde a nodos encargados de distribuir la tabla de hash 
que almacena la meta información de los contenidos de los diferentes módulos. 
 
Todos los nodos que formen parte de ambos grupos serán rendezvous de su 
grupo. Un rendezvous es un nodo  que alamacena en cache todos los anuncios  
de los nodos de la red que se conecten a él. Esta categoría de nodo surge con 
la intención de agilizar la búsqueda en la red P2P.  
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Fig. 4.6 Publicación de un contenido 
 
Cuando un nodo que se encuentra dentro del grupo Machine desea publicar un 
contenido, lo primero que deberá hacer es unirse al grupo de Gestión y 
Adaptación de Contenidos y  buscar algún nodo que ofrezca el servicio de 
upload. Una vez descubierto el anuncio de upload, el nodo podrá invocar al 
Servicio Web, tal y como se ha explicado en el 4.1.2. Si el contenido ha 
conseguido subirse con éxito, el siguiente paso será guardarlo en la DHT. Para 
ello el nodo se debe conectar al grupo de DHT y publicar un anuncio a un 
rendevouz sobre el recurso que  subido. En el anuncio viajara la clave con que 
se guardará en la DHT y el anuncio de pipe que permitirá a otro nodo poder 
localizar el contenido. El rendevouz  será un nodo del anillo DHT que se 
encargará de guarda la pareja clave-pipe dentro de la tabla de hash. 
 
4.3.2 Localización de contenidos en la DHT 
 
El proceso de localización de contenidos es más sencillo que el anterior. 
Cuando un nodo desea localizar y reproducir un contenido almacenado, en 
primer lugar hará una petición de búsqueda dentro de la DHT, parra ello deberá 
unirse al grupo de DHT. Como resultado de la búsqueda, si existe el contenido, 
obtendrá el anuncio de pipe que le permita reproducir el contenido. 
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Fig. 4.7 Localización de contenidos 
 
En principal inconveniente que plantea este escenario es la desaparición de 
algún nodo del grupo Gestión y Adaptación de Contenidos. Si esto sucede, 
puede darse el caso de que un nodo de la red quiera reproducir un contenido 
pero no pueda porque en ese momento el nodo encargado de almacenarlo no 
se encuentra activo. 
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CAPÍTULO 5 IMPLEMENTACIÓN. 
 
5.1. Entorno de trabajo 
 
El entorno de trabajo sobre el cual se ha desarrollado este proyecto, viene en 
parte condicionado por el entorno del Proyecto Machine. Este proyecto tiene 
como una de sus prioridades la utilización de software libre, es por eso que el 
sistema operativo de las máquinas utilizas ha sido UNIX en su distribución 
Debían. Sin embargo a la hora de desarrollar las diferentes soluciones, se ha 
trabajado con un sistema  operativo propietario como es Windows XP. Esto no 
ha supuesto ningún problema adicional en la implementación, pues se ha 
trabajado con un lenguaje de programación multiplataforma como es java. La 
versión de la máquina virtual de java ha sido 1.5. 
 
Las principales herramientas utilizadas en el desarrollo del proyecto han sido: 
 
• Eclipse 3.2 es un software libre, multiplataforma, diseñado para 
desarrollar  aplicaciones basadas en java. Eclipse permite la ceración de 
proyectos de una forma sencilla y fácilmente exportable a otros 
entornos, permitiendo que el desarrollo de la aplicación tenga 
independencia del lugar físico de desarrollo. A demás dispone de un 
gran abanico de herramientas (plugins) que facilita la programación. 
Gracias a los plugins, eclipse puede, entre otras cosas, sincronizar de 
forma inmediata y sencilla el contenido de sus proyectos con un 
repositorio de archivos  
 
• CVS es un repositorio de archivos que permite almacenar,etiquetar y 
llevar un control sobre las diferentes versiones de un documento  Esta 
herramienta no solo es una gran utilidad para el control de versiones, 
sino que se hace vital en entornos de trabajo en grupo donde cualquiera 
del grupo puede acceder de una forma sencilla y rápida a los 
contenidos. Los clientes utilizados han sido el plugin de eclipse para los 
códigos fuente y el cliente TortoiseCVS 1.8.2 para la documentación. 
 
• Apache Ant 1.6.5. Ant es una herramienta, hecha en java y usada en 
programación para la realización de tareas normalmente en la fase de 
compilación y ejecución. La principal ventaja que tiene ant es que no 
depende de los comandos de  los sistemas operativos, sino que esta 
basado en archivos XML y clases java para llevar acabo las tareas. Esta 
herramienta aporta una gran portabilidad de los proyectos ya que una 
vez configurado el ant el cambio de máquina y de sistema operativo es 
transparente. 
 
• Log4j. Es una librería de código abierto desarrollada en Java por 
Apache Software Foundation que permite a los desarrolladores de 
software elegir la salida y el nivel de detalle de los mensajes del 
programa en tiempo de ejecución. 
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• iReasoning 3.1. Es  un software libre que tiene herramientas para la 
monitorización de máquinas mediante SNMP. 
 
• Mantis es una herramienta Web pensada inicialmente para el 
seguimiento de problemas. Dentro de un entorno donde el número de 
personas que trabajan en él es elevado, es conveniente utilizar un 
sistema que facilite la comunicación entre los miembros del grupo y que 
permita tener monitorizadas todas las posibles incidencias que surjan. 
Esta herramienta permite la posibilidad de asignar incidencias a 
miembro, priorizar las incidencias en función de su importancia (baja, 
normal, alta, etc.) y determinar el estado en el cual se encuentra 
(resuelta, pendiente de aceptar, etc.)  
 
A continuación se explicará la implementación llevada acabo a lo largo del 
proyecto. En primer lugar se hará una pequeña descripción de la 
implementación del módulo de gestión y adaptación de contenidos que no ha 
sido objetivo de este proyecto. Seguidamente, se  detallará la implementación 
llevada acabo para el balanceo de carga. Por ultimo se describirá la 
implementación de los escenarios planteados para la incorporación del módulo 
en una red JXTA. 
 
5.2. Módulo de gestión y adaptación de contenidos 
 
Para  la implementación de los Servicios Web que forman la interfaz externa 
del módulo se utilizó las siguientes herramientas: 
 
• Apache Axis 1.4. Axis  es un kit de desarrollo de Servicios Web que 
permite la creación automática de los WSDL y desplegar los Servicios 
Web. 
 
• Tomcat 5.5.15. Tomcat es un servidor de aplicaciones de Apache. En 
este caso se ha utilizado el Tomcat contenedor de los Servicios Web 
del módulo. 
 
• JDK1.4.2. Máquina virtual de Java utilizada para la implementación de 
los servicios Web.  
 
Los elementos principales que forman el módulo de gestión y adaptación de 
contenidos basados en el paradigma SIP-CMI son el SMPC y Media Server. 
Ambos son  servidores de aplicaciones SIP basado en la implementación de 
referencia de sipservlets y la pila JAIN-SIP [15]. Para ver más información 
sobre esta arquitectura, el diseño y su implementación ver referencia [16]  
 
El procesador que se utilizó es VLC de VideoLan  VLC ofrece diferentes 
interfaces par su control, una de ellas es RC (Remote control).  Esta interfaz es 
la que se utilizó en el Proyecto Integrado. Se desarrolló una API de control de 
VLC, basado en java, capaz de levantar un servidor encargado de atender 
peticiones de control. Una vez recibidas las peticiones, éstas son traducidas a 
los comandos propietarios de VLC y son ejecutados. Una API de control es 
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capaz de controlar varios VLC y cada instancia de VLC equivale a un único 
flujo de media. Para mas información sobre VideoLan y la API de control 
consulta [17]  capítulos 1 y 2. 
5.3. Escenario 
 
El escenario en el cual se ha implementado el balanceo de carga esta formado 
por: 
 
• Un cluster de 5 máquinas (VideoLan 1 a VideoLan 5). Cada máquina del 
cluster contiene una API de VLC, la unidad de almacenaje comentada 
en el aprtado 2.3 y un agente SNMP encargado de recopilar datos del la 
máquina. La unidad de almacenaje esta compartida por todas las 
máquinas del cluster a través de CIFS [18] un protocolo de red para la 
comparición de archivos. La descripción técnica para VideoLan 1 es la 
siguiente. 
 
o Procesador Intel Pentium 4 a 2.8 GHz 
o 1024 KB de memoria cache. 
o 512 MB de memoria RAM. 
 
Para VideoLan 2 
 
o Procesador AMD a 1.6 GHz 
o 1024 KB de memoria cache. 
o 2 GB de memoria RAM. 
 
Para VideoLan 3, 4 y 5: 
 
o Doble procesador Xeon a 2.8 GHz. 
o 512 KB memoria cache por procesador. 
o 1 GB de memoria RAM. 
 
Todas las máquinas disponen de 2 tarjetas de red a 100 MB 
 
• Una máquina encargada de atender todas las peticiones que llegan al 
módulo de gestión y adaptación de contenidos. Esta máquina  contendrá 
el gestor SNMP encargado de monitorizar todas los VideoLan`s del 
cluster. Las características técnicas son las siguientes: 
 
o Procesador Intel Pentium 4 a 2.8 GHz 
o 1024 KB memoria cache. 
o 512 MB de memoria RAM. 
o 1 tarjeta de red 100 MB. 
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Fig. 5.1 Arquitectura de red   
 
5.4. Implementación de un balanceo de carga 
 
Para el sistema balanceador de carga, se ha implementado un gestor SNMP 
encargado de monitorizar los procesadores de media d el cluster. El gestor esta 
basado en el lenguaje de programación java y la API snmp4j [19]. 
 
El gestor implementado se encarga de recopilar periódicamente los valores de 
todos los procesadores de media del cluster. Estos valores son almacenados 
en memoria como ya se ha comentado. El tiempo de actualización de los 
valores de un procesador de media es de N*25 segundos, donde N es el 
número  de procesadores de media del cluster y 25 es el tiempo necesario para 
obtener los valores (10 segundos cpu, 9 para el BW utilizado y 6 del tiempo de 
proceso). 
 
5.4.1 Parámetros de monitorización 
 
Los parámetros monitorizados han sido: disponibilidad de cpu y memoria y 
ancho de banda utilizado 
 
El parámetro de % de cpu libre es el  más complejo de calcular y el que mayor 
tiempo a costado en implementar. Esto ha sido debido a que, no se ha 
encontrado ninguna  MIB estándar de SNMP que devolviera de forma directa el 
valor requerido. La MIB utilizada para obtener el valor de  cpu ha sido  UCD-
SNMP-MIB. Esta MIB define 7  parámetros  para monitorizar la  cpu 
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Tabla 5.1 Parámetros cpu 
Parámetro  Nombre OID 
ssCpuRa-wUser.0 1.3.6.1.4.1.2021.11.50.0 
ssCpuRawNice.0 1.3.6.1.4.1.2021.11.51.0 
ssCpuRawSystem.0 1.3.6.1.4.1.2021.11.52.0 
ssCpuRawIdle.0 1.3.6.1.4.1.2021.11.53.0 
ssCpuRawWait.0 1.3.6.1.4.1.2021.11.54.0 
ssCpuRawKernel.0 1.3.6.1.4.1.2021.11.55.0 
CPU 
ssCpuRawInterrupt.0 1.3.6.1.4.1.2021.11.56.0 
 
 
Cada parámetro es un contador que incrementa con cada  ciclo de reloj de la 
cpu. En función de la carga de la cpu los contadores incrementan en mayor o 
menor medida. El valor de la cpu libre corresponde a la relación entre  el 
incremento del contador ssCpuRawIdle  y la suma de incrementos de todos los 
contadores relacionados con la cpu incluido el contador de cpu libre.  
 
 
100*%
InterruptKernelWaitIdleSystemNiceUser
Idle
CpuRawIdle
∆+∆+∆+∆+∆+∆+∆
∆
=
 
 
 
Para comprobar que el valor obtenido coincide con la realidad se ha 
comparado este valor con el que proporciona el comando top [20] de Linux. 
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Fig. 5.2 Comparativa gestor SNMP y top 
 
En la obtención de la memoria disponible  se ha utilizado la misma  MIB que en 
el parámetro de cpu. La obtención  de este parámetro es directa, únicamente 
hay que hacer una petición SNMP a la MIB. 
 
Tabla 5.2 Parámetro memoria 
Parámetro  Nombre OID 
Memoria memAvailReal.0 1.3.6.1.4.1.2021.4.6.0 
 
A pesar de obtener el valor de este parámetro, finalmente no se ha tenido en 
cuenta en el algoritmo de balanceo. La gestión de memoria que realiza el 
kernel  del sistema operativo se basa en mantener el máximo de información 
posible como memoria cache. De esta manera, lo datos pueden ser 
aprovechados por otros procesos del sistema. Siempre se mantienen algunas 
páginas de memoria libre, de forma que si se arrancara un nuevo proceso el 
sistema tendría memoria libre para ejecutarlo. Este comportamiento del kernel, 
hace que la memoria del sistema no sirva como un parámetro indicativo de  
escasez de recursos, ya que una única petición consume casi toda la memoria 
disponible  Sin embargo esto no impide que pueda atender mas  peticiones. 
 
Para obtener el ancho de banda usado se utilizará la MIB-II que permite 
monitorizar las interfaces de red de una máquina. En la MIB-II se define un 
contador que almacena el número de octetos que ha enviado la tarjeta  en un 
instante de tiempo. Para determinar el ancho de banda utilizado únicamente 
hay que tomara 2 medias de este contador durante en un periodo de tiempo. La 
diferencia entre estos 2 valores dividida por el periodo de tiempo  da el ancho 
de banda utilizado. 
 
Implementación   37 
Tabla 5.3 Parámetro BW utilizado 
Parámetro  Nombre OID 
Ancho de banda utilizado ifOutOctet.2 1.3.6.1.2.1.2.2.1.16.2 
 
5.5. Implementación de los nodos de la red P2P 
 
El escenario donde se ha llevado acabo este apartado viene representado en la 
siguiente figura: 
 
 
Fig. 5.3 Escenario de pruebas P2P 
 
La versión de JXTA utilizada para el desarrollo de los escenarios P2P ha sido 
la 2.3, pese a que ya existe la 2.4. El único motivo de esta decisión se debe a 
la incompatibilidad del proyecto Meteor con la nueva versión de JXTA, ya que 
utiliza métodos y clases que han quedado obsoletos 
 
El primer paso que se ha llevado acabo para desarrollar los escenarios 
propuestos ha sido la  implementación de un nodo que realizase las funciones 
básicas dentro de la red P2P: 
 
• Descubrimiento de grupos y anuncios 
• Publicación de anuncios. 
• Creación de  grupos 
• Unirse a grupos 
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Una vez que se ha creado este nodo genérico  se ha llevado acabo la 
implementación de las funcionalidades propias de cada nodo en función del rol 
que desempeñan dentro de la red. Se han implementado  3 tipos de nodos. La 
implementación de cada uno de estos nodos se describe a continuación.   
 
5.5.1 Implementación del nodo cliente 
 
Este nodo representa a un usuario de la red que descubre los diferentes 
servicios que se ofrecen. En este caso, este nodo podrá descubrir los servicios 
del módulo de gestión y adaptación de contenidos, publicar un contenido y 
localizarlo.  
 
La publicación de contenidos se realiza en 2 fases. La primera consiste en 
subir el contenido al módulo. Se ha implementado un cliente  que utiliza las 
herramientas ofrecidas por  JXTA-SOAP para la invocación de los Servicios 
Web. Los pasos para la invocación de un Servicio Web se reducen a: 
 
• Crear  una llamada con el nombre del método que se va a invocar,  los 
parámetros que necesita recibir y le tipo de dato que devuelve la 
invocación. 
 
• Invocar la llamada. 
 
 
 
Fig. 5.4 Invocación al Servicio Web mediante JXTA 
 
La segunda fase corresponde a la publicación del contenido que consiste en 
incorporar  dentro del ModuleSpecAdvertisment la pareja clave-valor que se 
Implementación   39 
guardará en la DHT. El mensaje de publicación del contenido será recibido por 
un nodo del anillo DHT que se encargará de almacenarlo en el lugar que 
correspondiente.  
 
La localización de los contenidos se realiza a través de una búsqueda dentro 
de la DHT. Se ha implementado un pequeño protocolo propietario de 
intercambio de mensajes para que el nodo Cliente pida a algún nodo de la DHT 
el contenido que desea y este le devuelva su valor. Este intercambio de 
mensajes se realizará a través de sockets JXTA. Los mensajes que se 
intercambiarán son: 
  
• GET mas el nombre del contenido. 
o Ejemplo: GET:Chaman.m2t 
• OK mas valor del contenido. 
o Ejemplo: OK:pipeAdvertisment. 
• KO mas mensaje de error. 
o Ejemplo: KO:”Recurso no disponible” 
 
Se han implementado 2 clientes de WS para la invocación a los servicios de  
Transcodificación y Upload. 
 
5.5.2 Implementación del nodo módulo de gestión y adaptación de 
contenidos 
 
En este nodo se ha implementado los Servicios Web del módulo. Para llevar 
acabo esta implementación se ha reaprovechado el código de los SW 
existentes. Únicamente se  ha tenido que modificar y añadir alguna clase para 
que fuese posible el despliegue de los servicios y su invocación a través de las 
pipes de JXTA.  La modificación consiste básicamente en implementar una 
interfaz que define los métodos que se han de implementar.  
 
Se ha creado una clase que permite inicializar y arrancar los Servicios Web, 
para cada servicio, el nodo módulo de gestión y adaptación de contenidos 
lanza un hilo de ejecución para cada WS 
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Fig. 5.5 Publicación Servicios Web 
 
5.5.3 Implementación del nodo DHT 
 
La tarea de este punto tenía como principal objetivo integrar el proyecto Meteor 
como solución a un sistema de búsqueda más eficiente  que los mecanismos 
propios de JXTA.  
 
Antes de llevar acabo cualquier implementación se han realizado pruebas de 
concepto para ver cual era el comportamiento de Meteor y entender mejor su 
funcionamiento. Meteor viene integrado con la shell de JXTA. Esta shell 
consiste en una interfaz visual muy simple que permite interactuar con el 
protocolo de DHT, mediante comandos. 
 
La primera prueba que se realizó fue crear un escenario formado por un anillo 
con 3 nodos y ver que realmente todos los nodos tienen conocimiento de quien 
es su nodo sucesor y cual su nodo predecesor, para esta comprobación se  
utilizó el comando status. 
 
El siguiente paso fue ver el correcto funcionamiento de los comandos que 
ofrece Meteor. Los comandos que se han probado han sido: 
 
- lookup. Ver el nodo sucesor de  un identificador de anillo. 
- findpredecessor. Ver el nodo predecesor de un identificador de anillo 
- put. Guardar una pareja clave-valor en la tabla de hash. 
- get. Obtener un valor dada una clave. 
 
Una vez visto que estos comandos funcionan correctamente se pasó a estudiar 
cómo se comporta Meteor cuando desaparece un nodo. En este caso se 
observó que cuando un nodo abandona el anillo, los nodos sucesores y 
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predecesores no actualizan su estado. Esto hace que el protocolo DHT deje de 
funcionar correctamente y que la información almacenada por el nodo que 
desaparece se pierda.  Esto es debido a que Meteor es un proyecto abierto que 
esta incompleto. 
 
Otra de las cosas que se observó en el estudio de Meteor es que actualmente 
solo permite almacenar parejas de clave-valor que sean string’s. Ésto es un 
poco contradictorio, pues una de las características de las tablas de hash es la 
posibilidad de almacenar objetos. Se dedico unos días a intentar adaptar el  
proyecto Meteor para que pudiera almacenar objetos. Una vez visto que la 
solución al problema era más compleja de lo que inicialmente parecía, se optó 
por la integración del proyecto tal cual, dentro de los escenarios propuestos. El 
estado actual de Meteor permite implementar los escenarios que inicialmente 
se habían propuesto dentro de un entorno controlado, en el cual no 
desaparezcan nodos. 
 
La integración ha consistido básicamente en: 
 
- Separar la shell de JXTA del protocolo Chord. 
- Adaptar los comandos para que no dependan de la shell de JXTA. En 
este punto se adaptado Meteor para que no se puedan guardar valores 
con claves iguales ya que en este caso solo prevalecería el  último valor. 
- Implementar la lógica del protocolo para que nodos de la red externos al 
anillo DHT puedan realizar consultas. 
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CAPÍTULO 6 PLANIFICACIÓN Y COSTES 
 
Todo proyecto debe tener una planificación que permita a las personas 
implicadas en él saber cuales son las dimensiones del proyecto, así como, en 
función del tiempo, plantearse cuales van a ser los objetivos primordiales y 
determinar qué tareas se van a llevar acabo. 
 
A continuación se explicará cual ha sido la planificación para este proyecto final 
de carrera. También, se hará una estimación del coste que representa, tanto a 
nivel personal como económico. 
 
6.1. Planificación de tareas 
 
El proyecto  se ha planificado para una duración temporal de aproximadamente 
5 meses. Esta planificación se divide básicamente en 4 fases que abarcan las 
tareas realizadas. Las 4 fases son: 
 
• Estudio previo. Es la primera fase que permitirá saber cual es el entorno 
en el que se va a desarrollar el proyecto, determinar los objetivos y 
estudiar las herramientas necesarias. 
 
• Diseño. En esta fase se tomarán las decisiones de cómo se van a 
implementar posteriormente las soluciones propuestas. 
 
• Implementación. Fase en la cual se llevarán a acabo  las soluciones 
planteadas y en la que se realizará la integración de las diferentes 
soluciones  dentro del módulo de gestión y adaptación de contenidos.  
 
• Documentación. Es la última fase del proyecto que corresponde con la 
redacción del trabajo realizado durante todo el proyecto. 
 
En la siguiente tabal se describe cuales han sido las tareas realizadas durante 
la elaboración del proyecto, así como el coste en horas que ha supuesto.  
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Tabla 6.1 Planificación de costes 
 
 
 
 
 
 
 
Fases Tarea Descripción Horas 
Toma de contacto 
En esta tarea se realiza un estudio previo 
del estado actual del entorno, en el que se 
desarrollará el proyecto final de carrera, 
básicamente consiste en determinar que 
problemas existen 
20 
Búsqueda de soluciones 
Periodo durante el cual se buscarán 
alternativas como solución a los 
problemas existentes. 
50 
Estudio previo 
Propuesta de soluciones 
Se deciden las soluciones que se van a 
desarrollar 
15 
Diseño de un balanceo de carga 
Definición de las solución propuesta para 
el balanceo, funcionamiento del algoritmo, 
parámetros a monitorización 
20 
Diseño 
Migración hacia una red P2P 
Definición de los escenarios P2P 
publicación y localización de contenidos y 
estudio mas afondo del proyecto Meteor 
para el desarrollo de una DHT 
35 
Cuantificación de carga 
Prueba para determinar cual es el coste 
de las diferentes peticiones que recibe el 
módulo 
24 
Implementación gestor SNMP 
Creación de un gestor que permite 
monitorizar los parámetros de una 
máquina y la monitorización de los 
parámetros 
55 
Implementación del algoritmo de  
balanceo 
Desarrollo del algoritmo propuesto 25 
Instalación del entorno 
Instalación de: 
-> Una API de  VLC en todas las 
máquinas. 
->Un agente SNMP con las MIB 
necesarias en todas las máquinas que se 
desean monitorizar 
25 
Integración 
Integración con el módulo de gestión y 
adaptación de contenidos 
14 
Implementación 
Implementación de los 
escenarios P2P 
Creación de todos los nodos de la red e 
integración de Meteor con los escenarios 
propuestos 
85 
Documentación Memoria 
Redacción del documento final que 
describe el trabajo realizado y la 
presentación final 
110 
Total de horas 478 
Planificación y costes   45 
6.2. Coste del proyecto. 
 
A la hora de determinar los costes del proyecto se han tenido en cuenta los 
siguientes puntos: 
 
• Tiempo. Este punto se ha tenido en cuenta en el apartado anterior, 
donde además de describir las tareas realizadas, se ha estimado las 
horas que se han necesitado. El coste  en horas de este proyecto ha 
sido de 478. 
 
• Objetivos cumplidos. Este punto no influye directamente en el coste 
económico final del proyecto, pero es importante tenerlo en cuenta pues 
es un factor subjetivo que determina la valoración final del proyecto es 
positiva o negativa. Un proyecto puede tener un coste no muy elevado 
pero si no se han obtenido los resultados esperados la valoración 
podría ser negativa.  
 
• Personal. El coste del proyecto a nivel de personal, corresponde al de  
un estudiante de segundo ciclo de Ingeniería de Telecomunicaciones 
con una beca de colaboración.  El estudiante ha dedicado una media de 
5 horas diarias. La universidad estipula que el precio de la hora es de 
7€. 
 
• Herramientas y equipos. Las herramientas utilizadas han sido 
básicamente programas de libre distribución (eclipse, Linux, VLC, etc…) 
que no suponen gasto ninguno. El número de máquinas que interviene 
en el proyecto han sido 8 y un rack de 15 discos duros. 7 máquinas del 
Proyecto Machine  y una dedicada para el desarrollo. 
 
En la siguiente tabla se muestra cual es el coste económico del proyecto, 
teniendo en cuenta los puntos explicados anteriormente. 
 
Tabla 6.2 Coste económico 
 
  nº horas €/hora nº personas Subtotal 
Tiempo 470,00 7,00 1,00   
Subtotal 3290 
  tipo €/unidad unidad Subtotal 
Herramienta sy equipos Máquina dedicada 1000 8 
  Rack de discos duros 7000 1 
  Discos duros 400 14   
Subtotal 20600 
TOTAL 23890 
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CAPÍTULO 7 CONCLUSIONES  
 
A lo largo del proyecto se han propuesto e implementado 2 soluciones que 
pretende dar respuesta a la problemática que existe actualmente dentro del 
módulo de gestión y adaptación de contenidos del Proyecto Machine. Dicho 
problema reside en la escalabilidad. La escalabilidad es un punto importante 
que se ha detener siempre en cuenta en el desarrollo de cualquier servicio, de 
ella depende, en parte, su éxito. 
 
Actualmente el módulo de gestión y adaptación de contenidos trabaja con 
contenidos multimedia de alta definición. La transmisión y adaptación de estos 
contenidos requieren un coste elevado de los recursos físicos; cpu, memoria y 
ancho de banda. La solución desarrollada  ha sido la incorporación de un 
cluster de 5 procesadores de media  y la implementación de un sistema que 
distribuya la carga de la forma más eficiente posible. De este  punto se puede 
extraer que no siempre la solución que aparentemente parece la más justa es 
la mejor. En este caso, buscar la carga máxima de las máquinas ha resultado 
ser una mejor solución que el reparto justo. Esto es así debido a que no todas  
las peticiones consumen los mismos recursos físicos.  Se ha destacar la 
necesidad de protocolos estándar como es el caso de SNMP y sus MIB que 
permiten monitorizar elementos físicos de forma sencilla y con independencia 
de su sistema operativo.  
 
La otra solución desarrollada también da respuesta al problema de la 
escalabilidad, para ello se ha pasado a un escenario completamente distribuido 
y aprovechar las ventajas que este nuevo escenario ofrece frente a una 
arquitectura centralizada.  Uno de los principales problemas que plantean las 
redes distribuidas reside en el descubrimiento automático de los elementos de 
la red, además en un escenario distribuido se plantean problemas que  en el 
escenario centralizado están resueltos, como es el caso de la publicación de 
servicios o contenidos. Gracias a la plataforma JXTA se ha podido crear de 
forma sencilla un entorno completamente distribuido y dar solución a los 
problemas planteados. JXTA ofrece herramientas para la localización de 
contenido, sin embargo el coste máximo de localización equivale número de 
nodos de la red. Para disminuir este coste se ha propuesto un protocolo 
basado en tabla de hash distribuida, donde el coste máximo es logarítmico 
(O(log N)). El protocolo utilizado ha sido el Chord.  
 
Para la implementación del protocolo Chord, se ha utilizado el proyecto Meteor 
basado en JXTA. Éste es un proyecto abierto que ofrece las herramientas para 
la implementación de Chord, pero que realmente no esta desarrollado del todo, 
falta la implementación de cuando un nodo abandona la red y redistribuir la 
información que almacena. Además sería interesante adaptar Meteor para que 
fuese compatible con la nueva versión de JXTA. 
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7.1. Líneas Futuras 
 
Parece que el futuro tiende a las redes P2P, completamente distribuidas. Sin 
embargo esto no implica que la solución del sistema para el balanceo de carga 
en un escenario centralizado esté completamente cerrada. A corto medio plazo 
es necesario la realización de pruebas que determinen la capacidad del módulo 
de gestión y adaptación de contenidos con el nuevo sistema propuesto. Estas 
pruebas no se han podido llevar acabo debido por falta de tiempo y problemas  
con la unidad de almacenamiento de los contenidos.  
 
La otra tarea que queda pendiente en este tema es la realización de una 
clasificación más exhaustiva de posibles transcodificaciones que tenga en 
cuenta la codificación de los contenidos. 
 
En  la solución distribuida propuesta quedan algunos punto que no se habían 
planteado como objetivos principales o bien que han surgido durante el la 
implementación y que son interesantes de tener en cuenta a corto y largo 
plazo.  
 
Durante el estudio del proyecto Meteor como solución a un protocolo de tabla 
de hash distribuida se ha comprobado que la implementación del algoritmo 
Chord  no esta completa, falta implementar   el abandono de un nodo del anillo 
Chord. Cuando desaparece un nodo, los nodos sucesores y predecesores no 
se enteran y no actualizan el estado del anillo. La información que había 
guardada en ese nodo se pierde. Lo mismo ocurre si se introduce un elemento 
nuevo en la DHT y el nodo responsable de esa información es el nodo que ha 
desaparecido. 
 
La localización de los contenidos se realiza a través de meta información. Las 
DHT no guardan el contenido sino donde localizarlo, el contenido esta 
separado de la información que apunta a él. Esto supone un problema y es que 
la localización del contenido no garantiza su acceso, ya que se puede dar el 
caso de que el nodo que guarda el contenido no este activo en la red. Una 
posible solución ha tener en cuenta es la incorporación de un elemento o 
servicio JXTA hiciere las funciones de Proxy. Este elemento implementaría una 
servicio de presencia de los nodos que almacenan los contenidos. Cuando un 
nodo localiza un contenido en lugar de hacer la petición  directamente lo 
realizara a través del Proxy. 
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Fig. 7.1 Escenario servicio de presencia en P2P 
 
Por último como propuestas a mas largo plazo  se encuentran: 
 
• La incorporación de otro protocolo de DHT que tenga mejores 
prestaciones que el protocolo Chord como es el caso de  Kademlia. 
 
• Incorpora mecanismos de búsquedas mas elaboradas. Las DHT por 
naturaleza permiten realizar búsquedas concretas.  
 
7.2. Impacto medio ambiental 
 
A simple vista parece que no tiene sentido reparar en el impacto medio 
ambiental que pueda tener un proyecto de estas características, pues tal vez 
no existan relaciones algunas. Sin embargo, si paramos a reflexionar un 
momento, nos podemos dar cuenta que dichas relaciones no son tan 
descabelladas. 
 
Existen algunos aspectos negativos que no pueden pasar desapercibidos y que 
se detallan a continuación: 
 
• Cada vez más se hace habitual el uso de las nuevas tecnologías, no 
sólo como un elemento de ocio sino como herramienta indispensable 
para el trabajo, esto tiene una repercusión en el incremento de 
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infraestructuras (cables, máquinas, línea de alta tensión, etc.)  con la 
cuales hay que convivir.  
 
• La mayor parte del soporte físico que esta relacionado con las 
infraestructuras de las telecomunicaciones suelen de plásticos y otros 
materiales no biodegradables.  
 
• La grande demanda de las nuevas tecnologías ocasiona que 
constantemente se estén buscando nuevas aplicaciones. Este constante 
desarrollo hace que cada vez más las aplicaciones necesiten de equipos 
físicos más potentes, lo que provoca que los equipos tengan un ciclo de 
vida bastante limitado y necesiten renovarse de forma continua. Esta 
situación provoca un aumento de los residuos.  
 
Sin embargo no todos son aspectos negativos. Las nuevas tecnologías tienen 
impacto positivo sobre el medio ambiente. 
 
• Las nuevas tecnologías permiten cada vez más la comunicación no 
presencial, lo que tiene un impacto en la reducción del consumo de 
combustibles fósiles y otras fuentes de energía. 
 
• La digitalización de los contenidos ayudan a reducir el gasto de papel 
soporte físico por excelencia hasta hace poco.  
 
7.3. Conclusiones personales 
 
El desarrollo de este proyecto me ha dado la posibilidad de poder enfrentarme 
a un problema real. El hecho de enfrentarse a un problema real, hace que la 
motivación sea mayor y que los resultados sean más satisfactorios. La 
posibilidad de poder aplicar conceptos teóricos explicados a lo largo de la 
carrera, como ha sido el caso, ha hecho darme cuenta que relámete los 
conocimientos adquiridos no distan de la realidad y que son aplicables en el 
ámbito labora.  
 
La realización de este proyecto me ha permitido trabajar con tecnologías que 
están   de actualidad como es el caso de las redes P2P y protocolos de 
localización como las DHT. 
 
Por último destaco que este proyecto no se podría haber llevado acabo, si no 
hubiese estado en un entorno de trabajo que me aportará tranquilidad y 
confianza suficiente y sobretodo sin las personas, tutor y compañeros, que me 
han ayudado cuando me quedaba bloqueado por falta de conocimientos o 
experiencia. 
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ANEXO A ACRÓNIMOS 
 
 
CAN Content-Addressable Network 
CPU central processing unit 
DHT Distributed Hash Tables  
DV Digital Video 
DVD Digital Versatile Disc 
HD High Definition 
I2CAT Internet 2 a Catalunya 
JDK Java Development Kit 
JXTA juxtapose 
MPEG Moving Pictures Expert Group 
P2P Peer to Peer 
RAID Redundant Array of Inexpensive Disks 
RTSP Real Time Stream Protocol 
SD Estándar Definition 
SIP Session Initiation Protocol 
SIP-CMI SIP-based Continuous Media Integration 
SMPC Server Media Provaider Controler 
SNMP Simple Network Management Protocol 
SOA Service Oriented Architecture 
SOAP Simple Object Access Protocol 
UDDI Universal Description, Discovery and Integration 
UPC Universitat Politécnica de  Catalunya 
UPF Universitat Pompeu Fabra 
VLC VideoLan Client 
VLS VideoLan Server 
WS Web Service 
WSDL Web Service Description Language 
XML Extensible Markup Language 
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ANEXO B MANUAL DE INSTALACIÓN 
 
En este manual, se detallará  cuales son las herramientas necesarias  y que 
pasos hay que seguir para poder instalar las soluciones implementadas a lo 
largo del proyecto. Tanto para el balanceo de carga como los nodos de la los 
escenarios P2P. 
 
 
B.1 CLUSTER DE PROCESADORES DE MEDIA 
 
Las máquinas del cluster han de disponer de: 
 
- Sistema operativo Linux. 
- Kernel  del sistema operativo compatible con el sistema de ficheros 
CIFS. 
- Procesador de media VideoLan versión 0.8.2. 
- Máquina virtual de Java versión 1.4 o superior. 
- API de Control de VideoLan. 
- Agente SNMPv2. 
 
Se han creado scripts que  permiten actuar con los diferentes programas 
instalados. 
 
- mount-netwrok.sh (start|stop). Permite montar y desmontar la unidad 
de alamacenamiento de contenidos. 
- compile.sh.  Compila toda la API de control de VideoLan. 
- CapaContro.sh (start|stop). Arranca y para ala capa de control de 
VideoLan. 
 
B.2 SISTEMA DE BALANCEO DE CARGA 
 
El sistema balanceo de carga forma parte de una arquitectura orientada a 
servicios basado en WS. El software necesario par ala instalación de Servicios 
Web es: 
 
- Máquina virtual de Java versión 1.4 o superior. 
- Servidor de aplicaciones 
 
o Ejemplo: Apache Tomcat versión 4.1 o superior. 
 
- Kit de desarrollo de Servicios Web: Apache Axis 
 
o http://ws.apache.org/axis/ 
o Última versión estable a fecha 20 – 4- 2006: 1.3  
 URL de descarga: 
• http://www.apache.org/dyn/closer.cgi/ws/axis/1_3/ 
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En los siguientes apartados se describirá los paso a seguir para la instalación y 
despliegues de Servicios Web.  
 
a) Instalación del kit de desarrollo axis. 
 
En primer lugar, se asume que el servidor Web está levantado en el puerto 
8080. 
 
- Descargar los binarios de la distribución de axis. En ella se encuentra la 
carpeta axis-1_3/webapps/axis. Esta carpeta se debe copiar dentro de la 
carpeta webapps del servidor de aplicaciones (/tomcat/webapps/axis). 
- Iniciar tomcat. 
- Acceder a la página principal 
 
o http://localhost:8080/axis 
 
- Comprobar la correcta instalación accediendo a la siguiente URL: 
 
o http://localhost:8080/axis/happyaxis.jsp 
 
Esta página muestra los componentes que necesita Axis para funcionar 
(librerías). En caso de no encontrar librerías requeridas, esta página 
indica cuáles necesita. Si no se encuentran las librerías obligatorias, Axis 
no funcionará. No se debe proceder en los pasos siguientes de la 
instalación hasta no disponer de todas las librerías (la página estará 
“happy”). Las librerías se deben añadir en tomcat/webapps/axis/WEB-
INF/lib.  A continuación se puede ver la página que muestra Axis una vez 
ha encontrado todas las librerías necesarias. 
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Fig-B. 1 Comprobación axis 
 
 
b) Desplegar Servicios Web en servidor de aplicaciones 
 
A la hora de compilar y desplegar los Servicios Web desarrollados, se debe 
disponer de las siguientes variables de entorno. Para poder usar las 
herramientas que ofrece axís, se debe de habilitar el acceso a las librerías que 
se requieren. 
 
Windows:  
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Unix: 
 
 
 
A continuación se despliega el Servicio Web generado sobre el servidor que se 
tenga instalado.  
 
En primer lugar se debe generar un archivo jar con el código desarrollado: 
 
 jar cvf Gestora.jar GestoraSeguros/*.class pGestora/*.class 
 
El fichero jar resultante (Gestora.jar) se copia al directorio de librerías de Axis 
dentro del Tomcat: 
 
mv Gestora.jar tomcat/webapps/axis/WEB-INF/lib 
 
Finalmente, para desplegar el Servicio Web en Axis se ejecuta  en el directorio 
tomcat/webapps/axis el siguiente comando: 
 
java org.apache.client.AdminClient pGestora/deploy.wsdd 
 
Para comprobar el correcto despliegue del servicio se accede de nuevo a la 
página de inicio de axis. 
 
http://localhost:8080/axis/ 
 
En ella seleccionamos la opción List que nos permitirá ver la lista de servicios 
web desplegados en el servidor de aplicaciones instalado. 
 
 
Fig-B. 2 Comprobación Servicios Web 
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Seleccionando el enlace (wsdl) se puede ver el archivo WSDL publicado  
 
 
 
Fig-B. 3 Descripción Servicio Web 
 
B.3  NODOS JXTA 
 
Para la puesta en marcha de los escenarios P2P se ha utilizado la herramienta 
Ant, creando un archivo llamado build.xml donde se definen las siguientes 
tareas. 
 
- init. Inicialización del entorno de la aplicación 
- clean. Borrar la cahe de JXTA. 
- compile. Compila el código  de la aplicación. 
- startup. Arranca el nodo. 
 
