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Abstract 
Inverse analysis of nanoindentation data has attracted increasing interest in industry due to its 
ability to estimate the bulk tensile properties of materials and potentially offers an alternative 
technique to conventional characterisation methods. Inverse analysis of nanoindentation data 
is particularly valuable in applications where conventional techniques are not suitable due to 
either the scale of characterisation (very small regions) or because the testing is expensive 
and time consuming. Despite using best practices to minimise sources of error in the 
experimental data, given the scale of the indentations, the heterogeneity of material 
microstructure can create significant variability in the data, ultimately affecting the reliability 
of the inverse analysis solution. This thesis proposes and discusses pragmatic approaches to 
mitigate the effects of material heterogeneity on the accuracy of the inverse problem solution 
as well as of nanoindentation data in general. The work has involved finite element analysis 
modelling, nanoindentation and tensile testing. 
One mitigation approach consisted in the implementation and verification of a new ‘multi-
objective’ function inverse analysis methodology where the bias of selecting only one 
experimental nanoindentation curve as representative of the homogenised response of the 
material is overcome. The new approach uses all the experimental curves generated from a 
grid of nanoindentations and employs a weighted averaging procedure. This methodology 
was applied to S355 steel samples through recording nanoindentation and tensile test data. 
Despite the variation present in the experimental nanoindentation load-depth curves, this 
being in the order of 13%, the ‘multi-objective’ function approach was found to estimate the 
tensile parameters with an error margin as low as 3-6% compared to an error margin of 9-
20% for the conventional method.   
A framework of activities was also undertaken to monitor the variation of the measured 
nanoindentation properties (e.g. hardness) as function of the indentation depth, in relation to 
the average grain size of the material. Commercial purity aluminium 1050 samples (with 
varying average grain sizes) and S355 steel were employed as test materials. These results in 
addition to those from other materials were used to construct a look-up plot of the hardness 
COV values as function of the normalised nanoindentation depths (normalised with respect to 
the average grain diameter). The plot is based on upper and lower bound curves and intends 
to provide guidance on the selection of the nanoindentation testing parameters to minimise 
the variability of the indentation response. 
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 Introduction Chapter 1. 
1.1 Motivation  
The life cycle of industrial products and engineering components spans from their 
development, design and manufacturing to their use in service and successively to their 
disposal. At different stages of a product life cycle, material performance is highly scrutinised 
through material characterisation activities to guarantee that the product is fit-for-purpose. 
For instance, during the design and development phases, materials are selected and their 
properties are tailored and characterised in order to ensure that performance requirements 
during in-service life are met and endurance enhanced. Similarly, during in-service life, 
material performance deteriorates and fitness-for-service assessment procedures are often 
implemented in order to re-rate engineering components and products, if necessary. Testing 
activities can be very expensive and time consuming and often predictive computational 
methodologies based on finite element analysis (FEA) models or mathematical semi-
empirical models are used. However, computational models still require the knowledge of 
macro-scale mechanical properties (e.g. yield strength, strain hardening exponent, ultimate 
tensile stress, fracture toughness) as input parameters, and some of the standard laboratory 
testing methods, used to measure such material properties, can be time consuming, costly 
and, usually, are of a destructive nature. 
Constitutive properties of materials, including yield strength, σY, tensile strength, σU, and 
modulus of elasticity, E, are among those crucial material properties required during 
assessment procedures at different stages of the life cycle for a wide range of engineering 
components and industrial products. A common testing technique to determine constitutive 
relationships of materials is tensile testing. Additionally to be considered part of the material 
specifications to ensure quality, tensile data are also often used in the selection and screening 
of materials for engineering applications. Critical engineering assessments and fitness-for-
service procedures implemented by the industry ( [1], [2], [3], [4]) to guarantee the safe and 
reliable operations of industrial components require tensile properties of engineering 
materials as essential input data. The importance of including tensile properties in these 
assessment procedures is understandable since the material’s ductility characteristics 
determine the toughness qualities and therefore the capacity of the material to resist fracture 
and failure in the presence of flaws and under different circumstances of loading and 
environmental conditions (e.g. temperatures, corrosion). Tensile properties are similarly 
2 
 
important during the development of new material systems and components as well as during 
optimisation of manufacturing processes. A typical example is welded components, where 
tensile tests are required during the qualifications of welding procedures. Tensile properties 
contribute to the definition of optimal welding procedures, including the choice of process 
parameters and welding consumables, to meet in-service specifications [5]. The knowledge of 
tensile properties can also be a primary concern in other technology areas, such as coatings 
and thin films for engineering surfaces. Tribological coatings, for instance, must meet 
specific mechanical property requirements in order to enable their endurance during 
operational life. Ductility plays a major role in the performance of such tribological coatings 
and material properties derived from the material constitutive behaviour, such as hardness 
and elastic modulus, qualify the ability of the surface to resist mechanical degradation and 
failure [6], [7]. 
As previously mentioned, tensile properties of a material are most commonly measured using 
standard macro-scale testing techniques (e.g. uniaxial tensile testing). However, these 
techniques offer a number of significant drawbacks. For instance, uniaxial tensile testing has 
the following limitations: a) the uncertainties related to the alignment of the specimen in the 
machine and to the methodologies used to measure the strains are rarely less than 10%; b) 
high volumes of material are needed to carry out the testing, otherwise performing micro-
tensile testing is feasible at the cost of adding further uncertainties to the measurements; c) 
the risk of modifying the original state of the material when machining the tensile specimens 
to a specific geometry (e.g. work-hardened state); d) the testing methodology is of a 
destructive nature [8]. 
Depending on the application and the final aim of the investigation, another significant 
additional limiting factor to those listed above is that standard macro-scale mechanical 
characterisation techniques are not able to provide detailed information with respect to 
changes in properties occurring in local areas or at the microstructural level. Indeed, there are 
several applications where determining properties in local areas would greatly improve the 
understanding and prediction of the macro-scale performance of the overall material systems. 
This is the case, for instance, for welded joints. Service cracks or fabrication cracks in welds 
can occur, potentially undermining the structural integrity of large structures or critical 
industrial components [9]. When cracks are detected during fabrication or during in-service 
life, repairs can be expensive and, at times, not applicable. If the presence of cracks is 
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detected, fitness-for-service assessments are often undertaken in order to determine the 
maximum allowable flaw size the component would be able to endure while in-service. As 
part of the assessment, a fracture mechanics based analysis (e.g. toughness, J-resistance 
curves) for welded joints is performed and fracture mechanics testing techniques (e.g. 
standard single-edge-notch-bend, SENB, single-edge-notch-tension, SENT) can be expensive 
and time consuming. For this reason, at times, predictive numerical finite element analyses 
are performed instead. In either case, the knowledge of material tensile properties is required 
as input parameters for the determination of the fracture mechanics properties. One of the 
main drawbacks though is that weld joints are often idealised as comprising of just base metal 
and weld metal. In reality, welds are a more complex material system, where strong gradients 
of material properties due to the transitions in the metallurgical structure and the presence of 
welding residual stresses can occur. This is particularly true in the case of dissimilar metal 
welds (DMW). As a result, the use of adequate local material input parameters 
representatives of the different areas in a welded joint (e.g. weld metal, heat affected zone 
and parent material) can be essential for an accurate assessment of the local fracture 
behaviour of welds. The largest limitation in using standard tensile testing techniques though 
is often the small dimensions of the regions of interest. These regions can be in the order of 
micrometres, at times nanometres, and yet their characteristics can have a significant 
influence on the overall performance of a material system. 
Considering the limitations of standard mechanical tensile testing techniques, as reported 
above, the scientific community has put significant effort in the exploitation of alternative 
characterisation methodologies which would enable the derivation of tensile properties from 
indentation test data. Standard hardness and micro-hardness tests are extensively used in a 
range of industry sectors as an alternative method to determine tensile properties (yield 
strength and tensile strength). Hardness tests are relatively simple to perform, non-
destructive, and can be carried out on-site when required. Tensile parameters can be obtained 
from hardness values (HV10) through empirical correlations [10]. However, existing 
correlations between hardness and tensile parameters are only established for specific 
materials (e.g. carbon and C-Mn steels) and within specific ranges of hardness values. As a 
result, this limits the use of these correlations for a more widespread range of applications. 
Furthermore, their ability to evaluate the full stress-strain behaviour of material samples is 
also limited. 
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Nanoindentation techniques can address these limitations and have been increasingly used as 
a non-destructive experimental procedure to determine local mechanical properties of 
materials for regions with typical sizes from nanometres to hundreds of micrometres. 
Nanoindentation is known as a ‘depth-sensing technique’, the reason being that it uses a 
different methodology to translate the physical indentations into hardness values to the 
standard micro- and macro-scale indentation techniques. Standard indentation techniques 
(Vickers, Knoop, etc) involve the physical measurement through visual techniques (e.g. 
microscopy) of the size of the residual impression left on the material. As a result, the 
accuracy related to the determination of the residual impression reduces as the indentation 
size becomes smaller and smaller. This approach is certainly a limiting factor when testing 
areas of the order of nanometres/micrometres. In a different way, the indentation depth-
sensing technique involves indirect measurement of the contact area between indenter and 
specimen by recording the indentation depth as a function of the applied load, generating the 
so called ‘load-depth curve’. Based on the analysis of the indentation load-depth curve a 
comprehensive set of quantified information, related to the elastic-plastic behaviour of 
materials, can be determined. Properties measured by nanoindentation include not only 
hardness but also elastic modulus, energy related parameters (e.g. plastic and elastic work) 
and time-dependent properties (e.g. creep). Due to the depth-sensing nature of the technique, 
as explained above, nanoindentation can therefore achieve a good accuracy even when 
measuring the hardness and elastic modulus in very small areas. 
Building on the ability of nanoindentation techniques to accurately measure local mechanical 
properties, even at the nanoscale, research efforts have been focused in recent years on 
developing methodologies to extract tensile material properties from nanoindentation 
experimental curves. This methodology is known as inverse analysis and is achieved through 
constructing the equivalent stress–strain response of the indented material employing semi-
empirical equations, finite element analysis (FEA) and statistical methods [8], [11], [12], [13] 
[14], [15], [16]. Despite the potential for inverse analysis of nanoindentation data to be used 
as a less costly and less time consuming alternative characterisation method to determine 
(local) tensile properties, some crucial challenges need to be overcome. Obtaining 
comprehensive information about the elastic-plastic behaviour of materials, such as that 
summarised in a standard tensile curve, from nanoindentation curves often requires an 
elaborate interpretation of the data. From extensive discussions between TWI and its 
Industrial Members, two main reasons appear to be the limiting factors in the use of the 
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inverse analysis for industry-relevant applications. The first is that the current procedures to 
extract full tensile properties from nanoindentation data are based on academic work with 
unclear and non-standardised practices. The lack of widely agreed protocols and 
recommended best practice for the inverse analysis of indentation data is definitively seen as 
an obstacle to a wider use of the technique. A second major technical drawback is that 
analysis of the nanoindentation test data assumes the sample to behave as an isotropic, 
homogeneous body. In practice, most engineering materials have complex microstructures 
with microstructural length scales that can be of the same order of magnitude as the 
maximum achievable nanoindentation depth. This microstructural heterogeneity results in 
considerable scatter in the indentation load-displacement traces, adding complexity to inverse 
analysis of this data. Thus, there is a need of a more robust, optimised and validated inverse 
analysis methodology able to handle material heterogeneity. This would be a significant 
milestone and would greatly contribute to give characterisation service providers as well as 
industry confidence in the use of the technique as an alternative and reliable characterisation 
method for the determination of local mechanical properties.   
1.2 Scope of the research 
1.2.1 Project aims 
Although the inverse analysis of nanoindentation data shows great potential for a quantitative 
assessment of local mechanical properties, its validity and suitability for industrial relevant 
applications need further support. The growing body of published academic work on the 
inverse indentation technique has resulted in a wide-range of proposed methodologies. In 
most cases, it can be found that the robustness of the proposed approaches has not been fully 
explored, particularly, with respect to the uncertainties deriving from the inevitable effects in 
the indentation response of the microstructural heterogeneity present in many engineering 
materials. The overall aim of the project is therefore to develop and validate a more robust 
approach to estimating bulk tensile properties from nanoindentation data, with the new 
approach being able to handle the inevitable influence of material heterogeneity on the 
indentation response. The validation of the methodology intends to provide more confidence 
in the use of the inverse analysis of nanoindentation data for engineering materials, including 
those exhibiting a more complex structure. 
1.2.2 Research objectives 
The aims of the project were achieved by completing the following objectives: 
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• Review existing methodologies for extracting tensile material properties from 
nanoindentation data. 
• Development of a more robust approach for inverse analysis of nanoindentation data 
through the definition of a new objective function procedure able to deal with the 
variability of the indentation response due to material heterogeneity. 
• Assessment of the degree of influence of material heterogeneity on the nanoindentation 
response and propose mitigation approaches to minimise it. 
1.3 Overview of the thesis structure  
After this introductory chapter, Chapter 2 presents and discusses the findings of a literature 
review aimed, firstly, to provide an introduction to nanoindentation, as a material  
characterisation methodology, describing the experimental parameters and good practices that 
could affect the reliability of the measured data. The literature review also offers a critical 
review of the existing inverse analysis methodologies to extract tensile material properties 
from nanoindentation data, highlighting advantages and disadvantages. Finally, a review of 
previous investigations studying the dependence of small-scale indentation data on the 
material microstructure was undertaken, emphasising the need for mitigation approaches to 
minimise the effect of material heterogeneity on nanoindentation response. 
In order to address the gaps identified from the literature review, the following chapters 
(Chapter 3 and Chapter 4) describe the investigation undertaken towards the establishment of 
two methodological approaches to address the influence of material heterogeneity on the 
indentation response. As the investigations described in these two chapters carries distinct 
research approaches, each chapter contain its own description of the research methodology 
used. 
Specifically, Chapter 3 discusses the development and validation of a new inverse analysis 
methodology, proposed to meet the need of addressing the potential instability of the inverse 
analysis solution as a result of the variability in nanoindentation data due to material 
heterogeneity. 
Chapter 4 describes the work undertaken to investigate the variability of nanoindentation 
measured data as function of the characteristic length of the heterogeneities within the 
material. The study aimed to finally propose an approach in the form of analytical 
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relationships and look-up plot that can be used as guidance for the selection of the 
appropriate test parameters in order to minimise variability of the nanoindentation data. 
Finally, Chapter 5 discusses and correlates the findings from the previous two chapters, in 
order to provide an overall view on the extent to which the original objectives of the project 
have been met. 
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 Background and Literature Review Chapter 2. 
2.1 Nanoindentation testing 
The characterisation of elastic-plastic properties using nanoindentation has seen an increasing 
interest in the last few decades. As mentioned in Chapter 1, differently from standard micro- 
and macro-scale indentation techniques, nanoindentation employs an indirect measurement of 
the contact area between indenter and specimen in order to determine the material properties, 
namely, hardness and reduced modulus. As the indenter is driven in and out of a sample, its 
penetration depth is continuously monitored and recorded as function of the correspondent 
load or vice versa, generating a load-depth curve. The resultant load-depth curve gives the 
information needed to determine hardness, elastic modulus and other material properties 
(Figure 2-1). This information, combined with the known geometry of the indenter, allows 
the area of contact at maximum load to be calculated, which is then used to determine the 
hardness.  
 
Figure 2-1 a) Close-up photograph of the NanoTest Platform 3 at TWI Ltd and b) a  typical nanoindentation 
load-depth curve (from [17]). 
A benefit of using indentation depth-sensing techniques is that the elastic component of the 
indentation response of the material can also be studied, as opposed to standard indentation 
techniques. As a result, additional material parameters, such as the elastic modulus, can be 
obtained from the analysis of the load-depth curve. Moreover, nanoindentation testing 
procedures offer additional capabilities to investigate time-dependent properties of the 
material (e.g. creep) as well as providing a comprehensive set of energy-based parameters 
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associated with the elastic-plastic behaviour of the material (e.g. elastic and plastic work 
during indentation). 
Another reason behind the success of nanoindentation originates from the limitations shown 
by other well established indentation techniques (e.g. Vickers hardness), when the 
mechanical properties to be assessed are those confined in areas of a few micrometres. As 
previously mentioned, classic indentation techniques, in order to calculate the hardness value 
of a material, are mainly based on a visual determination of the plastic impression left by the 
indenter on the material. This can cause drawbacks in terms of poor accuracy during the 
determination of the residual indent impression when the region of the material to be indented 
is in the order of a few microns. It has been reported  [17] that the uncertainties for a 5 µm 
diagonal of residual impression by a Vickers indenter is on the order of 20% when using an 
optical microscopy and increases with decreasing size of indentation, potentially being as 
high as 100% for a 1 µm impression. As previously explained, since nanoindentation is a 
depth sensing technique, its main advantage is the achievement of very good accuracy even 
when measuring the hardness and elastic modulus in very small areas of the material, as small 
as 1 µm and, in certain cases, in the sub-micron range. The indentation can be located with 
extreme precision due to the high accuracy displacement 3-axis stage motor system, 
combined with a high resolution optical microscope. The loads involved are usually in the 
order of milli-Newtons (10-3 N) and are measured with a resolution of a few nano-Newtons 
(10-9 N). The depths of penetration are in the order of microns with a resolution of less than a 
nanometre. 
Nanoindentation requires very small samples. For instance, if the area to be sampled is of the 
order of 5 x 5 mm, this gives sufficient space to perform hundreds of indentations. This 
means that, while offering the benefit of reducing expenses associated with material usage for 
testing, nanoindentation also allows mechanical property information to be extracted from 
very small sections of ‘real’ components. Additionally, given the scale of the indentations 
generated through nanoindentation, the test is not considered to deteriorate the structural 
integrity of the specimen and, as a result, nanoindentation is often seen as a ‘non-destructive’ 
technique. 
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2.1.1 The nanoindentation testing procedure 
As part of the testing procedure, the following aspects have a crucial influence on the quality 
of data produced by nanoindentation testing and these include: machine calibration, sample 
preparation and mounting, definition of testing parameters and data analysis.  
2.1.1.1 Calibration 
There are four essential calibrations required to produce accurate results with nanoindentation 
testing: load calibration, depth calibration, frame compliance calibration and indenter area 
function definition. Guidance about relevant calibration procedures can also be found in Part 
2 of BS EN ISO 14577 [18]. 
The range of forces used during testing need to be calibrated for both the loading and 
unloading phase of the indentation test. As suggested in Part 2 of BS EN ISO 14577 [18] a 
minimum of 16 evenly distributed calibration points, during both application and removal of 
the force, and across the whole force range shall be determined. The procedure will be 
repeated at least three times and the average calibration value shall be used. The maximum 
difference in calibration values shall not exceed half of the tolerances provided in relevant 
tables in the ISO standard. A common method to undertake the load calibration is by 
balancing the nanoindenter load against a load applied by means of calibrated masses. Other 
methods are also available and can be found in Part 2 of BS EN ISO 14577 [18]. 
In addition to the load calibration, a good depth resolution recorded by the machine is 
fundamental in order to achieve accurate readings. In most of the recent nanoindentation 
instruments, the depth calibration is a semi-automatic process and it consists of ensuring that 
even the size of the smallest indentation depth can be accurately measured.  Details regarding 
methodologies for the depth calibration can be also found in Part 2 of BS EN ISO 14577 [18]. 
The stiffness of the instrument frame needs also to be taken into account in order to generate 
a load-depth curve that is representative only of the material response during the contact 
between the indenter and the sample. As the load is applied against the sample, the frame will 
be subject to an equal and opposite force. As a result, the frame of the nanoindenter can 
deflect, introducing an error in the load-depth curve. A machine compliance calibration is 
therefore needed ensuring that the depth is a measure only of the local deformation occurring 
during the contact between the indenter and the specimen [17]. A common reference 
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material, homogenous and isotropic, used for the frame compliance calibration is fused silica 
[18], for which the elastic modulus is well known. A series of indentations over a range of 
loads, typically from 0.5 mN up to 200 mN, are undertaken. Other methods can be used for 
the machine compliance calibration according to Annex D in BS EN ISO 14577 Part 2 [18]. 
Errors can be also introduced if the contact area between the indenter and the specimen is not 
estimated accurately. This can be caused if the non-ideal geometry of the indenter is not taken 
into account, such as blunting of the tip. As a result, errors in the estimation of the contact 
area, especially at small penetration depths, can be generated. Guidance and methods for the 
determination of the indenter area function is provided in Annex B of BS EN ISO 14577 Part 
2 [18]. As described in the BS EN ISO standard, the shape of the indenter can be determined 
either by direct or indirect methods. Direct techniques involve the use of the atomic force 
microscopy technique (AFM) to accurately define the shape of the indenter. Alternatively, the 
area function can be normally expressed as a polynomial mathematical function relating the 
contact area to the distance from the tip of the indenter. Indirect methods involve the use of 
indentation cycles at different depths of reference materials with known properties (e.g. fused 
silica) for the determination of the coefficients of the indenter area polynomial function. 
2.1.1.2 Sample preparation and mounting 
When performing nanoindentation testing the condition and quality of the surface and the 
mounting of the sample are crucial factors in obtaining reliable results. For indentations in the 
nano- and micro-range, guidance provided in Part 1 of BS EN ISO 14577 standard [19]  can 
be followed. As recommended in the ISO standard, a “mirror” finish metallographic 
preparation should be sufficient for performing nanoindentation testing of metallic samples 
[19]. The polishing procedures and methodologies are dependent on the type of the material 
and need to be chosen accordingly. One of the assumptions behind the contact equations used 
for the analysis of the indentation data is an idealised flat surface of the specimen. As a result, 
roughness is a factor that cannot be neglected during sample preparation, as this can 
introduce errors in the readings of the data. Roughness requirements in the sample finish for 
indentation testing can be found in BS EN ISO 14577 Part 1 [19] . The sample needs also to 
be flat in the sense of not showing any inclination up or down, to avoid any premature contact 
between the indenter and the specimen as the specimen moves. 
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Finally, the specimen needs to be securely mounted, in order to avoid compliance of the 
mounting introducing errors during data acquisition. It is common practice to mount the 
specimens on flat steel or aluminium specimen holders using a very thin layer of hot wax or 
glue [17].   
2.1.1.3 Definition of testing parameters 
Typically, a nanoindentation testing cycle comprises of a loading phase and an unloading 
phase and these are represented by the load-depth curve. Depending on the objectives of the 
study, more recent nanoindentation instruments offer the possibility of choosing different 
types of indentation cycles. A common cycle programme is continuous loading up to the 
maximum set-up load or depth followed by continuous unloading. Other cycle programmes 
include multiple load cycles with increasing loads, comprising of partial loading and 
unloading until a maximum load is reached. This type of cycle is typically used when the 
main objective is to measure the changes in properties (hardness and modulus) as a function 
of the indentation depth. Finally, the indentation cycles can be set-up as load controlled or 
depth controlled experiments. 
A series of testing parameters can be selected depending on the main objective of the 
characterisation activities. Nanoindentation testing parameters include: 
• Maximum/minimum load: this parameter is usually used for load controlled experiments. 
• Maximum/minimum depth: this parameter is usually used for depth controlled 
experiments). 
• Initial load: this parameter defines the minimum contact force from which the load starts 
to ramp up. The definition of this parameter can be important, as it enables indentation to 
beyond a superficial surface layer (e.g. oxidation layer) that is not of interest, therefore 
allowing data collection starting from the depth corresponding to the area of interest on 
the surface. 
• Loading and unloading rate: these parameters provide additional capabilities for studying 
the behaviour of materials with properties that are rate-dependent. This is, for instance, 
the case for polymeric based materials due to their viscoelastic properties.  
• Dwell period at maximum load: this is the time in which the instrument is held at the 
maximum load and during which the depth is monitored. This parameter is typically used 
to investigate material creep properties. 
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The choice of the indenter can be considered as another testing parameter, the selection of 
which depends on the information desired from the indentation measurements. A common 
material used for the indenter is diamond, resembling the properties of a rigid material thanks 
to its high hardness. Thermal conductivity and chemical inertness are two additional benefits 
of using diamond as a material for indenters. The values of elastic modulus and Poisson’s 
ratio usually attributed to diamond indenters are, respectively, 1000 GPa and 0.007 [17]. 
Some typical shapes of indenter that can be used during nanoindentation testing are shown in 
Figure 2-2. 
 
Figure 2-2 Types of indenters for nanoindentation testing: a) Berkovich, b) Knoop, c) cube-corner and d) 
spherical (adapted from [17]). 
Each of the tip shapes shown in Figure 2-2 determines a certain level of strain within the 
material. For instance, sharp indenters, such as Berkovich, Knoop and cube-corner indenters, 
introduce plasticity within the material as soon as the indenter is in contact with the 
specimen. It is reported [17] that the level of strain is in the order of 8% for a Berkovich and 
Vickers indenter, while around 22% for cube-corner indenters. Although sharp indenters are 
used for measurement of hardness, they are also used to study the fracture resistance 
behaviour of materials or to determine residual stresses within the material. Spherical 
indenters, on the other side, provide a more gradual transition from the elastic to plastic 
behaviour of materials. 
2.1.1.4 Nanoindentation data analysis 
Oliver and Pharr’s (1992) studies are an important milestone in the analysis and interpretation 
of experimental data from depth-sensing indentation [20], [21].  
14 
 
In 1992 Oliver and Pharr published a paper [20] where they proposed an improved method 
for analysing indentation curves in order to determine hardness and elastic modulus. During 
indentation testing, the depth at which the full contact between the indenter and the material 
specimen occurs, the contact depth (hc), does not match the displacement sensed by the 
instrument during indentation, due to the tendency of the material around the contact to 
deflect elastically, as shown in Figure 2-3. For this reason, since knowledge of the contact 
depth is essential for the calculation of the contact area, the improved procedure proposed by 
Oliver and Pharr is based on a more accurate method to quantify the contact depth over 
which the indenter makes real contact with the material.  
 
Figure 2-3 Nanoindentation data analysis: a) Schematic diagram of an indentation using a pyramidal profile 
with the relevant dimensions used for data analysis (adapted from [20]); b) Typical nanoindentation load-depth 
curve (from [17]). 
At the end of the indentation cycle, the total displacement, hmax, can be written as [17], [20], 
[21]: 
 	 	  	 	  Equation 2-1 
hc is the vertical distance in which contact between indenter and material occurs (called the 
contact depth). ha is the vertical displacement of the surface as it deflects elastically during 
loading but, over this distance, contact between indenter and material does not take place. At 
the peak load, the load and displacement are Pmax and hmax, respectively, and the radius of the 
contact circle is a. Upon unloading, the elastic displacements are recovered, represented by 
the dimension he, and when the indenter is fully pulled out, the final depth of the residual 
impression left by the indenter is hr. 
15 
 
As previously mentioned, the two main mechanical properties calculated from the load-depth 
curve are hardness and elastic modulus. The hardness can be defined as the mean pressure the 
material withstands under the load from the indenter and can be calculated as the ratio 
between the maximum load (Pmax) and the projected area of contact at peak load (A):  
    Equation 2-2 
The elastic modulus of the sample can be calculated from the so called reduced modulus or 
combined modulus (Er). The reduced modulus takes into account the modulus of both the 
indenter and the specimen and can be expressed as follows: 
1  1 − 
  1 −  
  Equation 2-3 
where νi, νs, Ei and Es are the Poisson ratio and the elastic modulus values of the indenter and 
the specimen respectively. The reduced modulus can be determined directly from the load-
depth curve through the following relationship [17], [20], [21]: 
  √"2 	 #√ Equation 2-4 
where A is the projected area of contact at peak load and S is the contact stiffness measured 
from the slope of the initial part of the unloading curve (dP/dh). 
The contact area at peak load (A) is determined by the contact radius (a) which, in turn, 
depends on the specific geometry of the indenter and can be calculated provided that the 
contact depth, hc, is known: 
  "$ Equation 2-5 
Ultimately, the projected contact area is a function of the contact depth, A = F(hc). Table 
2-1summarises the relationships for the projected area as function of the contact depth, hc, for 
different indenter shapes. 
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 Table 2-1 Projected areas, intercept corrections and geometry correction factors for different shape of indenters 
(from [17]). 
Indenter 
type 
Projected area Semi-angle θ 
(deg) 
Effective 
cone 
angle, α 
(deg) 
Intercept 
factor, 
ε 
Geometry 
correction 
factor, 
 β 
Spherical A ≈ π2Rh
c
 N/A N/A 0.75 1 
Berkovich   3√3	 tan2' 65.27° 70.3° 0.75 1.034 
Vickers   4 tan2 ' 68° 70.3° 0.75 1.012 
Knoop   2 tan '( tan ' θ1=86.25° 
θ
2
=65° 
77.64° 0.75 1.012 
Cube corner   3√3	 tan2' 35.26° 42.28° 0.75 1.034 
Cone   "tan2' α α 0.727 1 
To determine the contact depth from the experimental data, it is noted from Equation 2-1 that 
   −  Equation 2-6 
hmax can be experimentally measured and the key to the analysis then becomes the 
determination of the distance ha from the load-depth curve. 
The deflection of the surface at the contact perimeter depends on the indenter geometry. For a 
conical indenter, Sneddon's expression for ha is the following  [17], [20]: 
  " − 2" 	) − *  " − 2" 	+  Equation 2-7 
In addition, Sneddon's force-displacement relationship for the conical indenter produces 
) − *  	2	 PS Equation 2-8 
where S is the stiffness. Substituting Equation 2-8 into Equation 2-7 and noting that the 
contact area of interest is that at peak load, one obtains  
  -	 #  Equation 2-9 
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where the geometric constant - depends on the geometry of the indenter. - is given by 
-  . )" − 2* or -  0.72 for the conical indenter. -  1 for the flat punch and -	  	0.75 
for the paraboloid of revolution.  
The Oliver and Phar methodology as described above is currently the most common approach 
used for the analysis of the load-depth curves generated from nanoindentation testing. 
2.1.2 Factors affecting nanoindentation data 
2.1.2.1 Tip bluntness 
Sharp indenters (e.g. Berkovich, cube-corner) are frequently used for hardness measurements 
and the resulting data can be affected by such indenters not being perfectly sharp at their tips. 
It was observed [17] that, for instance, new Berkovich indenters can have a tip radius 
between 50 nm and 100 nm, whereas the tip radius can reach a value of 200 nm after use. 
Sharp indenters are particularly useful due to their ability to generate a fully formed plastic 
zone even at very shallow indentation depths, hence their use is valued for measurement of 
hardness in thin films where the maximum indentation depth can be in the order of 50 – 100 
nm. However, if the tip of the indenter is blunt, the hardness may carry an error due to the 
absence of a fully formed plastic zone. Tip bluntness is therefore one of the factors that can 
affect testing data and this is particularly true when performing indentations at very low 
depths (e.g. indentation depth in the order of the tip radius). 
The influence of blunt tips in sharp indenters on indentation data has been widely 
investigated by several authors [22], [23], [24], [25], [26]. These studies include both 
sensitivity analysis regarding the effects of tip roundness on the hardness and elastic modulus 
measurements but also the verification of alternative methodologies for the definition of 
correction factors in the determination of the effective contact indentation depth or contact 
area. 
As discussed previously (Section 2.1.1.1), the effects of tip rounding are usually 
contemplated by defining the indenter area function.  
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2.1.2.2 Pile-up and sink-in 
The equations used for the determination of the contact depth, hc, and the contact area, A, as 
described in Section 2.1.1.4, already take into consideration the fact that the material around 
the indenter sinks inwards and downwards as a result of the elastic behaviour of the material. 
However, when plastic deformation occurs, the material, rather than sinking-in, can flow 
upwards (piling-up), as shown in Figure 2-4 ([17], [27]).  
 
Figure 2-4 Schematic diagram of sink-in and pile-up during indentation (adapted from [17]). 
The occurrence of piling-up or sinking-in is closely related to the ratio between elastic 
modulus, E, and yield stress, σy, of the material as well as to its strain-hardening behaviour. 
Specifically, materials that do not strain-harden and with high E/σy ratios tend to show piling-
up phenomena. Conversely, sinking-in is prevalent for materials which exhibit low E/σy 
ratios with or without strain-hardening, [17]. 
The occurrence of sinking-in or piling-up can significantly influence the contact area and, as 
a result, nanoindentation measurements. Bolshakov and Pharr [28] have found that in 
materials where pile-up occurs, if not taken into account, the contact area can be 
underestimated by up to 60%, causing an overestimation of the hardness and the elastic 
modulus. 
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The Oliver and Pharr method, as described in Section 2.1.1.4, provides reasonable results for 
materials that do not show or moderately show pile-up phenomena and those include 
materials that work-harden or moderately work-harden and have low E/σy ratios. Conversely, 
taking into account pile-up phenomena is fundamental for materials that do not work harden 
and have high E/σy ratios and this can be achieved via different methodologies. 
The real contact area as a result of piling-up can be measured through direct imaging (e.g. 
using AFM) of the residual impression [29], [30]. Alternatively, the degree of pile-up can be 
estimated using the ratio between the residual depth (hr) and the maximum indentation depth 
(hmax) from the load depth curve. Indeed, the hr/hmax ratio is closely correlated with the 
material properties governing the elastic-plastic deformation during indentation (E, σy, ν and 
n) [28]. Alternatively, Choi et al. [31] proposed a different methodology to take into 
consideration piling-up and tip bluntness in the calculation of the contact depth, hc, for the 
determination of hardness and elastic modulus.  
2.1.2.3 Indentation size effect 
The indentation size effect generally refers to the dependence of the hardness measured using 
nanoindentation testing on the indentation depth. This phenomenon can originate from 
different sources. 
The increase in indentation hardness at shallow indentation depths in some crystalline 
materials can be strongly linked to mechanisms of plasticity and the generation of 
dislocations within the plastic zone. Generally, dislocations can be generated either due to 
phenomena of random trapping during the plastic deformation process (statistically-stored 
dislocations - SSD) or strain gradient fields caused by geometrical constraints of the crystal 
lattices [32], [33]. Dislocations developing as a result of geometrical constraints are called 
geometrically necessary dislocations (GND) and they are the main contributors to the 
increase in hardness as the indentation depth decreases. GNDs take the form of circular 
dislocation loops as represented in Figure 2-5 [17]. 
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Figure 2-5 Geometrically necessary dislocations (GND) in the plastic zone created by a conical indenter 
(adapted from [17]).  
The presence of GNDs gives an increase in the effective yield strength, and therefore, the 
hardness. Nix and Gao [32] found that the density of GNDs (ρg) increases as the indentation 
depth decreases and this is expressed through the following relationship: 
01  322 3$4' Equation 2-10 
where b is the Burgers vector and θ is the angle between the indenter and the specimen free 
surface as shown in Figure 2-5. Based on Equation 2-10, Nix and Gao [32] derived a 
relationship enabling the link between the hardness and the indentation depth, h, capturing 
the indentation size effect phenomenon: 
5  61  
∗  Equation 2-11 
H0 is the intrinsic material hardness in the absence of GNDs and only due to statistically 
stored dislocations. h* is a characteristic length of the depth dependence of the hardness and 
depends on both Ho and ρg [32]. Equation 2-11 shows that the indentation size effect is more 
distinct for soft materials, which have lower intrinsic hardness. Conversely, the increase in 
hardness at low depths is less pronounced for harder materials. 
There are also other mechanisms in addition to those highlighted by Nix and Gao that can 
cause indentation size effects. Tip blunting of the indenter, for instance, can be a source of 
change in hardness values as a function on the indentation depth. The indentation size effect 
due to tip blunting can be minimised by an appropriate definition of the indenter area 
function. Friction can also be a source of error causing a dependence of the measured 
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hardness on the indentation depth. The formation of thin oxide layers on the surface 
characterised by different properties than the bulk material can also cause a variation of 
hardness at shallow indentation depths. Finally, strain gradients due to the presence of cracks 
or polishing procedures can also be a reason for indentation size phenomena to occur [17]. 
2.1.2.4 Friction 
The effects of friction in indentation measurements are a disputed topic. In the context of 
nanoindentation testing, some authors have found that, given the low magnitude of loads 
involved during testing, friction between the indenter and the specimen surfaces does not 
affect significantly the measured load-depth curves. On the other hand, some other authors 
showed that, given the sensitivity of the nanoindentation instruments, friction and adhesion 
forces between the surfaces of the indenter and the specimen can potentially determine some 
influence on the nanoindentation curves, particularly, during the initial contact and the final 
stage of the unloading. 
Nevertheless, in general, due to a certain degree of blunting present at the indenter tip, 
including in the case of sharp indenters, there is lack of sliding between the indenter and the 
material being indented, hence the influence of friction during nanoindentation testing is 
usually considered negligible. 
2.2 Methodologies to extract tensile properties from nanoindentation 
data: A critical review 
2.2.1 Overview 
Attempts to link properties measured by indentation (mainly hardness) to the elastic-plastic 
properties of the indented material had already taken place in the late 1900s. A mathematical 
description of the indentation stress field associated with the shape of the indenter was first 
studied by Boussinesq in 1885. Prior to Boussinesq, in 1881, Hertz provided a major 
contribution towards the development of a theoretical formulation on the nature of localised 
deformations and distributions of pressure between two elastic bodies placed in mutual 
contact [34], [35]. Ultimately, this provided the scientific community with the basis for a 
scientific definition of hardness, and Hertz’s findings were successively embodied in the 
establishment of later methodologies, such as the Brinell test (1900), Shore scleroscope 
(1904), Rockwell test (1920), Vickers hardness test (1924), and finally the Knoop hardness 
test (1934) [36]. 
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Boussinesq developed a method based on potential theory for computing the stresses and 
displacements in an elastic body loaded by a rigid, axisymmetric indenter [20]. Sneddon 
successively used Bousinnesq’s approach to derive solutions for a number of important 
geometries such as cylindrical and conical indenters. In particular, based on analytical 
descriptions of the stress and strain fields, Sneddon derived general relationships correlating 
load, displacement, and contact area for any punch (indenter) that can be described as a solid 
of revolution [37], [38], [39]. Sneddon found the following relationship between indentation 
load and indentation depth for any punch indenter which can be described as a solid of 
revolution of a smooth function: 
  4	 
where n is a constant depending on the indenter shape and properties of the indented 
specimen and m is a constant depending on the type of indenter [20]. For instance, for a 
conical indenter, the Sneddon equation above becomes 
  )2		3$48*"	)1 − * 	 
where P is the indentation load, E is the Young’s modulus, α is the semi-angle of the conical 
indenter, ν is the Poisson’s ratio and h is the indentation depth [39]. 
Although Sneddon’s solutions are important milestones in the analysis of indentation contact 
mechanics, these solutions were formulated on the basis of some assumptions which limit 
their validity in applications of practical interest. As summarised by Poon et al. [40], these 
assumptions were as follows: the specimen is an infinite half-space, the indenter has an ideal 
geometry with known parameters and the material is linearly elastic and incompressible. 
These assumptions are all clearly unrealistic and the linear-elasticity of the indentation 
appears to be particularly restrictive considering the high likelihood of plasticity and very 
large plastic strains occurring during indentation, particularly in the case of sharp indenters. 
However, due to the additional material parameters involved in a non-linear type of problem, 
the development of comprehensive analytical solutions describing elastic-plastic behaviour of 
the material during indentation testing has always been a very complex task. For this reason, 
Sneddon’s analytical solutions and their subsequent modified forms [20] are still being 
extensively used as the theoretical base to study the elastic-plastic response of materials and 
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are part of the methodologies used to analyse data generated from depth-sensing indentation 
(Section 2.1.1.4). 
Despite the complexity, several trials have been attempted to develop elastic-plastic models 
as an approach to the study of indentation data. A model based on the slip-line field theory 
and assuming that the material behaves as plastic-rigid was firstly advocated by Prandtl in 
1920 [41] and later generalised by Hill et al. [42]. In this model, the material is considered as 
rigid and perfectly plastic. The solutions obtained using this model predicted successfully the 
hardness of materials with high values of E/Y using sharp indenters, but were not able to 
accurately account for the hardness of materials with low values of E/Y or for blunt indenters 
[43]. In 1950 Hill published another study [44] on the problem of wedge indentation (for an 
ideal sharp indenter) and expansion of a semi-cylindrical cavity in a surface (applicable to a 
blunt indenter). Subsequently, following Hill’s studies, Marsh compared the plastic 
deformation in the specimen beneath the indenter to that occurring during the radial 
expansion of a spherical cavity subjected to internal pressure [45]. In 1970, Johnson’s method 
was the most recognised analysis for indentation of elastic–plastic solids [46]. Johnson 
replaced the expansion of the cavity introduced by Hill and Marsh with that of an 
incompressible hemispherical core of material subjected to an internal pressure (Figure 2-6).  
 
Figure 2-6 Schematic diagram of the expanding cavity model (adapted from [17]).  
In the expanding cavity model, the contacting surface of the indenter is encased by a 
hydrostatic “core” of radius ac, which is in turn surrounded by a hemispherical plastic zone of 
radius c. An increment of penetration dh of the indenter results in an expansion of the core da 
and the volume displaced by the indenter is accommodated by radial movement of material 
du(r) at the core boundary. This in turn causes the plastic zone to increase in radius by an 
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amount dc [17]. The results obtainable using Johnson’s cavity model are reasonably close to 
the experimental observations for materials with either very high or very low values of E/Y. 
For cones or pyramids with of semi apical angle θ, the following relation can be found: 
9  23 :1  ;4 <=3'39 > 
In the case of spherical indenters, cotθ is replaced by a/R. This treatment assumes that the 
material has a constant yield stress, Y, and that there is no work hardening produced by the 
indentation process itself [43]. Other analytical models of the elastic-plastic stress field based 
on the ‘expanding cavity’ model were also proposed by Chiang et al. on the basis of 
Johnson’s formulation [47]. 
The development and the existence of analytical solutions and models to describe the elastic-
plastic stress and strain fields within the indented material has ultimately provided tools to 
investigate the role of plasticity in indentation contact problems. This has consequently 
allowed a better understanding of the meaning of indentation testing data and how elastic-
plastic material properties can be extracted from indentation data. For instance, in the 1950s 
Tabor applied developments in continuum mechanics and outcomes from studies on the 
indentation of rigid-plastic materials to the plastic stage of indentation [44]. Tabor was 
ultimately able to provide a theoretical justification in support of the purely empirical 
correlations existing previously between the mean contact pressure Pm and the uniaxial yield 
stress Y: 
Pm= CY  
Tabor noted that the studies on indentation of rigid-plastic material all predicted a value of 
approximately 3 for the constraint factor, C [48]. As described by Hutchings [48], Tabor was 
also extremely positive in his judgement of Johnson’s studies on the hemispherical cavity 
model to describe indentation of elastic-plastic materials.  
The brief historical overview described above about the advancements in the field of 
analytical solutions to elastic-plastic problems of indentation significantly influenced the 
development of theoretical models to explain the correlation between hardness and tensile or 
compressive properties. However, despite the dedicated effort by many renowned authors in 
this field, it is recognised that theoretical analyses cannot fully cover the complexity of the 
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indentation process and this was recognised also by Tabor [48]. This is among the reasons 
based on which, in the last few decades, experimental studies have been going hand in hand 
with finite element simulations in order to achieve a better understanding of the influence of 
plasticity during indentation testing. 
An important step in the study of elastic-plastic properties of materials using indentation 
testing was when the depth sensing technique was introduced. Investigations on the use of 
depth sensing indentation started in the early 1970s and 1980s [49], [50], [51], [52], [53], 
[54]. Ultimately, Oliver and Pharr [20], [21] provided the fundamental methodology for the 
analysis of load-depth curves generated by depth-sensing indentation. Experimental load-
depth curves from depth sensing indentation provides a ‘fingerprint’ of the material and the 
unknown tensile properties of a material can be extracted from the experimental load-depth 
trace via the so called ‘inverse indentation problem’.  
The use of the inverse problem to estimate the tensile properties of materials (such as yield 
strength, strain hardening exponent, ultimate tensile stress) from depth-sensing indentation 
experimental data has received increasing interest in industry. In fact, inverse analysis of 
nanoindentation data has the potential to provide a novel characterisation methodology and 
an alternative to traditional, more time consuming and costly testing techniques. 
Measurement of the tensile properties of a material is most commonly performed using a 
uniaxial tensile testing machine, however, tensile testing has a number of significant 
drawbacks, which were already mentioned in Section 1.1. In view of these limitations, the 
scientific community has put significant effort in the exploitation of alternative 
characterisation methodologies allowing the derivation of tensile properties from indentation 
test data.  
There are three main inverse analysis techniques that can be employed to extract tensile 
properties of materials from instrumented indentation experimental data: representative 
stress-strain method, artificial neural networks and iterative finite element analysis. 
2.2.2 Representative stress-strain 
Representative stress-strain is a method where true stress-strain points on the tensile curves 
are obtained by determining the stress and strain states caused in a material by the indentation 
process. The representative stress-strain method can be used with both spherical and 
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Berkovich (conical) types of indenters, although the procedures to determine representative 
stress and strain are different in each case. 
Conical indenters have the property of ‘geometrical similarity’, this meaning that the ratio 
between the radius of the circle of contact, a, and the depth, δ, remains constant for 
increasing indenter load (Figure 2-7.a).  
 
Figure 2-7 Schematic diagram showing: a) ‘geometrical similarity’ for conical indenters and b) non-geometrical 
similarity for spherical indenters (adapted from [17]).   
As consequence of the ‘geometrical similarity’ of the indenter, the strain within the material 
is constant and therefore independent of the applied load. This property is called self-
similarity and it is due to the geometrical similarity of the conical indenter. Consequently, in 
order to collect several true stress-strain points on a tensile curve, representative stresses and 
strains need to be determined by using different geometries (different angles) of the conical 
indenter. Several studies in this area have been carried out to optimise the representative 
stress – strain method using conical indenters [55], [56], [57], [58], [59].  
Unlike conical indenters, spherical indenters do not have the property of ‘geometrical 
similarity’. In fact, the radius of the circle of contact (a) for a spherical indenter increases 
faster than the depth of the indentation (δ) as the load increases. Therefore, the ratio a/δ 
increases with increasing the load and, ultimately, increasing the load when using a spherical 
indenter is equivalent to decreasing the semi-angle of a conical indenter (Figure 2-7.b). When 
using spherical indenters, true stress-strain points on the tensile curves can obtained by 
determining the stress and the strain states caused in the material at various indentation 
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depths. Indentation tensile properties can then be evaluated by fitting the constitutive 
equation to the stress-strain points. In summary, the advantages of using spherical indenters 
in the representative stress-strain methodology, in contrast with the sharp, conical indenters, 
can be summarised as follow [60]: 
− The strain in the material increases with the load, and hence, with the indentation depth. 
− Spherical indenters enable the capture of the whole tensile testing curve due to the their 
ability to generate within the material a gradual transition from full elastic, to elastic-
plastic, to full plastic deformation of the strain.  
− Due to the property of ‘non-geometrical similarity’, unlike conical indenters, the tensile 
properties of the material can be obtained through using just one spherical indenter (the 
geometry of the indenter is fixed) and by determining the representative stress and strain 
at different indentation depths.  
As the representative stress–strain method by means of spherical indentations is more 
practical than using conical indenters, this can explain the main reason behind the 
commercialisation of characterisation techniques based on the representative stress–strain 
method using spherical indentations to extract tensile properties of materials [61]. Several 
aspects associated with the derivation of the true stress–true strain relationship from the 
indentation load–depth curves measured by ball/spherical indentation technique have been 
discussed and studied by many authors [62], [63], [64], [65]. Ahn and Kwon [62] studied the 
effect of pile-up or sink-in on deriving the stress–strain relationship and how to take account 
of this by determining the real contact between the indenter and the specimen from the 
indentation load–depth curve. Lee et al. [63] investigated the representative stress and plastic 
strain in indentation testing via critical finite element analysis, and suggested some conditions 
to determine the representative values for power law and non-power law hardening materials. 
Wu and Guan [64] proposed a modified indentation algorithm to estimate the tensile 
properties of material (austenitic stainless steel) with linear hardening using representative 
stresses and strains determined from spherical indentations. Moussa et al. [65] proposed a 
new representative strain of the spherical indentation, called “average representative strain”. 
Although the representative stress-strain method using spherical indentation has proved to be 
a versatile technique, a critical assessment of the technique undertaken by Motarjemi [66] has 
highlighted the following limitations: 
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• The technique is able to estimate with an accuracy of 5% the true stress-true strain curve 
over a strain range between 3% and 10%. Therefore, the validity of the technique is 
limited to an accuracy for strains above 3% and it seems not possible to obtain valid data 
with an accuracy below 3% strain. 
• The technique seems to underestimate the UTS (up to 7%) compared with conventional 
tensile testing. 
• The accuracy of the results is sensitive to the appropriate choice of the constitutive model 
employed in the curve fit (e.g. Hollomon, bi-linear). A non-appropriate choice of the 
model can lead to an underestimation of the yield strength. 
2.2.3 Neural Networks 
The artificial neural network (ANN) is another method to solve the inverse problem of 
extracting the elastic-plastic properties from measured load-depth curves. As summarised by 
Muliana et al. [67], the ANN is a collection of computational cells (neurons) that 
communicate through different connections with adjusted weights. Typically, the network is 
made of different layers each of which contains several cells. Each cell within a layer is 
connected with all cells in both the previous and the next layers. The cells in the first and the 
last layers of the network are respectively the input and the output cells (Figure 2-8).  
 
 
Figure 2-8 Schematic diagram of ANN structure (adapted from [67]). 
 
Multiple inputs Multiple inputs 
Output Output 
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A fundamental step in building the ANN is the learning and training of the same ANN. The 
training is carried out by adjusting the weight of the connections among the cells from one 
layer to another. The number of neurons in the hidden layers (layers in between the input and 
output layers) simultaneously increases during the training process. Training usually starts 
with a small number of neurons and random weights that are constantly updated until they 
provide a satisfactory error in the output. The domain within which the ANN is able to 
provide a good approximation of the solution is usually determined during the training along 
with the connection weights. Ultimately, the ANN is an effective methodology when dealing 
with a large amount of data in order to achieve relationships and approximation of variables. 
Thanks to these characteristics, ANN has been used to identify complex nonlinear 
relationships and, for instance, it has been used to model nonlinear constitutive and time 
dependent behaviour of materials. The ANNs are robust, noise- and fault-tolerant, and are 
capable of generalisations. 
Muliana et al. [67] applied ANNs to study the elastic-plastic properties of materials from 
nanoindentation curves. The method worked well within the domain (fixed range for strain 
hardening exponent and yield stresses) defined during training of the networks. It was not 
guaranteed that the same method could work outside this domain though. Haj-Ali et al. [68] 
also investigated the feasibility of using a FE–ANN modeling approach in order to generate 
ANN mechanical models of material systems subject to indentation. Monotonic load–
displacement responses generated through FE simulations were used as training data for the 
ANN. The ANN predictions were compared to experimental results and FE simulations that 
were not used in the training. A major potential advantage of the ANN modelling approach is 
that in-situ elastic-plastic material parameters can be extracted from the monotonic 
behaviour, without unloading and for relatively small indentation depths. 
2.2.4 Iterative FEA-based techniques 
The inverse indentation problem aims to identify the unknown tensile properties of a material 
from the load-depth trace obtained from experimental indentation testing. In order to 
approximately solve the inverse problem for a given material, finite element models of the 
experimental set-up are run considering different sets of elastic-plastic material properties 
(e.g. Young’s modulus, yield strength, strain hardening exponent) until the simulated load-
depth curve matches the experimentally measured load-depth curve. When this occurs, it can 
be assumed that the elastic-plastic material properties used in the FEM model to produce the 
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matching simulated load-depth curve are the elastic-plastic properties of the material being 
investigated.  
The inverse analysis of nanoindentation data based on iterative FE-models has attracted 
increasing interest in the scientific community because of its potential to predict and measure 
elastic-plastic properties in local areas for different material applications, from coatings to 
welds, which would be difficult to test otherwise using more standard testing methodologies 
[69], [70], [71], [72], [73], [74], [75], [76], [77].  
Inverse analysis by iterative FE simulations requires two main assumptions. The first 
assumption is that the model is sufficiently accurate and representative of the real experiment. 
This means that if the stress-strain curve corresponding to the indented material is used as the 
input in the FE model, then the corresponding simulation of the indentation testing will 
produce a load-depth curve that very nearly replicates the experimentally measured load-
depth curve. The second assumption concerns uniqueness. Specifically, the inverse analysis 
problem assumes that there is only one set of elastic-plastic parameters for which the 
simulation produces a load-depth curve that replicates the experimental load-depth curve. If 
this is not the case, then it would be possible for materials with two different stress-strain 
curves to generate the same load-depth trace. As result, if this was true it would not be 
possible to uniquely identify the tensile behaviour of the indented material through inverse 
analysis. The issue of uniqueness has proved to be a non-trivial subject and it has been 
studied by several authors [12], [78], [79], [80], [81], [82]. Theoretical results have shown 
that sets of tensile parameters producing the same load-depth trace exist for certain Berkovich 
indenters. For this reason, it is recommended that the inverse analysis problem is preferably 
applied to spherical indentation data. Cheng and Cheng [78] showed that it may not be 
possible to obtain the stress-strain relationships from indentation curves when using a single 
sharp or conical indenter. In order to overcome this issue, it was found that the use of at least 
two different geometries of conical indenters would enable uniqueness of the extracted 
elastic-plastic material properties to be ensured. Tho et al [80] also found that is not possible 
to uniquely recover three unknown elastic-plastic material properties (E, Y, and n) from the 
load-displacement curve using a single conical indenter. There are two options in this case. 
Regardless of the material being tested and the geometry of the conical indenter used, 
knowing two of the three quantities will lead to the third quantity. This implies that only two 
independent quantities (for instance Y and n) can be obtained from the indentation load-
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displacement curve of a single conical indenter. A second approach would be that suggested 
by Cheng and Cheng [78], which consisted of using of at least two conical indenters with 
different geometries. Another interesting study is that undertaken by Chen et al. [81], where a 
dual (or plural) sharp indenter method was employed and investigated. Among the outcomes 
from their study, they showed the existence of ‘mystical’ materials. These are materials with 
distinct elastic-plastic properties which yield indistinguishable load-depth curves even when 
the indenter angles are varied. Consequently, these mystical materials cannot be distinguished 
by many of the existing dual (or plural) indenter methods or spherical indenter methods (if 
the indentation depth is shallow). The validity of the techniques using dual or multiple 
indenters and their sensitivity to experimental error was also investigated by Phadikar et al. 
[82] and Heinrich at al. [12]. 
Overall, iterative-based FEA techniques seem to be less practical compared to the 
representative stress-strain method. The technique needs both FEM software capabilities as 
well as depth-sensing instruments to undertake the experimental measurements and as such it 
cannot be applied in-situ as in the case of the representative stress-strain method. On the other 
hand, inverse analysis can be a versatile technique in the choice and implementation of the 
most adequate constitutive model (Hollomon, Ramberg-Osgood, etc), making this inverse 
analysis technique appropriate for a wide range of materials. Additionally, different to the 
case of the representative stress-strain method, iterative based FEA inverse analysis can 
accurately estimate the full true stress-true strain curve of a material over the whole strain 
range, from low strains (elastic region) to high strains (plastic and strain hardening region). 
Finally, in the case of nanoindentation, although inverse analysis cannot potentially be used 
as an in-situ characterisation tool, the amount of material needed for testing is very small. 
This allows the extraction of the material directly from the real component without the need 
to significantly damage the same component (thus inverse analysis of nanoindentation can 
still be considered as a quasi-non-destructive method). Finally, the possibility of preparing 
the specimen in a controlled laboratory environment enables minimising further sources of 
errors affecting the accuracy of the results, as opposed to in-situ situations. 
2.3 Microstructure effects in indentation response 
Nanoindentation can operate at very small length scales and the area probed within the 
material during indentation testing can span from 30 nm3 to 10 µm3 [83]. Due to the small 
scale of nanoindentation, this technique is an established testing methodology to investigate 
32 
 
the local mechanical response of materials as well as bulk properties of homogeneous, 
monolithic material systems. However, when the main scope of the characterisation is to 
measure bulk mechanical properties of heterogeneous materials, the use of nanoindentation 
can be very challenging. 
The main challenge arises from the fact that the scale of deformations induced by 
nanoindentation testing is often comparable to the grain size and, in some cases, even to the 
size of dislocations. As a result, the assumption of dealing with a continuum can lose validity. 
Nanoindentation can be very sensitive to the microstructural mechanical heterogeneity and if 
this is not taken into account during analysis of the experimental data, the measured 
mechanical properties at microscopic levels can be significantly different than those of the 
bulk material at the macro-scale. A common example is the indentation size effect, which 
takes place at shallow indentation depths and causes the indentation hardness to increase 
sharply as the penetration depth decreases at the nano-scale [17]. As described in Section 
2.1.2.3, the increase in hardness with decreasing indentation depth is due to mechanisms of 
plasticity. In particular, the density of GNDs increases as the indentation depth decreases, 
causing a rise of the yield strength and, consequently, an increase in hardness [32]. 
During the last two decades, novel numerical simulation techniques based on material models 
able to incorporate material microstructural characteristics have played an important role in 
the understanding of the complex deformation mechanisms occurring within the material 
during indentation testing. A modelling technique widely cited in the literature is that based 
on the so called ‘crystal plasticity’ theory. Finite element modelling (FEM) combined with 
crystal plasticity theory (crystal plasticity finite element modelling - CPFEM) has been 
extensively adopted, in general, for studying the mechanical response of polycrystalline 
materials, enabling a more accurate prediction of the material behaviour as well as the 
evolution of field quantities (stress, strain, etc.) at the microscopic level. CPFEM has also 
attracted significant attention as a result of its capability to link the microstructural 
characteristics and deformation mechanisms (including piling-up and sinking-in) to the 
measured load-displacement curves. Several authors [84], [85], [86], [87], [88], [89], [90] 
have made use of CPFEM alongside experimental programmes to study the effects of 
crystallographic orientations, grain size and grain morphology on three aspects of the 
material response during indentation testing, namely: a) the elastic-plastic contact response; 
33 
 
b) the plastic zone morphology and c) surface deformation patterns and indentation imprint 
topography.  
The elastic-plastic contact response is usually evaluated in terms of the load-depth curve 
generated from nanoindentation testing and, consequently, in terms of the mechanical 
properties extracted (e.g. hardness and modulus) from the load-depth curves. The size and 
morphology of the plastic zone are also important considerations during indentation 
experiments, since the estimation of the yield strength depends upon them. For this reason, an 
understanding of how the microstructural features at the indented locations influence the 
plastic zone morphology is a key element of the nanoindentation data analysis. Finally, the 
knowledge of how microstructure impacts on the topography of the indentation imprint, 
including phenomena such as piling-up and sinking-in, is a fundamental piece of information 
for an accurate definition of the real indentation contact area.   
Casal and Forest [85] investigated how the contact response in terms of load-depth curves 
were affected during spherical indentation of f.c.c. copper and h.c.p. zinc single crystals 
depending on crystallographic orientations at the indented locations. The authors found that 
the orientation of the indented crystallographic plane had more influence on the elastic part of 
the contact response than on the elastic-plastic contact response (Figure 2-9). For bulk 
copper, the ratio between the maximum loads in the case of elastic-plastic contact response 
was P0 1 1/P0 0 1 = 1.05, which is smaller than the value P0 1 1/P0 0 1 = 1.15 in the perfectly 
elastic case. Similarly, a ratio of Ppris/Pbas = 1.10 was observed for the elastic-plastic contact 
with the zinc crystals as opposed to Ppris/Pbas = 1.45 obtained for a perfectly elastic solid. 
Casal and Forest also found that the contact response was more homogenous for the f.c.c. 
copper while the h.c.p. zinc showed more contact response anisotropy depending on the 
crystallographic orientation. This was explained based on the presence of a smaller number of 
available slip systems in the h.c.p structure of zinc as well as on a more accentuated 
heterogeneity of plastic properties within different families of slip systems in zinc compared 
to the copper f.c.c structure. Casal and Forest’s study ultimately shows how crystallographic 
orientations can have a significant impact on the nanoindentation response, resulting in a 
substantial variation of the measured nanoindentation data depending on the indented grains. 
This suggests the potential challenges that can be present when applying inverse analysis to 
anisotropic materials, eventually limiting its use to isotropic materials. 
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Figure 2-9 Load-depth curves determined through CPFEM simulations of indentation tests on different 
crystallographic planes for a perfectly elastic solid exhibiting the elastic properties of copper (a) and zinc (b) 
single crystals, and on different crystallographic planes of a solid exhibiting the elastic-plastic properties of bulk 
copper (c) and zinc (d) single crystals (adapted from [85]). 
 Li et al. [88] undertook their investigation, through both experimental measurements and 
CPFEM simulations of nanoindentation for aluminium AA2024 using a sphero-conical 
indenter. From performing an indentation grid of 8 by 9 indents with a maximum indentation 
depth of 500 nm, they obtained a variation of 14% for the peak loads in the experimental 
load-depth curves (Figure 2-10.a). The material had grains with in-plane diameter of 15–20 
µm. 
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Figure 2-10 Nanoindentation load-depth curves for aluminium AA2024: a) Experimental measurements, b) 
comparison between experimental and CPFEM simulated load depth curves (from [88]).   
CPFEM simulations of indentation tests for four different sets of crystallographic orientations 
were also undertaken. Figure 2-10.b shows the comparison between the experimental lower 
and upper bound curves and the simulated load-depth curves. The variation between the 
simulated peak loads was 2.8%. Although the magnitude of the peak load variation was 
different compared to the experimental data, the model managed to capture the variations due 
to different crystallographic orientations and the simulated force–displacement curves fall in 
the range of the experimental measurements. 
Liu et al. [90] investigated the mechanical properties and micro-texture evolution of single-
crystal aluminium (Al) with respect to three well-defined initial crystallographic orientations 
with nanoindentation using a Berkovich indenter. Single-crystal Al disks with a purity of 
99.9999% wt.%. were used in the investigation and a 6 x 6 indentation grids was undertaken 
on the single-crystal Al samples with (001), (101) and (111) orientations. A maximum load of 
100 mN and a maximum indentation displacement of 5 µm were used to conduct the tests.  
Experimental load-depth curves were obtained and these were compared to those generated 
from the numerical simulations based on CPFEM. The values of hardness and Young’s 
modulus calculated from the experimental curves for the different crystallographic 
orientations are reported in Table 2-2: 
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Table 2-2 Experimental hardness and Young’s modulus values for single-crystal aluminium as function of the 
crystallographic orientation (data from [90]). 
 
001 101 111 Average 
Standard 
Deviation 
Coefficient of 
variation 
(COV) 
Hardness (MPa) 
248 249  255  251 3 1% 
Young’s modulus (GPa) 
63  72  75 70 5 7% 
Liu et al. also showed how the hardness and Young’s modulus values obtained from the 
CPFEM simulations were closely matched to the experimental values. 
Similarly, Han et al. [87] conducted an investigation using nanoindentation on 
micromechanical behaviour combining experiments and CPFE simulations. The material 
under study was Ti–6Al–4V alloy (Figure 2-11). The volume fraction of the β phase was 
0.07–0.08 and it was dispersed between acicular α laths. 
 
Figure 2-11 (a) Raw EBSD data,(b) grain reconstruction,(c) Kikuchib and contrast map, (d) and inverse pole 
figure showing the orientations of the grains with nanoindents (from [87]). 
 
Nanoindentation tests were conducted with a Berkovich diamond indenter, using a maximum 
load of 2 mN. Twelve grains with different crystallographic orientations (Figure 2-11.d) were 
indented and hardness values were calculated (Table 2-3): 
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Table 2-3 Experimental hardness values for a Ti–6Al–4V alloy as function of the crystallographic orientation of 
12 different grains (data from [87]). 
  Hardness (GPa)
 
Average Hardness 
(GPa)  
Standard 
Deviation (GPa) COV 
Grain 1
 
4.71
 
4.4 0.4 8% 
Grain 2
 
4.44
 
Grain 3
 
3.51 
Grain 4
 
4.23 
Grain 5
 
4.09 
Grain 6
 
4.28 
Grain 7
 
4.69 
Grain 8
 
4.24 
Grain 9
 
4.86 
Grain 10
 
4.39 
Grain 11
 
4.25 
Grain 12
 
4.57 
 
As it can be seen from Table 2-3, the experimental hardness values show a crystallographic 
orientation dependence and they vary between 3.51 and 4.71 GPa. 
Zimbaldi and Raabe [89] characterised the anisotropic plasticity of γ-TiAl using small-scale 
indentation and CPFEM modelling. Experimental indentation with a maximum applied load 
of 10 mN was undertaken and two types of indenter geometries were used, Berkovich and 
sphero-conical tips. Indentations were mainly made in the region with coarser γ-grains with a 
grain size of about 20 µm. Some indents were also placed in the coarse γ-phase lamellae. As 
would be expected, the experimental results in terms of load-depth curves also showed in this 
case a dependence on the crystallographic orientation. 
Haušild et al. [91] applied the grid indentation method on an area containing several grains 
with different crystallographic orientations. The material was austenitic stainless steel (grade 
A304) and was characterised by instrumented indentation at the grain scale (at low 
indentation load and depth of penetration). The average grain size was about 100 µm (if twins 
were not regarded as grain boundaries) or 30 µm (if twins were regarded as grain 
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boundaries). Grids of 20 x 20 indentations were undertaken with a maximum load of 20 mN, 
probing an area of 300 µm x 300 µm. The crystallographic orientation dependence of 
hardness and indentation modulus is showed in Figure 2-12: 
 
Figure 2-12 Experimental dependence on grain orientation in A304 stainless steel. (a) Indentation hardness and 
(b) indentation modulus (from [91]). 
 
All the case studies reported above provide evidence that anisotropy of the contact response 
(e.g. load-depth curves) due to crystallographic orientation as well as to the presence of 
different phases within a material can significantly affect the indentation contact response in 
terms of measured load-depth curves and, consequently, measured hardness and Young’s 
moduli. This is true for a wide range of materials, from more simple microstructures (e.g. 
single crystals materials such as copper and aluminium) to more complex microstructures 
(e.g. titanium alloys, stainless steel). Although emphasis was given in this section to the 
microstructure influence on the contact response during indentation, the same authors  
mentioned previously ( [84], [85], [86], [87], [88], [89], [90]) presented extensive evidence 
that the plastic zone morphology and surface deformation patterns are also significantly 
affected by the microstructure characteristics of the material. 
Given the dependence of the nanoindentation response on the microstructure, it is crucial to 
ensure that the experimental indentation data used in the inverse analysis process are 
representative of the material bulk response. This can prove to be a significant challenge 
considering that the majority of materials relevant to many industrial applications (energy, 
civil, oil and gas, transport, etc) are highly heterogeneous and multi-phase. In these cases, if 
indentation volumes and microstructural volumes are of the same order, this can often 
undermine the potential of using nanoindentation to measure bulk mechanical properties of 
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the material. Most indentation solutions are based on the self-similarity approach, derived 
from the infinite half-space model, with the assumption of spatially uniform mechanical 
properties [92]. As a consequence, the properties extracted from indentation data are 
ultimately averaged quantities characteristic of a material length scale, which is defined by 
the indentation depth (h) or the indentation radius (a). Based on these considerations, if the 
microstructural length of the material (D) is of the order of the indentation depth (h), the 
classical tools of continuum indentation analysis would not apply. This suggests that a careful 
choice and consideration of indentation length scales (e.g. indentation depth) in relation to the 
characteristic length scales of the material structure (e.g. grains, phases) is fundamental in 
order to obtain mechanical properties which are representative of the bulk response of the 
material.  
Although the dependence of the indentation response on the material microstructure has been 
studied in detail by many authors, studies aimed to propose or define guidelines to avoid or 
minimise such dependence when measuring bulk properties of heterogeneous materials using 
small scale indentation are limited. Instead, common methodologies used by several authors 
[92], [93], [94], [95], [96] when investigating heterogeneous material are the so called 
‘statistical nanoindentation techniques’. These consist of undertaking large grids of 
nanoindentations, sampling a large area of the material and measuring properties that, 
although affected by the anisotropy (caused by the microstructure influence), provide a 
significant amount of experimental data that can be analysed by statistical means. The choice 
of the indentation testing parameters is driven by some basic considerations. If the material 
heterogeneity is characterised by a length scale (D) and if the indentation depth (h) is much 
smaller than the characteristic size of the heterogeneity (h « D), then a single indentation will 
generate data that is representative of the individual phase response. Conversely, if the 
maximum indentation depth is much larger than the characteristic size of the microstructure 
characteristic length, h » D, the test data will be representative of the composite response of 
the material. The 1/10 Buckle’s rule-of-thumb is often mentioned and it states that in order to 
measure the properties of the individual heterogeneity the indentation depth should be at most 
1/10 of the characteristic size of the same heterogeneity (h«0.1D). At higher indentation 
depths, h»0.1D, the individual microstructural heterogeneities start to interfere with 
themselves in the indentation response, ultimately generating an averaged homogenised 
(bulk) response of the material [92] (Figure 2-13).   
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As will be discussed in Chapter 4 and Chapter 5, the ability to obtain an averaged 
homogenised (bulk) response of the material at a given indentation depth depends on the 
extent of the plastic zone beneath the indenter in relation to the material characteristic length. 
When investigating the extent of the plastic zone in connection with the material 
characteristic length (e.g. grain size, phase size) it is important to note that the shape of 
plastic zone is not necessarily hemispherical, as is assumed in the Johnson’s expanding cavity 
model. In the latter, strain hardening effects are ignored. In reality, the shape of the plastic 
zone depends on the characteristic work hardening of the material [97]. This could be 
relevant when investigating the relationship between the extent of the plastic zone and the 
possibility of achieving continuum behaviour of the material during indentation testing. 
 
 
Figure 2-13: Schematic diagram showing the principle of grid indentation for heterogeneous materials (adapted 
from [92]). 
However, due to constraints in the achievable maximum load and maximum depth that can be 
sampled using commercial nano/micro-indentation instruments, the influence of 
microstructural characteristic lengths in the indentation response is almost inevitable. This 
results in significant variability of the experimentally measured load-depth curves, ultimately 
raising concerns over the validity of using experimental load-depth curves in the inverse 
analysis process. In this case, several authors aiming to characterise composite microstructure 
materials [69] [70], [71], [72], [73], [74], [77], [98] overcame the variability exhibited in the 
experimental load-depth curves by homogenising the indentation response through the 
selection of a representative experimental curve (e.g. the average load-depth curve). If this 
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approach is used in the inverse analysis technique, whilst it can be effective for materials that 
exhibit little variability, it can be an additional source of errors introduced in the calculation 
of the inverse analysis solutions when the load-depth curves exhibit significant scatter. In 
other words, if the scatter of the load-depth curves is significant, the choice of an average 
curve as representative of the overall bulk behaviour of the material can be arbitrary and 
debatable. 
2.4 Summary and conclusions 
This chapter has described the parameters and experimental testing procedure used to obtain 
reliable nanoindentation data. An overview of methodologies commonly used to analyse data 
generated by nanoindentation was given and an insight into the most common source of 
errors for nanoindentation data was also presented. 
The literature review has shown how the use of indentation techniques to extract the elastic-
plastic properties of materials has been studied since the late 1800s. Since that time, much 
effort has been made by renowned authors to develop advanced theoretical and semi-
empirical models able to reasonably describe the contact mechanics phenomena occurring 
during indentation, enabling the link between hardness and elastic-plastic properties of a 
material to be defined. This task proved to be very challenging and complex. The 
development of the indentation depth sensing technique in the early 1970s and 1980s can be 
considered a milestone as it offers the possibility to extract elastic-plastic properties of 
materials in the form of tensile properties. Indeed, depth-sensing indentation allows not only 
the determination of hardness properties (like in the traditional indentation techniques), but it 
also provides a full load-depth curve that can be used as a ‘fingerprint’ of the elastic-plastic 
properties of a material. The experimental load-depth curves can be used in the so called 
inverse problems to extract the full stress-strain tensile curve of materials. Using this 
methodology to estimate tensile properties of materials offers great potential and some of the 
benefits compared to more traditional tensile testing techniques are that: a) it can be 
considered a non-destructive technique; b) in most cases, time and costs are reduced, mainly 
due to a simpler sample preparation processes and much smaller sizes needed for the 
specimen; c) due to the scale of nanoindentation testing, it enables the estimation of elastic-
plastic properties in local areas (e.g. HAZ in welds, micro-welds, coatings, interfaces), which 
would be difficult to test otherwise using more standard testing methodologies. 
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There are three main ‘inverse problem’ methodologies that can be employed to extract tensile 
properties of materials from nanoindentation experimental data: representative stress-strain, 
artificial neural networks, iterative FEA-based techniques. The representative stress-strain 
methodology can be very versatile, particularly when used with spherical indenters. However, 
its overall approach can be detrimental with respect to the accuracy and comprehensive 
nature of the data generated.  The artificial neural network can be a very good technique 
when dealing with large amount of data in order to achieve complex relationships and 
approximation of variables. However, one of the main limitations is that the required 
computational activities to train the network (in other words to build a database) can be very 
intensive. This is not a price that can be paid in all of the cases and, probably, it may not be a 
useful tool for routine analysis. Finally, iterative FEA-based techniques, although not  
generally applied in-situ, as opposed to the representative stress-strain method, have proved 
that they can provide an accurate estimate of the true stress-true strain curve of materials over 
the whole strain range, from low strains (elastic region) to high strains (plastic and strain 
hardening region). Additionally, the technique can have in-built flexibility with respect to the 
implementation of the most appropriate material constitutive model to use, making this 
technique versatile towards its use for a wide range of materials. Ultimately, in order for the 
inverse methodologies to be appealing to industry and organisations offering testing services, 
a compromise between the following qualities needs to be achieved: ‘versatility’, ‘accuracy’, 
‘reliability’ and ‘time/cost effectiveness’. The iterative FEA-based technique is the optimal of 
the three techniques to meet this requirements and, for this reason, it was chosen as the 
technique to take forward during the investigation undertaken as part of the EngD project and 
described in this thesis. 
Experimental activities using nanoindentation are at the core of the iterative FEA-based 
inverse analysis methodology. It was showed in the literature review that, due to the small 
scale of nanoindentation testing, the generated load-depth curve can be significantly affected 
by the microstructure characteristics of the material, causing variability in the indentation 
response (e.g. load-depth curves, variation in hardness and Young’s modulus). This 
dependence of the measured nanoindentation data on the material microstructure can be a 
massive challenge when applying inverse analysis to determine bulk elastic-plastic properties 
of heterogeneous materials. Most materials relevant to important industrial applications 
(energy, civil, oil and gas, transport, etc) are highly heterogeneous and multi-phase and, in 
order to generate accurate results, the indentation response to be used in the inverse problem 
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needs to be representative of the bulk properties of the material and not just of the individual 
microstructure constituents. 
There have been an extensive number of investigations undertaken to study the dependence 
of small scale indentation data on the material microstructure in the literature. However, to 
the best knowledge of the author of this thesis, limited studies have been undertaken in order 
to propose a way forward which enables minimisation of the data dependence on the 
microstructure to obtain a reliable homogenised, bulk mechanical response, particularly in the 
case of heterogeneous materials. This would be a fundamental step towards the validation of 
the inverse analysis of nanoindentation technique.  
To contribute to the knowledge in this research area, it was decided to employ two 
approaches in the EngD project: 
a) If the anisotropy of the indentation response originating from the influence of 
microstructure heterogeneity cannot be eliminated or minimised due to constraints in the 
achievable maximum load and maximum depth in commercial nano/micro-indentation 
instruments, a more robust methodological approach for inverse analysis of experimental 
load-depth nanoindentation data would be developed and validated.  
b) An investigation would be undertaken to assess whether a mitigation approach can be 
defined in order to identify a range of nanoindentation test parameters such that the 
microstructural characteristics do not interfere significantly with the indentation response, 
thus providing the intrinsic properties of the bulk material. This would provide valuable 
guidance in identifying the most appropriate testing parameters when performing 
nanoindentation tests for which the assumption of continuum in the indentation response 
has validity.  
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 Development of a new robust inverse analysis Chapter 3. 
technique 
3.1 Introduction 
The inhomogeneity of material microstructure can influence the indentation response as a 
result of the limitations in the maximum achievable load and depth sampled in commercial 
nano/micro-indentation instruments. Variability of the load-depth curves depending on the 
location of indentation is a direct consequence of the microstructure effect and this can lead 
to a challenge in the validity of using experimental load-depth curves during the inverse 
analysis process to estimate material bulk properties. As described in Chapter 2, the 
conventional approach adopted by several authors ( [98], [77],  [74], [73], [72], [70], [71], 
[69]) in similar situations has been to select a representative experimental curve (e.g. the 
average load-depth curve) and use it as the equivalent homogenised indentation response of 
the material. Whilst this approach can be effective for materials that exhibit little variability 
in the indentation response, when the load-depth curves show differences depending on the 
location of the indentation this can provide an additional source of errors introduced in the 
calculation of the inverse analysis parameters of the material.  
The work undertaken and described in this chapter aimed to propose a new methodological 
approach for inverse analysis of experimental load-depth nanoindentation data measured 
from heterogeneous materials. This was achieved through the definition of a new weighted 
averaging procedure that is able to handle the variable indentation response of the material 
depending on the indentation site. The new methodology was validated in two stages: first 
stage, by determining the elastic-plastic constitutive behaviour of a parent structural steel 
material; second stage, by determining the elastic-plastic constitutive behaviour of an 
autogenously electron beam welded steel sample. The validation process of the new proposed 
inverse analysis approach comprises an experimental programme and numerical modelling 
activities, both of which are described in detail in the following sections. 
3.2 Experimental methodology 
This section describes in detail the experimental testing methodologies required for both 
undertaking the inverse analysis of nanoindentation data and its validation. Mechanical 
testing using nanoindentation was undertaken in order to generate the load-depth curves 
necessary to conduct the inverse analysis. Tensile tests were also performed to produce 
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experimental data to compare and validate the inverse analysis solutions against. The 
preparation of the specimens needed for the mechanical testing activities, including the 
metallographic preparation of the specimens for microstructure characterisation prior to 
mechanical testing, is also described in this section.   
3.2.1  Experimental nanoindentation testing 
3.2.1.1 Nanoindentation facilities 
The experimental programme involving nanoindentation testing was undertaken using a 
Micro Materials NanoTest Platform 3 (Figure 3-1).  
 
Figure 3-1 Micro Materials NanoTest Platform 3 at TWI Technology Centre in Middlesbrough. 
During nanoindentation testing, the applied load as a function of the penetration depth is 
recorded in the form of the load-depth curves, from which material properties (e.g hardness, 
reduced modulus) are then calculated. In order for the instrument to be able to impart a 
controlled load and measure the correspondent depth, the system employs respectively an 
electromagnetic load actuator and a capacitive displacement transducer [17], [99]. Figure 3-2 
shows the NanoTest head of the instrument, which makes use of an electromagnetic load coil. 
The indenter is mounted on a shaft, called a ‘pendulum’ (Figure 3-2.b). The pendulum is a 
solid length of cylindrical ceramic, designed in order to be lightweight and, at the same time, 
stiff enough to be able to apply the maximum load through the indenter (500 mN). The 
pendulum is supported by a friction-free pivot (Figure 3-2.b), comprising four stainless steel 
leaf springs clamped to prevent lateral movement. The pendulum ends at its top with a coil. 
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When the current is applied through the coil and the magnetic field interacts with the 
permanent magnets, the coil is attracted towards the permanent magnet causing the indenter 
to contact the specimen surface. In summary, in order to impart a selected load to the 
indenter, a voltage is applied to the electromagnet coil that produces the desired current. The 
correlation between the desired loads and the necessary voltages is achieved through a 
calibration process where different masses are hung on the indenter shaft. 
 
Figure 3-2 Micro Materials NanoTest P3 head. 
The measurement of the depth is achieved through a transducer, which is located just below 
the pivot. The transducer comprises two parallel circular capacitor plates, which are about 0.3 
to 0.5 mm apart. Using an AC bridge circuit, the distance between the two parallel plates can 
be determined by the measured capacitance of the sensor. The depth sensor provides sub-
nanometre measurement accuracy and a highly stable and high precision depth signal. The 
indenter holder is situated directly in front of the plates so that the plate moves by the same 
amount as the indenter.  
Another crucial part of the NanoTest instrument is the motor stage (Figure 3-2.a). The motor 
stage allows the accurate positioning and manipulation of the sample in front of the indenter 
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in three different planes (X, Y and Z)1. The stage motor makes use of a magnetic encoder and 
high gearing to achieve a resolution per encoder count of 17.3 nm. 
The NanoTest head and motor stage are enclosed in a cabinet (Figure 3-1), where a controlled 
temperature is guaranteed by a heating system. The cabinet heater ensures that the 
temperature within the cabinet is maintained about 3 °C higher than room temperature.  
The NanoTest head together with the motor stage lie on an anti-vibration table, which 
minimises vibration transferred by the external environment through the frame of the 
instrument. 
The NanoTest head is also equipped with a microscope objective placed next to the indenter, 
to enable the operator to identify and select the locations on the surface sample that are to be 
indented, as well as to image the residual indentations during post-test examination. 
Finally, another important aspect of the nanoindentation capabilities is the software. The 
NanoTest software enables the definition of the experiments by suitably selecting the testing 
parameters listed in Section 2.1.1.3. The NanoTest software also allows experiments to be 
run automatically through the definition of indentation grids or multiple experiments 
schedules. The post processing and analysis of the nanoindentation data is also undertaken 
using the NanoTest software. 
Load calibration, depth calibration and frame compliance calibrations were undertaken 
according to the procedures described in Section 2.1.1.1 prior to the nanoindentation 
experimental programme described in this thesis. As a result, the frame compliance factor 
obtained was 0.39 nm/mN and the measured depth calibration factor was 2017 +/- 2 nm/V.  
3.2.1.2 Material and specimen preparation 
The material chosen for the study was structural steel S355. S355 is a low carbon steel widely 
used in the construction, maintenance and manufacturing industries and suitable for 
numerous general engineering and structural applications. The material offered a good case 
study given the relatively complexity of the microstructure (multiple phases are present). 
                                                 
1
 X moving the sample towards and away from the indenter, Y moving the sample across and Z moving the 
sample vertically. 
48 
 
Plates measuring 3000 mm by 1400 mm, with a thickness of 40 mm were supplied by 
Rubicon Limited. The composition for this grade of steel is given in Table 3-1 [100]. 
Table 3-1 Chemical composition of S355 steel (Element, wt% - balance Fe). 
C Mn Si P S Cu Ni Cr Mo Al V Nb Ti N 
0.13 1.46 0.25 0.015 0.004 0.02 0.02 0.03 0.01 0.036 0.005 0.025 0.005 0.005 
Three cross-section samples aligned with the three principal directions of the plate - 
longitudinal direction (LD), transverse direction (TD) and through thickness direction (TTD) 
- were produced, as represented in Figure 3-3. The main reason for considering three cross-
sections in the three principal directions within the plate was to record any potential 
differences in mechanical properties depending on the direction that needed to eventually be 
taken into account in understanding and interpreting the results (Figure 3-3). 
 
Figure 3-3 Illustration of the S355 plate and samples generated for nanoindentation testing. 
Three mirror finished metallographic specimens were prepared in the three directions of the 
plate. The specimens were polished through standard polishing techniques to a 1/4 micron 
finish (Figure 3-4). 
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Figure 3-4 Metallographic specimens for nanoindentation testing. 
Reflective light microscopy micrographs of the cross-sections in all three directions were 
taken and these are shown in Figure 3-5, Figure 3-6 and Figure 3-7. To reveal the specimen 
microstructure, the surface was wiped using a swab containing 2% nital solution.   
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Figure 3-5 Micrographs for the LD specimen. 
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Figure 3-6 Micrographs for the TD specimen. 
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Figure 3-7 Micrographs for the TTD specimen. 
The micrographs in Figures 3-5 to 3-7 show that the microstructure is isotropically consistent. 
Ferrite grains (light phase) with a small volume fraction of pearlite nodules (dark phase) are 
present. The other dominant microstructural feature is upper bainite, in which the dominant 
phase is acicular ferrite. 
The approximate fractions of the three microstructural features were determined using 
software for scientific image analysis, Magnisci, [101] based on a colour/brightness contrast 
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approach using the IsoData thresholding method (Figure 3-8). The representative 
characteristic lengths for each of the three main material structures (ferrite, pearlite and upper 
bainite) were obtained by calculating average diameters associated with the three 
microstructural features using the linear intercept method according to ASTM E112. These 
are reported in Table 3-2.  
 
Figure 3-8 Identifications of the microstructural features fractions through colour contrast. 
 
Table 3-2 S355 microstructural features average grain size determined according to ASTM E112. 
 
 Ferrite Pearlite nodules  Upper bainite 
Average diameter (µm) 30±20 13±7 80±50 
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3.2.1.3  Experiment set-up 
Indentation grids were set up and nanoindentation measurements performed on the specimens 
representative of the three characteristic directions of the steel plate. For the purpose of the 
nanoindentation testing, specific locations were not targeted using the microscope objective. 
Instead, the grids of indentations were set up in order to probe random areas on the sample 
with dissimilar material structures. As previously mentioned, the main aim was to ascertain 
whether variations in mechanical properties occurred depending on the direction considered 
within the plate. 
Two grids of 36 indentations were performed on each specimen, with two different maximum 
loads: 100 mN and 300 mN. The main reason for selecting two different maximum loads was 
to obtain sets of load-depth curves able to capture different degrees of influence of the 
material microstructure on the indentation response. The expectation was that the indentation 
response obtained at the lower maximum load should be more affected by the inhomogeneity 
of the material microstructure, yielding a larger scatter in the load-depth curves, compared to 
the set of indentations with higher maximum load. The test parameters for each maximum 
load case were kept the same for all the specimens and are summarised in Table 3-3. 
Table 3-3 Test parameters used for all indentation experiments. 
Sample Parent  
Metal (LD) 
Parent  
Metal (TD) 
Parent  
Metal (TTD) 
Max loads 100 and 300 mN 
Loading / Unloading Rate 5 mN/s for the 100 mN experiments;  
10 mN/s for the 300 mN experiments 
Dwell Period at Max. Load 5 s for the 100 mN experiments 
10 s for the 300 mN experiments 
Dwell Period for Drift Correction 60 s 
Indentation grid size (number of 
columns x number of rows: 
6 x 6 
Indentation offset in x and y 75 µm for the 100 mN experiments 
150 µm for the 300 mN experiments 
3.2.1.4 Analysis of nanoindentation data 
The two grids of 36 indentations were marked and measured on all three specimens, LD, TD 
and TTD. A screening of data was undertaken to remove indentation curves with obvious 
issues that could not be used during the inverse analysis process. The load-depth curves for 
the indentation grids at both 100 mN and 300 mN maximum loads are shown in Figure 3-9. 
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Figure 3-9 Nanoindentation curves at 100 mN (a) and at 300 mN (b) for the LD steel parent material, at 100 
mN (c) and at 300 mN (d) for the TD steel parent material and at 100 mN (e) and at 300 mN (f) for the TTD 
steel parent material. 
Average values for the hardness (H) and the reduced modulus (Er) were determined from the 
experimental nanoindentation load-depth curves at 100 mN and 300 mN maximum loads 
using the Oliver and Pharr method. These are reported in Table 3-4 and graphically 
represented in Figure 3-10 and Figure 3-11. 
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Table 3-4 Nanoindentation experimental data for the parent metal. 
Max. Load 100 mN 300 mN 
 H (GPa) Standard 
deviation 
H (GPa) Standard 
deviation 
LD 2.5 0.4 2.3 0.4 
TD 2.6 0.4 2.4 0.3 
TTD 2.7 0.3 2.3 0.3 
 Er (GPa) Standard 
deviation 
Er (GPa) Standard 
deviation 
LD 218 9 214 8 
TD 217 12 214 10 
TTD 224 8 202 8 
 
 
Figure 3-10 Experimental results for the average nanoindentation measured hardness of the parent metal using 
maximum loads of 100 mN or 300 mN. 
 
Figure 3-11 Experimental results for the average nanoindentation measured reduced modulus of the parent 
metal using maximum loads of 100 mN or 300 mN. 
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Based on the data reported in Figure 3-10 and Table 3-4, the averaged values of hardness are 
similar in all three directions at both maximum loads of 100 mN and 300 mN and this 
confirms the microstructural analysis observations previously reported. Standard deviations 
for the set of curves with 100 mN maximum load are slightly higher. The higher standard 
deviation can be explained by the enhanced effect of the microstructural heterogeneity of the 
material on the mechanical properties when the nanoindentation measurements are recorded 
using smaller depths. Finally, with regard to the value of the reduced modulus for the TTD 
tests, there is a noticeable difference for the measurement at 300 mN compared with the 
measurements at 100 mN. However, it should be noted that the range of measurements for 
the TTD modulus at 300 mN is within the range of observations for both the LD and TD 
measurements, and the difference between the mean values is within 10% for the TTD 
modulus at 100 mN and 300 mN. This difference could be caused by some alignment issues 
with the mounting of the sample (flatness of the sample) or be a result of the preparation and 
polishing of the sample. However, the hardness measurements are in much closer agreement 
for the TTD (ie the hardness is not affected by the 100 mN and 300 mN testing). It would be 
expected that if polishing caused any measurement errors, then this would also affect the 
hardness. Therefore, it is unclear what the exact source of the difference is. Ultimately, this is 
not significant and the range of measurements for the TTD tests is within the range of 
measurements for the LD and TD.  
3.2.2 Experimental tensile testing 
3.2.2.1 Material and specimen preparation 
Tensile testing was undertaken by the TWI Test House in Cambridge on the S355 parent 
material in accordance with BS EN ISO 6892-1. Two specimens were taken from the 
longitudinal direction of the steel plate and the other two specimens were machined along the 
transverse direction of the plate (Figure 3-12). 
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Figure 3-12 Illustration of the S355 plate and samples for tensile testing. 
The machined tensile specimens had a diameter of 8 mm with M12 threaded ends. These 
were taken at the mid-thickness points of the plates. The tensile displacements were measured 
using an extensometer calibrated according to BS EN ISO 9513:2002 class 1. A full stress-
strain log was generated for all specimens. 
3.2.2.2 Analysis of tensile data 
Experimental tensile stress-strain curves for the specimens of the parent material extracted in 
the longitudinal direction (LD1 and LD2) and in the transverse direction (TD1 and TD2) of 
the plate are shown in Figure 3-13 and the resulting tensile properties are summarised in 
Table 3-5. 
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Figure 3-13 Experimental stress-strain curves for the parent material. 
Table 3-5 Experimental tensile properties for the steel S355 parent material. 
Sample Young’s 
Modulus 
(GPa) 
Proof stress - 
Rp 0.2%  
(MPa) 
Ultimate tensile 
strength  
(MPa) 
Elongation  
(%) 
LD1 228 367 548 28 
LD2 231 364 544 28 
TD1 240 366 547 27 
TD2 225 368 549 27 
The stress-strain curves and tensile properties show little variation regardless of the 
orientation of the sample within the plate, either longitudinal or transverse. This is a 
confirmation of what was previously noted at smaller scales with the nanoindentation results. 
Additionally, the values of modulus obtained by nanoindentation and tensile testing are very 
similar. This is an encouraging outcome as it provides verification of the experimental data 
produced using nanoindentation technique.   
3.3 Finite element modelling of nanoindentation testing  
It was mentioned in Section 2.2 that the use of finite element (FE) models able to simulate at 
theirs best (nano) indentation testing plays a very important role in enabling the achievement 
of good quality results obtained from the inverse analysis problem. The appropriate choice of 
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how to model indentation testing also determines the computational effort required by the 
inverse analysis, which needs to find a balance with the accuracy of the results. 
Consequently, as part of the project activities, a review of the FE modelling techniques to 
simulate indentation testing was undertaken. Different FE modelling approaches were 
explored and compared. Ultimately, the outcomes of this part of the study justified the 
rationale behind the modelling strategy adopted during the development and validation 
activities of the new inverse analysis methodology. 
3.3.1 FEM modelling of nanoindentation testing 
Two common modelling strategies can be adopted to simulate nanoindentation testing: three-
dimensional (3-D) models and two-dimensional (2-D) axisymmetric models. The 3D models 
use the real geometry of the Berkovich indenter while the 2D axisymmetric models employ 
an equivalent conical indenter shape with a 70.3° half-angle.  
There have been several studies ( [102], [103], [104], [105], [106], [107]) aimed at 
investigating the differences in the FE simulated indentation response as a result of these two 
different modelling approaches. The results from these studies are not all in full agreement. 
Some authors ( [103], [104], [106]) observed that differences occur in the simulated 
indentation responses when using 2D models with conical indenters and 3D models 
employing the full Berkovich indenter geometry. These differences were certainly more 
evident when studying the stress and strain fields generated within the material under the 
indenter. The material analysed in these investigations ranged from aluminium alloys 
(Al6061, Al7075) and copper to steel and iron. Differences were also found in the load-depth 
curves and Swaddiwudhipong et al. [103] investigated these variations as a function of the 
Young’s modulus to the yield strength ratio (E/Y) as well as of the strain hardening exponent 
(n). Although the load-depth curves resulting from 2D axisymmetric models with conical 
indenters and 3D models with Berkovich indenter were different, Swaddiwudhipong et al. 
[103] were able to quantify these differences to be within 5% or less. Moore et al. [106] 
compared the load–depth results obtained from a 2D axisymmetric conical indentation 
simulation and a 3D Berkovich indentation simulation of Al6061. The curves were in good 
agreement with each other and at the maximum indentation depth the difference between the 
two curves was less than 2%. Min et al. [102] also found that stress and strain fields were 
different depending on the modelling approach used and the recommendation was that 3D 
simulations are needed if the distribution of stresses and strains in the material is the main 
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focus of the investigation. However, the load-displacement curves closely agreed for the two 
modelling approaches and, as far as the load-displacement curves were concerned, it was 
concluded that the Berkovich indenter could be sufficiently simulated by a conical indenter. 
Celentano et al. [107] investigated copper, stainless steel and pure aluminium and found that 
the load-displacement curves from 2D axysimmetric models using conical equivalent 
indenters were in general very similar to those obtained from 3D models with the full 
geometry of the Berkovich indenter. As a result, 2D axysimmetric models were used for their 
study. Sakhorova et al. [105] performed a comprehensive numerical simulation study of the 
indentation response as a result of different indenter geometries (Vickers, Berkovich and 
conical indenters with diverse values of half-angles 65.27°, 68° and 70.3°). Twenty-two bulk 
materials were considered, covering a wide range of strain hardening exponent, Young’s 
modulus and yield strength values. In the comparison between Berkovich and equivalent 
conical indenters with 70.3° half opening angle, it was found that the load-depth curves in 
general agreed. Small differences in the curves were observed for those materials exhibiting a 
ratio of residual indentation depth to indentation depth at maximum load (hf/hmax) below 0.65. 
Based on the above, although differences between the two modelling approaches have been 
observed, the common findings are: (1) there is at most 5% difference in the load-depth 
curves; (2) the main difference occurs in the stress/strain field below the tip. As the study of 
the stress/strain field below the tip is not of interest to this investigation, since the differences 
in load-depth curves are expected not to be higher than 5% and bearing in mind that 
numerical and experimental errors also contribute to these differences, using a 2D 
axisymmetric indentation model with a conical shaped indenter would appear to be a 
reasonable choice to simulate nanoindentation testing. Nevertheless, in order to confirm this 
main outcome, a study was undertaken to compare the two modelling techniques to further 
justify the final modelling approach used as part of the inverse problem in this investigation. 
3.3.2 Three dimensional model 
The 3-D finite element model was constructed using the commercial finite element software 
Abaqus to analyse the quasi-static indentation process. The model consisted of two parts: an 
indenter and a specimen to be indented.  
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The geometry of the indenter considered was that of a pyramidal Berkovich indenter (Figure 
3-14). 
 
Figure 3-14 Berkovich indenter [108]. 
The indenter was modelled as a three-side pyramid with a semi angle of 65.3°. The geometry 
of the indenter was built according to the geometrical parameters included in Appendix A.  
In order to create the 3-D model of the indenter, the 1/6 symmetry of the Berkovich indenter 
geometry was exploited (Figure 3-15) and the correspondent symmetry boundary conditions 
were applied, as in previous work by other authors [67]. The indenter was modelled with an 
ideal sharp tip, therefore blunting was not considered. As will be mentioned later, the use of a 
depth-controlled approach (as opposed to a load-controlled approach) during the simulation 
provides stability to the convergence of the simulations and hence an ideal sharp indenter tip 
can be used. 
 
Figure 3-15 3-D (1/6 symmetry) model with Berkovich indenter (from [67]). 
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The specimen was modelled with a cylindrical geometry (Figure 3-16). rs, hs and hd denote, 
respectively, the radius of the specimen, the height of the specimen and the maximum 
indentation depth. 
 
Figure 3-16 Specimen model. 
In previous papers, it has been noted that the geometry of the specimen affects the values of 
the measured load and displacement significantly. Poon et al. [40] showed that, in order to 
obtain “convergence” of the indentation curves (with no influence of the geometrical 
boundaries of the specimen model), it is necessary to have hs/hd ≥ 100 and rs/hs ≥1. Both 
requirements were implemented for the finite element model of the specimen in this study. 
The same symmetry used for the indenter model was applied to the specimen (1/6 symmetry).  
The indenter was modelled as a homogeneous, linear elastic material with the material 
properties of diamond: Young’s modulus of 1141GPa and Poisson’s ratio of 0.07 (as 
specified by the vendor, Micro Materials Ltd). The specimen of the model was considered to 
be made of fused silica, commonly used as a calibration material in nanoindentation testing. 
The specimen was therefore modelled as a homogeneous, elastic-plastic material having a 
Young’s modulus of 72.5 GPa, a Poisson’s ratio of 0.17 and yield stress of 6.6 GPa [17]. The 
final 3-D model is shown in Figure 3-17. 
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Figure 3-17 3-D indentation model. 
Tetrahedron elements, both linear (C3D4 in Abaqus) and quadratic (C3D10 in Abaqus), were 
tried for both the indenter and the specimen (Figure 3-18). The meshing approach was such to 
be denser in the indenter-specimen contact region and becoming coarser far away from the 
contact region. 
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Figure 3-18 Discretisation of the 3-D model. 
As general rule, in order to obtain convergence of the simulations, the size of the elements on 
the indenter (master body) need to be equal to or larger than the elements on the specimen 
(slave body), as shown in Figure 3-19. 
 
Figure 3-19 Zoom snapshot of the mesh corresponding to the indenter-specimen contact. 
A static general step, including nonlinear geometric effects, was created for both the loading 
and unloading process. There was no hold at the peak load, so primary creep was not taken 
into account. The boundary conditions were applied according to the symmetry used for both 
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the indenter and the specimen; furthermore, the bottom edge of the specimen was encastered. 
A reference point was created centrally above the Berkovich indenter and the axial degree of 
freedom of the top surface of the indenter was kinematically coupled to the reference point. 
Displacement control was used to incrementally press the indenter into the specimen up to a 
depth of 1 µm. Although both displacement and load control result in the same solution, 
depth control was used in this case as it offers more stability in the convergence of the 
simulations. The interaction between the indenter and the specimen was defined by a surface-
to-surface interaction with frictionless contact. The normal behaviour of the contact was 
defined as a hard contact with separation allowed after contact to allow for the “pile-up” of 
indented material. 
In order to extract the typical load-depth curve from the simulation, two history outputs were 
considered during the post-processing: the axial reaction force (RF3) at the reference point of 
the indenter and the displacement in the axial direction (U3) at the reference point.  
3.3.3 Axisymmetric model 
An axisymmetric finite element model was also constructed in Abaqus to analyse the quasi-
static indentation process. The model consisted again of two main parts: an indenter and a 
rectangular domain representing the axisymmetric slice of the cylindrical specimen to be 
indented (Figure 3-20).  
 
Figure 3-20 2-D axisymmetric model. 
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In order to exploit the axisymmetry of the model, the Berkovich indenter was modelled as a 
cone with the equivalent cone semi angle of 70.3o [17]. As for the 3D model, the indenter was 
modelled with an ideal sharp tip, therefore blunting was not considered. 
The geometrical similarity between conical and Berkovich indenters can be easily 
demonstrated by imposing that conical and Berkovich indenters have the same area to depth 
ratio, as showed below: 
 where Ab , Ac, θb and θc are respectively the projected areas and the semi angles of the 
Berkovich and conical indenters. hc is the indentation depth beneath the contact. The equation 
reported above leads to the following relationship between the conical angle and the 
Berkovich angle: 
It can be concluded that a cone semi angle of 70.3o gives an equivalent projected area to 
depth ratio of a Berkovich indenter which has a semi angle of 65.3 o. 
As in the case of the 3-D model, the indenter is made of diamond and was modelled as a 
homogeneous, linear elastic material having a Young’s modulus of 1141 GPa and a Poisson’s 
ratio 0.07 (as specified by the vendor, MicroMaterials). The specimen of the model was again 
considered to be made of fused silica, and was modelled as a homogeneous, elastic plastic 
material having a Young’s modulus of 72.5 GPa, a Poisson’s ratio of 0.17 and yield stress of 
6.6 GPa [17] 
The model was meshed by using a dense mesh at the indentation site, to ensure accuracy of 
the resolved stresses and strains in the local area, and a coarse mesh away from the 
indentation to minimise computational time. Quadrilateral elements, both linear (4-node 
bilinear axisymmetric quadrilateral, reduced integration, hourglass control - CAX4RH in 
Abaqus) and quadratic (8-node biquadratic axisymmetric quadrilateral, reduced integration) 
were tried in both the indenter and the specimen (Figure 3-21).  
?@AB 		?BAB			→								D√DABE FGHE I@AB  .	ABE FGHE IBAB 	 Equation 3-1 
tan θK  	 L3√3 tan 65.27π N
(/  70.3°	 Equation 3-2 
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Figure 3-21 Meshing of the 2-D axisymmetric model with a deformable indenter. 
As with the 3-D model, the size of the elements on the indenter (master body) need to be 
equal to or larger than the elements on the specimen (slave body) (Figure 3-22). 
 
Figure 3-22 Zoom snapshot of the mesh corresponding to the indenter-specimen contact. 
A static, general step including nonlinear geometric effects was created for both the loading 
and unloading process. As for the 3D model, there was no hold at peak load, so primary creep 
was not taken into account. The boundary conditions were as follows: an axisymmetric 
boundary condition was applied to all edges of the specimen and indenter lying on the axis of 
69 
 
symmetry; the bottom edge of the specimen was encastered, and the remaining surfaces of 
the specimen were left free. A reference point was created centrally above the Berkovich 
indenter and the axial degree of freedom of the top surface of the indenter was kinematically 
coupled to the reference point. Displacement control was used to incrementally press the 
indenter into the specimen up to a depth of 1 µm.  
As in the case of the 3-D model, the interaction between the indenter and the specimen was 
defined by a surface-to-surface interaction with frictionless contact. The normal behaviour of 
the contact was defined as a hard contact with separation allowed after contact to allow for 
the “pile-up” of indented material. 
In order to extract the typical load-depth curve from the simulation, two history outputs were 
considered during the post-processing: the axial reaction force (RF2) at the reference point of 
the indenter and the displacement in the axial direction (U2) at the reference point.  
Finally, a second type of axisymmetric model was also considered (Figure 3-23). The 
specimen was modelled exactly as in the previous axisymmetric model. The indenter was 
instead modelled as a rigid body. As such, the indenter was not assigned any material 
properties and a mesh was not applied to it. 
 
Figure 3-23 Meshing of the 2-D axisymmetric model with a rigid indenter. 
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3.3.4 Comparative study of the models 
The simulated load-depth curves were extracted from the simulations of nanoindentation 
testing for both the 3D and 2D models. 
In order to assess the influence of the mesh type on the simulated results (with specific 
reference to the element order), as previously mentioned, both linear and quadratic elements 
were considered. Additionally, three different levels of mesh densities (based on the number 
of elements and typical element size in the contact region) - Mesh_1, Mesh_2 and Mesh_3 - 
were assessed and these correspond to an approximate element size in the contact region, 
respectively, of 1/4 (250 nm), 1/10 (100 nm) and 1/20 (50 nm) the maximum indentation 
depth. The number of elements used during the sensitivity study undertaken on the mesh are 
summarised in Table 3-6.  
Table 3-6 Mesh density levels for the 2D and 3D models. 
 
Total Number of Elements 
 
2D Axisymmetric 
model with 
deformable indenter 
2D Axisymmetric 
model with rigid 
indenter 
3D Model 
Mesh_1 613 456 27707 
Mesh_2 1403 1540 80942 
Mesh_3 4788 3758 158532 
The simulated load-depth curves for the three types of modelling approaches, using both 
linear and quadratic elements as well as three different mesh densities, are also summarised 
in Figure 3-24, Figure 3-25 and Figure 3-26. 
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Figure 3-24 Simulated load-depth curves for a 2D axisymmetric model with a deformable indenter. 
 
Figure 3-25 Simulated load-depth curves for the 2D axisymmetric model with a rigid indenter. 
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Figure 3-26 Simulated load-depth curves for a 3D model with a rigid indenter. 
A qualitative observation of Figure 3-24, Figure 3-25 and Figure 3-26 suggests that, for each 
modelling approach, a change in type of elements (linear or quadratic) and mesh density in 
the contact region do not determine large variations in the load-depth curves. In order to 
quantify this phenomenon, the curvature coefficient (C) of the loading segment in the load-
depth curves can be used. According to Kick’s law, the loading part of the indentation curves 
can be described by the following relationship: 
  Q	 Equation 3-3 
where P and h are respectively the indentation load and depth as measured by the indentation 
instrument. The values of the parameter C, calculated at the maximum indentation depth 
(hmax) for the different modelling approaches, in the case of both linear and quadratic type of 
elements and for the three levels of mesh densities used, are reported in Table 3-7. 
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Table 3-7 Curvature coefficients of the loading portion of the simulated load-depth curves. 
 
2D Model with 
Deformable Indenter 
2D Model with 
Rigid Indenter 3D Model 
 
C (N/mm2) C (N/mm2) C (N/mm2) 
Mesh_1 Quad Elem 118383 120406 126000 
Mesh_2 Quad Elem 119128 124542 126313 
Mesh_3 Quad Elem 119433 125802 126321 
Mesh_1 Lin Elem 118321 120473 129015 
Mesh_2 Lin Elem 119448 124626 127911 
Mesh_3 Lin Elem 119582 125895 127729 
A convergence of the load-depth data is achieved when using Mesh_1 in the cases of the 2D 
axisymmetric model with deformable indenter and the 3D model, either with linear or 
quadratic elements. In support of this finding, the variation margins when refining the mesh 
from Mesh_1 to Mesh_2 were always recorded to be within 1% (Table 3-8). When using the 
2D axisymmetric model with rigid indenter, a convergence of the solutions is achieved when 
using Mesh_2 discretisation approach, both in the case of linear and quadratic elements. 
Indeed, the differences in the C parameter values when refining the mesh from Mesh_2 to 
Mesh_3 were recorded to be within 1% (Table 3-8). 
Table 3-8 Variation margins for the C values depending on the meshing strategies. 
  Mesh_1 to Mesh_2 Mesh_2 to Mesh_3 
2D Axisimmetric Model 
Deformable Indenter_Quad Elem 0.6% 0.3% 
2D Axisimmetric Model 
Rigid Indenter_Quad Elem 3.3% 1.0% 
3D Model_Quad Elem 0.2% 0.0% 
2D Axisimmetric Model 
 Deformable Indenter_Linear Elem 0.9% 0.1% 
2D Axisimmetric Model 
 Rigid Indenter_Linear Elem 3.3% 1.0% 
3D Model_Linear Elem 0.9% 0.1% 
With regard to the order of the mesh elements (linear or quadratic elements), it could be 
observed that, for the 2D axisymmetric models in general, the linear elements manage to 
accurately replicate the degree of accuracy that can be achieved by using quadratic elements. 
Table 3-9 shows that the variation expected for the load-depth data when using linear 
elements and quadratic elements is at most 0.3%. On the contrary, the order of elements used 
in the 3D models seems to have more impact on the solutions and, as showed in Table 3-9, 
the variations between linear and quadratic elements experienced for all three mesh densities 
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are found to be between 1.1% (when using the finer discretisation) and 2.3% (when using 
coarser discretisation).  
Table 3-9 Variation margins for the C values depending on the order of the mesh elements (linear and 
quadratic). 
  Mesh_1 Mesh_2 Mesh_3 
  
Variation in C values in the transition from linear 
to quadratic elements 
2D Axisimmetric Model with 
Deformable Indenter 0.1% 0.3% 0.1% 
2D Axisimmetric Model with 
Rigid Indenter 0.1% 0.1% 0.1% 
3D Model 2.3% 1.2% 1.1% 
In order to draw some conclusions on the pertinence of using one modelling approach rather 
than another, in addition to looking at the accuracy of the solutions, the computational 
efficiency of the model is another requirement to be met. Computational efficiency becomes 
an important factor particularly in iterative simulations, such as the iterative FEA-based 
inverse problem. Table 3-10 shows the simulation run-times as a result of the modelling 
approaches considered. The run-time takes into account the overall time spent for the 
simulation from pre-processing of the input file to generation of the output file. 
Table 3-10 Simulation run time for the different modelling approaches. 
 
Total Run Time (s) 
 
2D Model Deformable 
Indenter Model 
2D Model Rigid 
Indenter Model 3D Model 
Mesh 1_Quad Elem 13 14 333 
Mesh 1_Linear Elem 9 11 78 
Mesh 2_Quad Elem 24 24 2071 
Mesh 2_Linear Elem 13 15 316 
Mesh 3_Quad Elem 74 84 7221 
Mesh 3_Linear Elem 37 31 1180 
Based on the data summarised in Table 3-10, it can be observed that, although the 3D model, 
using the real geometry of the Berkovich indenter, can provide the closest representation of 
the real case, its computational performance in terms of run-time of the simulation can be a 
significant drawback. As a result, the common approach is to evaluate the possibility of 
adopting a more computationally efficient modelling method (e.g. 2D axisymmetric models) 
while still maintaining a reasonable degree of accuracy of the simulated data. Two other 
observations are as follows: the simulation time for the models with linear elements is lower 
compared with the corresponding case where quadratic elements are used; for a given density 
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of discretisation and order of the mesh elements, the simulation times between the 2D models 
with deformable indenter and the 2D models with rigid indenter are very similar. This last 
observation can be explained by the fact that the number of elements is similar, although the 
main difference is that the elements in questions are all used in the specimen for the case of 
the 2D modelling approach using the rigid indenter.  
Table 3-11 shows the errors margins of the load-depth curves (represented by the C values 
reported in Table 3-7) generated using different modelling approaches compared with 
benchmark data obtained from the 3D model with the finest mesh (Mesh_3) density and with 
the higher order of elements (quadratic). 
Table 3-11 Summary of the error margins of different modelling approaches. 
 
2D Model with  
Deformable Indenter 
2D Model with 
 Rigid Indenter 3D Model 
 
Error margins 
Mesh_1 Quad Elem 6.71% 4.91% 0.25% 
Mesh_2 Quad Elem 6.04% 1.43% 0.01% 
Mesh_3 Quad Elem 5.77% 0.41% 0.00% (Benchmark) 
Mesh_1 Lin Elem 6.76% 4.85% 2.09% 
Mesh_2 Lin Elem 5.75% 1.36% 1.24% 
Mesh_3 Lin Elem 5.64% 0.34% 1.10% 
Table 3-11 shows that the error margins associated with the load-depth data generated from 
the 2D axisymmetric models with a rigid indenter are lower than those obtained from 2D 
axisymmetric models with a deformable indenter and this is the case for both linear and 
quadratic elements. It can be also observed that, for a given mesh density and order of 
elements used, the 2D models with a rigid indenter show significantly lower error margins 
compared to the 2D models with deformable indenters. This can be explained based on the 
fact that, although the two models have a similar number of elements in total, when the 
indenter is modelled as rigid indenter the elements are all located in the specimen. This 
results in better resolved stress and strain fields within the specimen in the case of the 2D 
models with a rigid indenter compared with the 2D model with a deformable indenter.  
In conclusion, 2D axisymmetric models, with the indenter modelled as a rigid body and linear 
mesh elements used for the specimen part, can provide a good compromise between accuracy 
of the solution and computational performance. In the specific case, a 2D axisymmetric 
model with a rigid indenter, using linear elements with an approximate element size of 1/10 
76 
 
the maximum indentation depth in the contact region, is able to generate simulated 
indentation curves very close to those obtained from 3D models (Figure 3-27).   
 
Figure 3-27 A comparison between simulated load-depth curves based on  3D models, 2D models with a 
deformable indenter and 2D models with a rigid indenter.  
The arguments above confirm the rationale behind the common approach of using simplified 
2D axisymmetric models in place of 3D models. In order to further verify the ability of the 
2D models to reproduce the experimental data obtained from experimental nanoindentation 
testing, the simulated load-depth curves were compared with experimental curves obtained 
from nanoindentation testing of fused silica. 
Fused silica is the most commonly used standard specimen in nanoindentation testing for 
calibration purposes (e.g area function, load calibration, etc). Further to being a commonly 
used calibration material for nanoindentation testing, the choice of using fused silica for the 
validation of the 2D FE models also meets the requirement of an ‘easy to understand’ 
material. Fused silica has an isotropic behaviour, mainly elastic, and does not show 
significant pile-up or sink-in during indentation. 
Experimental nanoindentation testing of fused silica was therefore undertaken using the 
following testing parameters: 
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• Testing method: load controlled 
• Maximum load: 25, 50, 100, 150, 200 mN 
• Loading and unloading time: 20 sec 
• Dwell at maximum load: 10 sec 
• Thermal drift: 30 sec 
Firstly, the experimental load-depth curves for fused silica were obtained by nanoindentation 
over a range of loads (from 25 mN up to 200 mN) and these are reported in Figure 3-28. 
 
Figure 3-28 Experimental nanoindentation load-depth curves of fused silica. 
Subsequently, a 2D axisymmetric model with rigid indenter was used to obtain the simulated 
load-depth curves and compared with the lower and upper bound experimental curves (at the 
maximum loads of 25 mN and 200 mN). Figure 3-29 and Figure 3-30 show that the simulated 
curves closely agree with the experimental load-depth curves at both 25 mN and 200 mN 
maximum loads. The error margins at maximum load are not higher than 1% in both cases. 
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Figure 3-29 Comparison between simulated and experimental load-depth curves at 25 mN maximum load. 
 
Figure 3-30  Comparison between simulated and experimental load-depth curves at 200 mN maximum load.  
The reasoning and evidence reported above enable the same conclusions to be reached as by 
many other authors, as mentioned at the beginning of this section. If the distribution of stress 
and strain fields beneath the indenter are not of interest to the investigation and the 
investigation is concerned mainly with the load-depth curves, the common approach of 
employing a 2D axisymmetric indentation model, which uses a conical shaped indenter as an 
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equivalent to a Berkovich indenter, appears to be a reasonable choice. This offers 
simplification and computational time benefits to the overall inverse analysis process. 
3.4 Development of a robust inverse analysis methodology of 
nanoindentation to determine material tensile properties  
3.4.1 A description of the iterative FEA-based approach 
As described in Section 2.2.4, in order to find the solution to the inverse problem for a given 
material using iterative FE simulations, finite element models of the experimental set up are 
analysed. In particular, different sets of elastic-plastic material properties (e.g. Young’s 
modulus, yield strength, strain hardening exponent) are used in the simulations until the 
simulated load-depth curve matches the experimentally measured load-depth curve. The 
combination of elastic-plastic material properties used in the FE model that result in the 
simulated load-depth curve matching the experimental curve are assumed to be the elastic-
plastic properties of the material being investigated. 
A fundamental constitutive element of the inverse analysis methodology is the ‘objective 
function’. The role of identifying the best match between the simulated and experimental 
nanoindentation curves relies on the definition of an appropriate objective function and how 
this is implemented during the course of the analysis. Ultimately, for a given constitutive 
behaviour of the material specimen, the objective function assesses the mismatch between the 
simulated indentation curve and the (fixed) experimental indentation curve. In order for an 
objective function to be well-defined, the following criteria need to be met: 
1. The mismatch between simulated and experimental curves is zero, if and only if, the 
simulated curve matches the experimental curve. As the simulated indentation curve 
diverges from the experimental curve, the mismatch gets larger and larger, thus the 
objective function increases. Therefore, the objective function is minimised and equals 
zero when the material parameters input into the finite element model match those of the 
tested material. 
2. The objective function essentially integrates the absolute value of the difference for the 
two indentation curves. Thus, if a change in the material parameters results in a change 
in the indentation curve, the objective function will identify this. As a result, small 
changes in input to the objective function result in small changes to the output, so the 
objective function is continuous. 
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3. The objective function is not too sensitive to experimental noise. Since integrating 
smooths the data, if the indentation curves only differ on a finite set of distinct points, the 
objective function will not be changed. This is necessary due to the typically oscillatory 
nature of load-displacement curves obtained from nanoindentation. 
Two approaches can be adopted during the inverse analysis procedure for the generation of 
the simulated curves. One approach is to create a database of simulated curves prior to the 
inverse analysis over a range of elastic-plastic material properties, which defines the ‘inverse 
analysis domain’. The definition of the inverse analysis domain is based on the anticipated 
estimate and assumption that the sought solution falls within that same domain. Successively, 
the experimental nanoindentation curve is compared with each of the simulated curves, until 
the match is achieved and the solution identified. A second approach is to adopt an 
optimisation procedure. This starts with an initial guess of combination of elastic-plastic 
material properties to be used in the FE model. As a result, the simulated curve is then 
compared with the experimental curve making use of the objective function. Based on the 
value produced by the objective function (representative of how close simulated and 
experimental curves are), the optimisation function will successively guide the inverse 
analysis procedure through the next guesses of material properties to be used in the models, 
eventually reaching the solution. In this case, the main aim would be to reach the 
convergence of the objective function (match between simulated and experimental curves) in 
the fewest number of iterations possible. In summary, when using an optimisation strategy, 
the knowledge of the values of the objective function at previous guesses is used to construct 
a better guess for the correct material parameters.  
As mentioned in the previous sections of this thesis, most engineering materials for industrial 
applications (energy, civil, oil and gas, transport, etc) are highly heterogeneous in their 
microstructure and this heterogeneity can range from the nano- to macro- scale. Within the 
context of the inverse analysis procedure to estimate tensile properties of the bulk material, it 
is crucial to ensure that the experimental indentation data used in the inverse analysis process 
are also representative of the material bulk response. However, due to the specifications of 
maximum load and maximum depth achievable by commercial nano/micro-indentation 
instruments, the influence of microstructural characteristic lengths in the indentation response 
is almost inevitable. This can cause a significant variability of the experimentally measured 
load-depth curves depending on the location of the indentation, ultimately raising concerns 
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over the validity of using experimental load-depth curves during the inverse analysis process 
to represent the homogenised response of the bulk material. The next sections will describe 
the attempt to address these concerns through the development and validation of a more 
robust methodological approach to inverse analysis of experimental load-depth 
nanoindentation data measured from heterogeneous materials. In the new proposed approach 
the objective function is implemented through the use of a weighted averaging method, with 
the ability to handle the variable indentation response of the material obtained from a grid of 
indentations. 
Given the nature of the new proposed inverse analysis procedure, an inverse analysis domain, 
including a range of elastic-plastic material parameters (e.g. yield strength, strain hardening 
exponent) and characterised by specific discretisation intervals, was defined. A database of 
simulated curves was generated prior to performing the inverse analysis procedure, hence, no 
optimisation procedure was used during this investigation. 
3.4.1.1 Finite element model 
In line with the outcomes of Section 3.3, the FE model used for the inverse analysis study 
consisted of two parts: a conical indenter and a rectangular domain representing the 
axisymmetric slice of the cylindrical specimen to be indented. The Berkovich pyramidal 
indenter was modelled as an analytical rigid surface with a conical geometry and an 
equivalent cone angle of 70.3o. Blunting of the indenter tip was not considered. The 
dimensions of the sample (radius and thickness) were chosen to be sufficiently large to avoid 
any influence of the boundary conditions and sample size on the simulated load response. As 
mentioned in Section 3.3, ideally, in order to obtain “convergence” of the indentation curves, 
it is necessary to have hs/hd ≥ 100 and rs/hs ≥1 [40]. However, to increase the computation 
efficiency of the iterative procedure, a sensitivity study was undertaken with the aim of 
further reducing the size of the sample compared to the guidelines provided by Poon et al. 
[40]. As a result, although the maximum indentation depth during the simulation was set to 
be 4 µm, the specimen was modelled to have both rs and hs equal to 100 µm. The dimensions 
of the specimen as just described still avoided any interference of the boundaries of the 
specimen model with the stress and strain fields generated up to the maximum indentation 
depth (Figure 3-31). 
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Figure 3-31 Typical contour plots for the (a) Von Mises stresses, (b) equivalent plastic strains and (c) radial 
displacements of the indentation model.  
Figure 3-31 shows typical contour plots for the Von Mises stresses (Figure 3-31.a) and the 
equivalent plastic strains (Figure 3-31.b) within the specimen model at the maximum 
indentation depth. It can be observed that both stress field and plastic strain field are well 
contained within the specimen and do not interfere with its boundaries. Figure 3-31.c shows a 
typical contour plot for the radial displacements. It can be seen that, as expected, the radial 
displacements are confined to the indentation area. This confirms that the dimensions chosen 
for the specimen model are large enough to avoid any size effects in the simulated results. 
Hollomon’s hardening law was assumed to describe the elastic-plastic constitutive behaviour 
of the steel specimens [73], [109], [110]. The constitutive behaviour was therefore 
represented by power law curves with the true stress-true strain behaviour expressed as 
follow: 
R  S,																											R U RVR  RV)(W*S,							R X RV 	 Equation 3-4 
where E is the Young’s modulus, m is the strain hardening exponent and σy is the initial yield 
stress at zero offset strain. For a given material, the Young’s modulus and Poisson’s ratio 
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were kept fixed throughout the iterative simulations, but the yield strength and hardening 
exponent were varied. The Poisson ratio was fixed at 0.3, representative of many metals. The 
value of the Young’s modulus was directly calculated from the average of the reduced moduli 
experimentally determined from the nanoindentation experiments and it was fixed at 240 
GPa. The reasoning for using the Young’s modulus directly from the experimental 
nanoindentation testing is as follows:  
a) from a pragmatic point of view, if nanoindentation is to be used in the inverse analysis 
problem, all of the benefits offered by its testing capabilities to measure material 
properties (including the Young’s modulus) should be exploited;  
b) the modulus is experimentally measured on the same specimens to which the inverse 
analysis is applied; 
c) using the experimentally measured modulus enables a reduction in the number of 
unknown properties to be estimated from the inverse problem. 
The model was meshed using a dense mesh at the indentation site to ensure accuracy and a 
coarse mesh away from the indentation to minimise computational time. In general, the 
typical edge length of elements at the indentation site was one-tenth of the maximum 
indentation depth, in line with the findings in Section 3.3. 4-node bilinear, axisymmetric 
quadrilaterals, reduced integration, hourglass control elements (CAX4R in Abaqus) were 
used. Figure 3-32 illustrates a sample mesh for the indentation geometry, highlighting the 
refined mesh of linear elements in the indentation region with a coarser mesh farther away.  
 
Figure 3-32 An example of the finite element mesh and geometry for the axisymmetric indentation model. 
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A reference point was created centrally above the indenter and the axial degree of freedom of 
the top surface of the indenter was kinematically coupled to the reference point. 
A static, general step was created for the loading phase. No step was created for the 
unloading, since the elastic-plastic behaviour of the material can be extracted from the 
loading part of the nanoindentation curve. Displacement control was used to incrementally 
press the indenter into the specimen. The interaction between the indenter and the specimen 
was defined by a surface-to-surface interaction. For the tangential behaviour, a frictionless 
condition was employed. The normal behaviour of the contact was defined as a hard contact 
with separation allowed after contact to enable unloading of the sample. The load-depth 
response was obtained by extracting the axial reaction force and axial displacement at the 
reference node for the indenter. 
3.4.2 Objective function and its implementation 
Nanoindentation experiments were simulated with the Young’s modulus and Poisson’s ratio 
kept fixed throughout the iterative simulations, as previously mentioned. A series of 
simulations was performed in which several combinations of hardening exponent (m) and 
yield strength (σy) were considered over the ‘inverse analysis domain’. In the first instance, a 
total of 900 simulations were performed over a domain range between 0.1 and 0.2 (with 30 
subdivisions) for the strain hardening exponent (m) and between 250 and 350 MPa (with 30 
subdivisions) for the yield strength of the material. Further to considering this first domain, a 
second larger domain range of yield strength and strain hardening exponent was considered. 
This second domain had the yield strength ranging from 200 to 600 MPa (with 60 
subdivisions), whilst the strain hardening exponent varied from 0.1 to 0.4 (with 60 
subdivisions), resulting in 3600 simulations. The main purpose for considering this second 
domain was to evaluate the robustness of the inverse analysis approach proposed in this work 
and assess the influence of the inverse analysis domain size on the accuracy of the same 
approach. 
The pre-processing, the execution of the simulations and the post-processing of the data, 
including the comparison between simulated and experimental load-depth curves, were 
automated using in-house developed Python and MATLAB scripts. 
The inverse problem seeks to identify the simulated load-depth curve that is “most similar” to 
the experimental load-depth curve(s). Mathematically, this was formulated by specifying a 
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series of error or objective functions, the minimiser of which would lead to the solution of the 
inverse problem. To that end, the following was defined: 
• ( ) jsimjsim PhP =  is the load (P) versus depth (h) response of the jth simulation, 1≤j≤900 (or 
3600). 
• ( ) ii PhP expexp =  is the load versus depth response of the ith experiment, 1≤i≤nexp. 
• ( ) avgavg PhP expexp = is the load versus depth response obtained by averaging the loads from 
each experiment at each depth increment. Thus, ( ) ( )∑
=
=
=
exp
1
exp
exp
exp
1
ni
i
iavg hP
n
hP . 
• hmax is the maximum indentation depth sampled in all indentation measurements (ie the 
minimum maximum depth). 
 
For an arbitrary pair of yield strength and strain hardening exponent values, the least squares 
error with respect to the average experimental load-depth curve is defined by: 
 ( ) ( )[ ] dhmPP
h
m
hh
h
ysim
avg
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2
0
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=
=
σσ 	 Equation 3-5 
Discretised over the space of simulations, the least squares error for the jth simulation with 
respect to the average experimental load-depth curve is defined by:  
 
( ) ( ) ( )∫ −=Φ=Φ=Φ =
=
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2
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j
avg dhPPh
Pmσ 	 Equation 3-6 
Similarly, for an arbitrary pair of yield strength and strain hardening exponent values, the 
least squares error with respect to the ith experimental load depth curve is defined by: 
 ( ) ( )[ ] dhmPP
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=
σσ 	 Equation 3-7 
Discretised over the space of simulations, the least squares error for the jth simulation with 
respect to the ith experimental load-depth curve is defined by:  
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The above approaches (choosing either an average curve or a specific load-depth curve) are 
conventionally employed for inverse analysis ( [69], [70], [73], [77], [98]). Whilst they are 
effective for materials that exhibit little variability, they can be inaccurate when the load-
depth curves exhibit scatter and the level of inaccuracy is directly proportional to the degree 
of variability. The following two scenarios can occur: 
• The experimental load-depth curves show little scatter and are nearly identical. In this 
case, the average load-depth curve will be nearly equal to any specific experimental load-
depth curve. Therefore, the minimisers of the error with respect to the average curve and 
the error with respect to the ith curve (for any i) will be equal. 
• The experimental load-depth curves show significant scatter. In this case, the minimiser 
of the error with respect to the average curve may be different from the minimiser of the 
error with respect to any individual experimental load-depth curve. If the load-depth 
curves follow a normal distribution, then the minimiser of the average error function may 
be representative of the bulk, homogenised response. However, if the load-depth curves 
follow a bimodal distribution (e.g. there are two dominant microstructural phases with 
different hardness responses), then the minimiser of the average error may not represent 
the correct bulk, homogenised response of the tested material. Moreover, it is currently 
unclear how to select the most appropriate “representative” load-depth curve for the 
minimisation of Φi. 
To overcome this potential selection bias, and in order to account for the scatter in the 
experimental load-depth curves, a novel solution to the inverse problem is proposed. Over the 
defined domain range of yield strength and strain hardening exponents, a series of 
simulations are performed; in the case of the present work, this is 900 simulations for the 
small domain and 3600 simulations for the larger domain. For each simulation, the least 
squares error is calculated with respect to each of the experimental load-depth curves. The 
reciprocal of the resulting error is used as a weighting factor multiplied by yield strength or 
strain-hardening exponent in a convex sum as shown below in Equation 3-9 and Equation 
3-10. If the error is large, then the simulated curve is not similar to the given experimental 
curve and therefore the weight is small; if the error is small, then the simulated curve is 
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similar to the given experimental curve and therefore the weight is large. Mathematically, this 
is described as follows: 
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where σyinv and minv are the optimal inverse analysis solutions. 
Flow charts for the inverse analysis approaches using the conventional technique and the new 
weighted method are shown in Figure 3-33 and Figure 3-34. 
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Figure 3-33 Flow chart for the conventional technique: minimising the error with respect to the average load-
depth response. 
89 
 
 
Figure 3-34 Flow chart for the conventional technique: convex sum of least squares weights. 
The main advantage of the new approach using a ‘multi-objective’ function procedure is that 
all of the experimental indentation curves are considered, without the need to select a single 
indentation curve or the average experimental curve. In the presence of a heterogeneous 
indentation response, this removes any potential selection bias arising from the selection of a 
single indentation response. 
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The efficacy of: (i) identifying the pair of yield strength and strain-hardening exponent values 
that minimise the error with respect to the average indentation curve and (ii) calculating the 
optimal inverse parameters from the convex sum of reciprocal weights (Equations [6-7]) are 
illustrated and discussed in the following sections.  
3.4.3 Analysis of the inverse analysis data 
Two techniques for the inverse problem were employed: (i) minimising the error with respect 
to the average load-depth curve and (ii) determining the optimal tensile parameters from the 
newly proposed convex sum of the least squares response. The inverse analysis was 
performed on all three specimens (LD, TD and TTD). The tensile parameters estimated by 
inverse analysis were compared to the averaged tensile properties measured from the 
experimental tensile tests and are summarised in Table 3-12 (for the small domain) and Table 
3-13 (for the large domain). 
Table 3-12 Summary of inverse analysis results and relative error between experimental measurements for the 
domain YZ[	\]^ ≤ _ ≤ `Z[	\]^ (with 30 subdivisions) and [. a ≤ b ≤ [. Y (with 30 subdivisions). 
    
Minimised Least Squares Error: 
Average load-depth curve 
Convex sum of least squares 
weights 
Sample 
orientation 
Max. 
Load 
(mN) 
σy 
Rel. 
Error m 
Rel. 
Error σy 
Rel. 
Error m 
Rel. 
Error 
LD 300 378.04 3% 0.179 10% 355.95 -3% 0.156 -3% 
LD 100 411.62 11% 0.179 10% 356.14 -3% 0.156 -3% 
TD 300 404.36 9% 0.169 5% 357.69 -2% 0.158 -2% 
TD 100 411.62 11% 0.179 10% 355.42 -3% 0.156 -3% 
TTD 300 403.82 9% 0.159 -1% 357.38 -2% 0.157 -2% 
TTD 100 411.62 11% 0.179 10% 354.87 -3% 0.155 -3% 
Averaged 
Experimental  
Tensile Tests 
σy 366 m 0.161 
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Table 3-13 Summary of inverse analysis results and relative error between experimental measurements for the 
domain Y[[	\]^ ≤ _ ≤ c[[	\]^ (with 60 subdivisions) and [. a ≤ b ≤ [. d (with 60 subdivisions). 
     
Minimised Least Squares Error: 
Average load-depth curve 
Convex sum of least squares 
weights 
Sample 
orientation 
Max. 
Load 
(mN) 
σy 
Rel. 
Error m 
Rel. 
Error σy 
Rel. 
Error m 
Rel. 
Error 
LD 300 315.29 -16% 0.197 18% 332.26 -10% 0.169 5% 
LD 100 371.80 1% 0.156 -3% 340.23 -8% 0.180 11% 
TD 300 355.51 -3% 0.166 3% 347.88 -5% 0.176 9% 
TD 100 318.87 -15% 0.207 22% 339.78 -8% 0.178 10% 
TTD 300 305.80 -20% 0.227 29% 338.85 -8% 0.173 7% 
TTD 100 393.50 7% 0.151 -7% 349.87 -5% 0.188 14% 
Averaged 
Experimental  
Tensile Tests 
σy 366 m 0.161 
From the inverse analysis results on the smaller domain range of yield strength and strain 
hardening exponent, it can be observed that, on average, the conventional technique 
(minimising the error with respect to the average load-depth response) gives rise to an 
approximate 9% error for the yield strength and an 8% error for the strain hardening 
exponent, whereas the errors for the convex sum of least squares weights are in general 
within 3% of the experimental tensile test measurements. The results are illustrated 
graphically (showing the as-measured stress-strain curves with the inverse analysis stress-
strain curves) in Figure 3-35. In this figure, the results for the TD specimen are shown as an 
example. The improved accuracy of the newly proposed inverse analysis procedure compared 
with the conventional technique is clear. 
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Figure 3-35 Estimated inverse analysis for the domain YZ[	\]^ ≤ _ ≤ `Z[	\]^ and [. a ≤ b ≤ [. Y and 
experimentally recorded tensile curves for the TD specimen at (a) 300 mN maximum load and (b) 100 mN 
maximum load. 
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The results from the inverse problem undertaken on the larger domain (Table 3-13) generally 
show an increase in the errors compared with the small domain, both for the conventional and 
the new approach. The conventional technique (minimising the error with respect to the 
average load-depth response) generated errors as high as 20% for the yield strength and 29% 
for the strain hardening exponent. On the other hand, the new approach, based on the convex 
sum of least squares weights, produces on average an approximate 7% error for the yield 
strength and 9% error for the strain hardening exponent. However, even though the average 
errors are observed to be lower, the proposed new weighted method seems to lose the 
accuracy and stability previously observed on the smaller domain. In some cases, the 
conventional method and the new proposed approach seem comparable. The results from the 
inverse analysis undertaken on the larger domain are illustrated graphically (showing the as-
measured stress-strain curves with the inverse analysis stress-strain curves) in Figure 3-36. In 
this figure, the results for the LD specimen are shown as example. 
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Figure 3-36 Estimated inverse analysis for the domain Y[[	\]^ ≤ _ ≤ c[[	\]^ and [. a ≤ b ≤ [. d and 
experimentally recorded tensile curves for the LD specimen at (a) 300 mN maximum load and (b) 100 mN 
maximum load. 
An additional consideration on the results summarised in Table 3-12 and Table 3-13 is as 
follows. The errors generated from both the minimiser approach and the weighted approach 
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tend to be higher for the strain hardening exponent compared with those associated with the 
yield strength. In other words, the inverse analysis approaches considered here seem to better 
resolve the yield strength as an unknown material parameter compared to the strain hardening 
exponent, hence the lower values of errors linked to the yield strength. It is important to 
highlight this, as the shape of a tensile stress-strain curve is particularly sensitive to the strain 
hardening exponent values: small changes in the strain hardening exponent can generate 
significant changes in the stress-strain curve. This suggests the significance of implementing 
an inverse analysis approach that is able to obtain the best possible and accurate prediction of 
the strain hardening exponent together with a reasonable estimate of the yield strength. 
A sensitivity study was also undertaken to study the stability and accuracy of the new 
proposed inverse analysis approach as a result of changes in the size of the discretisation 
intervals used for the domain of yield strengths and strain hardening exponents. To that aim, 
the number of subdivisions used in the small and large inverse analysis domains was 
arbitrarily changed. In particular, in the case of the small domain (250MPa≤σy≤350MPa and 
0.1≤m≤0.2), the subdivisions for both the yield strength and the strain hardening exponent 
were halved, from 30 subdivisions to 15 subdivisions, resulting in 225 simulations in total. 
With respect to the larger domain (200MPa≤σy≤600MPa and 0.1≤m≤0.4), the number of 
subdivisions for the yield strength were kept the same (60), whilst the subdivisions for the 
strain hardening exponent were deliberately substantially lowered from 60 to 13 (in order to 
obtain intervals of 0.025). 
The inverse analysis results obtained for the two domains with modified discretised space are 
summarised in Table 3-14 and Table 3-15. 
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Table 3-14 Summary of inverse analysis results and relative error between experimental measurements for the 
domain YZ[	\]^ ≤ _ ≤ `Z[	\]^ (with 15 subdivisions) and [. a ≤ b ≤ [. Y (with 15 subdivisions). 
    
Minimised Least Squares Error: 
Average load-depth curve 
Convex sum of least squares 
weights 
Sample 
orientation 
Max. 
Load 
(mN) 
σy 
Rel. 
Error m 
Rel. 
Error σy 
Rel. 
Error m 
Rel. 
Error 
LD 300 400.25 8% 0.186 13% 356.43 -3% 0.157 -3% 
LD 100 419.58 13% 0.200 20% 356.63 -3% 0.157 -2% 
TD 300 416.81 12% 0.193 17% 358.05 -2% 0.158 -2% 
TD 100 419.58 13% 0.200 20% 356.42 -3% 0.157 -2% 
TTD 300 398.90 8% 0.200 20% 357.81 -2% 0.158 -2% 
TTD 100 419.58 13% 0.200 20% 354.81 -3% 0.156 -3% 
Averaged 
Experimental  
Tensile Tests 
σy 366 m 0.161 
 
Table 3-15 Summary of inverse analysis results and relative error between experimental measurements for the 
domain Y[[	\]^ ≤ _ ≤ c[[	\]^ (with 60 subdivisions) and [. a ≤ b ≤ [. d (with 13 subdivisions). 
    
Minimised Least Squares Error: 
Average load-depth curve 
Convex sum of least squares 
weights 
Sample 
orientation 
Max. 
Load 
(mN) 
σy 
Rel. 
Error m 
Rel. 
Error σy 
Rel. 
Error m 
Rel. 
Error 
LD 300 349.78 -5% 0.150 -7% 335.86 -9% 0.164 2% 
LD 100 334.42 -10% 0.200 20% 347.51 -5% 0.171 6% 
TD 300 390.63 6% 0.125 -29% 353.42 -4% 0.169 5% 
TD 100 298.16 -23% 0.225 29% 345.65 -6% 0.171 6% 
TTD 300 305.03 -20% 0.225 29% 341.88 -7% 0.169 5% 
TTD 100 393.18 7% 0.150 -7% 356.13 -3% 0.171 6% 
Averaged Tensile 
Tests σy 366 m 0.161 
Table 3-14 shows that coarsening the subdivision intervals in the small domain causes a 
significant increase of the error values when using the conventional inverse analysis 
approach. On average, the approximate error was recorded to be 11% for the yield strength 
(against 9% in the case of the finer discretisation) and 18% for the strain hardening exponent 
(against 8% in the case the finer discretisation). In contrast, coarsening the domain 
discretisation did not cause a deterioration in the errors when using the convex sum of least 
squares weights. The error values were still within 3% for both the yield strength and the 
strain hardening exponent. Similarly, coarsening the discretisation of the strain hardening 
exponent range over the large domain produced a rise in the error values when using the 
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conventional method: on average, the approximate error increased from 10% to 12% for the 
yield strength and from 14% to 20% for the strain hardening exponent. In contrast, it was 
interesting to notice that coarsening the domain discretisation led to a reduction of the relative 
errors when using the new weighted approach (down to 6% from 7% for the yield strength 
and down to 5% from 9% for the strain hardening exponent), therefore achieving an 
improved accuracy in the inverse problem solution. The new method was also shown to be 
more stable, achieving the same accuracy and performance throughout the analyses of all 
specimen sets. 
Ultimately, the results summarised in Table 3-12 to Table 3-15 show that the choice of the 
inverse analysis domain size can have an impact on the accuracy and the efficacy of the new 
proposed method. It was generally found that the new proposed method achieves excellent 
levels of accuracy compared to the conventional method over contained domains of yield 
strength and strain hardening exponent. The main relevance of combining the errors 
generated from the comparison between each simulated curve in the inverse analysis domain 
and every individual experimental load-displacement curve from the grid of indentations is 
the capability to obtain a unique set of tensile parameters (yield strength and strain hardening 
exponent) for the material investigated. This unique set of tensile parameters is representative 
of the homogenised response of the material and is obtained without disregarding any of the 
experimental curves from the indentation grid, as opposed to the conventional inverse 
analysis approach. It was observed above that increasing the size of the inverse analysis 
domain can have a detrimental effect on the accuracy and robustness of the new weighted 
approach, however this issue can be potentially overcome by coarsening the discretised space 
of the inverse analysis domain. This can significantly improve the accuracy and stability of 
the weighted approach for larger inverse analysis domains, exceeding the performance 
offered by the conventional approach. In other words, the new weighted approach seems to 
work better when a coarse discretisation of the inverse analysis domain is used, providing 
ultimately additional computational benefits as it requires a lower number of simulations 
needed to achieve the inverse problem solution. 
With respect to the problem of non-uniqueness of the solution, in the specific case of the 
present investigation and despite using a single geometry of the conical indenter, the 
uniqueness of the solution is preserved by the high stiffness of the structural steel. This was 
previously observed by other authors ( [71], [111]), who found that the uniqueness of the 
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solution could be achieved if the material had a ratio Er/ σy greater than 225. Structural steels 
usually have E/σy greater than 225 and this is also true for the S355 grade investigated in this 
study. Generally, the main concern with the non-uniqueness of the solution when using 
conical indenters is that different combinations of tensile parameters (e.g. σy and m) can 
generate the same indentation load-depth curve, therefore causing challenges in the 
identification of a unique solution during the inverse analysis of indentation load-depth 
curves. The loading part of the load-depth curves determined using sharp indenters, for 
material exhibiting elastic-plastic behaviours, can be described by the Kick’s law (Equation 
3-3). If non-uniqueness has occurred over the chosen domain range of yield strength and 
strain hardening exponent, this would mean that different combinations of σy and m (even 
with considerably different values of σy and m) would generate the same or very similar 
loading curves. This would also imply that the values of the loading curvature coefficients 
(C) would be very close and almost indistinct.  
Figure 3-37 shows the values of the loading curvature coefficient (C) as function of yield 
strength and strain hardening exponent over the larger inverse analysis domain range 
(200MPa≤σy≤600MPa and 0.1≤m≤0.4) considered in this investigation. The two forms of 
discretisation, finer (Figure 3-37.a) and coarser (Figure 3-37.b), considered for this domain 
are both represented in Figure 3-37. Both the curvature coefficient (C) and the yield strength 
(σy) were normalised by the Young’s modulus value of the material investigated 
(E=240GPa), as it was previously performed in other studies ( [71], [111]). 
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Figure 3-37 Loading curvature coefficient (C) as a function of yield strength (σy) and strain hardening exponent 
(m) over the inverse analysis domains: (a) 200 MPa≤ Y ≤ 600 MPa (with 60 subdivision) and 0.1 ≤ m ≤ 0.4 
(with 60 subdivisions) and (b) 200 MPa ≤ Y ≤ 600 MPa (with 60 subdivision) and 0.1 ≤ m ≤0.4 (with 13 
subdivisions). 
Figure 3-37 shows that the ‘m’ curves are generally distinct and situations do not occur where 
significantly different combinations of σy and m generate ‘m’ curves that are either identical 
or cross each other. This suggests that the combinations of yield strength and strain hardening 
exponent of the inverse analysis domain considered in this study are able to generate distinct 
values of the coefficient C, hence distinct load-depth curves, ultimately enabling the 
uniqueness of the solution. Pham et al. [111] showed that for lower values of E/σy (E/σy<225) 
the ‘m’ curves overlap one each other and become seamless, even for considerably different 
combinations of yield strengths and strain hardening exponent, eventually triggering non-
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uniqueness as an issue during the inverse analysis process. However, as shown in Figure 
3-37, this is not the case for the present investigation.  
Another requirement met in this study in order to help the achievement of a unique solution is 
that related to the critical strain achievable within the material using Berkovich indenters 
[112]. Liu et al. [112] demonstrated that, for a given indenter geometry, a critical strain exists 
beyond which there is no unique solution from the reverse analysis of load-depth curves for 
the material plastic behaviour. The critical strain is a function of the sharp indenter angle and 
is independent of the material. Liu et al. [112] found that the critical strain for a sharp 
indenter with an angle of 70.3° was 0.20 (20%). Beyond this critical value of the strain, the 
experimental load-depth curves obtained from this indenter geometry cannot be estimated 
uniquely, as any modification of the plastic behaviour cannot be effectively reflected in the 
indentation load-depth curve. During the course of this investigation, stress-strain curves 
were all estimated within the 20% strain, hence the requirement of the critical strain linked to 
the geometry of the Berkovich indenter used for the assessment was met.  
Some authors ( [69], [71]) also addressed the non-uniqueness issue by limiting the space of 
possible solutions to the lower and upper boundaries for the tensile parameters (σy and m). In 
a certain sense, this approach was also applied during the course of this investigation, 
particularly in the case of the smaller domain. Finally, Tho et al. [80] demonstrated that only 
two independent quantities (in the specific case, σy and m) can be obtained from the load-
displacement curve of a single conical indenter. This was one additional reason in this 
investigation for considering only yield strength and strain hardening exponent as material 
property unknowns.  
The information summarised in Figure 3-37 gives additional perspectives to the reasoning 
behind the influence of the inverse analysis domain size and its discretisation on the accuracy 
of the inverse analysis results. In effect, it can be observed that the combinations of σy and m 
of the smaller domain considered in this study are located in the region of the plot in Figure 
3-37.a where the ‘m’ curves are clearly separate and distinct (highlighted in green). This 
certainly plays a major role in guaranteeing an accurate identification of the unique solution, 
hence the very small error magnitudes experienced (within 3% relative errors), particularly in 
the case of the weighted approach. Differently, the larger domain includes also regions of the 
plot (lower values of E/σy) where the ‘m’ curves tend to converge, ultimately getting closer 
one each other and giving a dense cloud of data points (Figure 3-37.a). As a result, the 
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accuracy of the inverse analysis in reaching the solution sought by processing the data points 
within the dense cloud region can be exposed to significant numerical challenges. This can 
explain the reason why the smaller domain (250 MPa≤σy≤350 MPa and 0.1≤m≤0.2) recorded 
lower errors compared to the larger domain (200 MPa≤σy≤600 MPa and 0.1≤m≤0.4). 
Figure 3-37.b shows also the relationship between σy, m and C when a coarser discretisation 
of the strain hardening exponent values was used in the larger domain. The implementation 
of a coarser discretisation results in the ‘m’ curves being more spread out, even at lower 
values of E/σy, removing the noise caused by the dense cloud of data points present in the 
case of a finer discretisation of the domain. Coarser intervals in the strain hardening exponent 
range ultimately facilitate the screening effort of the inverse analysis procedure to identify the 
unique solution as far as the new weighted approach is concerned. On the other hand, 
applying larger intervals over the range of strain hardening exponents forces the errors 
generated by the conventional method (minimising the error with respect to the average load-
depth response) to be higher, as this method generates solutions at the nodes of the discretised 
space. Otherwise, since the weighted approach is based on an averaging weighted procedure 
of the least squares errors, the solution sought will not be necessarily be a combination of σy 
and m values at the nodes of the discretised space, hence the reduced sensitivity of the new 
proposed approach towards the coarsening effects of the discretisation. This fundamental 
difference between the two approaches enables the new weighted approach to perform well, 
if not better, even when a coarser discretisation of the inverse analysis domain is used, 
offering further opportunities to achieve improved computational efficiency of the procedure. 
3.4.4 Validation of the inverse analysis approach on welded sample 
The first stage of the activities related to the development of a new inverse analysis approach 
and described in Section 3.4 saw the implementation of the new proposed methodology in the 
analysis of the parent material. To test and confirm the accuracy of the new method on a 
more challenging sample, a blind case study was undertaken where the inverse analysis 
procedure was applied to a cross-weld specimen in order to determine the mechanical 
behaviour of the fusion zone, heat affected zone and surrounding parent material.  
The weld was generated by butt-welding two S355 plates together using electron beam 
technology (Figure 3-38).  
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Figure 3-38 Illustration of the S355 welded plate and samples for testing. 
The dimensions of the local regions in an autogeneous EB weld are generally too small for 
carrying out conventional tensile testing on the same individual regions, hence the inverse 
indentation techniques can provide benefits over conventional methods to extract tensile 
properties. 
A metallographic cross-weld specimen for nanoindentation testing was produced using the 
same procedure as for the parent material. In order to identify the individual regions across 
the cross-weld specimen, the surface was etched using a swab containing 2% nital solution. A 
grid of indentations was then performed on the cross-weld specimen. The test parameters are 
summarised in Table 3-16. 
Table 3-16 Test parameters used for the indentation experiments on the cross-weld. 
Sample Cross-weld (LD) 
Max load 100 mN 
Loading / Unloading Rate 5 mN/s 
Dwell Period at Max. Load 5 s 
Dwell Period for Drift Correction 60 s 
Indentation grid size: 
 number of columns 
173 
Indentation grid size:  
number of rows 
4 
Indentation offset in x and y 75 µm 
The area covered by the indentation grid was designed to probe the variation of properties 
from the parent material across the heat affected zone (HAZ) and in the fusion zone (weld 
metal) (Figure 3-39). 
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Figure 3-39 Schematic of the indentation grid performed on the cross section of the EB weld. 
The hardness map in Figure 3-40 shows the presence of local areas in the weld specimen 
(parent metal, HAZ and fusion zone) which exhibit different mechanical properties. 
 
Figure 3-40 Hardness map of the EB weld cross section. 
Three different sets of experimental load-depth curves were isolated from the large grid of 
indentations performed across the weld. Each of these data sets is representative of the 
distinct indentation response related to the individual local regions in the weld (e.g. parent 
material, heat affected zone and fusion zone) (Figure 3-41, Figure 3-42, Figure 3-43). 
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Figure 3-41 Experimental load-depth curves probed in the HAZ of the EB weld. 
 
 
Figure 3-42 Experimental load-depth curves probed in the weld metal area of the EB weld. 
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Figure 3-43 Experimental load-depth curves probed in the parent material of the EB cross-section of the weld. 
The new inverse analysis procedure was then performed on each set of nanoindentation 
curves (Figure 3-41, Figure 3-42, Figure 3-43) and three distinct stress-strain curves were 
obtained for the local regions in the weld (Figure 3-44). 
 
Figure 3-44 Inverse analysis true stress-trues strain curves for the EB weld cross section. 
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As for the parent material, in order to validate the results, tensile testing of the cross-weld 
was performed. Four cross joint tensile specimens were generated from the welded plates 
(Figure 3-38). The tensile tests were undertaken in accordance with BS EN ISO 6892-1.  
The machined tensile specimens had a diameter of 8 mm with M12 threaded ends as for the 
parent material. These were taken at the mid-thickness points of the plates. A full stress-strain 
log was generated for all the specimens and these are shown in Figure 3-45. 
 
Figure 3-45 Experimental stress-strain curves for the EB cross weld. 
The experimental tensile properties are summarised in Table 3-17. 
Table 3-17 Experimental tensile properties for the EB cross weld specimens. 
  
Proof Stress  
Rp 0.2% (MPa) 
Average Proof Stress  
Rp 0.2% (MPa) 
UTS 
(MPa) 
Average UTS 
(MPa) 
EB weld 1 395 
394±2 
554 
553±1 
EB weld 2 393 552 
EB weld 3 396 554 
EB weld 4 391 551 
The measured stress-strain response from the experimental cross-weld test reflects the 
combined mechanical properties of parent metal, weld metal and HAZ. Consequently, it is 
not possible to extract isolated responses. For this reason, in order to validate the inverse 
analysis results undertaken on the cross weld sample, a finite element model with the same 
geometry of the tensile cross-weld specimens was created and the tensile properties for each 
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individual local area of the weld obtained from the inverse analysis procedure were used as 
material inputs (Figure 3-46). 
 
Figure 3-46 Example of tensile model for the EB weld. 
The load-displacement response from the FE model was then used to calculate the nominal 
(engineering) stress-strain response. This global response (including the effects of all material 
regions) could then be compared to the experimental stress-strain curve from the cross-weld 
sample. 
In Figure 3-47, the stress-strain curve from the FE model is shown and compared with the 
experimentally measured stress-strain curves for the cross weld sample. The FE model shows 
very good agreement and is able to capture the behaviour of the tensile cross-weld specimens, 
which is different from the tensile response of the bulk material specimens. This provides a 
further validation of the efficacy of the inverse analysis results by using the new proposed 
approach. 
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Figure 3-47 Comparison between the tensile curve from the model and those experimentally measured for the 
parent material (PM) and the EB weld samples (EBW). 
As a final observation, Figure 3-44 shows that the yield strength and the strain hardening 
exponent as predicted by the inverse analysis in the parent metal have lower values than in 
the weld metal and the heat-affected zone. This suggests that the mechanical properties 
within the heat-affected zone gradually increase from the parent metal to weld metal regions. 
A similar trend in the gradient of mechanical properties was observed by other authors in the 
characterisation of high strength steel welds ( [71], [113]). The variation of mechanical 
properties very much depends on the microstructure of the material due to the welding 
process (Figure 3-48). 
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Figure 3-48 Micrograph for the for the S355 EB weld. 
In the specific case of the S355 EB weld, the weld metal has a typical martensitic 
microstructure. The heat-affected zone has a finer grained microstructure containing a 
mixture of ferrite and bainite near the parent material. The heat-affected zone gradually 
changes to a martensitic coarser grained microstructure in the vicinity of the weld metal. The 
microstructural changes across the weld are also reflected in the differences between the 
experimental load-depth curves for the parent material, the heat-affected zone and the weld 
metal (Figure 3-49). 
 
Figure 3-49 Experimental average load-depth curves for the parent material (PM), heat-affected zone (HAZ) 
and the weld metal (WM). 
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The load-depth data clearly show that the material in the heat-affected zone and the weld 
zone have higher hardnesses than in the parent metal and this is reflected in the 
corresponding yield strength characteristics. 
3.5 Summary and conclusions 
An experimental programme coupled with numerical simulation was undertaken in order to 
validate a new proposed approach to the inverse analysis of nanoindentation data to estimate 
tensile properties of materials. The main purpose of the investigation was to demonstrate the 
efficacy of the new methodology in overcoming the challenge of applying the inverse 
problem to a scattered (non-uniform) experimental nanoindentation data set as a result of the 
inhomogeneous nature of the material structure.   
A S355 steel, exhibiting an isotropic macroscopic material behaviour but characterised by a 
heterogeneous microstructure, was studied using indentation and inverse analysis to 
determine its elastic-plastic constitutive behaviour.  
During the investigation of the steel samples, two inverse analysis approaches were used and 
compared: 
(i) The conventional inverse analysis approach whereby a single load-depth curve 
(usually, the average experimental curve) is compared with a series of iterative FE 
simulated curves through the classic least squares error. In this approach, the material 
parameters for which the FEA load-depth curve is most similar (in the least squares 
sense) to the experimental curve were sought. 
(ii) A novel inverse analysis method where all the experimental curves from the 
indentation grid are compared with a series of iterative FE simulated curves. This 
approach adopted an averaging and weighted methodology ultimately leading to the 
identification of the optimal inverse problem solutions. 
It was highlighted that a fundamental bias of the conventional method, when analysing a set 
of curves (indentation curves from a grid) with significant scatter, is the selection of one 
representative experimental curve to be used in the inverse problem. Indeed, if the 
experimental load-depth curves show significant scatter, the minimiser of the error with 
respect to the average curve may be different from the minimiser of the error with respect to 
any individual experimental load-depth curve. As a result, the experimental average curve 
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may not represent the correct bulk, homogenised response of the tested material. This would 
introduce further errors in the calculation of the tensile properties from the inverse analysis, 
which would add to the uncertainties associated with the non-uniqueness problem, with the 
assumptions made in the FE models and with the inherent experimental errors, all aspects 
already extensively investigated in the literature. 
In order to overcome the above limitations, a core element of the new proposed inverse 
analysis was the use of a ‘multi-objective’ function procedure. The proposed methodology 
still uses the least squares error approach as objective function, however the new procedure 
employs all the experimental curves from the nanoindentation grid as input to the inverse 
problem, instead of one single representative indentation curve. Specifically, each simulated 
curve is compared by least squares with every experimental curve of the indentation 
experimental grid. This means that, for each simulated curve, there will be as many least 
squares functions (objective functions) as the number of experimental curves, hence the use 
of the word ‘multi-objective’ to characterise the new methodology. The optimal tensile 
properties from the inverse analysis are then obtained through a convex sum of weights, 
where the weight is the reciprocal of the least squares errors.  
The conventional and the new proposed inverse analysis techniques were implemented and 
their performance compared to estimate the bulk tensile properties of S355 structural steel 
samples. 
The new inverse analysis approach offered a significant improvement in the accuracy of the 
inverse analysis prediction of the elastic-plastic behaviour of the material compared to the 
conventional method. The new convex sum of the least squares weights procedure showed 
errors within 3% of the experimental yield strength and strain hardening exponent results. 
This compares to an approximate 9% error in the yield strength and an 8% error in the strain 
hardening exponent using the conventional inverse analysis method.  
The new approach was finally applied to indentation data from different regions of a S355 
steel weld. The resulting estimated tensile properties were used as input to an FE model of 
the cross-weld tensile test. The global (nominal) tensile properties of the EB weld were 
calculated from the FEA model and they matched the experimentally measured properties to 
within 5%, confirming the efficacy of the new inverse analysis approach. 
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A sensitivity study of the new inverse analysis approach with respect to the size of the inverse 
analysis domain and its discretisation was undertaken. It was found that performing the 
inverse analysis on a large domain can lead to higher errors associated with the inverse 
analysis solution for both the conventional technique and the new proposed approach as well 
as to instability of the latter. However, it was observed that coarsening the discretisation of 
the domain provided beneficial effects on both the accuracy and stability of the new proposed 
method. As a result, the new convex sum of the least squares weights approach still offered a 
significant improvement compared to the conventional methodology in the case of a larger 
domain. The errors were on average within 6% (against 12% by using the conventional 
technique) for the yield strength and 5% for the strain hardening exponent (against 20% by 
using the conventional technique). 
In conclusion, the new inverse analysis procedure investigated in this chapter has shown that 
it can efficiently evaluate tensile properties of metals, handling the inevitable heterogeneity 
of the indentation response for complex microstructures. 
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 Material microstructure influence on Chapter 4. 
nanoindentation response 
4.1 Introduction 
One of the primary themes throughout the present work is that nanoindentation data are 
inevitably affected by the microstructure heterogeneity of the material due to the limitations 
in loads and depths attainable by current commercial indentation systems. This situation 
results in variability of the load-depth curves, raising questions over the validity of using 
nanoindentation data to assess bulk material properties, either directly or through inverse 
analysis methodologies. 
In the specific context of inverse analysis of nanoindentation data, in order to address the 
concerns reported above, a new ‘multi-objective’ inverse analysis procedure was proposed 
and its implementation and validation were discussed in Chapter 3. The new proposed 
approach showed improved accuracy compared to the conventional methodology, ultimately 
providing enhanced capabilities to handle the variability of the load-depth curves due to 
microstructure inhomogeneity.  
Alongside with the new inverse analysis methodology proposed in Chapter 3, a 
complementary investigation was undertaken during the project and this is described in the 
current chapter. The main objective was to seek an approach through which it would be 
possible to mitigate the degree of heterogeneity in the indentation response by an appropriate 
selection of nanoindentation testing parameters. To this end, the interaction between 
microstructure and nanoindentation response was studied in detail, with specific reference to 
the grain size effect on the indentation response. Ultimately, one of the main objectives of 
this work was to provide guidance when performing nanoindentation testing in order to 
minimise the effects of material microstructure on the nanoindentation data. 
The work undertaken and described in this chapter includes both numerical modelling and 
experimental activities. Simplified numerical modelling activities were performed with the 
main aim to offer a preliminary and general understanding of the trends to be expected in 
nanoindentation data as a result of the influence of the grain size in the case of both single-
phase and multi-phase materials. The findings from the numerical modelling activities were 
successively further investigated through an experimental programme, which included a 
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sensitivity study using nanoindentation testing, as a core activity, complemented by tensile 
testing, microstructural analysis and microscopy. 
4.2 A preliminary microstructure sensitivity study: numerical modelling 
In order to study the effects of microstructure heterogeneity on the nanoindentation response, 
FE models of indentation tests were created. A pragmatic modelling approach was proposed 
in order to replicate the grain morphology of the specimen material microstructure with the 
associated local mechanical behaviour. 
4.2.1 Geometry  
A 2-D finite element model was constructed in Abaqus/CAE to analyse the quasi-static 
indentation process (Figure 4-1). 
 
Figure 4-1 Schematic diagram of the indentation model. 
The use of numerical modelling at this stage of the investigation aimed to provide 
preliminary and indicative information on the grain size effect on the indentation response. 
Specifically, the objective of the numerical modelling was to test a preliminary hypothesis: 
there is a relationship between the scatter (statistical variability) in measured hardness as a 
function of the ratio of indentation depth to characteristic microstructure length. However, 
simulating the influence of a realistic microstructure inherently requires a 3D finite element 
model. As 3D FE-based numerical models of indentation testing replicating the material 
microstructure can be highly computationally expensive, a simplified modelling approach 
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was adopted in this case. A plane-strain analogue of the conical indentation problem 
described in Chapter 3 was considered. The specimen was modelled as a rectangular domain 
representing a slice of a long block. The indenter was instead modelled as an analytic rigid 
surface in the form of a wedge with the equivalent semi-angle of 70.3° (see Figure 4.1). In 
Figure 4.1, w and h denote, respectively, the width and the height of the specimen. The finite 
element model was set up so that both w and h were equal to 1 mm.   
4.2.2 Microstructure generation and material model 
4.2.2.1 Voronoi tessellation 
Common approaches for the generation of models capable of reproducing polycrystalline 
microstructures are based on the use of space tessellation. Several analytical techniques are 
available to create a space tessellation. Some of these techniques include the use of analytical 
formulations to generate regular morphologies, such as cubes [114], dodecahedra [115] and 
truncated octahedra [116]. Although these approaches offer the benefits of low computational 
effort, their simplicity does not replicate the variability present in typical polycrystalline 
microstructures in terms of grain shape and grain size. Other analytical formulations for the 
generation of tessellations able to replicate the irregularity of polycrystalline microstructure 
morphologies are also available, such as Delaunay triangulation, Voronoi tessellation, 
Laguerre tessellation and Johnson–Mehl tessellation [117]. 
The Voronoi tessellation method was used to create a statistically representative 
microstructure of the material in terms of grain size and shape in this study. This method has 
in general proved to provide a realistic representation of the microstructure morphology in 
polycrystalline materials (Figure 4-2). Figure 4-2 shows the capabilities of the Voronoi 
tessellation method to reproduce the microstructure morphology of real polycrystals (α-iron, 
Al-2%Sn, Ti-21Sβ) with its distribution of grain sizes (Figure 4-2.a) and number of grain 
phases (Figure 4-2.b) [118].  
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Figure 4-2 Main statistics of polycrystal morphologies: (a) grain size distribution (R is the equivalent sphere 
radius); (b) distribution of number of grain faces (from [118]). 
It was found that Voronoi tessellations enable an improved resolution of deformations in 
polycrystals compared to other techniques. Interfaces between grains can be well defined, 
resulting in greater capabilities of resolving strain and stress fields associated with the grain 
boundaries [118]. 
The mathematical significance of a Voronoi tessellation is well described in [118]. 
Ultimately, the generation of Voronoi tessellations is equivalent to the physical process of 
solidification or crystallisation. The representation of grains in polycrystalline materials is 
achieved through arrays of convex, space-filling, and non-overlapping polyhedra. 
Characteristic elements of a Voronoi tessellation are the ‘tessellation face’, the ‘tessellation 
edge’ and the ‘tessellation vertex’, which are generated from, respectively, two, three and 
four intersecting Voronoi polyhedrals. An example of Voronoi tessellations in a 3-D space is 
showed in Figure 4-3.  
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Figure 4-3 Example of a Voronoi tessellation in a 3-D space: (a) a full view of the overall tassellated cubic 
domain; (b) view of the internal grains inside the cubic domain without the presence of grains at the boundaries 
(from [118]). 
When generating Voronoi tessellations, the creation of small edges and faces as part of the 
tessellation is inevitable. These features can cause substantial problems in terms of meshing, 
due to the need of a significant mesh refinement in correspondence of those small edges and 
faces. In this case, the mesh refinement would only aim to facilitate the convergence of the 
simulations with no impact on the accuracy of the results. In order to overcome this 
challenge, the initially generated Voronoi tessellation is modified by a subsequent step called 
‘regularisation’. ‘Regularisation’ is the phase where small edges and faces are removed from 
the Voronoi tessellation, making the polycrystal model suitable for a good quality free mesh. 
[118]. 
The creation of Voronoi tessellations and the subsequent regularisation phase were 
undertaken in the present study using the open software ‘Neper’ [119]. 
4.2.2.2 Single phase 
Material model and properties 
Using Voronoi tessellations, the specimen was arbitrarily modelled to contain 4000 equiaxed 
grains, with an average grain diameter of 18 µm (Figure 4-4). Regularisation of the 
tessellation was also applied in order to remove small geometrical entities (edges and faces) 
and improve the mesh at grain level. 
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Figure 4-4 Model using Voronoi tessalation and containing 4000 grains in the specimen domain. 
The model was meshed using a dense mesh at the indentation site to ensure accuracy of the 
analysis. The meshing approach was decided following a sensitivity study and with the 
requirement to achieve the best compromise between computational time and accuracy in 
resolving strain and stress fields in the area of the indentation, minimising discontinuities. 3-
node, linear, plane strain hybrid triangular elements were finally used (Figure 4-5).  
  
Figure 4-5 Meshing of the 2-D model with a rigid indenter. 
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For the purpose of this study, the typical elastic properties of the specimen to be indented 
were defined to be those typical of aluminium: 70 GPa for the elastic modulus and 0.3 for the 
Poisson coefficient. An elastic perfectly plastic behaviour of the sample was assumed. In 
order to consider a realistic variation of local plastic properties at the grain level, as a result of 
the material heterogeneity associated with the microstructure, the yield stress values to be 
used in the model were derived from previous experimental nanoindentation data obtained for 
aluminium 7075–T6 specimens. In particular, the local yield stresses (at grain level) were 
calculated from the hardness values measured on a 10 x 10 grid of load-controlled 
indentations, at a maximum load of 2.5 mN. The low value of maximum load used during the 
indentation grid (2.5 mN) was such to generate relatively small indentations and therefore to 
record the variability in measured properties associated with the individual grains. To do this, 
the relationship between mean pressure and yield strength, with an assumed constraint factor 
(C) equal to 3 [17], was used: 
 ≈ 3 ∗ RV 	→ 	RV  3			 Equation 4-1 
where σy is the yield stress and H is the measured hardness by nanoindentation. The average 
yield stress value and associated standard deviation of the calculated yield stress values were 
determined to be, respectively, 281 MPa and 44 MPa. The variation of local plastic properties 
in the specimen at the grain level due to the variability in crystallographic orientations was 
assumed to follow a Gaussian distribution, based on a yield stress mean value of 281 MPa 
and a standard deviation of 44 MPa. As a result, in order to reproduce the variable yield 
strength properties at the grain level, each grain in the material of the specimen model was 
assigned a yield stress value selected randomly from the Gaussian distribution defined above. 
It is useful to note that in a real case the grain size and the yield strength of the bulk material 
are not independent (Hall–Petch equation). 
Loads and boundary conditions 
Two static general steps were created, one for the loading process and the second for the 
unloading process. There was no hold at peak load, so primary creep was not taken into 
account. The boundary conditions and loading of the specimen were as follows. The bottom 
edge of the specimen was fixed in the axial (loading) direction, and the remaining surfaces of 
the specimen were left free. A reference point was created at the top centre of the wedge 
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defining the indenter. Displacement control was used to incrementally press the indenter into 
the specimen and, successively, retract it. The interaction between the indenter and the 
specimen was defined by a node-to-surface interaction. For the tangential behaviour, there 
was no consideration of friction. The normal behaviour of the contact was defined as a hard 
contact. 
Seven indentation depths ranging from 10% to 100% of the average grain diameter were 
simulated. For each indentation depth, at least five different grain material configurations 
were considered. Each material configuration was created by iteratively and randomly re-
assigning the yield stress values to the grains within the specimen domain as described above. 
Since the indenter penetrates the specimen always at the same location in the model, re-
shuffling the assignment of yield stresses within the specimen essentially enabled the 
simulation to reproduce the real scenario, where the indenter hits 5 different locations on the 
specimen surface during an indentation grid, potentially recording changes in mechanical 
properties depending on the indented location. Five data points will therefore be expected at 
each indentation depth.  
Post-processing 
In order to extract the typical load-depth curve from the simulation, two history outputs were 
considered during the post-processing phase: the axial reaction force (RF2) and the 
displacement in the axial direction (U2), at the reference point. The nominal hardness value 
was calculated as the indentation force (P) per contact length (2a) using the following 
relationship [120]: 
  2 tan 8		 Equation 4-2 
where hi is the indentation depth and α is the semi-angle of the wedge indenter (Figure 4-1). 
It is important to note that the Oliver-Pharr method for the calculation of the hardness was not 
used in this case. Furthermore, the elastic deformation during indentation was assumed to be 
constant and the indenter was considered to be a perfect point-sharp indenter. Based on this, 
the nominal contact length (2*an) was simply used. The author is conscious this could lead to 
an underestimation of the hardness values, however the main objective of this modelling 
investigation was not to obtain accuracy of the hardness values but to capture a trend of the 
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hardness as function of the indentation depth to grain size ratio (normalised indentation 
depth). Thus, as noted earlier, the objective was to provide a first test of the hypothesis that a 
discernible trend and relationship exists between statistical scatter in hardness versus the 
normalised indentation depth (where depth is divided by the characteristic microstructural 
length). The motivation was to identify if such a trend exists in simplified numerical models 
so that later experiments could be fine-tuned to the preliminary simulation results. 
The hardness values as a function of the normalised indentation depth were monitored. In 
order to quantify the degree of influence of the material microstructure on the indentation 
response, the coefficient of variation for the hardness values, calculated as the ratio between 
standard deviation and mean value of the hardness measurements at each depth, was also 
obtained. 
All the pre-processing, processing and post-processing activities as described above were 
undertaken using an in-house developed Python code. 
4.2.2.3 Multi-phase material 
Material model and properties 
A second material model was considered, where the anisotropy related to the material 
microstructure could be thought to originate mainly from the presence of multiple phases. In 
order to simulate this scenario, a hypothetical material comprised of a 75% softer phase, with 
a yield stress of 200 MPa, and a 25% harder phase, with a yield stress of 400 MPa, was 
considered. This material configuration was expected to increase the degree of microstructure 
heterogeneity compared to the single-phase material model, generating more drastic 
differences in mechanical properties probed during the simulations. At the extreme of very 
shallow indentations, the hardness values would replicate a discrete distribution with two 
values: one for each phase. 
The steps for the creation of the multi-phase material model were the same as those described 
for the single-phase material model, with some additional stages. The base grain morphology 
of the specimen was the same as that used for the single-phase model: a Voronoi tessellation 
characterised by 4000 equiaxed grains, with an average grain size of 18 μm. Building on this 
base microstructure morphology and using an in-house developed Python script, the material 
properties associated with the two phases were randomly assigned to the grains in the 
specimen domain according to the desired phase fractions: 75% soft phase and 25% hard 
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phase. Figure 4-6 shows a typical representation of the specimen material model with two 
distinct phases.   
 
Figure 4-6 Voronoi tessellation of the specimen model followed by the assignment of material properties of the 
two different phases. 
In order to confirm the successful generation of the material model with the desired phase 
fractions, the micrograph of the specimen model was analysed using a software for scientific 
image analysis, Magnisci [99], using the IsoData thresholding method. Figure 4-7 confirms 
that the script managed to create the phase fractions as originally planned, with Phase 1 being 
the harder phase and Phase 2 the softer phase. 
 
Figure 4-7 Phase fractions calculation of the multi-phase material model. 
As opposed to the single-phase model, where the main source of anisotropy could be 
identified as the individual grains, the main assumption in this second material model is that 
the microstructure heterogeneity is mainly due the presence of two distinct phases. As a 
result, the effective diameter of the individual phases was considered as the main 
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characteristic length scale of the material microstructure for the dual phase model. The 
effective diameters associated with each individual phases were calculated using linear 
intercept method (adapted from ASTM E112-13), obtaining 18.5 µm for the harder phase and 
54.5 µm for the softer phase. Finally, the overall effective diameter of the material (Gtot) was 
determined as the sum of the products between the diameter of each phase (GPhase1 and 
GPhase2) and the correspondent relative phase fractions (fPhase1 and fPhase1): fg5g fhA +	(ihA +	(  fhA +	ihA +	  27.5	jk. 
Loads and boundary conditions 
The steps and boundary conditions were defined the same as for the single-phase material 
model. Quasi-static indentations were simulated at 11 different depths, ranging from 180 nm 
to 14 µm. At each depth, at least 15 material configurations were considered (15 data points 
at each depth will be obtained). 
Post-processing 
The same variables as for the single-phase material model were output from the simulations. 
The hardness as function of the normalised indentation depth was monitored and the 
coefficient of variation of the hardness values at each depth was also calculated. 
4.2.3 Analysis of the results 
The hardness values at each indentation depth were determined from the simulations. Figure 
4-8 shows the normalised hardness values2 plotted as function of the normalised indentation 
depths (normalised with respect to the average grain diameter) for the single-phase model. 
 
                                                 
2
 The hardness values were normalised with respect to the maximum value of hardness in the data set 
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Figure 4-8 Hardness as function of the indentation depth to grain size ratio for aluminium. 
The plot in Figure 4-8 includes the coefficient of variation (COV) for the hardness values at 
each depth.  
Typical contour plots of Von-Mises stresses for the simulated indentations in the case of a 
single-phase material are shown in Figure 4-9. The two images represent two different 
material configurations (the meaning of which was discussed above) at the same maximum 
depth. 
 
Figure 4-9 Typical Von-Mises stresses contour plots for the simulated indentation of the single-phase material. 
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As for the single-phase material model, Figure 4-10 shows the normalised hardness and 
corresponding coefficient of variation as a function of the normalised indentation depth 
(normalised with respect to the average phase diameter) for the dual phase material.  
 
Figure 4-10 Hardness as function of the indentation depth to grain size ratio for the dual phase material. 
A typical contour plot of Von-Mises stresses for the simulated indentation of a double-phase 
material is showed in Figure 4-11. 
 
Figure 4-11 Von-Mises stresses contour for the simulated indentation of the dual phase material. 
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larger COV values are recorded at shallow indentation depths. When indentation depths are 
small, the indentation response is that of the individual grains or a limited number of grains. 
This implies that, at low indentation depths, the effect of material heterogeneity at the ‘grain 
(or phase) level’ plays a major role in the indentation response, generating different responses 
depending on the location of the indentation (material configuration). As the indentation 
depth increases, the extent of material sampled is no longer limited to a small number of 
grains. Numerous grains will statistically contribute to the indentation response at those 
depths, eventually leading to a homogenisation of the measured material properties. As result, 
the effects of local anisotropy at higher depths reduce and, according to the simulation 
results, bulk material properties can be measured (with COV values of around 2-4%). 
Figure 4-8 and Figure 4-10 show also that the COV values measured at lower depths for the 
dual-phase material are much higher compared to those measured for the single-phase 
specimen. This is something that can be expected in the real case. The inhomogeneity 
traceable in the indentation response of a single-phase material would mainly arise from 
differences in crystallographic orientations of the grains as well as from the interaction 
between dislocations and grain boundaries via the plastic zone. However, in a multi-phase 
material, although the same factors causing the material response to be variable in a single-
phase material are still present, there is the additional contribution to the material 
heterogeneity from the different mechanical properties associated with the individual phases.  
It should be highlighted that the anisotropy of the plastic flow by slip activity was not 
included in the FE models and, consequently, phenomena such as indentation size effects 
could not be captured through the simulations. Instead, each grain was intentionally treated as 
a continuum and each grain was assigned with different plastic properties to simply simulate 
the heterogeneous local properties associated with the material microstructure. In essence, 
this modelling strategy aimed to provide a pragmatic simulation approach, where the 
contribution of the grains or phases, individually or in a statistical number, with their 
different properties could be captured in the simulated indentation response.  
4.3 Microstructure sensitivity study: experimental 
4.3.1 Experimental approach 
An experimental programme was undertaken to verify the findings from the preliminary 
study based on FE models. The indentation response and its degree of inhomogeneity in 
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relation with the microstructure characteristic length of the material (e.g. grain size, phase 
size) was experimentally studied. As for the modelling activities, two different levels of 
microstructure influence on the indentation response were considered: one originating mainly 
from the grain size (single-phase material) and a second type deriving mostly from the 
presence of multiple phases within the material (multi-phase material). To this aim, the 
structural steel S355 studied in the first phase of the project was re-considered as a multi-
phase material to be assessed in this part of the work. As far as the single-phase material was 
concerned, commercial purity aluminium 1050 was selected. The aluminium specimens were 
generated with different grain sizes, in a range between ~1 µm and ~40 µm. In order to obtain 
these grain sizes, grain refinement of the as-received aluminium was undertaken in a first 
instance to achieve the initial ultra-fine grain size, followed by heat treatment programmes to 
obtain specimens with larger grains. The specimens produced were, successively, extensively 
characterised using nanoindentation to monitor the microstructure effects on the indentation 
response. Tensile testing and microscopy activities complemented nanoindentation testing 
during the experimental programme. 
4.3.2 Material and specimen production 
As already mentioned, the materials used during the experimental investigation included 
commercial purity aluminium 1050 and structural steel S355 (Chapter 3).  
Commercial purity aluminium (1050) was supplied by Metalweb as 15 mm thick rolled 
plates. The composition of the material is reported in Table 4-1 [121]. 
Table 4-1 Nominal chemical composition for Al 1050 (Element, wt% - balance Al) [121]. 
Si Fe Cu Mn Mg Zn Ti Al 
0.12 0.24 0.00 0.02 0.00 0.01 0.02 99.60 
To generate specimens with a very fine initial grain size the as-received material was 
processed using equal channel angular pressing (ECAP). The ECAP process required 
cylindrical specimens (billets) with a diameter of 10 mm and length of 70 mm. A total 
number of 35 cylindrical billets were machined from a 600 mm x 150 mm aluminium blanket 
parallel to the rolling direction, as represented in Figure 4-12.  
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Figure 4-12 Representation of aluminium billets prepared for the ECAP process. 
The tensile properties of the aluminium material are reported in Table 4-2 [121]. 
Table 4-2 Tensile properties of Al 1050 certified by the supplier [121]. 
Proof stress –  
Rp 0.2% (MPa) 
Ultimate tensile strength 
(MPa) 
Elongation (%) 
45 68 44.7 
 
4.3.2.1 Grain refinement of Al1050 using Equal Channel Angular Pressing (ECAP) 
Equal-channel angular pressing (ECAP) has attracted increasing attention over the last two 
decades. The technique was developed in the 1970s and 1980s with the main aim of 
developing a metal forming process able to introduce high strains into metal billets by simple 
shear [122]. Of the many severe plastic deformation (SPD) processes, the ECAP process has 
become more and more established as a technique to achieve significant grain refinement in 
metals in order to enhance strength and toughness.  
Intense plastic strains are introduced by the ECAP process via pressing the sample through a 
die. Lubricants are usually used in order to reduce the friction between the plunger, the 
sample and the die surfaces. The die comprises two channels with equal cross sections, 
intersecting at an angle (φ) ranging from 90° to 157° (Figure 4-13). The angle Ψ, which 
defines the arc of curvature at the outer point of intersection of the two channels, is another 
important process parameter affecting the magnitude of strains generated within the sample 
[122], [123]. 
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Figure 4-13 Die used for ECAP processing (from [124]). 
The nature of the imposed deformation is simple shear, as schematically shown in Figure 
4-13.  
 
Figure 4-14 Applied shear during ECAP processing. 
One of the main advantages of the ECAP process, compared to other SPD techniques, is that 
the specimen maintains its original shape even after being processed, enabling re-processing 
of the same specimen many times over [125]. By repeatedly pressing the specimen through 
the die, the final result is a cumulative effect with very high strains introduced within the 
material. Additionally, when re-pressing and rotating the specimen at each pass, different slip 
systems can be activated and this provides control over the desired distortion of the grains, 
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and hence, of the final morphology microstructure (e.g. equiaxed grains) [122]. Based on the 
number of passes and the type of rotation of the sample at each pass, four fundamental 
processing routes can be identified (Figure 4-15):  route A, where the sample is pressed 
repetitively without any rotation; route BA, where the sample is rotated by 90° in alternate 
directions between consecutive passes; route BC, where the sample is rotated in the same 
sense by 90° between each pass; route C, where the sample is rotated by 180° between passes 
[126]. 
  
Figure 4-15 Schematic diagram of different possible ECAP routes (from [126]). 
In the context of the present study, ECAP processing was used with the intention of obtaining 
an initial fairly homogeneous and equiaxed fine-grained microstructure, with an average 
grain size of ~1µm. Several authors ( [122], [124], [125], [127]) showed that, in order to 
achieve these microstructure morphology requirements, the fastest and most suitable ECAP 
processing route for pure aluminium and its alloys was using 8 passes and route BC. Valiev et 
al. [122] also reported that the homogeneity of the equiaxed microstructure obtained using 
these processing parameters is repeated on each of the three orthogonal planes of sectioning.  
Based on the above, 8 passes and route Bc were ultimately adopted for the aluminium samples 
(Figure 4-16). Sample processing was undertaken using the ECAP facilities of the Faculty of 
Engineering and Environment at the University of Southampton. 
131 
 
 
Figure 4-16 Cylindrical ECAP processed and un-processed billets. 
The microstructure of the material after the ECAP process was analysed using electron back 
scattered imaging and electron backscattered diffraction (EBSD) by the team in the Stainless 
Steels and Non-Ferrous Alloys Section at TWI in Cambridge. The specimens were examined 
using a Zeiss Sigma SEM. 5 mm long cross-sections specimens, orthogonal to the 
longitudinal axis of the billets, were produced. Standard metallographic techniques were used 
to achieve the final surface finish. The polishing procedure included the use of different 
grades of diamond suspensions (in order, 9 µm, 3 µm and 1 µm) until the final finish using 
0.06 µm colloidal silica was obtained. EBSD data was processed using the HKL Channel 5 
software and presented using inverse pole figure colouring relative to the sample Z direction 
(axis of specimen) (Figure 4-17). 
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Figure 4-17 Microstructure of the ECAP-processed material: (a) Back scattered electron image, (b) EBSD 
inverse pole figure, 14.4 µm × 14.4 µm scan area, Step=0.1 µm, (c) IPF colour triangle showing the orientation 
of the grains. 
Figure 4-17 confirms the homogeneous and equiaxed grained morphology of the aluminium 
microstructure obtained from ECAP processing. The average grain size was measured to be 
1.0±0.2 µm. 
In agreement with the literature, Figure 4-18 shows that the material processed using route Bc 
and 8 passes presents a large number of high-angle grain boundaries (mis-orientation angles 
≥15°). 
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Figure 4-18 Mis-orientation angle distribution for the ECAP-processed samples. 
4.3.2.2 Heat treatments 
Starting from the very fine grain size of the ECAP-processed material, the final aim in the 
sample preparation stage of this work was to generate at least three additional larger 
grainsizes, via heat treatment, which could ultimately be used in the sensitivity study. The 
final choice of the heat treatment parameters (temperature and holding time) was reached 
based on both previous work undertaken by other authors on Al 1050 or equivalent material    
( [128], [129], [130]) and on a series of trials carried out in the present work. During these 
experimental trials, different combinations of temperature and time were used, covering a 
range of temperatures between 300°C and 500°C and of holding time between 1 and 4 hours. 
The final heat treatment parameters selected to generate three additional grain sizes were as 
follows: 300°C for 1 hour, 500°C for 4 hours and 500°C for 100 hours. 
The microstructure of the specimens was analysed after heat treatment using EBSD. The 
metallographic procedures and the EBSD system used for the microstructure analysis were 
the same as those used for the analysis of the ECAP-processed samples described in Section 
4.3.2.1. Figure 4-19, Figure 4-20 and Figure 4-21 show the EBSD scans for the heat-treated 
specimens at different magnifications. 
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Figure 4-19 EBSD images of the ECAP heat treated specimens at 300°C for 1 hour: (a) band contrast map and 
(b) inverse pole figure at lower magnification, (c) band contrast map and (d) inverse pole figure at higher 
magnification, (e) IPF colour triangle showing the orientation of the grains. 
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Figure 4-20 EBSD images of the ECAP heat treated specimens at 500°C for 4 hours: (a) band contrast map and 
(b) inverse pole figure at lower magnification, (c) band contrast map and (d) inverse pole figure at higher 
magnification, (e) IPF colour triangle showing the orientation of the grains. 
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Figure 4-21 EBSD images of the ECAP heat treated specimens at 500°C for 100 hours: (a) band contrast map 
and (b) inverse pole figure at lower magnification, (c) band contrast map and (d) inverse pole figure at higher 
magnification, (e) IPF colour triangle showing the orientation of the grains. 
Abnormal grain growth was observed in the samples heat-treated at 300°C (Figure 4-19). It 
was discovered that a similar behaviour was also observed in previous studies [130]. With the 
exception of the grains showing an abnormal growth, the average grain diameter for the 
specimen was 10.0±1.0 µm. 
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Equiaxed and uniformly distributed grain sizes were observed for the specimens heat-treated 
at 500°C. No abnormal grain growth was found in this case. Average grain size 
measurements were undertaken, resulting in an average grain diameter of 17.0±0.3  µm for 
the specimens heat-treated at 500°C for 4 hour, whereas the average grain diameter for the 
specimens heat-treated at 500°C for 100 hours was recorded to be 41.0±3.0   µm. It would 
appear that a significant increase in the holding time during the heat treatments (from 4 to 
100 hours) did not lead to an equivalent significant difference in grain size. Cao et al. [130] 
investigated and compared the grain growth in aluminium 1050 specimens ECAP processed 
using 2 or 8 passes and successively annealed at temperatures ≥ 300°C. Cao et al. found that 
the material processed using 2 passes experienced a more rapid grain growth compared to the 
material processed using 8 passes. The main reason was identified to be the higher 
dislocation density in the material that was subjected to a lower number of passes, facilitating 
easier mobility of the grain boundaries. The 8-passes ECAP samples were observed to have a 
lower dislocation density, hence, a reduced mobility of the grain boundaries which ultimately 
limits the grain growth. This can explain, in the present investigation, the relatively small 
difference in grain size observed between the specimens held for 4 hours and 100 hours at 
500°C.  
As the material heat-treated at 300°C showed ‘abnormal grain growth’ and since the 
experimental sensitivity study of the grain size required a homogenous and equiaxed 
microstructure, the specimens annealed at 300°C were finally discarded. A summary of the 
specimens considered for the experimental activities are summarised in Table 4-3. 
Table 4-3 Summary of aluminium specimens considered during the grain size sensitivity study. 
Name ID Treatment Average grain diameter (µm) 
Sample A ECAP (no heat treatment) 1.0±0.2 
Sample B ECAP+HT (500°, 1 hour) 17.0±0.3 
Sample C ECAP+HT (500°, 100 hour) 41.0±3.0 
4.3.3 Experimental tensile testing 
4.3.3.1 Material and sample preparation 
Tensile testing was undertaken on the ECAP processed and heat-treated aluminium 
specimens in accordance with BS EN ISO 6892-1. Six tensile specimens for each sample 
type given in Table 4-3 were machined. The machined tensile specimens had a diameter of 6 
mm with M10 threaded ends.  
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Figure 4-22 Tensile testing: equipment and machined samples. 
Tensile testing was undertaken in displacement-controlled mode, using a displacement rate of 
1 mm/minute. The tensile displacements were measured using a class 1 extensometer. A full 
stress-strain log was generated for all the specimens.  
4.3.3.2 Analysis of tensile data 
The experimental tensile stress-strain curves for the aluminium specimens are shown in 
Figure 4-23 and the resulting tensile properties are summarised in Table 4-4. 
 
Figure 4-23 Tensile testing of Al 1050 specimens. 
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Table 4-4 Summary of the average tensile properties of Al 1050 specimens. 
  
Proof stress –  
Rp 0.2% (MPa) 
Ultimate tensile  
strength (MPa) Elongation (%) 
As-received 45 68 45 
Sample A 138 161 28 
Sample B 40 84 58 
Sample C 42 78 52 
 
The tensile testing results are in line with the findings from other investigations present in the 
literature ( [122], [123], [125], [127], [131], [132]). The ECAP processed material 
experiences a significant increase in strength as a result of the grain refinement: the proof 
stress (Rp 0.2%) is observed to be more than three times the proof stress (Rp 0.2%) of the as-
received and annealed specimens. On the other hand, the elongation of the ECAP processed 
specimens shows a significant reduction compared to the as-received and the annealed 
specimens. Despite the significant reduction in ductility, some authors [122] showed that the 
ECAP process offers the best retention of material ductility compared to other conventional 
deformation processing techniques, such as rolling, drawing and extrusion. Based on the 
tensile testing results reported above, it can also be observed that ‘samples C’ shows lower 
tensile properties compared to ‘samples B’ and this agrees with the fact that ‘samples C’ has 
larger grain size compared to ‘samples B’ (Hall-Petch relationship). 
4.3.4 Experimental nanoindentation testing 
4.3.4.1 Material and sample preparation 
Aluminium 1050 
The same cross-sections of samples A, B and C used for the EBSD analyses were re-utilised 
for the grain sensitivity study using nanoindentation testing. The same cross-sections 
analysed by EBSD were investigated with the aim of guaranteeing direct correlation between 
the measured nanoindentation data and the previously analysed (Section 4.3.2.1 and Section 
0) underlying material microstructure. 
The metallographic cross-sections analysed by EBSD were re-polished to mirror finish using 
the procedure described in Section 4.3.2.1 (Figure 4-24) and were characterised by 
nanoindentation testing.  
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Figure 4-24 Aluminium metallographic specimens for nanoindentation testing. 
Steel 
A sensitivity study of the microstructure influence on the nanoindentation response was also 
undertaken for the steel material previously considered during the development of the new 
inverse analysis methodology (Chapter 3). It can be re-called that the steel was characterised 
by three main microstructural features: ferrite, pearlite nodules and upper bainite. The 
fractions of these three microstructural features were determined to be 54.00% for the ferrite, 
14.37% for the pearlite nodules and 31.63% for the upper bainite. The effective average grain 
diameter for the ferrite and the pearlite were measured to be, respectively, 26±17 μm and 
13±7 μm. With regard to the upper bainite structure, where acicular ferrite is the dominant 
phase, a ‘characteristic length scale’ was calculated by determining an average lath width. 
Using the linear intercept method (lines at different angles), the average width of the laths 
was calculated to be 4±1 μm. Ultimately, the average ‘equivalent grain size’ (AvgG) for the 
multi-phase steel was determined through the sum of the products between the fractions of 
the microstructural features (f) and the correspondent ‘effective grain diameters’ (d) 
associated with the individual structures: 
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The ‘characteristic length scale’ for the steel was calculated to be 17 μm. 
4.3.4.2 Nanoindentation experimental testing parameters 
Aluminium 1050 
Indentation grids with variable depths were performed on the aluminium specimens. The 
depths were varied in order to cover a wide range of indentation depth to average grain 
diameter ratios (normalised depths) for all the samples (sample A, sample B and sample C). 
Specific locations were not targeted using the microscope objective, instead the grids of 
indentations were set up in order to randomly probe different locations on the sample. The 
nanoindentation tests were conducted in depth-controlled mode in order to achieve specific 
normalised indentation depths. At least forty repeats were performed at each indentation 
depth. A summary of the planned indentation depths for the nanoindentation testing of the 
aluminium samples is reported in Table 4-5. 
Table 4-5 Depth parameters to be used during the nanoindentation testing programme of the aluminium 
samples. 
Sample A Sample B Sample C 
Average grain diameter:  
1000 nm 
Average grain diameter:  
17003 nm 
Average grain diameter:  
40869 nm 
Targeted 
depth 
(nm) 
Depth/Average 
grain diameter, 
(%) 
Targeted 
depth 
(nm) 
Depth/ Average 
grain diameter, 
(%) 
Targeted 
depth 
(nm) 
Depth/ Average 
grain diameter, 
(%) 
50 5.0% 200 1.2% 400 1.0% 
100 10.0% 400 2.4% 800 2.0% 
150 15.0% 850 5.0% 1000 2.4% 
200 20.0% 1700 10.0% 2040 5.0% 
250 25.0% 2550 15.0% 4090 10.0% 
300 30.0% 3400 20.0% 6130 15.0% 
350 35.0% 4250 25.0% 8170 20.0% 
400 40.0% 5110 30.0% 10220 25.0% 
500 50.0% 5960 35.1% 12270 30.0% 
600 60.0% 6810 40.1% 14300 35.0% 
700 70.0% 8510 50.1% 16350 40.0% 
900 90.0% 10220 60.1% 20430 50.0% 
1100 110.0% 11920 70.1% 24520 60.0% 
1400 140.0% 15320 90.1% 28610 70.0% 
  36790 90.0% 
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The remaining tests parameters are summarised in Table 4-6. 
Table 4-6 Nanoindentation tests parameters for the aluminium samples. 
Sample Sample A Sample B Sample C 
Max depths See Table 4-5 
Loading / Unloading Rate 1 mN/s 5 mN/s 
Dwell Period at Max. Load 10 s 
Dwell Period for Drift Correction 60 s 
 
Steel S355 
As for the aluminium, indentation grids with variable depths were also made on the steel. 
Specific locations were not targeted and the grids of indentations were set up in order to 
randomly probe different areas including the dissimilar material structures. The values of the 
depths used in the experiments, in relation to the ‘equivalent average grain sizes’, are 
summarised in Table 4-7. 
Table 4-7 Depth parameters used for the nanoindentation testing on the steel sample. 
Equivalent average grain size  (nm): 16881 nm 
Targeted depth (nm) Depth/Average grain diameter, (%) 
210 1% 
410 2% 
600 4% 
800 5% 
990 6% 
1180 7% 
1380 8% 
1560 9% 
1750 10% 
1930 11% 
2120 13% 
2310 14% 
2480 15% 
2670 16% 
2840 17% 
The remaining test parameters are summarised in Table 4-8. Thirty indentations were made at 
each depth. 
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Table 4-8 Nanoindentation tests parameters for the steel sample. 
Max depths See Table 4-7 
Loading / Unloading Rate 1.5 mN/s 
Dwell Period at Max. Load 10 s 
Dwell Period for Drift 
Correction 
60 s 
4.3.4.3 Pile-up 
To take into account the occurrence of pile-up during nanoindentation testing in both steel 
and aluminium, white light interferometry (WLI) was used to measure typical pile-up profiles 
at each indentation depth. White light interferometry (WLI) is a 3-dimensional optical 
profiler with the ability to map very fine and rough surfaces alike. It has nanometre spatial 
resolution in both the vertical and lateral planes. Due to the non-contact approach of the 
profiler, complex shapes can be mapped quickly and easily compared to traditional 
techniques, such as AFM or SEM. Specific sample preparation is not required. A typical scan 
can be completed in less than 1 minute and the results can be compared to those obtained by 
AFM. In this study, a Bruker Contour GT-K was used with magnification lenses of 2.5x, 10x 
and 50x and a digital multiplier with 0.5x, 1x and 2x magnification settings. Two light 
sources are available for the scanning: white light and narrow-band green laser light. The 
former is the most common mode whilst the latter is used for surfaces that are much rougher, 
with deeper pits, pores and crevices, or for complex geometries where the amount of reflected 
light compromises the image. The instrument is able to measure a host of parameters, 
including surface and feature roughness (Sa and Ra), skew, positive or negative volume, 
curvature. SEM can provide information at the highest magnification and far superior 
resolution compared to WLI but it cannot provide data such as surface roughness, volume, 
depth or heights of a feature. AFM is also a high-resolution profilometry method but, being a 
contact-based method, can also hinder its performance, in some instances, where poor 
tracking occurs over rough surfaces or features with very high peaks or deep valleys/pores, 
such as indentation sites. This causes “ghosting” or shadowing on the image and inaccurate 
qualitative data. It should also be mentioned that, compared to WLI, both methods require 
some degree of sample preparation which can be destructive and time consuming. 
Typical pile-up profiles at each indentation depth were ultimately used to correct both 
hardness and reduced modulus measurements applying the same procedure used by Zhou et 
al. [133]. 
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4.3.5 Material microstructure and nanoindentation response 
Over 1500 indentations were made as part of the extensive nanoindentation testing 
programme. The hardness and reduced modulus values were determined from the load-depth 
curves recorded for sample A, sample B and sample C. Subsequently, the hardness and 
reduced modulus were corrected taking into account the average pile-ups at each depth 
reported in Table 4-9. 
Table 4-9 Average pile-up profiles for the aluminium samples. 
Sample A Sample B Sample C 
Depth 
(nm) 
Average Pile-Up 
(nm) 
Depth 
(nm) 
Average Pile-Up 
(nm) 
Depth 
(nm) 
Average Pile-Up 
(nm) 
67.8 0.0 233.0 0.0 427.0 0.0 
117.9 22.7 427.3 28.0 825.4 0.0 
169.3 63.7 873.4 235.9 1026.7 57.7 
219.9 102.0 1717.3 269.2 2067.1 422.3 
271.5 139.1 2568.5 329.1 2879.5 732.5 
321.4 172.9 3409.4 883.3 4086.0 898.8 
374.1 206.4 4249.0 930.2 4891.7 995.6 
423.8 236.1 5082.7 845.5 6084.0 1198.9 
526.8 289.3 5912.3 1113.1 6880.0 1036.7 
626.7 324.0 6732.3 1113.1   
727.5 399.9 
  
931.0 419.5 
1134.0 441.5 
1428.0 420.3 
A typical WLI image of the indentation impression, showing the pile-up profiles along the 
three edges of the indentation, is showed in Figure 4-25. 
 
Figure 4-25 Pile-up profile by WLI for Sample C for the indentation at a maximum depth of 2879.5 nm. 
145 
 
Figure 4-25 shows the different pile-up deformations occurring along the three sides of the 
indentation impression. The dissimilar deformations in the pile-ups could be a consequence 
of the variation in properties depending on the locations as a result of the microstructure 
heterogeneity. 
The average values for the hardness and reduced modulus were determined from the 
experimental load-depth curves using the Oliver and Pharr method and are plotted as function 
of both the indentation depth and the normalised indentation depth (indentation depth to 
average grain diameter ratio) in Figure 4-26, Figure 4-27 and Figure 4-28. 
 
Figure 4-26 Average hardness and average reduced modulus as a function of the indentation depth and 
indentation depth/average grain size for sample A. 
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Figure 4-27 Average hardness and average reduced modulus as a function of the indentation depth and 
indentation depth/average grain size for sample B. 
 
 
 
Figure 4-28 Average hardness and average reduced modulus as a function of the indentation depth and 
indentation depth/average grain size for sample C. 
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It can be observed from the data reported in Figure 4-26, Figure 4-27 and Figure 4-28 that the 
tests could not cover the whole range of normalised indentation depths originally planned for 
sample B and sample C (highlighted in red in Table 4-5). The NanoTest system was not able 
to reach depths beyond 8000 nm, because the loads required were higher than the maximum 
load allowed by the system (500 mN). The maximum indentation depths that could be probed 
in samples B and C were, respectively, 40% and 15% the materials average grain diameter. 
This suggests that the depths that can be probed in common engineering materials are very 
likely to be a fraction of the microstructure characteristic length (e.g. grain size), creating a 
scenario where the individual heterogeneities will inevitably influence the nanoindentation 
measured data.  
By comparing the experimental curves reported in Figure 4-26, Figure 4-27 and Figure 4-28, 
it can be also noted that the hardness values are higher for ‘sample A’ and gradually 
decreasing for ‘sample B’ and, again, for ‘sample C’. This trend of the hardness values, if 
considered in the context of the different grain sizes of the aluminium samples, agrees with 
the Hall-Petch relation, based on which the yield strength, hence the hardness, is inversely 
proportional to the square root of the grain diameter. As the grain size increases, from 
‘sample A’ to ‘sample C’, the yield strength and the hardness are expected to decrease.  
Sample A also shows a more pronounced ‘indentation size effect’ at shallow depths (lower 
the ~1000 nm) compared to sample B and sample C. As explained by Nix and Gao [32], the 
dislocation density increases as the depth becomes shallower, causing the so-called 
‘indentation size effect’. The ECAP process is expected to have a higher dislocation density 
compared to the other heat-treated aluminium samples, hence a more pronounced indentation 
size effect behaviour.  
Observing Figure 4-26, the hardness in ‘sample A’ is subject to an initial relatively rapid drop 
as the depth increases (indentation size effect), eventually reaching a plateau beyond a depth 
of 40% of the average grain diameter. It can also be observed that both hardness and reduced 
modulus start to increase after 70% of the average grain diameter. This slight increase is very 
likely to be due to pile-up phenomena, which become a predominant factor at those relatively 
high depths compared to creep. 
As opposed to ‘sample A’, the hardness values as function of the indentation depth do not 
reach a plateau and successively increase for ‘sample B’ (Figure 4-27) and ‘sample C’ 
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(Figure 4-28). After an initial rapid drop, mainly due to the indentation size effect, the 
hardness keeps decreasing with depth, but at a slower rate compared to the lower depths 
where the indentation size effect takes place. As discussed by other authors [134], time-
dependent effects as a result of very high local stresses introduced at high loads (high depths) 
during indentation testing can be a major contribution to variations in hardness and reduced 
modulus. This, combined with the effects from the pile-up, is likely to be the reason for the 
decreasing trend of hardness in ‘sample B’ and ‘sample C’, even at relatively high depths, 
beyond the indentation size effect zone. It is also well known that the magnitude of creep 
displacements increases with an increase of the maximum indentation load (or maximum 
indentation depth). Figure 4-29 shows the increase in creep displacement, recorded during a 
holding time of 10 seconds at the maximum load, as a function of the maximum depths used 
during the experiments. 
 
Figure 4-29 Creep displacements recorded during a dwell time of 10 seconds at the maximum load for the 
aluminium samples with varying grain sizes. 
For sample B and sample C, the relationship between creep displacement and maximum 
indentation depth is approximately linear for indentation depths less than 4000 nm. This 
means that the contribution of creep displacement to the contact area calculation is linearly 
proportional to the maximum indentation depth over this range. However, for maximum 
indentation depths in excess of 4000 nm, a change in slope is observed; that is the 
0
10
20
30
40
50
60
70
0 1000 2000 3000 4000 5000 6000 7000 8000
C
re
e
p
 d
is
p
la
ce
m
e
n
t 
 (
n
m
)
Maximum indentation depth (nm)
Sample A
Sample B
Sample C
149 
 
relationship between creep displacement and maximum indentation depth becomes “flatter”, 
ie the slope decreases. This is most notable for Sample B, where for indentation depths of 
5000, 6000 and 7000 nm, the creep displacements are approximately constant. Consequently, 
the contribution of creep displacement to contact area (and thus hardness) is no longer 
proportional to indentation depth. This observation in conjunction with considerations with 
respect to pile-up can explain the lack of a “plateau” relationship between hardness and 
indentation depth for Samples B and C as the depth increases. The opposite is true for Sample 
A. In this case, over the entire range of maximum indentation depths tested, the relationship 
between creep displacement and maximum indentation depth is approximately linear. This 
relationship potentially contributes to the observation that hardness reaches a plateau with 
increasing depth, as there is not a continuously decreasing contribution of creep 
displacements to the contact area as observed in Samples B and C. 
Finally, the decreasing trend of hardness in ‘sample B’ and ‘sample C’, additional to that 
caused by creep effects, may also originate from plastic deformation phenomena and related 
dislocation mechanisms (e.g. stored dislocations) occurring for instance, as a result of the 
mechanical polishing of the samples.  
The original aim of the sensitivity study undertaken on the aluminium samples using 
nanoindentation was to assess the level of influence generated by the microstructure on the 
indentation response. As the hardness measured from nanoindentation testing is 
representative of the elastic-plastic properties of the material, hardness was used as the main 
material parameter in order to monitor the level of the indentation response inhomogeneity. 
In order to quantify the heterogeneity in the indentation response due to the grain size effect, 
the COV (standard deviation to mean value ratio) of the hardness values at each depth (40 
measurements at each depth) was calculated. In order to understand the link between 
variability in indentation response and the microstructure, the COV was plotted as a function 
of both the indentation depth and the normalised indentation depth (indentation depth to 
average grain diameter ratio) for ‘sample A’, sample B’ and ‘sample C’ in Figure 4-30, 
Figure 4-31 and Figure 4-32 respectively. 
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Figure 4-30 Hardness and hardness-COV as function of the indentation depth to grain size ratio for ‘sample A’. 
 
 
Figure 4-31 Hardness and hardness-COV as function of the indentation depth to grain size ratio for ‘sample B’. 
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Figure 4-32 Hardness and hardness-COV as function of the indentation depth to grain size ratio for ‘sample C’. 
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Sample C is characterised by a relatively large grain size (40 μm). At the lowest indentation 
depths (400 nm), coarse grains can be approximated as single crystals [135]. As such, the 
entire plastic zone generated during indentation can be accommodated within the grain, 
without any influence from grain boundaries [136]. This explains the reason for the hardness 
showing the typical trend of the indentation size effect at low depths (decreasing hardness as 
the depth increases), as shown in Figure 4-28. The fact that the plastic zone is all contained 
within the grain also means that the indentation is uniquely probing the interior of the grain 
without ‘feeling’ the effects of the grain boundaries (Figure 4-33).   
 
Figure 4-33 Schematic diagram of the plastic zone in relation to the grain size and the grain boundaries (from 
[137]). 
Although each grain sampled at shallow depths during the 40 repeats will have different 
crystallographic orientations, the differences in hardness as a result of the different 
crystallographic orientations are not expected to be substantial ( [90], [138]), hence the lower 
COV. As the indentation depth increases, the plastic zone grows within the grain, eventually 
starting to interact with the grain boundaries. The grain boundaries can be seen as obstacles to 
the growth of the plastic zone (grain boundary effect), becoming an impediment for 
dislocation motion and the geometrically necessary dislocations (GNDs) that are introduced 
into the plastic zone ( [135], [136]). Generally, this would result in an increase of the 
hardness at those low depths, however this was found not to be the case for pure aluminium 
compared to other materials, such as copper and nickel [138]. When the plastic zone starts 
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interacting with grain boundaries could be an explanation for the point at which the hardness 
values start recording higher COVs in the present study. Ultimately, as the indentation depth 
increases further, the plastic volume crosses the boundaries and the plastic zone extends out 
of the indented grains to surrounding grains [139]. As the plastic zone continues growing, the 
dislocation density will be reduced and the hardness will decrease, as observed in Figure 
4-26, Figure 4-27 and Figure 4-28. This is when the COV reaches the lowest values (Figure 
4-30, Figure 4-31 and Figure 4-32).  
The hardness values and correspondent COVs were also determined for steel using the Oliver 
and Pharr method. The same trend of the COV as function of the indentation depth observed 
for the aluminium samples was noted for the steel specimen as well.  
Figure 4-34 shows how the coefficient of variation of the hardness values reduces from 37%, 
at the lowest depth (200 nm), to just above 10%, at the highest depth (2800 nm). The reason 
behind this behaviour of the COV is the same as that mentioned for the aluminium, with the 
main difference being the presence of more than one phase in the steel microstructure. The 
multi-phase nature of the steel microstructure emphasises the variability of hardness values 
compared to the aluminium, generating larger values of COV, as was previously observed in 
the preliminary modelling activities. 
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Figure 4-34 Hardness and hardness-COV as a function of the indentation depth to grain size ratio for the steel 
sample. 
To note that depths in the range between 1000 nm and 2500 nm generate a hardness COV 
between 15% and 13%. This is an interesting observation to take note of as this was the same 
range of depths ultimately used for the inverse analysis in Chapter 3. 
In order to provide a more comprehensive context to the results reported above, the extent of 
the plastic zone generated beneath the indenter during indentation testing for the tested 
materials was estimated. This was achieved by means of analytical solutions as well as finite 
element modelling. Three different analytical solutions were considered. The first analytical 
solution is derived from the Johnson’s elastic–plastic model based on the spherical expanding 
cavity model. The plastic zone radius (c) is given by [140], [141]: 
<  6 32"RV 	 Equation 4-4 
where P is the maximum applied indentation load and σys is the yield strength of the material. 
This relationship is very similar to that formulated by Giannakopoulos and Suresh [142]. A 
second analytical solution used in the present study was that proposed by Chen and Bull 
[143], correlating the plastic zone radius (Rp) with the maximum indentation depth (δm) and a 
series of mechanical properties of the material, namely, yield strength (Y), hardness (H) and 
reduced modulus (Er): 
urv  60.3"9 w6 1" tan '6  Sx"46y
W(
	 Equation 4-5 
ε is a constant related to the indenter geometry and in the case of the Berkovich indenter ε = 
0.75. θ is the semi-angle of the equivalent conical indenter equal to 70.3°. A third analytical 
relationship is that used by Dolph et al. [144] to study the development of the plastic zone 
(zys) in irradiated steel: 
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where hs is the maximum indentation depth, Er is the reduced modulus and σys is the yield 
strength of the material. The parameters required for the implementation of the analytical 
solutions represented by Equation 4-4, Equation 4-5 and Equation 4-6 were all sourced from 
the experimental results generated from nanoindentation testing (Er, H) and from the 
experimental tensile testing (Section 4.3.3.2).  
In order to provide means of comparison and validation for the analytical solutions, the extent 
of the plastic zone was also evaluated via FE models. 2D axisymmetric models were created 
using the commercial FE software Abaqus. The indenter was modelled as an analytical rigid 
surface with an equivalent conical geometry and an equivalent cone angle of 70.3o. The 
sample was modelled with a cylindrical geometry and the dimensions were chosen large 
enough to avoid boundaries effects: both radius and height of the cylindrical specimen was 
fixed at 0.7 mm (approximately 100 times the maximum indentation depth used in the whole 
experimental programme). The model was meshed using a dense mesh at the indentation site 
to ensure accuracy and a coarse mesh away from the indentation to minimise computational 
time. In general, the typical edge length of the mesh elements at the indentation site was one-
tenth the maximum indentation depth. 4-node bilinear axisymmetric quadrilateral, hybrid, 
constant pressure, reduced integration, hourglass control elements (CAX4RH in Abaqus) 
were used. A reference point was created centrally above the indenter and the axial degree of 
freedom of the top surface of the indenter was kinematically coupled to the reference point. 
Two static, general steps were created for the loading phase and the unloading phase. 
Displacement control was used to incrementally press the indenter into the specimen, 
replicating exactly the experimental tests. The interaction between the indenter and the 
specimen was defined by a surface-to-surface interaction. For the tangential behaviour, a 
frictionless condition was employed. The normal behaviour of the contact was defined as a 
hard contact with separation allowed after contact to enable unloading of the sample. The 
elastic-plastic tensile properties experimentally determined for both aluminium (Section 
4.3.3) and steel (Section 3.2.2) were used in the model. This guaranteed that the FE 
assessment of the plastic zone would be undertaken using the real constitutive behaviour and 
properties of the materials investigated. The contour plots of the equivalent plastic strain 
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(PEEQ) at the maximum depth were analysed for each case (each indentation depth) and the 
radius of the plastic zone (Rp) was determined by averaging the horizontal and vertical size of 
the plastically deformed material (Figure 4-35). 
 
Figure 4-35 Typical equivalent plastic strain contours for the measurement of the plastic zone radius. 
The plastic zone radii obtained using both analytical solutions and FEA over the range of 
depths are showed and compared in Figure 4-36, Figure 4-37, Figure 4-38 and Figure 4-39. 
 
Figure 4-36 Plastic zone radius as function of the indentation depth for sample A. 
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Figure 4-37 Plastic zone radius as function of the indentation depth for sample B. 
 
 
Figure 4-38 Plastic zone radius as function of the indentation depth for sample C. 
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Figure 4-39 Plastic zone radius as function of the indentation depth for the steel sample. 
 
Based on the plots and bearing in mind that the implementation of the analytical and FEA 
solutions were undertaken using experimentally measured material properties 
(nanoindentation experimental test data for the analytical solutions and elastic-plastic tensile 
properties for the FEA solutions), it can be observed that the analytical solutions agree 
reasonably well with the FEA results. This shows, in general, the feasibility of using the 
analytical solutions to approximately assess the extent of the plastic zone. Looking more in 
detail, it can be found that the predictions of the plastic zone radii become more divergent 
from the FEA measurements as the indentation depth increases. This type of behaviour was 
expected as other phenomena, such as creep and pile-ups, start to play a major role in 
indentation testing at larger depths. In this sense, Chen and Bull [143] stated that caution 
should be used when implementing their analytical relationship for very soft metals, since 
creep and pile-up can significantly influence the results, adding complexity to the analysis. 
Nevertheless, despite the material being a soft metal, the analytical solution formulated by 
Chen and Bull [143] offers the best agreement with the FEA solutions for sample A (except 
at larger depths). The depths considered during the assessment of sample A are still very 
shallow, hence creep and pile-ups, although present in a certain degree, do not significantly 
affect the results yet. As the indentation depths are much larger in sample B and sample C, 
the analytical solution adopted from Dolph et al. [144] seems to offer the closest agreement 
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with the FEA results. In the case of the steel, Chen and Bull’s [143] and Johnson’s [140] 
analytical solutions generate the closest results to the FEA measurements and this is true 
particularly in the lower range of depths. As the depth increases, the analytical solutions 
diverge from the FEA results for the reasons previously mentioned. 
Based on the FEA solutions, Figure 4-40 shows the relationship between the plastic zone 
radius and the indentation depth, both normalised with respect to the ‘effective average grain 
diameter’. It is clear that there is a linear relationship between the plastic zone radius and the 
maximum indentation depth and this is not surprising based on the analytical relationships 
available in the literature as well as those used in this work. The slope (K) of the curves is 
mainly linked to the material properties and it seems to be mainly linked to the elastic 
modulus to yield strength ratio, E/Y (Figure 4-40).  
 
Figure 4-40 Relationship between Rp and maximum indentation depth. 
At a given maximum indentation depth, the extent of the plastic zone increases with the E/Y 
ratio. Based on the Rp/hmax ratios as a function of the E/Y obtained in the present work 
(Figure 4-40), the following analytical model for Rp/hmax as a function of E/Y was found: 
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ur  {  1.0167 :9>
(/D	 Equation 4-7 
It is important to note that Equation 4-7 is very similar in its form to  Equation 4-6. 
Figure 4-30, Figure 4-31, Figure 4-32 and Figure 4-34 show that the coefficient of variation 
of the hardness values decreases as the indentation normalised depth increases. It was 
discussed that this behaviour is essentially driven by the development of the plastic zone in 
the material. As the plastic zone becomes increasingly larger at greater indentation depths, 
the number of grains probed rises as well, ultimately determining a statistically homogenised 
indentation response and generating lower COVs. Figure 4-41 plots the COV of the 
experimental hardness measurements as function of the approximate number of grains 
contained within the plastic zone for both aluminium specimens and steel specimens. The 
number of grains contained in the plastic zone were approximately calculated by dividing the 
plastic zone volume by the volume of the effective grain diameter of the material. The plastic 
zone underneath the indenter was assumed to have a hemispherical shape with part of it 
occupied by the indenter volume. As a result, the overall plastic zone volume is calculated as 
follows [138]: 
|r  }2 3⁄ ∗ " ∗ urD − |t  }2 3⁄ ∗ " ∗ urD − 8.19D  
where Rp is the radius of the plastic zone and h is the indentation depth. The grain size was 
also idealised as a sphere, therefore its volume was approximately calculated as |1t 4 3⁄ ∗ " ∗ )o 2⁄ *D, where ‘d’ is the average effective grain diameter. 
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Figure 4-41 Hardness COV as function of the number of grains contained within the hemispherical plastic zone 
volume. 
The plots in Figure 4-41 show that, whereas the COVs for sample A and sample B seems to 
have achieved a plateau condition at 3% (no more reduction of the COV is possible) at higher 
depths, the COVs for sample C and the steel samples are still in their decreasing trend and 
have not yet reached a plateau. This can be justified by the larger grain size in sample C and 
by the enhanced heterogeneity in the steel samples, both of which would require higher 
indentation depths to achieve a further reduction in COV. Nevertheless, from a practical point 
of view, building on the trend of the curves showed in Figure 4-41, it would seem that a COV 
below 10% can be expected when the number of grains involved by the plastic zone is 
approximately in the range between 10 and 25. If the approximate number of grains (NG) 
contained in the plastic zone are determined as follows: 
f  |r| 
23"urD − 8.19D43" o2D
	 Equation 4-8 
where Rp and d are respectively the plastic zone radius and the effective grain diameter, then 
the plastic radius to the effective grain diameter ratio can obtained using the following 
relation: 
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  ( :f  15.64 AD>(/D	 Equation 4-9 
Equations 4-4 to 4-7 can be re-written in the following general form 
uro  {)9,  , * o 	 Equation 4-10 
where K is a function of material properties (yield strength, reduced modulus and hardness) 
and can be determined through the selection of an appropriate analytical relationship. 
Replacing Equation 4-9 in Equation 4-10, the following relationship can be written: 
o  : 1{D)9,  , * − 3.91f4 >
(/D	 Equation 4-11 
Equation 4-11 provides a practical relationship to determine the approximate indentation 
depth, knowing the grain size, to achieve a plastic zone able to probe NG number of grains. It 
is important to note that the material properties required for the calculation of K can be all 
derived from the experimental nanoindentation data. Table 4-10 and Table 4-11 show the 
comparison between the experimental depths and the estimated depths using Equation 4-11. 
Table 4-10 Comparison of the experimental and estimated depths using Equation 4-11 for the Al samples with 
different grain sizes. 
Sample A Sample B Sample C 
Depth  
Exp. (μm) 
Depth  
Calc. (μm)  
Number of 
grains 
Depth  
Exp. (μm) 
Depth  
Calc. (μm) 
Number of 
grains 
Depth  
Exp. (μm) 
Depth  
Calc. 
(μm) 
Number of 
grains 
0.068 0.065 0.5 0.233 0.215 0.01 0.427 0.398 0.006 
0.118 0.113 2.9 0.427 0.394 0.08 0.825 0.770 0.047 
0.169 0.164 8.7 0.873 0.806 0.72 1.027 0.958 0.090 
0.220 0.213 19.3 1.717 1.591 5.56 2.067 1.930 0.737 
0.272 0.264 36.6 2.569 2.381 18.62 2.879 2.688 1.991 
0.321 0.307 57.5 3.409 3.161 43.56 4.086 3.829 5.757 
0.374 0.361 93.7 4.249 3.969 86.24 4.892 4.603 9.995 
0.424 0.409 136.4 5.083 4.748 147.72 6.084 5.724 19.227 
0.527 0.508 262.0 5.912 5.522 232.26 6.880 6.546 28.752 
0.627 0.604 441.0 6.732 6.260 338.45 
  
  
  
  
0.728 0.702 689.8 
  
0.931 0.885 1384.3 
1.134 1.081 2523.6 
1.428 1.364 5069.1 
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Table 4-11 Comparison of the experimental and estimated depths using Equation 4-11 for the steel samples. 
Steel 
Depth Exp. (μm) Depth Calc. (μm) Number of grains 
0.212 0.231 0.007 
0.408 0.444 0.050 
0.603 0.657 0.162 
0.798 0.869 0.374 
0.990 1.079 0.717 
1.181 1.286 1.216 
1.381 1.504 1.942 
1.558 1.697 2.792 
1.746 1.902 3.931 
1.932 2.104 5.320 
2.119 2.308 7.026 
2.306 2.511 9.043 
2.484 2.705 11.306 
2.671 2.909 14.064 
2.839 3.091 16.877 
The estimated depths using Equation 4-11 were within an error margin of 8% for the 
aluminium samples and 9% for the steel samples with respect to the experimental depths. 
As a final remark, Equation 4-11 shows that there is a relationship between the normalised 
indentation depth and the number of grains (hence the plastic zone radius) via the parameter 
‘K’. It was mentioned earlier that ‘K’ is a function of the material properties (yield strength, 
hardness, reduced modulus) and, in particular, it was observed it to be a function of the E/Y 
ratio. According to the literature [144], ‘K’ is believed to be in the range 5-10 for most 
metals. Since the aluminium samples experimentally assessed in the present study cover most 
of this range (therefore most of the E/Y ratios range for metals), the COVs as function of the 
normalised indentation depths data were used to define an upper bound and a lower bound 
curve (Figure 4-42). Note that the upper and lower bound curves were defined by only 
considering the experimental data obtained for the aluminium. 
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Figure 4-42 Upper bound and lower bound COVs as function of normalised indentation depth. 
The definition of an upper and a lower bound curve as showed in Figure 4-42 aims to create a 
look-up plot where, if the average grain size characterising the material is known, the 
approximate indentation depth to be used during the experiments to minimise the variability 
of indentation curves can be estimated. Figure 4-43 shows the application of the upper and 
lower bound COV curves approach, as defined in Figure 4-42, to a series of materials, 
including the S355 steel investigated in the present work as well as a range of materials 
selected from the literature. It can be observed that data points are well contained within the 
bound curves, with the exception of the ferrite-martensite Dual Phase steel [145]. In this last 
case, the defined bound curves underestimate the variability of the indentation response. This 
can be explained based on the fact that the Dual Phase steel investigated by Delincé et al. 
[145] was found to have the martensite phase with a hardness 2-3 times larger than the 
hardness of the ferrite phase. At a given normalised indentation depth, this significant 
difference in hardness between the material constitutive phases leads to a significantly higher 
COV compared to the other materials listed in Figure 4-43. 
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Figure 4-43 Verification of the COV upper and lower bound curves. 
With specific reference to the structural steel S355, it seems useful to notice that if an 
indentation response with a COV below 10% is desired, the bound curves approach suggests 
that an indentation depth equal or higher to 20% of the effective grain size is recommended. 
However, this would not be an achievable scenario using the NanoTest system due to 
limitations in maximum load and depth. 
4.4  Summary and conclusions 
When nanoindentation testing is used to measure the mechanical properties of bulk materials, 
either directly or through inverse analysis procedures, a common assumption is that the 
indented material has homogenous elastic-plastic properties, hence the nanoindentation data 
will be homogenous. This can potentially lead to unforeseen challenges and erroneous use of 
or interpretation of the experimental data. As a result, when performing nanoindentation 
testing, appropriate considerations need to be taken into account with regard to the 
relationship between the scale of the indentations and the size of the material microstructure 
heterogeneities (e.g. grain size, phases size), which can cause significant variability in the 
indentation response. 
In order to investigate the above, a framework of activities was undertaken, including 
numerical modelling and experimental work. The degree of influence of the material 
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microstructure on the nanoindentation response, with specific reference to grain sizes and the 
presence of distinct phases within the material, was investigated. 
A simplified modelling approach was used to offer a preliminary perspective on the trend of 
the material properties measured by nanoindentation and influenced by the microstructure 
heterogeneity. Two different levels of microstructure influence were considered: one driven 
by the grains and their size (single-phase materials), and a second type associated with the 
existence of distinct phases within the material (multi-phase materials). For a known size of 
the microstructural heterogeneities (e.g. grains, phases) causing variability in the 
nanoindentation response, the equivalent scenario of a grid of nanoindentations at variable 
depths was replicated via simulations. The coefficient of variation of the hardness values with 
respect to the normalised indentation depth (indentation depth to effective grain diameter) 
was monitored. Although the models adopted a simplified approach to represent the local 
mechanical behaviour of the specimen as a result of microstructure heterogeneity, it was 
ultimately possible to reproduce a reasonable trend of the hardness COV as function of the 
normalised indentation depths (normalised with respect to the effective grain diameter). In 
particular, it was observed that the COV values were higher at lower indentation depths and 
reduced as the indentation depths increased. This behaviour was thought to be the result of 
the indentation response being significantly affected by the response of individual structures 
within a material. As the indentation depth increases, more material is probed beneath the 
indenter and, as a result, the contribution from several individual structures (grain or phases) 
in the material statistically feed into the measured properties by nanoindentation, generating a 
more homogenised response of the material. The COV of the hardness values was recorded at 
higher depths to reach a plateau at around 3% for both the single-phase and the multi-phase 
material. 
The modelling activities provided useful preliminary information that needed to be further 
pursued and verified through a systematic experimental programme. The experimental 
activities did not only have the aim to verify the findings of the modelling activities, but, if 
possible, aimed at providing a pragmatic approach that would: a) help establish awareness of 
the expected approximate degree of variability in nanoindentation data based on testing 
parameters; b) assist in minimising the extent of scatter in the nanoindentation data when 
using standard nanoindentation instruments. To this aim, a sensitive study of the 
microstructure effects on the indentation response as a function of the indentation depth was 
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undertaken. The two distinct levels of microstructure influence studied during the preliminary 
modelling activities (grain size driven and phase driven) were considered in the experimental 
programme. In order to account for these two situations, two different materials were selected 
for the experimental investigation: 99.5% pure aluminium 1050 with different grain sizes, as 
a single-phase material, and structural steel S355, as a multiphase material. Experimental 
indentation grids were made and a parametric study of the hardness COV with respect to the 
indentation depth was performed for both aluminium and steel. The experimental results 
confirmed the findings observed in the preliminary modelling activities: the COV values 
decreased as the indentation depth increased from 37% to 3% and this is due to the growing 
amount of material probed underneath of the indenter. In order to position the observed 
behaviour of the COV values in a more detailed context, the development of the plastic zone 
in relation with the indentation depth and the characteristic size of the material microstructure 
(effective grain diameter) was studied. The approximate extent of the plastic zone as a 
function of the indentation depth was assessed by means of analytical formulations from the 
literature and verified using FE-based models. Both approaches used the real experimental 
material properties generated from nanoindentation and tensile tests. 
Indentation size effects at shallow depths, grain boundaries effects, crystallographic 
orientations associated with grains and existence of multiple phases within the material are all 
sources of scatter in the nanoindentation response. However, the degree of influence of these 
factors on the indentation response can be minimised if enough material, and a high enough 
number of grains, is probed during nanoindentation testing. In order to quantify this 
phenomenon, the hardness COV measured for aluminium and steel samples was presented as 
function of number of grains contained within the plastic zone. It was found that a COV 
below 10% can be expected if 10-25 or more grains are probed. From a pragmatic point of 
view, in order to achieve control over the approximate number of grains that can be probed 
using appropriate nanoindentation testing parameters, a relationship was sought and proposed 
linking the number of grains included by the plastic zone and the nanoindentation depth to be 
used during testing (Equation 4-11). This relationship was used and showed to provide a 
reasonable estimate of the indentation depths compared to those used during the experimental 
indentation programme. Finally, based on the cumulative COV data as a function of the 
normalised depths obtained for the aluminium samples with different grain sizes, an upper 
bound curve and a lower bound curve for the same COV as function of the normalised depth 
were defined. The aim of the upper and lower bound curves was to provide a quick and 
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pragmatic tool that can be used to estimate the approximate indentation depth which should 
be employed to achieve a certain range of COVs when effective grain diameter of the 
material is known. The approach was shown to be effective in achieving its aims for a range 
of materials, including the structural steel S355 investigated in the present work.  
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 Discussion: Inverse Analysis and Chapter 5. 
Microstructure Effects in Nanoindentation 
Testing 
Inverse analysis of nanoindentation data is a widely studied technique and many authors have 
attempted to show, in the context of various applications, its value and potential together with 
associated shortcomings and limitations. 
The estimation of material tensile properties from nanoindentation data using the inverse 
problem certainly offers a new and alternative tool to industry as part of the assessment 
procedures aimed at guaranteeing material performance and structural integrity. There is 
great interest in this technique particularly in those situations where conventional 
characterisation techniques are unfeasible due to the scale of the characterisation or because 
of limitations based on costs and time. However, in order to increase confidence to the level 
which justifies the implementation of this technique by industry, eventually replacing some 
of the conventional characterisation methods, several challenges need to be overcome.  
The technical challenges associated with the practical use of inverse analysis of 
nanoindentation data can be different in nature and can occur at different levels. Some of 
these challenges are those typically associated with the nanoindentation technique itself and 
associated sources of errors. In this sense, the effort of the scientific community has 
concentrated on detailed investigations of factors affecting the reliability of nanoindentation 
data. Much of this effort has ultimately converged in the development of formal standard 
procedures [19], [18], able to provide general guidelines on several aspects of 
nanoindentation testing, from calibration prior to testing to sample preparation requirements 
and analysis of data. A point worth highlighting is that the need for widely accepted protocols 
and procedures is a clear indicator of high value of nanoindentation technique recognised by 
the characterisation service providers (both within industry and not). Yet, despite the 
development of standard procedures, the challenges associated with nanoindentation can be 
very specific to different applications and materials, hence the existence of several active 
standard committees and working groups (e.g. ASTM G2, ISO TC 229, CEN/TC 352) aimed 
at developing and refining further existing standard procedures. 
When the inverse analysis approach makes use of FE-based iterative models of 
nanoindentation testing, as in the present work, an additional technical challenge is the 
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accuracy of the FEA analysis, which inevitably affects the reliability of the inverse analysis 
results. FE models require a continuous refinement based on sensitivity studies (e.g. 
meshing). Additionally, assumptions need also to be taken into account (e.g. geometry of 
indenter, dimensions of the specimen, surface interaction properties, boundary conditions) in 
a manner that a reasonable balance between the accuracy of the simulated results and 
computational time/resource is achieved.  
The final challenge is inherent to the inverse analysis as a mathematical methodology. The 
inverse problem approach can be very problematic and there are three main aspects that need 
to be carefully considered, namely, existence, uniqueness and instability of the inverse 
solution [146]. Although the existence of the inverse analysis solution is a clear requirement 
for the inverse problem of nanoindentation data to be possible, uniqueness and stability of the 
same inverse analysis solution are just as critical. The non-uniqueness of the inverse analysis 
solution is an extensively debated topic in the literature. Several approaches to tackle this 
issue have been proposed and investigated in detail by several authors [12], [78], [79], [80], 
[81], [82]. How the issue of non-uniqueness was addressed in the present work was discussed 
in Chapter 3. With regard to the instability of the solution, this is closely related to the 
accuracy and consistency of the measurements the inverse problem makes use of, both 
simulated and experimental. The accuracy of the simulated results giving rise to instability of 
the inverse solution was addressed in this study by exploiting established modelling 
approaches adopted by several other authors [102], [103], [104], [105], [106], [107], 
supported by extensive sensitivity studies. As far as the experimental measurements were 
concerned, existing general best practices were also followed, so that common sources of 
errors introduced in the nanoindentation experimental data could be minimised. However, it 
was found in the present work that, due to the scale of nanoindentation testing and the 
technical limitations of the current commercial nanoindentation systems, despite meeting best 
practices, there is an inevitable variability present in the experimental measurements as a 
result of material microstructure heterogeneity (Section 2.3). This scatter in the indentation 
response can potentially be a significant source of instability for the sought inverse analysis 
solution (bulk tensile material properties), given that the successful identification of the same 
inverse problem solution is based on the best match between the simulated load-depth curve 
and the experimental load-depth curve, the latter being representative of the homogenised 
bulk material response. It can be found in the literature that many authors [92], [93], [94], 
[95], [96] have overcome this issue by adopting a statistical nanoindentation approach, 
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collecting several load-depth curves from numerous indentation sites, and selecting the 
average load-depth curve as representative of the bulk material response. This approach was 
replicated in the present study and implemented in the inverse problem to obtain bulk tensile 
properties of a multi-phase material (structural steel S355). The results indicated that the 
tensile properties parameters could be predicted with a margin error of up to 11%. This error 
margin seemed to be linked to the COV for the experimentally measured hardness data, 
which was around 13%. The presence of such variability in the hardness values means that 
the experimental nanoindentation curves carry a certain degree of scatter, affected by the 
response of local structures in the material characterised by different elastic-plastic properties 
(e.g. grains, phases). In these cases, the main question arising therefore is the following: how 
can the stability of the inverse analysis solution be safeguarded by mitigating the bias from 
the selection of only one representative curve (typically the average curve), when this is used 
as a homogenisation approach of the heterogeneous indentation response of the material? As 
mentioned in Section 2.3, the 1/10 Buckle’s rule-of-thumb is generally considered as a 
reasonable methodology to minimise the influence of the individual microstructure 
heterogeneities on the indentation response. Based on this rule, using indentation depths (h) 
higher than 10%, the size of the material heterogeneity (D) should enable the determination 
of a more homogenous response of the material, reducing the scatter in the indentation 
response. This would ultimately limits the effects on the stability of the inverse analysis 
solution when selecting the average load-depth curve as being representative of the 
homogenised behaviour of the material. However, several authors have found that the 1/10 
Buckle’s rule is not generally valid and, at times, appropriate changes to this rule are needed 
on a case by case basis. This was found to be true also in the present study, where despite 
probing the material using maximum depths up to ~15% of the equivalent average grain size, 
the hardness values still experienced a coefficient of variation up to 13%. It is also important 
to highlight that, depending on the material being assessed, achieving indentation depths 
higher than 10% of the average size of the microstructure heterogeneity may not be possible 
due to the limitations in the allowed maximum loads or depths of current commercial 
nanoindentation systems. The literature does not appear to offer any alternative to the 1/10 
Buckle’s rule-of-thumb approach, leaving the full potential of using nanoindentation 
technique to measure bulk material properties of engineering materials (mostly characterised 
by heterogeneous microstructures), either directly or via inverse analysis, in a kind of 
impasse. 
172 
 
The present work attempted to address the need to mitigate material heterogeneity on the 
stability of the inverse analysis solution in two different ways. A new ‘multi-objective’ 
function inverse analysis methodology was proposed and verified, able to handle the 
heterogeneous indentation response and avoiding the partiality of selecting a unique 
representative curve. On the other hand, the degree of variation that can be experienced in 
nanoindentation data as a result of microstructure heterogeneity was assessed and an 
approach to control it through the selection of specific indentation testing parameters was 
proposed. 
A new inverse analysis methodology was implemented and compared with the conventional 
approach. Although both approaches use the conventional least squares error as objective 
function, the implementation of the objective function was different within each procedure. 
As opposed to the conventional inverse problem approach, where only one representative 
experimental curve is used as the target curve to match the simulated curve against, the new 
proposed methodology allows to use all the experimental curves generated from a 
nanoindentation grid as the input to the inverse problem. The optimal tensile properties as 
inverse analysis solutions are then obtained via a convex sum of weights, where the weight is 
the reciprocal of the least squares error. It was shown that the new inverse analysis approach 
was able to achieve a prediction of the elastic-plastic behaviour of the material with error 
margins within 3%, improving the overall prediction capabilities compared to the 
conventional approach. The implementation of the new inverse analysis procedure did not 
use an iterative optimisation procedure. The analysis was performed instead on a database of 
simulated curves generated in advance over an assumed ‘inverse analysis domain’ (range of 
yield strength values and strain hardening exponent values). A sensitivity study of the 
proposed new methodology with respect to the size and the discretisation intervals of the 
inverse analysis domain demonstrated that the new method can achieve an excellent degree 
of accuracy (within 3% error margin) when the domain is relatively contained around the 
expected inverse analysis solution. As the inverse analysis domain becomes larger, the error 
margins in the prediction of the tensile parameters increases slightly, as expected. However, 
due to the in-built averaging and weighting procedures, it can be found that by using a 
coarser grid of sub-intervals of the parameters within the domain, the new methodology can 
still achieve excellent accuracy (error margins within 6%) compared to the conventional 
inverse analysis approach (where the error margin can increase up to 20%). It should be noted 
that the use of a coarser discretisation of the domain would have a direct positive impact on 
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the computational performance when creating the database of simulated load-depth curves. 
Furthermore, the behaviour of the new methodology depends on the size and discretisation 
level of the inverse analysis domain and thus offers opportunities for an optimisation 
procedure to be implemented. The inverse analysis could be undertaken, initially, on a bigger 
domain with coarser discretisation in order to identify the region of the inverse analysis 
solution within the domain. A successive step would then be a more refined inverse analysis 
undertaken on a smaller region of the domain around the solution, in order to achieve 
improved accuracy in the prediction. The main driver for considering an inverse analysis 
approach based on a database of simulated load-depth curves, instead of adopting an 
optimisation procedure, lies with the potential of this methodology to be implemented in 
stand-alone commercial nanoindentation systems. In other words, a database of simulated 
load-depth curves, covering a wide range of material properties, could be uploaded and 
updated as libraries, facilitating the implementation of inverse analysis capabilities in current 
nanoindentation systems, without the need of simultaneously performing FE iterative 
simulations (as the optimisation procedure). This would ultimately benefit the 
nanoindentation system users, as there would not be the need of additional resources in terms 
of finite element commercial software. 
In addition to the new proposed inverse analysis methodology, understanding and, if possible, 
controlling the degree of influence of material microstructure on the measured experimental 
data through an appropriate choice of the testing parameters (e.g. indentation depth) was 
considered another alternative route to minimise the effects of microstructure heterogeneity 
on the stability of the inverse problem solution. An extensive framework of activities was 
undertaken to monitor the variation of the measured nanoindentation properties (e.g. 
hardness) as function of the indentation depth, in relation to the characteristic average grain 
diameter of the material. The study was undertaken on both a single-phase polycrystalline 
material (aluminium 1050) and on a multi-phase material (S355). As suggested and hinted by 
the literature, a strong correlation between the variation of the measured material properties 
by nanoindentation (hardness in particular) as function of the indentation depth (indentation 
size effect) and the extent of the plastic zone beneath the indenter could be observed. One of 
the main outcomes from the sensitivity study was the confirmation of a general trend for the 
hardness COV as function of the indentation depth: the COV of the measured hardness data 
decreased as the indentation depth increased, from as much as 37% to 3%. This general trend 
shares the same reasoning based on the mechanisms of microstructural interactions 
174 
 
extensively studied by several authors and that are the groundwork for the strain gradient 
theories used to explain indentation size effects in nanoindentation testing [135], [136], [137], 
[138], [139]. 
The extent of the plastic zone and its interaction with the basic microstructure in the material 
(e.g. grain and grain boundaries) was found to be a major contribution to the COV trend. 
Effectively, when the extent of the plastic zone is such that it probes a sufficient number of 
grains so that the individual distinct responses statistically feed all into the measured data, a 
homogenised response is generated, minimising the COV of the data. The work attempted to 
identify of a threshold in terms of number of grains required within the plastic zone in order 
to get a homogenised indentation response. Although a distinct threshold could not be found, 
it was observed that, for the materials investigated in the present study, a range between 10 
and 25 grains contained within the plastic zone would enable a COV below 10% (Figure 
4-41). It was interesting to note that the S355 steel and the ECAP aluminium material seem to 
require a higher number of grains in the plastic zone compared to the heat treated specimens 
in order to achieve a 10% COV. Based on previous investigations undertaken on steels and 
ultra-fine grained materials ( [147], [148]), it was found that high angle grain boundaries in 
materials can potentially act as sinks for dislocations generated during the indentation 
process, ultimately delaying the propagation of the plastic zone from one grain to another. 
This phenomenon is not considered by either the analytical solutions or the FE-based models 
used in this study, hence, although the apparent extent of the plastic zone showed to contain 
around 25 grains for both the steel and ECAP aluminium, there is the possibility that these 
grains are actually fewer in number. Nevertheless, from a practical point of view, the range 
between 10 and 25 grains can be considered a reasonable rule-of-thumb for providing 
indications on the number of grains needed to obtain a homogenised indentation response and 
this is also in line with the findings from other authors [149]. As the size of the plastic zone is 
directly related to the nanoindentation depth normalised with respect to the average grain size 
(normalised indentation depth), if the average equivalent grain diameter of the material is 
known, an approach to determine the indentation depth to use during nanoindentation testing 
in order to probe a certain number of grains is proposed (Equation 4-11). Additionally, in 
order to provide a direct link between the normalised indentation depth and the COV of the 
indentation response, a look-up plot of the COV as function of the normalised indentation 
depth was also described (Figure 4-43). Building up on the experimental results from the 
sensitivity study on aluminium, an upper and a lower bound curve could be defined on the 
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plot. This plot is meant to provide a pragmatic tool as a guide to identify the range of 
indentation depths to use in nanoindentation testing in order to achieve a certain COV. The 
use of the bound curves approach was tried with randomly selected data from the literature, 
for a range of materials, and it was found that, in most cases, the data points where contained 
within the defined boundaries. It was also observed that the COV data for the structural steel 
investigated in the present work were also well contained within the boundaries. In light of 
the results from Chapter 4, a COV lower than the 10% could be achieved for the steel if 
indentation depths higher than 20% of the average grain diameter (3.2 µm) were used. 
However, it was found that the maximum achievable depths for the steel based on the 
capabilities of the nano-test system was 17% of the grain size (2.8 µm), showing that, in this 
case, it is the nanoindentation system which limits the minimisation of the COV to the 
desired levels. There is an important observation to add at this point. In theory, one of the 
underlying messages during the course of the present work is that in order to achieve the 
lower COV of the nanoindentation data (hence minimising the effect of the microstructure 
heterogeneity on the indentation response) the maximum allowed indentation load or depth 
needs to be used. However, this study, in line with the findings from the literature, has 
showed that at higher depths, although the COV can be minimised, other type of phenomena 
start taking place, such as time dependent behaviour (creep) or surface deformations (e.g. 
pile-up). These can all be additional sources of errors introduced in the experimental 
indentation data, adding complexity to the overall inverse analysis process. As a result, care 
must be taken in the selection of the testing parameters, as this is a fine balance between a 
desired reduction of the influence of the material microstructure on the indentation data and 
undesired additional sources of error in the experimental data being introduced.  
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 Conclusions and future work Chapter 6. 
6.1 Conclusions 
The broad aim of this work was to develop and validate a more robust methodological 
approach to estimate bulk tensile properties from nanoindentation data, able to handle the 
influence of material heterogeneity on indentation response. 
The specific objectives, as given in Chapter 1, were to: 
• Review the existing methodologies for extracting tensile material properties from 
nanoindentation data. 
• Develop a robust approach to inverse analysis of nanoindentation data based on a ‘multi-
objective function’ methodology able to deal with the heterogeneity of the indentation 
response. 
• Assess the level of influence of the material microstructure heterogeneity on 
nanoindentation response and propose mitigation approaches to minimise it. 
The conclusions from the present work can be summarised as follows. 
There are three main ‘inverse problem’ methodologies that can be employed to extract tensile 
properties of materials from (nano)indentation experimental data: representative stress-strain, 
artificial neural networks, iterative FEA-based techniques. The representative stress-strain 
methodology can be very versatile (e.g. it can be used in-situ), but presents limitations with 
respect to the accuracy and comprehensive nature of the data generated. The artificial neural 
network can be very good when dealing with large amount of data, complex relationships and 
approximation of variables, but it can also be very computationally time consuming and 
expensive. The iterative FEA-based technique has a very good track record in its ability to 
accurately estimate the true stress-strain curve of materials over the whole strain range, from 
low strains (elastic region) to high strains (plastic and strain hardening region), and has 
enough flexibility to enable the implementation of the most appropriate material constitutive 
model depending on the material investigated. Ultimately, the iterative FEA-based technique 
is in the best position out of all of the three techniques to meet a good balance between the 
following requirements: ‘versatility’, ‘accuracy’, ‘reliability’ and ‘time/cost effectiveness’. 
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A new multi-objective inverse analysis procedure based on an averaging and weighted 
approach was developed and verified on a multi-phase S355 structural steel. The new inverse 
analysis approach applied to a set of experimental nanoindentation data with an inherent 
variation of up to 13% showed a significant improvement in the estimation of the tensile 
parameters compared to the conventional method. The error margins of the predicted tensile 
parameters (yield strength and strain hardening exponent) using the new proposed approach 
were as small as 3-6% compared to an error margin of 9-20% for the conventional method. 
The new inverse analysis approach showed an improved performance irrespective of the 
initial size of the inverse analysis domain, as long as an appropriate discretisation of the same 
domain is chosen.  
A common trend was identified between the coefficient of variation (COV) of the measured 
properties by nanoindentation and the microstructural heterogeneities of the material. In 
particular, the COV was found to decrease with increasing indentation depth eventually 
reaching a plateau at around 3%. The trend of COVs was correlated to the indentation depth 
normalised with respect to the equivalent average grain diameter, through considering the 
extent of the plastic zone generated in the material by the indenter. As far as the materials 
investigated are concerned, a COV of the hardness data below 10% can be achieved when 
approximately 10-25 grains are included in the plastic zone, agreeing with the findings from 
the literature. 
Finally, as a result of the study undertaken on the effects of material microstructure, a look-
up plot of the hardness COV values as function of the normalised nanoindentation depths 
(normalised with respect to the average grain diameter) was constructed. The plot is based on  
upper and lower bound curves providing guidance on the selection of the nanoindentation 
testing parameters to minimise the variability of the indentation response. Based on this plot, 
to guarantee a COV of the hardness data below 10%, it was found that (approximately) a 
minimum indentation depth of 20% of the average grain diameter needs to be used. 
Depending on the characteristic grain size and on the limitations of the achievable maximum 
loads or depths by the commercial machines, such minimisation of the nanoindentation data 
variability may not be possible, as was shown in the case of the steel.  
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6.2 Future work 
The following main areas are identified as opportunities for future work. 
Although the inverse analysis approach proposed in the present work showed good potential, 
validation on a wider selection of materials should be undertaken. This is believed to be a 
necessary step for finding the true limitations, as well as benefits, of the methodology. 
Eventually, this will lead to a further refinement of the approach, advancing the robustness. 
In the same way, the look-up plot guiding the selection of the indentation testing parameters 
to minimise the scatter in the indentation response should be further verified and, where not 
valid, it would need to be improved in order a achieve a more general validity. 
It is believed that the approaches used in the presented work can potentially also be valid for 
coatings systems, as long as the probed areas in the coatings falls within the ‘safe zone’ 
(where the effects of the substrate is negligible). However, it would be very valuable to check 
that this is the case, through measurements on various coating systems.  
Once the validation of the proposed inverse analysis approach has been extensively proved 
and improved based on the above, it would be interesting to extend the use of the same 
approach to estimate tensile properties of materials under environmental conditions other 
than the standard ones (e.g. high temperatures). This would significantly widen the range of 
applications in which inverse analysis of nanoindentation data can be used, both for bulk 
materials and coating systems. 
Finally, as mentioned in Chapter 5, it would be valuable to pursue the potential of integrating 
the inverse analysis methodology proposed in the present study in commercial 
nanoindentation systems. To this aim, libraries including a database of simulated load-depth 
curves, covering a wide range of material tensile parameters (inverse analysis domain), would 
need to be created. The creation of these libraries would be driven by the industrial relevance 
of the selected materials. The integration of the inverse analysis capabilities would also 
require the development of a basic software (e.g. plug-in). This would need to have a user-
friendly interface and would be able to use, as input, the data files generated from the 
experimental nanoindentation testing and process those through the inverse analysis problem 
using the libraries of simulated curves previously mentioned to estimate the full stress-strain 
curves of a material.  
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A B S T R A C T
Most current analysis of nano-indentation test data assumes the sample to behave as an isotropic, homogeneous
body. In practice, engineering materials such as structural steels, titanium alloys and high strength aluminium
alloys are multi-phase metals with microstructural length scales that can be the same order of magnitude as the
maximum achievable nano-indentation depth. This heterogeneity results in considerable scatter in the
indentation load-displacement traces and complicates inverse analysis of this data. To address this problem,
an improved and optimised inverse analysis procedure to estimate bulk tensile properties of heterogeneous
materials using a new ‘multi-objective’ function has been developed which considers nano-indentation data
obtained from several indentation sites. The technique was applied to S355 structural steel bulk samples as well
as an autogenously electron beam welded sample where there is a local variation of material properties. Using
the new inverse analysis approach on the S355 bulk material resulted in an error within 3% of the experimental
yield strength and strain hardening exponent data, which compares to an approximate 9% error in the yield
strength and an 8% error in the strain hardening exponent using a more conventional approach to the inverse
analysis method. Applying the new method to indentation data from diﬀerent regions of an S355 steel weld and
using this data as an input into an FE model of the cross-weld, tensile data from the FE model resulted matching
the experimentally measured properties to within 5%, conﬁrming the eﬃcacy of the new inverse analysis
approach.
1. Introduction
The inverse analysis of nano-indentation data has attracted increas-
ing interest in the scientiﬁc community because of its potential to
predict and measure elastic-plastic properties in local areas for diﬀerent
material applications, from coatings to welds, which would be diﬃcult
to test otherwise using more standard testing methodologies [1–9].
The inverse indentation problem aims to identify the unknown
tensile properties of a material from only the load-depth trace obtained
from experimental indentation testing. There are three main inverse
analysis techniques that can be employed to extract tensile properties of
materials from instrumented indentation experimental data: the repre-
sentative stress-strain method [10–17], iterative FEA [1–5,7,9], and
artiﬁcial neural networks [18–20]. This paper is concerned only with
the inverse analysis technique by iterative FE simulations. For this
approach, in order to approximately solve the inverse problem for a
given material, ﬁnite element models of the experimental set up are
analysed. Diﬀerent sets of elastic-plastic material properties (e.g.
Young's modulus, yield strength, strain hardening exponent) are used
in the simulations until the simulated load-depth curve matches the
experimentally measured load-depth curve. The combination of elastic-
plastic material properties used in the FE model that result in the
simulated load-depth curve matching the experimental curve are
assumed to be the elastic-plastic properties of the material being
investigated.
Inverse analysis by iterative FE simulations requires two main
assumptions. The ﬁrst assumption is that the model is suﬃciently
accurate and representative of the real experiment. This means that if
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the stress-strain curve corresponding to the indented material is used as
the input in the FE model, then the corresponding simulation of the
indentation testing will produce a load-depth curve that very nearly
replicates the experimentally measured load-depth curve. The second
assumption concerns uniqueness. Speciﬁcally, the inverse analysis
problem assumes that there is only one set of elastic-plastic parameters
for which the simulation produces a load-depth curve that replicates the
experimental load-depth curve. If this is not the case, then it would be
possible for materials with two diﬀerent stress-strain curves to generate
the same load-depth trace. As result, if this was true it would not be
possible to uniquely identify the tensile behaviour of the indented
material through inverse analysis. The issue of uniqueness has proved
to be a non-trivial subject and it has been studied by several authors
[21–26].
Most materials relevant to many industrial applications (energy,
civil, oil and gas, transport, etc) are highly heterogeneous and multi-
phase, this heterogeneity extending from the nano- to macro- scale. In
these cases, it is crucial to ensure that the experimental indentation
data used in the inverse analysis process are representative of the
material bulk response.
When indentation volumes and microstructural volumes are of the
same order, this can often undermine the potential of using indentation
to measure bulk mechanical properties of the material. Most indenta-
tion solutions are based on the self-similarity approach, derived from
the inﬁnite half-space model and that model assumes spatially uniform
mechanical properties [27]. As a consequence, the properties extracted
from indentation data are ultimately averaged quantities characteristic
of a material length scale, which is deﬁned by the indentation depth (h)
or the indentation radius (a). Based on these considerations, if the
microstructural length of the material (D) is of the order of the
indentation depth (h), the classical tools of continuum indentation
analysis would not apply. Several authors [27–31] have investigated
the inﬂuence of microstructure heterogeneities on the indentation
response. Statistical nano-indentation techniques were generally used
during the course of these studies, where large grids of nano-indenta-
tions were undertaken and measured. This approach enabled sampling
a large area of the material, providing a signiﬁcant amount of
experimental data that can be analysed by statistical means.
If the material heterogeneity is characterised by a length scale (D)
and if the indentation depth (h) is much smaller than the characteristic
size of the heterogeneity (h≪D), then a single indentation will generate
data that is representative of the individual phase response. Conversely,
if the maximum indentation depth is much larger than the character-
istic size of the microstructure characteristic length, h≫D, the test data
will be representative of the composite response of the material. The 1/
10 Buckle's rule-of-thumb is a reference criterion for all the investiga-
tions in this ﬁeld. Based on this rule, in order to measure the properties
of the individual phase the indentation depth should be at most 1/10 of
the characteristic size of the microstructure (h<0.1D). At higher
indentation depths, h> 0.1D, the individual microstructural hetero-
geneities start to interfere with themselves in the indentation response,
ultimately generating an averaged homogenised (bulk) response of the
material [31] (Fig. 1).
Due to constraints in the achievable maximum load and maximum
depth sampled in commercial nano/micro-indentation instruments, the
inﬂuence of microstructural characteristic lengths in the indentation
response is almost inevitable. This results in a signiﬁcant variability of
the experimentally measured load-depth curves, ultimately raising
concerns over the validity of using experimental load-depth curves
during the inverse analysis process. In this case, several authors aiming
to characterise composite microstructure materials [1–4,6–8,32] over-
came the variability exhibited in the experimental load-depth curves by
using the conventional approach of selecting a representative experi-
mental curve (e.g. the average load-depth curve) and determining the
least squares error with respect to the simulated curves. Whilst this
approach can be eﬀective for materials that exhibit little variability, it
can be an additional source of errors introduced in the calculation of
the inverse analysis parameters of the material when the load-depth
curves exhibit scatter. The study undertaken and described in this paper
aims to develop and validate a more robust methodological approach
for inverse analysis of experimental load-depth nano-indentation data
measured from heterogeneous materials. This was achieved through the
deﬁnition of a new weighted averaging approach that is able to handle
the variable indentation response of the material depending on the
indentation site. The new methodology was validated by determining
the elastic-plastic constitutive behaviour of S355 structural steel
samples as well as an autogenously electron beam welded sample.
2. Method and approach
2.1. Experimental test programme
2.1.1. Material
The material chosen for the study was structural steel S355. The
composition for this grade of steel is reported in Table 1.
S355 is a low carbon steel widely used in the construction,
maintenance and manufacturing industries and suitable for numerous
general engineering and structural applications.
The inverse analysis technique was ﬁrst validated by considering
only the parent material of the steel. Successively, a second phase of the
validation process comprised applying the inverse analysis technique to
investigate the tensile properties of a weld generated by butt welding
two S355 plates together using electron beam technology (Fig. 2).
For the ﬁrst stage of the validation, three cross-sections were
produced that were aligned with the three principal directions of the
plate, as represented in Fig. 2: longitudinal direction (LD), transverse
direction (TD) and through thickness direction (TTD). The objective
was to investigate potential diﬀerences in anisotropy of the micro-
structure that need to be taken into account.
Three metallographic specimens were prepared in the three direc-
tions of the plate. The specimens were polished through standard
polishing techniques to a 1/4 µm ﬁnish. Reﬂective light microscopy
micrographs of the cross-sections in all three directions were generated
and these are shown in Fig. 3. The micrographs show that the
microstructure is isotropically consistent. Ferrite grains with a small
volume fraction of pearlite nodules are present. The other dominant
microstructural feature is upper bainite, in which the dominant phase is
Fig. 1. Schematic diagram of the grid indentation technique applied to heterogeneous
materials (adapted from [27]).
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acicular ferrite.
Two sets of nano-indentation experiments were undertaken, one for
the steel parent material and one for the electron beam (EB) weld.
Nano-indentation testing was performed using a Micro Materials
NanoTest Platform 3 instrument. In the case of the parent material,
indentation grids were performed on specimens representative of the
three characteristic directions of the steel plate. The main aim was to
ascertain whether variations in mechanical properties occurred depend-
ing on the direction considered within the plate.
A grid of 36 indentations was performed on each specimen. The
testing parameters were kept the same for all the specimens. For the
welded sample, the area covered by the indentation grid was designed
to probe the variation of properties from the parent material across the
heat aﬀected zone (HAZ) and in the fusion zone (weld metal) (Fig. 4).
The nano-indentation load-depth curves were recorded and the
mechanical properties (e.g. hardness and modulus) were extracted from
this data. The test parameters are summarised in Table 2.
2.1.2. Tensile testing
Tensile testing of four parent metal samples was undertaken in
accordance with BS EN ISO 6892-1. Two specimens were taken from
the longitudinal direction of the steel plate and the other two specimens
were machined along the transverse direction of the plate (Fig. 2). The
machined tensile specimens had a diameter of 8 mm with M12 threaded
ends. These were taken at the mid-thickness points of the plates. A full
stress-strain log was generated for all the specimens.
Cross joint tensile specimens were also generated from the welded
plates. The specimens were oriented across the weld so that both parent
metals, both heat aﬀected zones (HAZs) and the weld metal itself are
tested (Fig. 2).
2.2. Numerical modelling
2.2.1. Simulation of indentation testing
An axisymmetric model was developed to analyse the quasi-static
indentation process [6,7] using the commercial ﬁnite element analysis
software Abaqus. There have been several studies [33–38] aimed to
investigate the diﬀerences in the FE simulated indentation response as a
result of two diﬀerent modelling approaches: a 2D axisymmetric model,
using an equivalent conical indenter with a 70.3° half-angle, and a 3D
model, where the real geometry of the Berkovich indenter was used
instead. These studies were undertaken on a wide range of materials,
from aluminium alloys and copper to steel and iron. Although
diﬀerences between the two modelling approaches have been observed,
however the common ﬁndings are: (1) there is at most 5% diﬀerence in
the load-depth curves; (2) the main diﬀerence occurs in the stress/
strain ﬁeld below the tip. As the study of the stress/strain ﬁeld below
the tip is not of interest to this investigation and since the diﬀerences in
load-depth curves are expected not to be higher than 5%, considering
also that numerical and experimental errors contribute to these
diﬀerences, using the common approach of a 2D axisymmetric indenta-
tion model, with a conical shaped indenter as an equivalent to a
Berkovich indenter, appeared to be reasonable for this investigation.
This will provide signiﬁcant ease to the computational eﬀort required
by the overall inverse analysis process.
The model consisted of two parts: a conical indenter and a
rectangular domain representing the axisymmetric slice of the cylind-
rical specimen to be indented. The Berkovich pyramidal indenter was
modelled as an analytical rigid surface with a conical geometry and an
equivalent cone angle of 70.3° in order to retain the axisymmetry of the
model. The dimensions of the sample (radius and thickness) were
chosen to be suﬃciently large so as to avoid any inﬂuence of the
boundary conditions and sample size on the simulated load response
[39].
The Hollomon's hardening law was assumed to describe the elastic-
plastic constitutive behaviour of the steel specimens [7,40,41]. The
constitutive behaviour was therefore represented by power law curves
with the true stress-true strain behaviour expressed as follow:
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where E is the Young's modulus, m is the strain hardening exponent and
σy is the initial yield stress at zero oﬀset strain. For a given material, the
Young's modulus and Poisson's ratio were kept ﬁxed throughout the
iterative simulations, but the yield strength and hardening exponent
were varied. The Poisson ratio was ﬁxed at 0.3, representative of many
metals. The value of the Young's modulus was directly calculated from
the reduced modulus experimentally determined from the nanoinden-
tation experiments and it was ﬁxed at 240 GPa. The reasoning for using
the Young's modulus directly from the experimental nanoindentation
testing is as follows: a) from a pragmatic point of view, if nanoindenta-
tion technique is to be used in the inverse problem, all the beneﬁts
oﬀered by the testing capabilities to measure material properties
Table 1
Composition for S355 steel (Element, wt% - balance Fe).
C Mn Si P S Cu Ni Cr Mo Al V Nb Ti N
0.13 1.46 0.25 0.015 0.004 0.02 0.02 0.03 0.01 0.036 0.005 0.025 0.005 0.005
Fig. 2. Illustration of the S355 welded plate and samples for testing.
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(including the bulk Young's modulus) should be exploited; b) the
modulus is experimentally measured on the same specimen the inverse
analysis is applied to; c) using the experimentally measured modulus
enables to reduce the number of unknown properties to be estimated
from the inverse problem.
The model was meshed by using a dense mesh at the indentation site
to ensure accuracy and a coarse mesh away from the indentation to
minimise computational time. In general, the typical edge length of
elements at the indentation site was one-tenth of the maximum
indentation depth. 8-node biquadratic axisymmetric quadrilateral,
reduced integration elements (CAX8R in Abaqus) were used. Fig. 5
illustrates a sample mesh for the indentation geometry, highlighting the
reﬁned mesh of quadrilateral elements in the indentation region with a
coarser mesh farther away.
A static, general step was created for the loading phase. No step was
created for the unloading, since the elastic-plastic behaviour of the
material can be extracted from the loading part of the nano-indentation
curve. Displacement control was used to incrementally press the
indenter into the specimen. The interaction between the indenter and
the specimen was deﬁned by a surface-to-surface interaction. For the
tangential behaviour, a frictionless condition was employed. The
normal behaviour of the contact was deﬁned as a hard contact with
separation allowed after contact to enable unloading of the sample. The
load-depth response was obtained by extracting the axial displacement
and axial reaction force at the master node for the indenter.
2.2.2. Inverse analysis procedures
Nano-indentation experiments were simulated with the Young's
modulus and Poisson's ratio kept ﬁxed throughout the iterative simula-
tions. A series of simulations was performed in which several combina-
tions of hardening exponent (m) and yield strength (σy) were consid-
ered over the ‘inverse analysis domain’. In the ﬁrst instance, a total of
900 simulations were performed over a domain range between 0.1 and
0.2 (with 30 subdivisions) for the strain hardening exponent (m) and
between 250 and 350 MPa (with 30 subdivisions) for the yield strength
of the material. Further to considering this ﬁrst domain, a second larger
domain range of yield strength and strain hardening exponent was
considered. The large domain had the yield strength ranging from 200
to 600 MPa (with 60 subdivisions), whilst the strain hardening ex-
ponent varied from 0.1 to 0.4 (with 60 subdivisions), resulting in 3600
simulations. The main purpose for considering this second domain was
to evaluate the robustness of the inverse analysis approach proposed in
this work and assess the inﬂuence of the size of the inverse analysis
domain on the accuracy of the proposed approach.
Fig. 3. Micrographs for the LD specimen (a); TD specimen (b); TTD specimen (c).
Fig. 4. Schematic of the indentation grid performed on the cross section of the EB weld.
Table 2
Test parameters used for all indentation experiments.
Sample Parent
Metal (LD)
Parent
Metal (TD)
Parent
Metal
(TTD)
Cross-weld
(LD)
Max load 100–300 mN 100 mN
Loading / Unloading
Rate
5 mN/s for the 100 mN experiments;
10 mN/s for the 300 mN experiments
Dwell Period at Max.
Load
5 s for the 100 mN experiments
10 s for the 300 mN experiments
Dwell Period for Drift
Correction
60 s
Indentation grid size: 6 162
number of columns
Indentation grid size: 6 4
number of rows
Indentation oﬀset in x
and y
75 µm for the 100 mN experiments
150 µm for the 300 mN experiments
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The execution of the simulations and the post-processing of the
data, including the comparison between simulated and experimental
load-depth curves, were automated using in-house developed Python
and MATLAB scripts.
The inverse problem seeks to identify the simulated load-depth
curve that is “most similar” to the experimental load-depth curve(s).
Mathematically, this was formulated by specifying a series of error or
objective functions, the minimiser of which would lead to the solution
of the inverse problem. To that end, the following was deﬁned:
• P h P( ) =simj simj is the load (P) versus depth (h) response of the jth
simulation, 1≤j≤900 (or 3600).
• P h P( ) =i iexp exp is the load versus depth response of the ith experiment,
1≤i≤nexp.
• P h P( ) =avg avgexp exp is the load versus depth response obtained by aver-
aging the loads from each experiment at each depth increment.
Thus, P h P h( ) = ∑ ( )avg n i
i n i
exp
1
=1
=
expexp
exp .
• hmax is the maximum indentation depth sampled in all indentation
measurements (ie the minimum maximum depth).
For an arbitrary pair of yield strength and strain hardening
exponent values, the least squares error with respect to the average
experimental load-depth curve is deﬁned by:
∫Φ σ m h P P σ m dh( , ) =
1 [ − ( , )]avg y h
h h avg
sim y
max =0
=
exp
2max
(2)
Discretised over the space of simulations, the least squares error for
the jth simulation with respect to the average experimental load-depth
curve is deﬁned by:
∫Φ Φ σ m Φ P h P P dh= ( , ) = ( ) =
1 ( − )avgj avg yj j avg simj h
h h avg
sim
j
max =0
=
exp
2max
(3)
Similarly, for an arbitrary pair of yield strength and strain hard-
ening exponent values, the least squares error with respect to the ith
experimental load depth curve is deﬁned by:
∫Φ σ m h P P σ m dh( , ) =
1 [ − ( , )]i y h
h h i
sim y
max =0
=
exp
2max
(4)
Discretised over the space of simulations, the least squares error for
the jth simulation with respect to the ith experimental load-depth curve
is deﬁned by:
∫Φ Φ σ m Φ P h P P dh= ( , ) = ( ) =
1 ( − )i j i yj j i simj h
h h i
sim
j
max =0
=
exp
2max
(5)
The above approaches (choosing either an average curve or a
speciﬁc load-depth curve) are conventionally employed for inverse
analysis [2–4,7,32]. Whilst they are eﬀective for materials that exhibit
little variability, they can be highly inaccurate when the load-depth
curves exhibit scatter.
Consider the following scenarios:
• The experimental load-depth curves show little scatter and are
nearly identical. In this case, the average load-depth curve will be
nearly equal to any speciﬁc experimental load-depth curve.
Therefore, the minimisers of the error with respect to the average
curve and the error with respect to the ith curve (for any i) will be
equal.
• The experimental load-depth curves show signiﬁcant scatter. In this
case, the minimiser of the error with respect to the average curve
may be diﬀerent from the minimiser of the error with respect to any
individual experimental load-depth curve. If the load-depth curves
follow a normal distribution, then the minimiser of the average error
functional may be representative of the bulk, homogenised re-
sponse. However, if the load-depth curves follow a bimodal
distribution (e.g. there are two dominant microstructural phases
with diﬀerent hardness responses), then the minimiser of the
average error may not represent the correct bulk, homogenised
response of the tested material. Moreover, it is currently unclear
how to select the most appropriate “representative” load-depth
curve for the minimisation of Φi.
To overcome this potential selection bias, and in order to account
for the scatter in the experimental load-depth curves, a novel solution
Fig. 5. Image of the ﬁnite element mesh and geometry for the axisymmetric indentation model.
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to the inverse problem is proposed. Over the deﬁned domain range of
yield strength and strain hardening exponents, a series of simulations
are performed; in the case of the present work, this is the 900
simulations for the ﬁrst domain and 3600 simulations for the second
domain. For each simulation, the least squares error is calculated with
respect to each of the experimental load-depth curves. The reciprocal of
the resulting error is used as a weighting factor multiplied by yield
strength or strain-hardening exponent in a convex sum as shown below
in Eqs. (6), (7). If the error is large, then the simulated curve is not
similar to the given experimental curve and therefore the weight is
small; if the error is small, then the simulated curve is similar to the
given experimental curve and therefore the weight is large.
Mathematically, this is described as follows:
⎡
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where σyinv and minv are the optimal inverse analysis solutions.
Flow charts for the inverse analysis approaches using the con-
ventional technique and the new weighted method are shown in
Figs. 6 and 7.
The main advantage of this new ‘multi-objective’ function is that all
of the experimental indentation curves are considered, without the
Fig. 6. Flow chart conventional technique: minimising the error with respect to the average load-depth response.
D.M. De Bono et al. International Journal of Mechanical Sciences 123 (2017) 162–176
167
need to select a single indentation curve or the average experimental
curve. In the presence of heterogeneous indentation response, this
removes any potential selection bias arising from the selection of a
single indentation response.
The eﬃcacy of: (i) identifying the pair of yield strength and strain-
hardening exponent values that minimise the error with respect to the
average indentation curve and (ii) calculating the optimal inverse
parameters from the convex sum of reciprocal weights (Eqs. (6), (7))
are illustrated in the following sections.
3. Results and discussion
3.1. Parent metal samples
3.1.1. Experimental measurements
Two grids of 36 indentations were marked and measured on all
three specimens, LD, TD and TTD. One grid was performed using a
maximum load of 100 mN and the second grid using a maximum load of
300 mN. The results are shown in Fig. 8 for both maximum loads.
Average values for the hardness (H) and the reduced modulus (Er)
results determined from the experimental nano-indentation testing are
Fig. 7. Flow chart conventional technique: convex sum of least squares weights.
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reported in Table 3. The average nano-indentation measured hardness
and reduced modulus measured using maximum loads of 100 mN and
300 mN are shown in Figs. 9 and 10.
The purpose of considering the cross-sections in three orthogonal
directions within the plate was to determine if there were diﬀerences in
material properties as a function of the sample orientation. Based on the
data reported in Fig. 7 and Table 3, the averaged values of hardness are
similar in all three directions at both maximum loads of 100 mN and
300 mN, with slightly higher standard deviations for the set of curves
with 100 mN maximum load. The higher standard deviation can be
explained by the enhanced eﬀect of the microstructural heterogeneity
of the material on the mechanical properties when the nano-indentation
measurements are recorded using smaller depths.
Fig. 8. Typical nano-indentation curves at 100 mN (a) and at 300mN (b) for the steel parent material.
Table 3
Nano-indentation experimental data for the parent metal.
Max. Load 100 mN 300mN
H (GPa) Standard deviation H (GPa) Standard deviation
LD 2.51 0.35 2.32 0.35
TD 2.56 0.36 2.42 0.29
TTD 2.68 0.32 2.33 0.30
Er (GPa) Standard deviation Er (GPa) Standard deviation
LD 217.73 8.90 214.27 8.17
TD 216.92 12.22 213.93 10.01
TTD 223.81 7.72 202.10 7.79
Fig. 9. Experimental results for the average nano-indentation measured hardness of the
parent metal using maximum loads of 100 mN or 300 mN.
Fig. 10. Experimental results for the average nano-indentation measured reduced
modulus of the parent metal using maximum loads of 100 mN or 300 mN.
Fig. 11. Experimental stress-strain curves for the parent material.
Table 4
Experimental tensile properties for the steel S355 parent material.
Sample Young's
Modulus
Yield stress
Rp0.2% (MPa)
Ultimate tensile
strength (MPa)
Elongation (%)
N/mm2
LD1 228000 367 548 28
LD2 231323 364 544 28
TD1 240430 366 547 27
TD2 225199 368 549 27
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Experimental tensile stress-strain curves for the specimens of the
parent material extracted in the longitudinal direction (LD1 and LD2)
and in the transverse direction (TD1 and TD2) of the plate are shown in
Fig. 11 and the resulting tensile properties are summarised in Table 4.
The stress-strain curves and tensile properties show little variation
regardless of the orientation of the sample within the plate, either
longitudinal or transverse.
3.1.2. Inverse analysis results
Two techniques for the inverse problem were employed: (i) mini-
mising the error with respect to the average load-depth curve and (ii)
determining the optimal tensile parameters from the newly proposed
convex sum of the least squares response. The inverse analysis was
performed on all three specimens (LD, TD and TTD). The inverse
analysis results obtained on the two domains of yield strength and
strain hardening exponent were compared to the averaged tensile
properties measured from the experimental tensile tests and are
summarised in Tables 5 and 6.
From the inverse analysis results on the smaller domain range of
yield strength and strain hardening exponent, it can be observed that,
on average, the conventional technique (minimising the error with
respect to the average load-depth response) gives rise to an approx-
imate 9% error in the yield strength and an 8% error in the strain
hardening exponent, whereas the errors for the convex sum of least
squares weights are within 3% of the experimental tensile test
measurements. The results are illustrated graphically (showing the as-
measured stress-strain curves with the inverse analysis stress-strain
curves) in Fig. 12. In this ﬁgure, the results for the TD specimen are
shown and the accuracy of the newly proposed inverse analysis
procedure compared with the conventional technique is clear.
The results from the inverse problem undertaken on the larger
domain (Table 6) generally show a higher magnitude of the errors
compared with the small domain, both for the conventional and the
new approach. The conventional technique (minimising the error with
respect to the average load-depth response) generates errors as high as
Table 5
Summary of inverse analysis results and relative error between experimental measurements for the domain 250 MPa≤Y≤350 MPa (with 30 subdivisions) and m0.1 ≤ ≤ 0.2 (with 30
subdivisions).
Sample orientation Max. Load (mN) Minimised Least Squares Error: Average load-depth curve Convex sum of least squares weights
σy Rel. Error m Rel. Error σy Rel. Error m Rel. Error
LD 300 378.04 3% 0.179 10% 355.95 −3% 0.156 −3%
LD 100 411.62 11% 0.179 10% 356.14 −3% 0.156 −3%
TD 300 404.36 9% 0.169 5% 357.69 −2% 0.158 −2%
TD 100 411.62 11% 0.179 10% 355.42 −3% 0.156 −3%
TTD 300 403.82 9% 0.159 −1% 357.38 −2% 0.157 −2%
TTD 100 411.62 11% 0.179 10% 354.87 −3% 0.155 −3%
Averaged Experimental σy 366.25 m 0.161
Tensile Tests
Table 6
Summary of inverse analysis results and relative error between experimental measurements for the domain 200 MPa≤Y≤600 MPa (with 60 subdivisions) and m0.1 ≤ ≤ 0.4 (with 60
subdivisions).
Sample orientation Max. Load (mN) Minimised Least Squares Error: Average load-depth curve Convex sum of least squares weights
σy Rel. Error m Rel. Error σy Rel. Error m Rel. Error
LD 300 315.29 −16% 0.197 18% 332.26 −10% 0.169 5%
LD 100 371.80 1% 0.156 −3% 340.23 −8% 0.180 11%
TD 300 355.51 −3% 0.166 3% 347.88 −5% 0.176 9%
TD 100 318.87 −15% 0.207 22% 339.78 −8% 0.178 10%
TTD 300 305.80 −20% 0.227 29% 338.85 −8% 0.173 7%
TTD 100 393.50 7% 0.151 −7% 349.87 −5% 0.188 14%
Averaged Experimental σy 366.25 m 0.161
Tensile Tests
Fig. 12. Estimated inverse analysis for the domain 250 MPa≤Y≤350 MPa and
m0.1 ≤ ≤ 0.2 and experimentally recorded tensile curves for the TD specimen at (a)
300 mN maximum load and (b) 100 mN maximum load.
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20% for the yield strength and as high as 29% for the strain hardening
exponent. On the other hand, the new approach, based on the convex
sum of least squares weights, produces on average an approximate 7%
error in the yield strength and 9% error in the strain hardening
exponent. However, even though the average errors are observed to
be lower, the proposed new weighted method seems to lose the
accuracy and stability previously observed on the smaller domain. In
some cases, the conventional method and the new proposed approach
seem comparable. The results from the inverse analysis undertaken on
the large domain are illustrated graphically (showing the as-measured
stress-strain curves with the inverse analysis stress-strain curves) in
Fig. 13. In this ﬁgure, the results for the LD specimen are shown.
An additional consideration on the results summarised in Tables 5
and 6 is as follows. The errors generated from both the minimiser
approach and the weighted approach tend to be higher for the strain
hardening exponent compared with those associated with the yield
strength. In other words, the inverse analysis approaches seem to better
resolve the yield strength as a material parameter more than the strain
hardening exponent, hence the lower values of errors linked to the yield
strength. This is important to highlight as the morphology of a tensile
stress-strain curve is particularly sensitive to the strain hardening
exponent values and small changes in the strain hardening exponent
can determine signiﬁcant changes in the stress-strain curve. This
suggests the importance of implementing an inverse analysis approach
that is able to obtain the best possible and accurate prediction of the
strain hardening exponent alongside with a reasonable estimate of the
yield strength.
A sensitivity study was also undertaken to study how the stability
and accuracy of the proposed new inverse analysis approach is
inﬂuenced by the size of discretisation intervals used in the yield
strength-strain hardening exponent domain. The number of subdivi-
sions used in the small and large inverse analysis domains was
arbitrarily changed. In particular, in the case of the small domain
(250 MPa≤σy≤350 MPa and 0.1≤m≤0.2), the subdivisions for the
yield strength and the strain hardening exponent were both halved,
from 30 subdivisions to 15 subdivisions, resulting in 225 simulations.
With respect to the larger domain (200 MPa≤σy≤600 MPa and
0.1≤m≤0.4), the number of subdivisions for the yield strength were
kept the same (60), whilst the subdivisions for the strain hardening
exponent were deliberately and sharply lowered from 60 to 13 (in order
to obtain intervals of 0.025).
The inverse analysis results obtained for the two domains with
modiﬁed discretised space are summarised in Tables 7 and 8.
Table 7 shows that coarsening the intervals between data points
over the small domain causes a signiﬁcant increase of the error values
when using the conventional inverse analysis approach. On average, the
approximate error was recorded to be 11% for the yield strength
(against 9% in the case of the ﬁner discretisation) and 18% for the
strain hardening exponent (against 8% in the case the ﬁner discretisa-
tion). In contrast, coarsening the domain discretisation did not deter-
mine a deterioration of the errors when using the convex sum of least
squares weights. The error values were still within 3% for both the yield
strength and the strain hardening exponent. Similarly, coarsening the
discretisation of the strain hardening exponent range over the large
domain produced a rise in the error values when using the conventional
method: on average, the approximate error increased from 10% to 12%
for the yield strength and from 14% to 20% for the strain hardening
exponent. In contrast, it was interesting to notice that coarsening the
domain discretisation led to a reduction of the relative errors when
using the new weighted approach (down to 6% for the yield strength
and to 5% for the strain hardening exponent), therefore achieving an
improved accuracy of the inverse problem solution. The new method
showed also to be more stable, achieving the same accuracy throughout
the analyses of all set of specimens.
Fig. 13. Estimated inverse analysis for the domain 200 MPa≤Y≤600 MPa and
m0.1 ≤ ≤ 0.4 and experimentally recorded tensile curves for the LD specimen at (a)
300 mN maximum load and (b) 100 mN maximum load.
Table 7
Summary of inverse analysis results and relative error between experimental measurements for the domain 250 MPa≤Y≤350 MPa (with 15 subdivisions) and m0.1 ≤ ≤ 0.2 (with 15
subdivisions).
Sample orientation Max. Load (mN) Minimised Least Squares Error: Average load-depth curve Convex sum of least squares weights
σy Rel. Error m Rel. Error σy Rel. Error m Rel. Error
LD 300 400.25 8% 0.186 13% 356.43 −3% 0.157 −3%
LD 100 419.58 13% 0.200 20% 356.63 −3% 0.157 −2%
TD 300 416.81 12% 0.193 17% 358.05 −2% 0.158 −2%
TD 100 419.58 13% 0.200 20% 356.42 −3% 0.157 −2%
TTD 300 398.90 8% 0.200 20% 357.81 −2% 0.158 −2%
TTD 100 419.58 13% 0.200 20% 354.81 −3% 0.156 −3%
Averaged Experimental σy 366.25 m 0.161
Tensile Tests
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Ultimately, the results summarised in Tables 5–8 show that the
choice of the inverse analysis domain size can have an impact on the
accuracy and the eﬃcacy of the new proposed method. It was generally
found that the new proposed method achieves excellent levels of
accuracy compared to the conventional method over contained do-
mains of yield strength and strain hardening exponent. Increasing the
size of the inverse analysis domain can have a detrimental eﬀect on the
accuracy and robustness of the new weighted approach, however this
issue can be potentially overcome by coarsening the discretised space of
the inverse analysis domain. This can signiﬁcantly improve the
accuracy and stability of the weighted approach for larger inverse
analysis domains, exceeding the performance oﬀered instead by the
conventional approach. In other words, the new weighted approach
seems to work better when a coarse discretisation of the inverse
analysis domain is used, ultimately providing computational beneﬁts
in terms of a lower number of simulations needed to achieve the inverse
solution.
With respect to the problem of non-uniqueness of the solution, in
the speciﬁc case of this investigation and despite using a single
geometry of the conical indenter, the uniqueness of the solution is
preserved by the high stiﬀness of the structural steel. This was already
observed by other authors [6,42], who found that the uniqueness of the
solution could be achieved if the material had a ratio Er/σy greater than
225. Structural steels usually have E/σy greater than 225 and this is also
true for the S355 grade investigated in this study. Generally, the main
concern with the non-uniqueness of the solution when using conical
indenters is that diﬀerent combinations of tensile parameters (e.g. σy
and m) can generate the same indentation load-depth curve, therefore
causing challenges in the identiﬁcation of a unique solution during the
inverse analysis of indentation load-depth curves. The loading part of
the load-depth curves determined via sharp indenters for material
exhibiting elastic-plastic behaviours can be described by the Kick's law:
P = Ch2 (7)
where C is the loading curvature coeﬃcient, P is the indentation load
and h is the indentation depth. If non-uniqueness of the solution
occurred over the chosen domain range of yield strength and strain
hardening exponent, this would mean that diﬀerent combinations of σy
and m (even with considerably diﬀerent values of σy and m) would
generate the same or very similar loading curves. As a result, the
loading curvature coeﬃcients (C) would also be very close, almost
indistinct. Fig. 14 shows the values of the loading curvature coeﬃcient
(C) as function of yield strength and strain hardening exponent over the
large inverse analysis domain range (200 MPa≤σy≤600 MPa and
0.1≤m≤0.4) considered in this speciﬁc study. The two forms of
discretisation, ﬁner and coarser, are both considered and represented
in Fig. 14. Both the curvature coeﬃcient (C) and the yield strength (σy)
were normalised by the Young's modulus value of the material
investigated (E=240000 MPa), as it was previously done in other
studies [6,42].
Fig. 14 shows that the ‘m′ curves are generally distinct and
situations do not occur where signiﬁcantly diﬀerent combinations of
σy and m generate ‘m′ curves that are either identical or cross each
other. This suggests that combinations of yield strength and strain
hardening exponent over the inverse analysis domain considered in this
study are able to generate distinct values of the coeﬃcient C, hence
distinct load-depth curves, ultimately enabling the uniqueness of the
solution. Pham et al. [42] showed that for lower values of E/σy (E/σy<
225) the ‘m′ curves overlap one each other and become seamless, even
for considerably diﬀerent combinations of yield strengths and strain
hardening exponent, eventually triggering the non-uniqueness as an
issue during the inverse analysis process. However, as showed in
Fig. 14, this is not the case for the investigation described in this
paper. Another requirement met by this study in order to help the
achievement of a unique solution is that related to the critical strain
achievable within the material using Berkovich indenters [43]. Liu et al.
[43] demonstrated that, for a given indenter geometry, a critical strain
exists beyond which there is no unique solution from the reverse
analysis of load-depth curves for the material plastic behaviour. The
critical strain is a function of the sharp indenter angle and is
independent on the material. Liu et al. [43] found that the critical
strain was 0.20 (20%) for a sharp indenter with an angle of 70.3°.
Beyond this critical value of the strain, the experimental load-depth
curves obtained from this indenter geometry cannot be estimated
uniquely, as any modiﬁcation of the plastic behaviour cannot be
eﬀectively reﬂected on the indentation load-depth curve. During the
course of this investigation, stress-strain curves were estimated within
the 20% strain, hence the requirement of the critical strain linked to the
geometry of the Berkovich indenter used for the assessment was met.
Some authors [3,6] also addressed the non-uniqueness issue of the
inverse analysis of indentation by limiting the space of possible
solutions to a lower and upper boundaries for the tensile parameters
(σy and m). In a certain sense, this approach was also applied during the
course of this investigation. Finally, Tho et al. [24] demonstrated that
only two independent quantities (in the speciﬁc case, σy and m) can be
obtained from the load-displacement curve of a single conical indenter.
In light of the information included in Fig. 14, some of the reasoning
behind the inﬂuence of the inverse analysis domain size and its
discretisation on the accuracy of the proposed method can be more
understandable. In eﬀect, it can be observed that the combinations of σy
and m of the smaller domain considered in this study are located in the
region of the plot (highlighted in green) where the ‘m′ curves are clearly
separate and distinct (Fig. 14.a). This certainly plays a major role in
guaranteeing an accurate identiﬁcation of the unique solution, hence
the very small error magnitudes experienced, particularly in the case of
the weighted approach. In a diﬀerent way, the larger domain includes
regions of the plot (lower values of E/σy) where the ‘m′ curves tend to
converge, ultimately getting closer one each other and determining a
dense cloud of data points (Fig. 14.a). As a result, the accuracy of the
inverse analysis in reaching the sought solution by processing the data
points within the dense cloud region is exposed to signiﬁcant more
challenges. This adds further perspectives on the expectation of lower
errors associated with the inverse analysis solutions on the small
Table 8
Summary of inverse analysis results and relative error between experimental measurements for the domain 200 MPa≤Y≤600 MPa (with 60 subdivisions) and 0.1≤m≤0.4 (with 13
subdivisions).
Sample orientation Max. Load (mN) Minimised Least Squares Error: Average load-depth curve Convex sum of least squares weights
σy Rel. Error m Rel. Error σy Rel. Error m Rel. Error
LD 300 349.78 −5% 0.150 −7% 335.86 −9% 0.164 2%
LD 100 334.42 −10% 0.200 20% 347.51 −5% 0.171 6%
TD 300 390.63 6% 0.125 −29% 353.42 −4% 0.169 5%
TD 100 298.16 −23% 0.225 29% 345.65 −6% 0.171 6%
TTD 300 305.03 −20% 0.225 29% 341.88 −7% 0.169 5%
TTD 100 393.18 7% 0.150 −7% 356.13 −3% 0.171 6%
Averaged Tensile Tests σy 366.25 m 0.161
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domain (250 MPa≤σy≤350 MPa and 0.1≤m≤0.2) compared to the
large domain (200 MPa≤σy≤600 MPa and 0.1≤m≤0.4).
Fig. 14.b shows also the relationship between σy, m and C when a
coarser discretisation of the strain hardening exponent values was used.
The implementation of a coarser discretisation determines the ‘m′
curves to be more spread out, even at lower values of E/σy, removing
the noise caused by the dense cloud of data points present in the case of
a ﬁner discretisation of the domain. Coarser intervals in the strain
hardening exponent range ultimately facilitate the screening eﬀort to
identify the unique solution during the inverse analysis process as far as
the new weighted approach is concerned. On the other hand, applying
larger intervals over the range of strain hardening exponents forces the
errors generated by the conventional method (minimising the error
with respect to the average load-depth response) to be higher, as this
Fig. 14. Loading curvature coeﬃcient (C) as a function of yield strength (σy) and strain hardening exponent (m) over the inverse analysis domains: (a) 250 MPa≤Y≤350 MPa (with 60
subdivision) and 0.1≤m≤0.2 (with 60 subdivisions) and (b) 250 MPa≤Y≤350 MPa (with 60 subdivision) and 0.1≤m≤0.2 (with 13 subdivisions).
Fig. 15. Hardness map of the EB weld cross section.
Fig. 16. Inverse analysis true stress-trues strain curves for the EB weld cross section.
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method generate solutions at the nodes of the discretised space. In a
diﬀerent way, the weighted approach is based on an averaging
weighted procedure of the least squares errors over the whole domain,
hence the sought solution will not necessarily match the values of σy
and m at the nodes of the discretised space. This fundamental diﬀerence
between the two approaches enables the new weighted approach to
perform well even with a coarser discretisation of the inverse analysis
domain, oﬀering a further opportunity for a more computationally
eﬃcient procedure.
3.2. Cross-weld samples
The ﬁrst stage of this work considered only the parent material
response. To test and conﬁrm the accuracy of the new method on a
more challenging sample, the inverse analysis procedure was applied to
a cross-weld specimen in order to determine the mechanical behaviour
of the fusion zone, heat aﬀected zone and surrounding parent material.
The width of the fusion zone for the autogeneous EB weld was too small
for conventional tensile specimens comprised of all weld metal to be
extracted. This is an application where inverse indentation techniques
oﬀer a solution over existing methods.
A grid of indentations was performed on the cross-weld specimen.
The hardness map in Fig. 15 shows the presence of local areas of the
weld specimen, which exhibit diﬀerent mechanical properties.
The hardness measurements from this map were condensed into
three distinct sets: parent metal, HAZ and fusion zone (weld metal). The
new inverse analysis procedure was then performed on each set of data
to obtain three stress-strain curves, one for each region (see Fig. 16).
In order to validate the results, cross-weld tensile testing was
performed. The measured stress-strain response from the cross-weld
test reﬂects the mechanical properties of the parent metal, weld metal
and HAZ. Consequently, it is not possible extract isolated responses. To
validate the inverse analysis results, a ﬁnite element model of the cross-
weld sample was created and the material properties for the local areas
in the weld identiﬁed by the inverse analysis procedure were input into
the FE model (see Fig. 17).
The load-displacement response from the FE model was then used to
calculate the nominal (engineering) stress-strain response. This global
response, (including the eﬀects of all material regions) was then
compared to the experimental stress-strain curve from the cross-weld
sample.
In Fig. 18, the stress-strain curve from the FE model is shown and
compared with the experimentally measured stress-strain curves for the
cross weld sample. The FE model shows very good agreement, hence,
validating the inverse analysis results.
The mechanical properties (σy and m) in the parent metal have
lower values than in the weld metal and the heat-aﬀected zone.
Mechanical properties within the heat-aﬀected zone gradually increase
from the parent metal to weld metal regions. A similar trend in the
gradient of mechanical properties was observed by other authors in the
characterisation of high strength steel welds [6,44]. The variation of
mechanical properties very much depends on the microstructure of the
material due to the welding process (see Fig. 19).
In the speciﬁc case of the S355 EB weld, the weld metal has a typical
martensitic microstructure. The heat-aﬀected zone has a ﬁner grained
microstructure containing a mixture of ferrite and bainite near the
parent material. The heat-aﬀected zone gradually changes to a mar-
Fig. 17. Tensile model for the EB weld.
Fig. 18. Comparison between the tensile curve from the model and those experimentally
measured for the parent material (PM) and the EB weld samples (EBW).
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tensitic coarser grained microstructure in the vicinity of the weld metal.
The microstructural changes across the weld are reﬂected in the
diﬀerences between the experimental load-depth curves for the parent
material, the heat-aﬀected zone and the weld metal (see Fig. 20).
The load-depth data clearly show that the material in the heat-
aﬀected zone and the weld zone has higher hardness than the parent
metal.
4. Conclusions
An S355 steel, exhibiting an isotropic structure, has been studied
using indentation and inverse analysis to determine its elastic-plastic
constitutive behaviour. An isotropic bulk sample of S355 and a non-
isotropic cross-section of electron beam weld of two S355 plates have
been investigated. The indentation results from the bulk S355 sample
has been modelled using two approaches:
(i) the conventional inverse analysis approach whereby a single load-
depth curve is compared with a series of iterative FE simulations. In
this approach, the material parameters for which the FEA load-
depth curve is most similar (in the least squares sense) to the
experimental curve are sought.
(ii) A novel inverse analysis method which employs a convex sum of
weights, where the weight is the reciprocal of the least squares
error.
Experimental indentation load-depth curves were measured at
diﬀerent local regions of the weld, including the HAZ and weld zone.
The local tensile properties of the EB weld were estimated using the
new weighted averaging inverse analysis approach.
The following conclusions can be drawn from the work:
• The new convex sum of the least squares weights inverse analysis
approach applied on indentation data from the isotropic S355 steel
showed an error within 3% of the experimental yield strength and
strain hardening exponent results. This compares to an approximate
9% error in the yield strength and an 8% error in the strain
hardening exponent using the conventional inverse analysis method.
Hence, the new inverse analysis approach oﬀers a signiﬁcant
improvement in accuracy in the inverse analysis prediction of the
elastic-plastic behaviour of the material compared to the conven-
tional method.
• The size of the inverse analysis domain (range of yield strength and
strain hardening exponent) inﬂuences the accuracy of the new
proposed inverse analysis approach. Performing the inverse analysis
on a large domain can lead to higher errors associated with the
inverse analysis solution. However, it was observed that coarsening
the discretisation of the domain provided beneﬁcial eﬀects on the
accuracy and stability of the new proposed method. As a result, the
new convex sum of the least squares weights approach still oﬀered a
signiﬁcant improvement compared to the conventional methodol-
ogy in the case of a larger domain. The errors were on average
within 6% (against 12% by using the conventional technique) for
the yield strength and 5% for the strain hardening exponent (against
20% by using the conventional technique).
• The new convex sum of the least squares weights inverse analysis
approach was applied to indentation data from diﬀerent regions of
an S355 steel weld and the data input into an FE model of the cross-
weld tensile test. The global (nominal) tensile properties of the EB
weld were calculated from the FEA model and they matched the
experimentally measured properties to within 5%, conﬁrming the
eﬃcacy of the new inverse analysis approach.
• The new inverse analysis technique can be used to eﬀectively
evaluate tensile properties of metals, taking into account the
inevitable heterogeneity of the indentation response for complex
microstructures.
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