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Introducción
El propósito de este trabajo es discutir la aplicación de la teoŕıa de las formas armónicas con
valores en un fibrado vectorial y su relación con las inmersiones en una variedad riemanniana.
Sea M una variedad riemanniana y E un fibrado vectorial riemanniano sobre M, entonces
podemos definir de manera natural el operador laplaciano  en las formas diferenciales con
valores en E y expresaremos el producto escalar ⟨θ, θ⟩, donde θ es una p-forma con valores
en E, en términos de la curvatura y la diferencial covariante. Además si M es compacta,
obtendremos, mediante integración sobre M una formula análoga a las formas diferenciales
ordinarias de Bochner’s.
Sea f una inmersión de M en una variedad riemanniana M ′. Consideramos la segunda forma
fundamental α de (M,f) como una 1-forma con valores en Hom(T (M), N(M)). Asumiendo
que M ′ es de curvatura seccional constante y la curvatura media normal de (M,f) es paralela,
probaremos que la segunda forma fundamental α es armónica, es decir α = 0. En particular,
si la inmersión f es una inmersión minimal, entonces α es armónica. Por el contrario, si M es





Una variedad topológica de dimensión ”n” es un espacio topológico M el cual es de Hausdorff,
admite una base enumerable de abiertos y es localmente homeomorfo a Rn. Esta última condición
significa que en torno de cada punto p ∈M podemos obtener un abierto U y un homeomorfismo
φ : U → V ⊂ Rn, donde V = φ(U) es un subconjunto abierto de Rn. Llamamos al par (φ,U)
una carta o sistema local de coordenadas de M .
Sea Mn una variedad topológica (n denota la dimensión de M). Un atlas sobre M es una
familia A = (φα, Uα)α ∈ Λ de cartas deM tal que la colección {Uα}α∈Λ constituye una cobertura
abierta de M. Para 1 ≤ r ≤ ∞, decimos que A es un atlas de clase Cr si dos cartas cualesquiera
(φα, Uα), (φβ, Uβ) de A son C
r-compatibles, i.e. si el cambio de coordenadas,
φβφ
−1
α : φα(Uα ∩ Uβ) → φβ(Uα ∩ Uβ)
es un difeomorfismo de clase Cr (esta definición tiene sentido pues φα(Uα ∩ Uβ) y φβ(Uα ∩ Uβ)
son conjuntos abiertos de Rn). Un atlas A de clase Cr es llamado maximal si no es posible
obtener un atlas de clase Cr que contenga propiamente a éste, es decir si A0 es un atlas de clase
Cr y A ⊂ A0 entonces A = A0.
Definición 1.1.1. Una variedad diferenciable de clase Cr es un par (M,A) donde M es
una variedad topológica y A es un atlas Cr-maximal sobre M (A es llamado una estructura
diferenciable de clase Cr sobre M)
Definición 1.1.2. Sean (Mm,A) y (Nn,B) variedades diferenciables de clase Cr y sea f :M →
N una función. Decimos que f : (M,A) → (N,B) es una función de clase Cs (s ≤ r) si para todo
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par de cartas (φ,U) ∈ A, (ψ, V ) ∈ B tales que f(U)∩V , la composición ψfφ−1 : φ(U) → ψ(V )
es una función de clase Cs (esta definición tiene sentido gracias a que φ(U) y ψ(V ) son conjuntos
abiertos de Rm y Rn respectivamente).
1.2 Espacio Tangente
Sea M una variedad diferenciable. Una aplicación diferenciable α : (−ε, ε) →M es llamada una
curva (diferenciable) en M. Suponga que α(0) = p ∈M , y sea D el conjunto de las funciones de
M diferenciables en p. El vector tangente a una curva α en t = 0 es una función α′(0) : D → R
dada por α′(0)f = d(f◦α)dt |t=0 f ∈ D. Un vector tangente en p es un vector tangente en t = 0
de alguna curva α : (−ε, ε) →M con α(0) = p. El conjunto de los vectores tangentes a M en p
será indicado por TpM.
Si eleǵımos una parametrización x : U → Mn en p = x(0), podemos expresar la función f
y la curva α en esta parametrización dada por f ◦ x(q) = f(x1, ..., xn), q = (x1, ..., xn) ∈ U y































Observe que ( ∂∂xi )0 es un vector tangente en p, a una curva coordenada
xi → x(0, ...0, xi, 0, ...0)






)0 muestra que el vector tangente a una curva α en p depende
de las derivadas de α en un sistemas de coordenadas. De ah́ı también que el conjunto de TpM ,
con las operaciones usuales de funciones, forma un espacio vectorial de dimensión n, y que la





Es inmediato que la estructura lineal en TpM aśı definida no depende de la parametrización
x. El espacio vectorial TpM es llamado el espacio tangente de M en p.
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1.3 Variedad Riemanniana
Una métrica Riemanniana en una variedad diferenciable M es una correspondencia que asocia
a cada punto p de M un producto interno ⟨, ⟩p en el espacio tangente TpM, que vaŕıa
diferenciablemente en el siguiente sentido: Si x : U ⊂ R → V ⊂M es un sistemas de coordenadas
locales en torno de p se tiene que las aplicaciones
gij : U → R
definidas por ⟨((dφq)(ei), (dφq)(ej)⟩q es una función diferenciable en V.
Una variedad diferenciable con una métrica riemanniana dada es llamada una variedad
Riemanniana.
1.4 Variedad orientable
Sea M una variedad diferenciable. Se dice que M es orientable si M admite una estructura
diferenciable (Uα,xα) tal que:
(i) para todo par α, β, con xα(Uα) ∩ xβ(Uβ) = W ̸= ϕ, el cambio diferencial de coordenadas
xβ ◦ x−1α tine determinante positivo.
Caso contrario, se dice que M no es orientable. Si M es orientable, la elección de una
estructura diferenciable satisfaciendo (i) es llamada una orientación de M y M, es entonces
orientada.
Dos estructuras diferenciables que satisfacen (i) determinan la misma orientación si la unión
de las mismas satisfacen (i).
No es dif́ıcil verificar que si M es orientable y conexa existen exactamente dos orientaciones
distintas en M.
Sean ahora M1 y M2 variedades diferenciables y φ : M1 → M2 un difeomorfismo. Es
inmediato verificar que M1 es orientable si y solo si M2 es orientable. Si además de esto, M1
y M2 son conexas y orientadas, φ induce una orientación en M2 que puede o no coincidir con
una orientación inicial de M2. En el primer caso, se dice que φ preserva la orientación y en el
segundo, φ invierte la orientación.
Ejemplo 1.1. Si M puede ser cubierta por dos vecindades coordenadas V1 y V2 de modo que
la intersección V1 ∩ V2 es conexa, entonces M es orientable. Pues como el determinante del
jacobiano del cambio de coordenadas es ϕ, que no cambia de signo en V1 ∩ V2; si es negativo en
un punto, basta intercambiar el signo de una de las coordenadas para que pase a positivo en ese
punto, en V1 ∩ V2.
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1.5 Campos de Vectores
Un Campo de vectores X en una variedad diferenciable M es una correspondencia que a cada
punto p ∈M asocia un vector X(p) ∈ TpM.
Teniendo en cuenta que el conjunto de todos los vectores tangentes a M , definimos el fibrado
tangente TM = {(p, v)/v ∈ TpM,p ∈M},
π : TM → M
(p, v) → p
Se puede dotar de estructura de variedad diferenciable, a TM de tal manera que π es C∞
Un campo de vectores X puede interpretarse como una aplicación de M en su fibrado tangente
tal que,
X :M → TM/π ◦X = idM
Un campo de vectoresX se dirá diferenciable, si la aplicaciónX :M → TM entre la variedad
y su fibrado tangente es diferenciable. El conjunto de todos los campos de vectores diferenciables
sobre M se denotará por X(M).
Sea X un campo de vectores sobre M . Para cada punto p de M, X(p) ≡ Xp es un vector
tangente a M en p, y por consiguiente, es una derivación local (en el conjunto de las funciones
diferenciables en un entorno de p) de manera que los campos de vectores se pueden considerar
como derivaciones sobre el álgebra de las funciones diferenciables sobre la variedad:
X : C∞(M) → C∞(M),
donde X(f)(p) = Xp(f)
Está interpretación permite caracterizar a los campos de vectores diferenciables como
aquellos que transforman funciones diferenciables en funciones diferenciables. En el conjunto
de los campos de vectores diferenciables sobre M podemos definir dos operaciones naturales, la
suma y el producto por funciones diferenciables, del siguiente modo:
Si X,Y ∈ X(M) entonces X + Y : C∞(M) → C∞(M) está definida por
(X + Y )(f) :M → R, (X + Y )(f)(p) = Xp(f) + Yp(f)
Si X ∈ X(M) y f ∈ C∞(M) entonces fX : C∞(M) → C∞(M)
está definida por (fX)(g) :M → R, (fX)(g)(p) = f(p)Xp(g)
Con las dos operaciones anteriores, el conjunto X(M) admite estructura de módulo sobre el
anillo C∞(M) de las funciones diferenciables.
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1.6 Corchete de Lie
Si X e Y son dos campos de vectores diferenciables y f es una función diferenciable, entonces
X(Y (f)) e Y (X(f)) son funciones diferenciables. Sin embargo, este tipo de operaciones no
conduce en general a nuevos campos de vectores diferenciables, ya que envuelven derivadas de
orden superior a la primera.
Lema 1.1. Sean X e Y dos campos de vectores diferenciables sobre M . Entonces existe un
único campo Z ∈ X(M) tal que Z(f) = X(Y (f)) − Y (X(f)), para toda función f ∈ C∞(M).
El campo Z se denomina el corchete de Lie de X e Y y se denota por [X,Y ].
Prueba Ver [6] pag 28
Esta forma de construir nuevos campos a partir de otros ya existentes nos permite definir la
operación corchete:
[, ] : X(M)× X(M) → X(M)
(X,Y ) → [X,Y ]
que a cada par de campos le asocia su corchete de Lie, la cual posee interesantes propiedades.
Usando la definición de corchete se puede mostrar la siguiente.
Proposición 1.1. Sean X,Y, Z ∈ X(M) campos de vectores diferenciables sobre M, a, b ∈ R y
f, g ∈ C∞(M) funciones diferenciables. Entonces:
(1) [X,Y ] = −[Y,X] (antisimetŕıa)
(2) [aX + bY, Z] = a[X,Z] + b[Y,Z] (R-linealidad)
(3) [[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0 (identidad de Jacobi)
(4) [fX, gY ] = fg[X,Y ] + fX(g)Y − gY (f)X; f, g ∈ C∞(M).
Prueba Ver [6] pag 29
1.7 Fibrados
Un fibrado con base M y fibra F es una aplicación suave π : E → M , donde E es una
variedad suave llamada espacio total, tal que alrededor de cada punto x ∈ M , existe U ,
vecindad de x en M , y un difeomorfismo φ : π−1(U) → U × F , llamada trivialización (local)



















En consecuencia para cada x ∈ M , la aplicación φx : F → π−1(x) = Fx dada por
φx(y) = φ
−1(x, y) es un difeomorfismo, donde φ es una trivialización local en x.
Ejemplo 1.2. La aplicación π1 :M × F →M es llamada fibrado trivial.
Una aplicación σ : M → E es una sección (del fibrado π : E → M de fibra F ) si
π ◦ σ = IdM . Denotaremos por Γ(M,E) al conjunto de secciones del fibrado π : E →M .
Dos fibrados con base M y fibra F , digamos, π : E →M y π′ : E′ →M , son isomorfos
















Un fibrado π : E → M con base M y fibra F es trivial, si es isomorfo al fibrado
π1 : M × F → M del Ejemplo 1.2 (en otros términos si admite una trivialización definida
en todo E). Por su misma definición, todo fibrado es localmente trivial.
Todo fibrado trivial π : E → M con base M y fibra F , admite una sección global: puesto















conmute, basta considerar a ∈ F , y definir σa :M → E como σa(x) = φ−1(x, a).
Si el fibrado π : E → M con base M y fibra F es trivial, entonces existe una identificación
entre Γ(M,E) y el conjunto de aplicaciones suaves f :M → F . Para lograrlo basta considerar
Γ(M,E) → C∞(M,F )
σ 7→ π2 ◦ φ ◦ σ,
con inversa
C∞(M,F ) → Γ(M,E)
f 7→ (x 7→ φ−1(x, f(x))),
donde π2 :M × F → F es la proyección a la segunda coordenada.
A continuación veremos una forma práctica de generar fibrados. Sea el fibrado π : E → N
con base N , fibra F y una aplicación suave f : M → N . El conjunto f∗(E) := {(x, v) ∈
M × E : f(x) = π(v)} es una variedad suave y junto con la aplicación π1 : f∗(E) → M dada
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por π1(x, v) = x, obtenemos una estructura de fibrado (de base M y fibra F ). El fibrado
π1 : f
∗(E) →M es conocido como el fibrado pullback de E bajo f .
Observemos que si φα : π
−1(Uα) → Uα × F es una trivialización local del fibrado
π : E → N , entonces la aplicación φ̃α : (M × E) ∩ (f−1(Uα)× E) → f−1(Uα)× F definida por
φ̃α(x, v) = (x, π2φα(v)) representa una trivialización local del fibrado pullback de E.
Sea el fibrado π : E → N con base N , fibra F y una aplicación suave f : M → N . Existe











Además para cada x ∈M , la aplicación u induce un difeomorfismo
ux : F → π−1(f(x)) = Ff(x)
fibra a fibra.
En efecto, sea φα : π
−1(Uα) → Uα × F una trivialización local de π : E → N . La aplicación
suave uα : π
−1
1 (f
−1(Uα)) → π−1(Uα) queda definida por uα(x, v) = φ−1α (f(x), π2φα(v)).
Además si (x, v) ∈ π−11 (f−1(Uα ∩ Uβ)) entonces uα(x, v) = uβ(x, v). De aqúı podemos definir u
localmente sobre f∗(E).
Además, dado un punto x ∈ M , consideramos la aplicación ux : F → π−1(f(x)) = Ff(x) dada
por ux(y) = φ
−1
α (f(x), y), donde
φα : π
−1(Uα) → Uα × F
es una trivialización local de π : E → N en f(x).
Ejemplo 1.3. Sea el fibrado π : E → N con base N , fibra F . Entonces el fibrado pullback de
E bajo la aplicación id : N → N es el propio fibrado π : E → N .
Ejemplo 1.4. Dado el fibrado π : E → N con base N , fibra F , seleccionemos c ∈ N . Para la
aplicación constante c :M → N definida por c(x) = c, el fibrado pullback de E bajo c es trivial.
A continuación presentamos un tipo especial de fibrado, cuya noción extiende el concepto
de fibrado de una variedad. Un fibrado vectorial de dimensión n es un fibrado π : E →M ,
con fibra F isomorfo a Rn. Además para φ : π−1(U) → U×F cualquier trivialización local en x,
se exige que la aplicación φx : F = Rn → π−1(x) dada por φx(y) = φ−1(x, y) sea un isomorfismo
de espacios vectoriales. A continuación damos un ejemplo fundamental de fibrado vectorial.
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Ejemplo 1.5. Consideremos una variedad suave M y TM = {(x, v) : x ∈ M,v ∈ TxM} el
espacio tangente de M el cual posee una estructura natural de variedad suave. La proyección a
la primera coordenada π1 : TM →M es un fibrado vectorial llamado fibrado tangente de M .
Una variedad M C∞ de dimensión n se dice paralelizable si existen X1, . . . , Xn campos
C∞ tangentes sobreM linealmente independientes; es decir, para cada punto x ∈M el conjunto
(X1(x), . . . , Xn(x)) constituye una base de TxM . Adaptada a la teoŕıa de fibrados tendremos
que una variedadM es paralelizable si su fibrado tangente TM es trivial: sea φ : TM →M×Rn
el difeomorfismo entre TM y el fibrado trivial. Tomemos Xi :M → TM campo suave tangente
sobre M definido por Xi(x) = φ
−1(x, ei) = φx(ei). La independencia lineal de los campos
X1, . . . , Xn se sigue de la independencia lineal de los vectores canónicos e1, . . . , en en Rn y del
hecho de que la aplicación φx es un isomorfismo para cada x ∈M .
A continuación veremos fibrados vectoriales con algún tipo de estructura extra.
Un fibrado vectorial con producto interno es un fibrado vectorial π : E →M junto con una
correspondencia ⟨ , ⟩ que asocia a cada x ∈ M un producto interno ⟨ , ⟩x sobre π−1(x). Dicha
asignación debe ser suave, en el sentido que si φ : π−1(U) → U × Rn es cualquier trivialización
local del fibrado, la aplicación ψ : U → R dada por ψ(x) = ⟨φ−1(x, ei), φ−1(x, ej)⟩x es suave.
Además para φ : π−1(U) → U × F cualquier trivialización local en x, se exige que la aplicación
φx : F = Rn → π−1(x) sea una isometŕıa.
Un fibrado vectorial orientado es un fibrado vectorial π : E → M junto con una
correspondencia O que asocia a cada x ∈M , una orientación Ox sobre π−1(x). Dicha asignación
debe ser suave, en el sentido que si φ : π−1(U) → U × Rn es cualquier trivialización local
del fibrado, entonces se tiene Oq = [φ−1(q, e1), . . . , φ−1(q, en)] para todo q ∈ U. Además,
para φ : π−1(U) → U × F , cualquier trivialización local en x, se exige que la aplicación
φx : F = Rn → π−1(x) preserve orientación. Sea π : E → M un fibrado vectorial
orientado con producto interno de dimensión n. Una trivialización ortonormal positiva
de E es una trivialización global φ : E → M × Rn tal que para cada punto x ∈ M el conjunto
(φ−1(x, e1), . . . , φ
−1(x, en)) es una base ortonormal positiva de π
−1(x). En consecuencia, si
un fibrado posee una trivialización ortonormal positiva, éste tiene que ser trivial. Dadas dos
trivializaciones ortonormales positivas φ1, φ2 : E →M ×Rn del fibrado vectorial orientado con
producto interno π : E →M de dimensión n, llamamos aplicación cambio de base entre φ1
y φ2 a la aplicación u :M → SOn (denotada por φ1 ◦φ−12 ) dada por u(x), la matriz cambio de
base entre los sistemas de vectores (φ−11 (x, e1), . . . , φ
−1
1 (x, en)) y (φ
−1
2 (x, e1), . . . , φ
−1
2 (x, en)) en
π−1(x).
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1.8 Fibrado Producto Tensorial
1.9 Derivada Covariante
Definición 1.9.1. SeaM una variedad diferenciable, E un fibrado vectorial sobreM, se define la
derivada covariante o equivalentemente, conexión (lineal) como la aplicación D : Γ(E)×TM →
Γ(E)
con las siguientes propiedades.
1. DV+Wσ = DV σ +DWσ para V,W ∈ TxM, σ ∈ Γ(E)
2. DfV σ = fDV σ para f ∈ C∞(M,R), V ∈ Γ(TM)
3. DV (σ + τ) = DV σ +DV τ para V ∈ TxM, σ, τ ∈ Γ(E)
y satisface: DV (fσ) = V (f)σ + fDV σ f ∈ C∞(M,R).
Observación 1.1. Por la propiedad 1 y 2 también podemos considerar D como una aplicación
Γ(TM)⊗ Γ(E) de Γ(E) y escribimos para σ ∈ Γ(E), V ∈ TxM
Dσ : TM → Γ(E)
v 7→ w,
D : Γ(E) → Γ(TM∗ ⊗ E)
σ 7→ Dσ(),
Dσ(V ) := DV σ.
1.10 Inmersión
Una función diferenciable f : Mm → Nn es una inmersión en p ∈ M si la derivada
dfp : TpM → Tf(p)N es inyectiva (observe que en ese caso necesariamente tenemos m < n).
La función f es llamada una inmersión cuando es una inmersión en cada uno de los puntos de
M .
Decimos tambien que una función diferenciable f :Mm → Nn es una submersión en p ∈M
si la derivada dfp : TpM → Tf(p)N es sobreyectiva (observe que en ese caso necesariamente
tenemos m > n). La función f es llamada una submersión cuando es una submersión en cada
uno de los puntos de M .
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1.10.1 Segunda Forma Fundamental
Sea f : Mn −→ Mn+m=k una inmersión. Se sabe que, para cada p ∈ M, existe una vecindad
U ⊂ M de p ∈ M tal que f(U) ⊂ M es una subvariedad de M . Esto quiere decir que existe
una vecindad U ⊂M de f(p) y un difeomorfismo φ : U → V ⊂ Rk Para simplificar la notación,
identificaremos U con f(U) y cada vector v ∈ TpM, q ∈ U, con dfq(v) ∈ Tf(q)M. Usaremos tales
identificaciones para entender, por ejemplo, un campo local (esto es, definido en U) de vectores
de M en un campo local (esto es, definido en
−→
U ) de vectores en M ;
Para cada p ∈ M, el producto interno en TpM descompone TpM en la suma directa
TpM = TpM ⊕ (TpM)⊥, donde (TpM)⊥ es el complemento ortogonal de TpM en TpM.
Si v ∈ TpM , p ∈M, podemos escribir v = vT +vN , vT ∈ TpM, vN ∈ (TpM)⊥. Denominamos
vT la componente tangencial de v y vN la componente normal de v. Tal descomposición es
evidentemente diferenciable en el sentido que las aplicaciones de TM en TM dadas por
(p, v) → (p, vT ) y (p, v) → (p, vN )
son diferenciables.
La Conexión Riemanniana de M será indicada por ∇. Si X e Y son campos locales de
vectores en M, e X,Y son extensiones locales an M, definimos
∇XY = (∇XY )
T .
Definamos la segunda forma fundamental de la inmersión f : M → M. Para esto conviene
previamente introducir la siguiente definición. Si X e Y son campos locales en M,
B(X,Y ) = ∇XY −∇XY
es un campo local en M normal a M. B(X,Y ) no dependen de las conexiones X,Y . En efecto,
si X1 es una extensión de X tenemos
(∇XY −∇XY )− (∇X1Y −∇XY ) = ∇X−X1Y ,
que se anula en M , pues X −X1 = 0 en M ; además de esto, si Y 1 es otra extensión de Y,
(∇XY −∇XY )− (∇XY 1 −∇XY ) = ∇X(Y − Y 1) = 0,
pues (Y − Y 1) = 0 a lo largo de la trayectoria de X, que se encuentra en M.
Por lo tanto B(X,Y ) está bien definida, indicaremos por X(U)⊥ los campos diferenciables
en U de vectores normales a f(U) ≈ U.
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Proposición 1.2. Si X,Y ∈ X(U), la aplicación B : X(U)× X(U) → X(U)⊥ dada por
B(X,Y ) = ∇XY −∇XY
es bilineal y simétrica.
Prueba Ver [6] pag 140
Ahora podemos definir la segunda forma fundamental. Sea p ∈ M y η ∈ (TpM)⊥. La
aplicación Hη : TpM × TpM → R dada por
Hη(X,Y ) = ⟨B(x, y), η⟩, x, y ∈ TpM.
Por la proposición anterior es una forma bilineal y simétrica.
La forma cuadrática IIη definida en TpM por
IIn = Hη(x, x)
es llamada la segunda forma fundamental de f en p según el vector normal η. Aveces se utiliza
también la expresión segunda forma fundamental para designar la aplicación B que en cada
punto p ∈M es una aplicación bilineal, simétrica tomando valores en (TpM)⊥.
Observe que la aplicación bilineal Hη tiene asociada una aplicación lineal auto-adjunta
Sη : TpM → TpM talque:
⟨Sη(x), y⟩ = Hη(x, y) = ⟨B(x, y), η⟩.
La proposición siguiente nos da una expresión de la aplicación lineal asociada a la segunda forma
fundamental en términos de la derivada covariante.
Proposición 1.3. Sea p ∈M, x ∈ TpM y η ∈ (TpM)⊥. Sea N una extensión local de η normal
a M. Entonces
Sη(x) = −(∇xN)T .
Prueba Ver [6] pag 142
1.11 Conexión
1.11.1 Tensores sobre un Espacio Vectorial
Sea V un espacio vectorial de dimensión finita (todos los espacios vectoriales y variedades se
supone real). Como de costumbre, V ∗ denota el espacio dual de V el espacio de covectores, o
funcionales lineales con valores reales, en V y denotamos la pareja natural V ∗ × V → R por
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cualquiera de las notaciones (ω,X) → ⟨ω,X⟩ o (ω,X) → ω(X)
para ω ∈ V ∗, X ∈ V.
Un tensor k-covariante en V es una aplicación multilineal
F : V × ...× V︸ ︷︷ ︸
k−veces
→ R.
Del mismo modo, un tensor l-contravariante es una aplicación multilineal
F : V ∗ × ...× V ∗︸ ︷︷ ︸
l−veces
→ R.





También llamado un tensor k-covariante , l-contravariante, es una aplicacón multilineal
F : V ∗ × ...× V ∗︸ ︷︷ ︸
l−veces
×V × ...× V︸ ︷︷ ︸
k−veces
→ R.
En realidad, en muchos casos, es necesario considerar multilineales cuya argumentos consisten
en k vectores y l covectores, pero no necesariamente en el orden impĺıcito en la definición anterior;






Para cualquier tensor dado, vamos a dejar claro que los argumentos son vectores y covectores.
El espacio de todas los tensores k-covariantes en V se denota por T k(V ), el espacio de tensores





-tensores por T kl (V ).
El espacio de todos los tensores k-covariantes en V se denota por T k(V ), el espacio de





-tensores por T kl (V ). El rango
de un tensor es el número de argumentos (vectores y / o covectores) que se necesita. Hay
identificaciones obvias
T k0 (V ) = T
k(V ), T 0l (V ) = Tl(V ), T
1(V ) = V ∗, T1(V ) = V
∗∗ = V y T 0(V ) = R. A menos
obvia, pero extremadamente importante, la identificación es T 11 (V ) = End(V ), el espacio de
lineal endomorfismos de V (aśı mismo para aplicaciones lineales de V ).
La idea de un tensor en una variedad riemanniana, es una generalización natural de campos
de vectores X(M)
Definición 1.11.1. Un tensor T de orden r en una variedad riemanniana es una aplicación
multilineal.
T : X(M)× X(M)× X(M)× ...× X(M) −→ C∞(M,R).
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Es decir dados Y1, ..., Yr ∈ X(M), T (Y1, ..., Yr) es una función diferenciable en M y T lineal en
cada argumento:
T (X1, ..., fXi + gY1, ..., Yr) = fT (X1, ..., Xi, ..., Yr) + gT (X1, ..., Xi, ..., Xr).
Donde X,Y ∈ X(M) y f, g ∈ C∞(M,R)
Observación 1.2. identificaremos un campo X ∈ X(M) como un tensor X : X(M) −→
C∞(M,R) dada por X(Y ) = ⟨X,Y ⟩ para todo Y ∈ X(M)
Definición 1.11.2. Sea T un tensor de orden r, una diferencial covariante ∇T de T es un
tensor de orden (r + 1) dada por:
∇T (Y1, ..., Yr, X) = X(T (Y1, ..., Yr))− T (∇XY1, ..., Yr)− ...− T (Y1, ..., Yr−1,∇XYr)
Para cada X ∈ X(M), una derivada covariante ∇XT de T en relación a X es un tensor de
orden r dado por:
∇XT (Y1, ...., Yr) = ∇T (Y1, ..., Yr, X).
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Caṕıtulo 2
Formas Armónicas con valores en un
fibrado vectorial e Inmersiones de
Variedades Riemannianas
2.1 Fibrado vectorial Riemanniano
Sea M una variedad riemanniana n-dimensional y E un fibrado vectorial con producto interno
sobre M y la diferenciación covariante DX satisfaciendo en E, es decir
X⟨φ,ψ⟩ = ⟨DXφ,ψ⟩+ ⟨φ,DXψ⟩ (2.1)
para cualquier campo de vectores X ∈ X(M) y para cualquier par de secciones φ,ψ de E. Un
fibrado vectorial E con estas propiedades se llama un fibrado vectorial riemanniano.
Denotamos por Cp(E) al espacio vectorial real de todas las p-formas en M con valores en
E. Se define el operador
∂ : Cp(E) → Cp+1(E), (p = 0, 1, ...)
por la fórmula
(∂θ)(X1, ..., Xp+1) =
p+1∑
i=1




(−1)i+jθ([Xi, Xj ], X1, ..., X̂i, ..., X̂j , ..., Xp+1), θ ∈ Cp(E)(2.2)
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donde Xi denotan campos vectoriales sobre M . La derivada covariante DXθ de θ ∈ Cp(E) es
una p-forma con valores vectoriales tal que.
(DXθ)(X1, ..., Xp) = DX(θ(X1, ..., Xp))−
p∑
i=1
θ(X1, ...,∇XXi, ..., Xp), (2.3)
donde ∇XXi denota la derivada covariante del campo de vectores Xi en la variedad riemanniana
M.
Para una 1-forma θ con valores vectoriales tenemos la siguiente formula:
(∂θ)(X,Y ) = DX(θ(Y ))−DY (θ(X))− θ([X,Y ])
= DX(θ(Y ))−DY (θ(X))− θ(∇XY −∇YX)
agrupando convenientemente,
= (DX(θ(Y ))− θ(∇XY ))− (DY (θ(X))− θ(∇YX)).
Por (2.3) tenemos,
(∂θ)(X,Y ) = (DXθ)(Y )− (DY θ)(X) (2.4)
En general el diferencial covariante Dθ de θ es una (p+1)-tensor con valores vectoriales definido
por:
(Dθ)(X1, ..., Xp, X) = (DXθ)(X1, ..., Xp). (2.5)
Ahora definimos el operador operador
∂∗ : Cp(E) → Cp−1(E), (p > 0)
de la siguiente manera. Sea x ∈ M y sea {e1, ..., en} una base ortonormal del espacio tangente
Tx(M) de M en x. Para cualquier (p− 1) vectores tangentes u1, ..., up−1 en x, definimos
(∂∗η)x(u1, ..., up−1) = −
n∑
k=1
(Dekη)x(ek, u1, ..., up−1), (2.6)
donde η ∈ Cp(E), (Dekη)x denota el valor de DXη en x, para cualquier campo de vectores X
satisfaciendo Xk = ek. Se sigue que (∂
∗η)x es una aplicación lineal (p−1)−alternada de Tx(M)
en Ex, la fibra de E sobre x, y la asignación x → (∂∗η)x define una (p − 1) − forma ∂∗θ con
valores en E. Si θ es una 0− forma con valores en E, definimos ∂∗θ = 0.
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Definición 2.1.1. El laplaciano  para formas diferenciales con valores vectoriales se define
como:
 = ∂∂∗ + ∂∗∂ : Cp(E) → Cp(E). (2.7)
La curvatura R̃, conocida la diferenciación covariante D en E, es una 2− forma con valores
en Hom(E,E) dado por:
R̃(X,Y )φ = DX(DY φ)−DY (DXφ)−D[X,Y ]φ (2.8)
para cualquier sección φ de E y para cualquier campo de vectores X e Y en M.
Denotamos por ⟨θ, η⟩ el producto escalar de θ y η ∈ Cp(E) (p-formas con valores en E),




⟨θ(ei1 , ..., eip), η(ei1 , ..., eip)⟩x, (2.9)
donde {e1, ..., en} es una base ortonormal de Tx(M), ⟨, ⟩ producto interno en Ex.
Teorema 2.1. Sea θ una 1-forma con valores en E. Entonces
⟨θ, θ⟩ = 1
2
△⟨θ, θ⟩+ ⟨Dθ,Dθ⟩+A, (2.10)
donde △ denota el laplaciano de la variedad riemanniana M y A denota una función suave en








donde {e1, ..., en} es una base ortonormal de Tx(M) y S denota el endomorfismo de Tx(M)




Prueba. Fijamos un punto x ∈M y sea {e1, ..., en} una base ortonormal de Tx(M).
Optamos por n campos vectoriales E1, ..., En en M , tal que Ei(x) = ei y (∇EkEi)x=0 para
i, k = 1, ..., n. Es decir Ei es un referencial geodésico.



























































































































Dado que [Es, Ei] = 0 en x,
((DEsDEi −DEiDEs)θ)(es) = ((DEsDEi −DEiDEs)−D[Es,Ei])θ)(es)
= (DEsDEiθ)(es)− (DEiDEsθ)(es)− (D[Es,Ei]θ)(es)
Usando (2.3) tenemos,
= DEs((DEiθ)(es))− (DEiθ)(∇Eses)−DEi((DEsθ)(es)) + (DEsθ)(∇Eies)
−(D[Es,Ei](θ(es)) + θ(∇[Es,Ei]es)
Nuevamente usando (2.3), en los paréntesis,
= DEs(DEi(θ(es))− θ(∇Eies))−DEi(θ(∇Eses)) + θ(DEiDEs)(es)−DEi(DEs(θ(es))
−θ(∇Eses)) +DEs(θ(∇Eies))− θ(DEsDEi)(es)−D[Es,Ei](θ(es)) + θ(∇[Es,Ei]es)
Derivando,
= DEsDEi(θ(es))−DEs(θ(∇Eies))−DEi(θ(∇Eses)) + θ(DEiDEs)(es)
−DEiDEs(θ(es)) +DEi(θ(∇Eses)) +DEs(θ(∇Eies))
−θ(DEsDEi)(es)−D[Es,Ei](θ(es)) + θ(∇[Es,Ei]es)
Evaluando en x y agrupando convenientemente,
= (DEsDEi −DEiDEs −D[Es,Ei])(θ(es))− θ(DEsDEi −DEiDEs −∇[Es,Ei])(es))
Por la definición de Curvatura,
((DEsDEi −DEiDEs)θ)(es) = R̃(es, ei)(θ(es))− θ(R(es, ei)(es)). (2.15)


























































Por otro lado ver [9] pag 13, teniendo en cuenta que Es(x) = xs, ∇EsEs en x,
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es(d⟨θ, θ⟩)(es)− d⟨θ, θ⟩(∇EsEs)


































⟨(R̃(es, ei)(θ(es)), θ(ei)⟩ −
∑
i
⟨θ(S(ei), θ(ei)⟩+ 12△⟨θ, θ⟩+ ⟨Dθ,Dθ⟩
Aśı queda demostrado,
⟨θ, θ⟩ = 12△⟨θ, θ⟩+ ⟨Dθ,Dθ⟩+A
Acontinuación veremos algunas consecuencias del teorema anterior.
Corolario 2.1. Sea θ una 1-forma E-valuada. Supongamos que θ = 0 y ∆⟨θ, θ⟩ = 0. Entonces
tenemos. A ≤ 0 en todo M .
Prueba. Por el teorema anterior tenemos: ⟨θ, θ⟩ = 12△⟨θ, θ⟩+ ⟨Dθ,Dθ⟩+A. Entonces usando




Supongamos ahora que M es compacto y orientable. Entonces podemos definir el producto




⟨θ, η⟩ ∗ 1, (2.19)
donde 1 representa el elemento volumen de M .








M A ∗ 1 =
∫
M ⟨Dθ,Dθ⟩ ∗ 1 +
∫





(⟨θ, θ⟩ − 1
2





















A ∗ 1 = 0.
En particular, A ≥ 0 en todo M , entonces tenemos que A ≡ 0 y Dθ = 0. Hacemos notar que
el operador ∂∗ es el operador adjunto de ∂, es decir,
(∂θ, η) = (θ, ∂∗η) (2.20)












⟨∂∗∂θ, θ⟩ ∗ 1 +
∫
M




⟨∂θ, ∂θ⟩ ∗ 1 +
∫
M
⟨∂∗θ, ∂∗θ⟩ ∗ 1
= (∂θ, ∂θ) + (∂∗θ, ∂∗θ) (2.21)
Por lo tanto, si M es compacto, θ = 0 si y solo si ∂θ = 0 y ∂∗θ = 0.
2.2 La Segunda Forma Fundamental
Sea M una variedad riemanniana n-dimensional isométricamente inmersa en una variedad
riemanniana M ′ de dimensión (n + p). Denotamos por N(M) al fibrado normal y α a la
segunda forma fundamental de M . La segunda forma fundamental α es una 2-forma simétrica
N(M)-valuada de M . Acontinuación definimos:
E = Hom(T (M), N(M)) = T ∗(M)⊗N(M)
Interpretaremos α como una 1-forma β, E-valuada de la siguiente manera. Para cada campo de
vectores X en M , definimos β(X) como:
β(X) · Y = α(X,Y ) (2.22)
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donde β(X) es una sección de E.
Dado que α es simétrica, se tiene que.
β(X) · Y = β(Y ) ·X, ∀X,Y ∈ X(M) (2.23)
Decimos también que β es la segunda forma fundamental de M .
La métrica a la largo de las fibras de E se define naturalmente por las métricas riemannianas
de M y M ′. La derivada covariante DX en E, asociada a la métrica anterior es también definido
por la diferenciación covariante ∇X en M y D⊥X en N(M), donde recordaremos que para
cualquier vector normal ξ de M , D⊥(ξ) se define como la componente normal de ∇X′ξ, donde
∇X′ denota la diferenciación covariante en la variedad riemanniana M ′.
Sea φ una sección de E. Podemos considerar φ como una 1-forma sobre M con valores en
N(M). De (2.3),
(DXφ)(Y ) = D
⊥
X(φ(Y ))− φ(∇XY ) ∀X,Y ∈ X(M)
Recordando que D⊥ es la conexión en N(M).
= D⊥X(φ(Y ))− φ(∇XY ), ∀X,Y ∈ X(M) (2.24)
Por otro lado, sean f , η tal que φ = f ⊗ η y ψ = g ⊗ ξ, donde f, g ∈ T ∗(M) y ξ, η ∈ N(M).
Entonces,
⟨DXφ,ψ⟩+ ⟨φ,DXψ⟩ = ⟨DX(f ⊗ η), g ⊗ ξ⟩+ ⟨f ⊗ η,DX(g ⊗ ξ)⟩
Derivando,
= ⟨(DXf)⊗ η + f ⊗D⊥Xη, g ⊗ ξ⟩+ ⟨f ⊗ η, (DXg)⊗ ξ + g ⊗D⊥Xξ⟩
Distribuyendo el producto interno tenemos.
= ⟨(DXf)⊗ η, g ⊗ ξ⟩+ ⟨f ⊗D⊥Xη, g ⊗ ξ⟩+ ⟨f ⊗ η, (DXg)⊗ ξ⟩+ ⟨f ⊗ η, g ⊗D⊥Xξ⟩
Aplicando la definición de producto interno en el producto tensorial, ver [9] pag 4.
= ⟨DXf, g⟩⟨η, ξ⟩+ ⟨f, g⟩⟨D⊥Xη, ξ⟩+ ⟨f,DXg⟩⟨η, ξ⟩+ ⟨f, g⟩⟨η,D⊥Xξ⟩
Agrupando convenientemente,
= (⟨DXf, g⟩+ ⟨f,DXg⟩)⟨η, ξ⟩+ (⟨D⊥Xη, ξ⟩+ ⟨η,D⊥Xξ⟩)⟨f, g⟩
27
Por definición de derivada,
= X(⟨f, g⟩)⟨η, ξ⟩+X(⟨η, ξ⟩)⟨f, g⟩
= X(⟨f, g⟩⟨η, ξ⟩)
= X(⟨f ⊗ η, g ⊗ ξ⟩)
Por lo tanto
⟨DXφ,ψ⟩+ ⟨φ,DXψ⟩ = X(⟨φ,ψ⟩). (2.25)
para cualquier par de secciones φ y ψ de E. Es decir D es compatible con la métrica en el sistema
tensorial.
La siguiente proposición se puede considerar como una interpretación de la ecuación de
Codazzi en nuestro contexto.
Proposición 2.1. Supongamos que M ′ es una Variedad Riemanniana de curvatura seccional
constante. Entonces la segunda forma fundamental β de M satisface la ecuación ∂β = 0
Prueba. Haciendo un cálculo simple y usando (2.2) tenemos:
(∂β(X,Y ))(Z) = (DX(β(Y ))−DY (β(X))− β([X,Y ]))(Z)
Distribuyendo tenemos,
= (DX(β(Y )))(Z)− (DY (β(X)))(Z)− β(∇XY )(Z) + β(∇YX)(Z)
Usando (2.24) en cada uno de los términos,
= D⊥X(β(Y )(Z))− β(Y )(∇XZ)−D⊥Y (β(X)(Z)) + β(X)(∇Y Z)− β(∇XY )(Z) + β(∇YX)(Z)
Por (2.22),
= D⊥X(α(Y, Z))− α(Y,∇XZ)−D⊥Y (α(X,Z)) + α(X,∇Y Z)− α(∇XY, Z) + α(∇YX,Z)
Agrupando convenientemente,
= [D⊥X(α(Y,Z))− α(∇XY,Z)− α(Y,∇XZ)]− [D⊥Y (α(X,Z))− α(∇YX,Z)− α(X,∇Y Z)]
Por [4] vol.2 pag 25 se tiene,
(∂β(X,Y ))(Z) = (∇Xα)(Y,Z)− (∇Y α)(X,Z) ∀X,Y, Z ∈ X(M)
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Como M ′ tiene curvatura seccional constante y por la ecuación de Codazzi, ver [6] pag 152,
tenemos:
(∇Xα)(Y,Z) = (∇Y α)(X,Z)
Por lo tanto,
(∂β(X,Y ))(Z) = 0
2.3 Subvariedad y Curvatura media
Para cada vector normal ν ∈ Nx(M) Definimos el endomorfismo Aν de Tx(M) talque:
⟨Aν(u), v⟩ = ⟨β(u)v, ν⟩ (2.26)
para cualquier par de vectores u, v ∈ Tx(M).
Entonces la curvatura media normal η de M es un campo vectorial en M tal que
1
n
TrAν = ⟨ν, η(x)⟩ (2.27)
para cualquier ν ∈ Nx(M) y x ∈M.
Se dice que M es una Subvariedad minima de M ′ si la curvatura media normal se anula en
cada punto, es decir TrAν = 0 para cualquier ν ∈ Nx(M) y x ∈M .
Se dice que M tiene curvatura media constante si la curvatura media normal η es paralelo,
es decir D⊥Xη = 0, para cualquier campo de vectores X en M .
Sea ν un campo vectorial normal. Entonces como TrAν = n⟨ν, η⟩,
X · TrAν = X(n⟨ν, η⟩)
= n{⟨D⊥Xν, η⟩+ ⟨ν,D⊥Xη⟩}.
Por lo tanto M tiene curvatura media constante, si y solo si
X · TrAν = TrAD⊥Xν (2.28)
para cualquier campo vectorial normal ν y cualquier campo vectorial X en M .
Proposición 2.2. Sea M ′ una variedad riemanniana de curvatura seccional constante.
Entonces la segunda forma fundamental β de M satisface la ecuación ∂∗β = 0 si y solo si
M tiene curvatura media constante.
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Prueba. Sea x un punto de M , {e1, ..., en} una base ortonormal de Tx(M) y E1, ..., En campos
de vectores en un entorno de x tal que (Ei)x = ei y ∇EiEk = 0, en x para i, k = 1, ..., n.










β) · Ek = −
∑
s,t
gst(DEtβ)(Es) · Ek. (2.29)
Luego por (2.3),




= D⊥Et((β(Es))(Ek))− β(Es(∇EtEk)− β(∇EtEs).Ek
Por tanto usando (2.22),
(DEtβ)(Es)(Ek) = D
⊥
Et(α(Es, Ek))− α(Es,∇EtEk)− α(∇EtEs, Ek). (2.30)
Como α es simétrica obtenemos,
(DEtβ)(Es)Ek = (DEtβ)(Ek)Es. (2.31)
Por otra parte, por la proposición (2.1) tenemos ∂β = 0, entonces.
(∂β(Et, Es))(Ek) = [D
⊥
Et
(α(Es, Ek))− α(∇EtEs, Ek)− α(Es,∇EtEk)]
−[(D⊥Es(α(Et, Ek))− α(∇EsEt, Ek)− α(Et,∇EsEk)]
0 = (DEtβ)(Es)Ek − (DEkβ)(Et)Es
Por lo tanto,
(DEtβ)(Es)Ek = (DEkβ)(Et) · Es (2.32)
Luego, para cualquier campo de vectores ν, de (2.29) y omitiendo el śımbolo sumatoria se tiene:





= −gst{⟨D⊥Ek(α(Et, Es))− α(Et,∇EkEs)− α(∇EkEt, Es), ν⟩}
Como ∇EkEs = 0 = ∇EkEt, en x.
Por lo tanto,
⟨(∂∗β)Ek, ν⟩ = −gst⟨D⊥Ek(α(Et, Es)), ν⟩ (2.33)
Ahora derivando,
gst⟨D⊥Ek(α(Et, Es)), ν⟩ = g
st{Ek⟨α(Et, Es)), ν⟩)− ⟨α(Et, Es), D⊥Ekν⟩}
Distribuyendo,
= gst{Ek⟨α(Et, Es)), ν⟩)} − gst⟨(α(Et, Es)), D⊥Ekν⟩
Usando la derivada de un producto,
= Ek(g
st⟨(α(Et, Es)), ν⟩)− (Ekgst)⟨(α(Et, Es)), ν⟩ − gst⟨α(Et, Es), D⊥Ekν⟩. (2.34)
Entonces reemplazando (2.34) en (2.33) se tiene,
⟨(∂∗β)Ek, ν⟩ = −{Ek(gst⟨(α(Et, Es)), ν⟩)− gst⟨α(Et, Es), D⊥Ekν⟩
−(Ekgst)⟨(α(Et, Es)), ν⟩}
Usando (2.27) y (2.28),
= Ek(TrAν)− TrAD⊥Ekν
− (Ekgst) · ⟨α(Et, Es), ν⟩.
Como ∇EkEi = 0 en x, tenemos Ekgst = 0 en x.
Por lo tanto tenemos que,
⟨(∂∗β).Ek, ν⟩ = TrAD⊥Ekν
− Ek(TrAν) (2.35)
en x, para k = 1, 2, ..., n.
Luego, para cualquier campo de vectores X, tangente a M,
⟨(∂∗β)X, ν⟩(x) = TrAD⊥Xν −X(TrAν) (2.36)




si y solamente si M tiene curvatura media constante.
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De las proposiciones (2.1) y (2.2) se obtiene el siguiente teorema.
Teorema 2.2. Sea M una variedad riemanniana inmersa isométricamente en una variedad
riemanniana M ′ de curvatura seccional constante. Sea β la segunda forma fundamental de M
considerada como una 1-forma Hom(T (M), N(M))-valuada.Entonces β satisface la ecuación
β = 0, si M tiene curvatura media constante. Reciprocamente, si M es compacta y orientable
y β = 0, entonces M tiene curvatura media constante.
Prueba. Por proposición (2.1) y (2.2) tenemos β = 0. Reciprocamente ahora si M es
compacta y orientable y β = ∂∗∂(β) + ∂(∂∗β) = 0, por corolario (2.2), tenemos ∂β = 0,
además por proposición (2.2), ∂∗β = 0.
Por tanto M tiene curvatura media constante.
2.4 Curvatura seccional
Vamos a discutir en está sección algunas aplicaciones de los teoremas (2.1) y (2.2).
Sea M una variedad riemanniana isométricamente inmersa en una variedad riemanniana M ′ de
curvatura seccional constante c. Sean x ∈ M y {e1, ..., en} , {ν1, ..., νp} bases ortonormales de
Tx(M) y Nx(M) respectivamente. Vamos a denotar por Aa(a = 1, 2, ..., p) el endomorfismo
Aa : TxM → TxM,
definido por:
⟨Aau, v⟩ = ⟨β(u) · v, νa⟩. (2.37)







Por otro lado, de la ecuación de Gauss, ver ([6]) pag 149.
⟨R(ek, el)ei, ej⟩ = ⟨R′(ek, el)ei, ej⟩ − ⟨B(ej , el), B(ei, ek)⟩+ ⟨B(ei, el), B(ej , ek)⟩.
Dado que M ′ tiene curvatura seccional constante,
⟨R′(ek, el)ei, ej⟩ = c{⟨ek, ei⟩⟨el, ej⟩ − ⟨el, ei⟩⟨ek, ej⟩}
= c{δkiδlj − δliδkj}; (2.39)
Además,
⟨B(ej , el), B(ei, ek)⟩ = ⟨
∑
a




⟨B(ej , el), νa⟩⟨νa, B(ei, ek)⟩, i, k, j, l = 1, ..., n
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j⟨el, el⟩(Aa)ki ⟨ek, ek⟩
Por lo tanto,

















Entonces de (2.39), (2.40) y (2.41),
Rklij = c{δkiδlj − δliδkj}+
∑
a
{(Aa)lj(Aa)ki − (Aa)li(Aa)kj } (2.42)
donde Rklij denota las componentes del tensor curvatura R con respecto a la base {e1, ..., en}
de Tx(M).














Prueba. Hallando otra expresión para S. De (2.42) cuando i = k.
Rklkj = c{δkkδlj − δlkδkj}+
∑
a
{(Aa)lj(Aa)kk − (Aa)lk(Aa)kj }
= c{δlj − δlkδkj}+
∑
a













{(Aa)lj(Aa)kk − (Aa)lk(Aa)kj }](el)












{(Aa)lj(Aa)kk − (Aa)lk(Aa)kj }(el)
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Es decir.





















































Por definición de traza y (2.38), nuevamente,



















donde I representa el endomorfismo identidad de Tx(M).













donde K(p) es la curvatura escalar.
Proposición 2.4. Sea K la curvatura escalar de M. Entonces,
K = c(n− 1)n+ n2⟨η, η⟩ − ⟨β, β⟩, (2.44)
donde β,η representan la segunda forma fundamental y la curvatura media de M, respectiva-
mente.
Prueba. Como K es la curvatura escalar de M, entonces
K(x) = trazS






























donde {νa} es una base ortonormal de Nx(M).
Por lo tanto,


































































































Por lo tanto de (2.45) y (2.46) tenemos que la curvatura escalar M está dado por.
K = c(n− 1)n+ n2⟨η, η⟩ − ⟨β, β⟩,
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Proposición 2.5. Sea el fibrado vectorial E = Hom(T (M), N(M)) y φ ∈ Ex. Entonces
R̃(u, v)φ es un elemento de Ex = Hom(Tx(M), Nx(M)) tal que,
(R̃(u, v)φ)(w) = R⊥(u, v)φ(w)− φ(R(u, v)w), (2.47)
donde u, v, w ∈ Tx(M), R⊥ representa la curvatura del fibrado vectorial N(M) y R la curvatura
en M.
Prueba. Usando (2.8);
(R̃(u, v)φ)(w) = (Dv(Duφ)−Du(Dvφ)−D[u,v]φ)(w)
= (Dv(Duφ))(w)− (Du(Dvφ))(w)− (D[u,v]φ)(w), w ∈ TxM
Usando (2.24) en cada término,
= D⊥v ((Duφ)(w))− (Duφ)(∇vw)−D⊥u (Dvφ)(w)) + (Dvφ)(∇vw)
−D⊥[u,v](φ(w)) + φ(∇[u,v]w).
Otra vez usando (2.24) en los paréntesis,
= D⊥v (D
⊥
u (φ(w))− φ(∇uw))−D⊥u (φ(∇vw)) + φ(∇u(∇vw))





u (φ(w))−D⊥v (φ(∇uw))−D⊥u (φ(∇vw)) + φ(∇u(∇vw))
−D⊥uD⊥v (φ(w)) +D⊥u (φ(∇vw)) +D⊥v (φ(∇uw))− φ(∇v(∇uw))
−D⊥[u,v](φ(w)) + φ(∇[u,v]w).
Agrupando convenientemente y eliminando términos iguales,
= {D⊥v D⊥u (φ(w))−D⊥uD⊥v (φ(w))−D⊥[u,v]φ(w)} − φ{∇v∇uw −∇u∇vw −∇[u,v]w}
Entonces por la definición de tensor curvatura en cada llave,
(R̃(u, v)φ)(w) = R⊥(u, v)φ(w)− φ(R(u, v)w).
Sean ν un vector normal de M en x y N un campo vectorial normal tal que Nx = ν,
y X e Y dos campos vectoriales en M tal que Xx = u y Yx = v. Entonces,
R⊥(u, v)ν = (D⊥YD
⊥
X −D⊥XD⊥Y −D⊥[X,Y ])N, (2.48)
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en x.
Si ∇′ representa la derivación covariante en el espacio ambiente M ′, entonces;
∇′XY = ∇XY + α(X,Y ), (2.49)
∇′XN = −AN (X) +D⊥XN. (2.50)
Proposición 2.6. Si R′ es el tensor curvatura de M ′, entonces, la componente normal
(R′(X,Y )N)⊥ de R′(X,Y )N , es igual a R⊥(X,Y )N − α(AN (Y ), X) + α(AN (X), Y ).
Es decir,
(R′(X,Y )N)⊥ = R⊥(X,Y )N − α(AN (Y ), X) + α(AN (X), Y )
Prueba. En efecto, por (2.48),
(R′(X,Y )N)⊥ = (∇′Y ∇′XN −∇′X∇′YN −∇′[X,Y ]N)
⊥
Usando (2.50),
= [∇′Y (−AN (X) +D⊥XN)−∇′X(−AN (Y ) +D⊥YN)− (−AN [X,Y ] +D⊥[X,Y ]N)]
⊥
Derivando tenemos,
= [∇′Y (−AN (X)) +∇′Y (D⊥XN)]⊥ − [∇′X(−AN (Y )) +∇′X(D⊥YN)]⊥
−[−AN [X,Y ] +D⊥[X,Y ]N ]
⊥.
Usando (2.49), operando y tomando la parte normal de cada término,




XN −D⊥XD⊥YN −D⊥[X,Y ]N)− α(Y,AN (X))− α(X,AN (Y ))
Por lo tanto, por definición del tensor curvatura en el fibrado normal tenemos,
(R′(X,Y )N)⊥ = R⊥(X,Y )N − α(AN (Y ), X) + α(AN (X), Y ). (2.51)
Sea M ′ un espacio de curvatura constante se tiene:
R′(X,Y )N = c{⟨N,Y ⟩X − ⟨N,X⟩Y } = 0, ⟨N,T ⟩ = 0
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Por lo tanto de (2.51),
R⊥(X,Y )N = −α(AN (X), Y ) + α(AN (Y ), X). (2.52)
donde X,Y ∈ TM y T ∈ N(M). Evaluando en x ∈M tenemos;
R⊥(u, v)ν = −α(Aν(u), v) + α(Aν(v), u); u, v ∈ TxM (2.53)
En particular para una base ortonormal {νa} de TxM⊥.






donde {νb} es la base ortonormal anterior.














Luego de (2.55) y (2.56) obtenemos,















⟨[Aa, Ab]u, v⟩νb. (2.57)
Para probar el teorema principal de esta sección usaremos el teorema (2.1).
Como el laplaciano está dado por:












Para esto, necesitamos expresar A(x) de una forma mas simple. En el segundo término de la









⟨α(S(ei), ej), α(ei, ej)⟩










































































































Por otra parte, R̃ es el tensor curvatura en el fibrado E = Hom(T (M), N(M)).∑
i,j
⟨(R̃(ej , ei)β(ej), β(ei)⟩ =
∑
i,j,k





⟨R⊥(ej , ei)β(ej)ek − β(ej)(R(ej , ei)ek), β(ei)ek⟩




⟨R⊥(ej , ei)α(ej , ek), α(ei, ek)⟩ −
∑
i,j,k
⟨α(ej , R(ej , ei)ek), α(ei, ek)⟩




















































⟨Aaej , R(ej , ei)ek⟩⟨Aaei, ek⟩ (2.61)





















⟨[Aa, Ab]ej , ei⟩νb, νb⟩





































































































⟨R(ej , ei)ek, el⟩⟨el, Aaej⟩⟨Aaei, ek⟩








[c{δikδjl − δjkδil} −
∑
b
{(Ab)li(Ab)kj − (Ab)lj(Ab)ki }](Aa)lj(Aa)ki
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Distribuyendo convenientemente las sumas, además para el primer término cuando l = j y para


























































































































































































































Luego sumando las igualdades (2.62) y (2.63) la ecuación (2.61) queda de la siguiente forma.∑
i,j























































































































Ahora expresaremos el operador autoadjunto A, usando sus valores propios.
Proposición 2.7. Sean λ
(a)
1 , ..., λ
(a)
n los auto-valores de Aa, {e(a)1 , ..., e
(a)
n } una base ortonormal






i (i = 1, ..., n; a = 1, ..., p) y K
a
ij la curvatura seccional para












































































1 , ..., λ
(a)









































































































































































































n − 2(λ(a)i )2(λ
(a)








































































































































































































































































































































































































































































































































































































































































































































Entonces, apartir de (2.71) se obtiene la igualdad (2.68)





















Ahora citaremos las siguientes dos lemas que nos permitan acotar las trazas.
Lema 2.1. Sea A y B matrices simétricas n× n. Entonces
traz[A,B]2 = −2trazA2.trazB2.
y la igualdad se mantiene para las matrices no nulas A y B si y solamente si, se puede trans-

















Prueba. Supongamos que B es una matriz diagonal y denotamos por b1, ..., bn las entradas
diagonales de B. Entonces,
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∥AB −BA∥2 = traz((AB −BA)t(AB −BA))











donde A = (aij) es una matriz simétrica. Como (bi − bk)2 5 2(b2i + b2k), obtenemos,
















Por la simétria de A y B.
−traz(AB −BA)2 = ∥AB −BA∥2
de donde, traz(AB −BA)2 = −2traz(A2)traz(B2).
Ahora, como que B es simétrica, existe una matriz O tal que D = OBO−1, notemos que,
∥B∥ = ∥D∥.
Luego,








traz(AB −BA)2 = −2trazA2trazB2.
Es decir,
traz[A,B]2 = −2trazA2.trazB2.































b2l︸ ︷︷ ︸ = 0











luego, como bl ̸= 0 para algún l, entonces aii = 0, ∀i.
De la igualdad, ∑
i̸=k












Es decir, aik = 0 ó bi + bk = 0, i ̸= k. Notemos que si aik ̸= 0, bi + bk = 0,
Sin pérdida de generalidad; se puede asumir que a12 ̸= 0, i = 1; k = 2, como b1+b2 = 0, entonces
b1 = −b2. De (∗) ∑
l=1




Osea, b3 = ... = bn = 0. De (∗)
a2ik{(b21 + b22)− (b2i + b2k)} = 0.






Luego, aik = 0, i ̸= 1, k ̸= 2.




















































































traz[AB −BA]2 = 2trazA2trazB2 = 8
Lema 2.2. Sean A1,A2 y A3 matrices simétricas n× n tal que,
traz[Aa, Ab]
2 = −2traz(A2a).traz(A2b)
para 1 5 a < b 5 3, Entonces al menos uno de las matrices, Aa debe ser cero.
















Para a, b = 1, 2, 3
Observe que cuando (Aa=1) = (Ab=2), tenemos α1 = 0; λ2 = 0, ahora cuando (Aa=2) = (Ab=3)
tenemos que α2 = 0, λ2 = 0, aśı sucesivamente comparando las matrices, se tiene que una de
estas matrices debe ser cero en este caso, A3 = 0.
49
Teorema 2.3. Sea M una variedad riemanniana n-dimensional con curvatura seccional,
acotada inferiormente por una constante d > 0. Supongamos que M está inmersa en una
variedad riemanniana M ′ de curvatura seccional constante de dimensión n+p y M tiene
curvatura media constante. Entonces si M es compacta y orientable o la longitud de la segunda
forma fundamental β de M es constante, entonces tenemos.
0 = A(x) = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩ − dn2⟨η, η⟩ (2.74)
∀x de M , donde η denota la curvatura media normal de M que es paralela y ⟨η, η⟩ es constante.




























b . (a, b = 1, 2, ..., p).








trazA2a, Por (2.45) se tiene,∑
a




















































































y la igualdad se tiene si y sólo si trazA2a = trazA
2
b .

































































= (n− 1)(λ(a)1 )2 + (n− 1)(λ
(a)
2 )



















































= trazA2a − (trazAa)2




















= n⟨β, β⟩(x)− n2⟨η, η⟩(x)
donde η denota la curvatura media de M . De este modo se obtiene la siguiente desigualdad,
A(x) = dn⟨β, β⟩ − n2⟨η, η⟩ − p− 1
p
⟨β, β⟩2
A(x) = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩ − dn2⟨η, η⟩. (2.77)
∀x ∈M.
Si la longitud de la Segunda Forma Fundamental β de M es constante, entonces por la
proposición (2.1) tenemos que la Segunda Forma Fundamental β de M satisface ∂β = 0 y por
la proposición 2.2 tenemos que la Segunda Forma Fundamental β de M satisface ∂∗β = 0 pues
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M tiene curvatura media constante.
Entonces, ∆β = 0 y ∆⟨β, β⟩ = 0, pues ⟨β, β⟩ = constante.
Por tanto, por corolario 2.1 tenemos A 5 0 en todas partes de M.
Luego,
0 = A = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩ − dn2⟨η, η⟩
Corolario 2.3. Sea M es una variedad riemanniana con curvatura seccional, acotada
inferiormente por una constante d > 0. Supongamos que M está inmersa en una variedad
riemanniana M ′ de curvatura seccional constante de dimensión n+p y M tiene curvatura media
constante. Entonces si M compacta y orientable y k = ⟨η, η⟩. Entonces se tiene, d = 4k(p−1)p .
Prueba. Por la desigualdad (2.75) tenemos.
dn2⟨η, η⟩ = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩.












⟨β, β⟩}⟨β, β⟩ ∗ 1.
Observamos que la igualdad se da si y sólo si
dn2k = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩.
Esto implica también que A = 0 y que β es paralelo por corolario 2.1. Además ⟨β, β⟩ debe
satisfacer la ecuación cuadrática:
(p− 1)x2 − pdnx+ pdn2k = 0.
Es decir el discriminante de está ecuación debe ser positivo, por lo tanto debemos tener la
desigualdad




Finalmente debemos mencionar que el teorema generaliza varios resultados.
Por ejemplo en S.S. Chern, M. DoCarmo and S. Kobayashi, ver [1] obtenemos el siguiente
teorema.
Teorema. Sea M una variedad compacta orientada n-dimensional la cual se encuentra inmersa




)S − dn}S] ∗ 1 = 0,
donde 1 representa el elemento volumen de M y ⟨β, β⟩ = S.
En efecto, de
0 = A(x) = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩ − dn2⟨η, η⟩.
Es decir,
0 = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩ − dn2⟨η, η⟩
dn2⟨η, η⟩ = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩
Como M es una subvariedad minima entonces, η se anula en cada punto, por tanto ⟨η, η⟩ = 0.
{p− 1
p
⟨β, β⟩ − dn}⟨β, β⟩ = 0









)S − dn}S] ∗ 1 = 0
De igual manera obtenemos el siguiente resultado que aparece en el articulo de J. Simons,
ver [4]
Teorema. Sea M una variedad minima cerrada de dimensión p, inmersa en Sn, entonces la





De la ecuación del teorema 2.3, teniendo en cuenta ⟨β, β⟩ = ∥A∥2
0 = A(x) = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩ − dn2⟨η, η⟩
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De donde,
dn2⟨η, η⟩ = {dn− p− 1
p
⟨β, β⟩}⟨β, β⟩.




)dn2⟨η, η⟩ = { p
p− 1
dn− ⟨β, β⟩}⟨β, β⟩
Como M es una variedad minima entonces η se anula en cada punto, entonces ⟨η, η⟩ = 0, por lo
tanto
{⟨β, β⟩ − p
p− 1
dn}⟨β, β⟩ = 0
Integrando ambos miembros tenemos,∫
M
{⟨β, β⟩ − p
p− 1










[1] S.S. Chern, M. DoCarmo and S. Kobayashi: Minimal submanifols of a sphere with second
fundamental form of constant length, to apper.
[2] S. Kobayashi and K. Nomizu: Foundations of Diferential Geometry, Vol.I and II, J. Wley,
1963 and 1969.
[3] K. Nomizu and B. Smyth: A formula of Simon’s type and hypersurfaces of constant mean
curvature. J. Diferential Geometry 3(1969).
[4] J. Simons: Minimal varieties in Riemannian manifolds, Ann. of Math. 88(1968).
[5] Carmo, M. P. Do, Differential Geometry of Curves and Surfaces.
[6] Carmo, M. P. Do: Geometria riemanniana, IMPA, 2005.
[7] Walter A. Poor , Differential Geometry Structures.
[8] Dale Husemoller:Fibre Bundles. Third edition
[9] JAMES EEL and LUC LEMARIRE, Selected Topics in Harmonic Mapas December 15-19,
1980
55
