INTRODUCTION
Traffic flow forecast is the basis of traffic engineering, traffic planning and traffic control, and timely and accurate prediction of traffic flow is the key factor to improve the distribution and control of traffic flow. At present, there are many methods to predict the traffic flow, but the research shows that all kinds of methods have their advantages and disadvantages, and none of them can adapt to all the time series prediction. The moving average model is simple, but the prediction accuracy is not high; ARIMA model, Kalman filtering and Bayesian network possess accurate forecasting and mature technology, but the modeling method is tedious; the artificial intelligence and neural network is suitable for nonlinear relationship, but it is easy to fall into the local minimum, and the SVM is suitable for small sample.
Although it's excellent, the prediction effect is very sensitive to the kernel function. Bates et al. proposed the idea of combination forecasting in 1969, and the results of the various forecasting methods are combined with the appropriate method, which can improve the prediction accuracy. Wavelet analysis about a set of comprehensive information of the original traffic flow signal is decomposed into a series of different time series signals in order to reflect and distinguish the traffic flow signals in the inherent variation and random disturbance. And ARIMA model has good linear fitting ability. In this paper, a combined forecasting model (WAARIMA) based on wavelet analysis (analysis Wavelet) is proposed. First, the wavelet decomposition and reconstruction of the original traffic flow signal is first carried out. Then the traffic flow is predicted by ARIMA model, and Matlab and SPSS are analyzed. Combined with the statistical method and wavelet analysis, the advantages of the two models are fully played, so as to improve the prediction accuracy.
2 ARIMA MODEL ARIMA model, also known as the Box-Jenkins model, is a time series modeling method which was founded in the early 1970s by Box and AR. It is a hybrid of Jenkins and MA. And it can be extended to analyze the time series of the seasonal trend. The value of p and q is determined by using auto correlation function (ACF) and partial autocorrelation function (PACF).
If the correlation coefficient ACF increases with the lag period, the time series is 0, which is stationary. If the correlation coefficient ACF increases with the lag period, the time series is not stable, but it not reaches to 0. There is a certain growth or downward trend, and it is necessary to carry out data processing. If the data is different, it is necessary to deal with the data until the correlation function value and the partial correlation function value are not significantly different from zero. Five steps about modeling and prediction of ARIMA model are shown as follows:
Step 1: data inspection. According to the histogram of time series, the autocorrelation function and the partial autocorrelation function graph, the ADF unit root test its variance, trend and seasonal variation law, and identify the stationary of the sequence.
Step 2: smoothing. According to ACF and PACF, carry out the non-stationary series.
Step 3: model identification. The values , , p d q of the model are determined by the analysis of the correlation coefficient and the partial autocorrelation coefficient.
Step 4: parameter estimation and model diagnosis. Use maximum likelihood estimation, and the estimation values of all parameters in the model are obtained. The model is tested to determine whether the residual sequence is white noise, so as to determine whether the model is appropriate.
Step 5: Predict the model with appropriate parameters. In this paper, the ARIMA time series analysis module in SPSS is used to realize the whole modeling process. The wavelet reconstruction process is shown in Figure 2 . The reconstructed signal can be reconstructed by the Matlab algorithm: Step 2: For the N+1 groups of coefficients were ( 1,2,..., ) j N  . The synthetic prediction value is the result of the short-term traffic flow as follows:
( 1,2,..., ) j N 
Forecast performance index
In order to select the appropriate forecasting method, the corresponding performance index is needed to measure the forecasting method. Set the original data sequence to the forecast results which are  t y , four measures are given as follows:
1) Mean absolute error:
2) Mean square error:
3) Mean percent absolute error:
4) Equal coefficient:
The aforementioned four evaluation indexes are the main indexes of the evaluation results in the traffic flow forecast. Mean absolute error of the mean absolute error is between the predicted value and the true value; the mean square error can not only measure the error, but also describe the concentration and dispersion of the error distribution. The mean square error is relatively large; the error sequence is discrete; the average absolute percentage error is a comprehensive evaluation index of the whole forecasting process.
TRAFFIC FLOW FORECAST

Data sources
In this paper, the data about place near the train station in a city are used to directly measure the traffic flow conditions which are regarded as the research object. And the traffic flow of the road changes every 5min during 8: 30-20: 30. In this paper, 1,000 traffic flow data from January 26th to January 20th, 2010 were predicted. In this paper, the 1,000 groups of data are used in the two groups of experiments: The first 990 groups of data are used as the training data and the rest of 10 groups of data are used in the prediction. The experimental results and analysis are shown as follows.
Fitting prediction experiment (1) Wavelet decomposition and reconstruction
In this paper, we compared wavelets db2, db4 and db5 in time series which were 4 layers of decomposition and reconstruction of image, and we found that the curve in detail parts is smoother through using db5 to conduct wavelet decomposition toward the four levels, so we select db5 as the mother wavelet. Decomposition results are shown in Figure 4 . d1-d4 are respectively shown as the decomposed detail components (disturbances) in 1-4 layers , and a4 is represented for Tier 4 decomposed approximate component (approximate signal). (3) The final outcome of the synthesis Set the forecast value for a2(t+1): ɑ2(t+1)=
In this paper, 1,000 traffic flow data from January 27th to January 20, 2010 were predicted, and the prediction results of ARIMA model ( Figure 6 ) and wavelet which is combined with ARIMA were compared. The results show that the effect of combined model is better than that of ARIMA alone.
The comparison between the ARIMA model predictions and the original signal is shown as follows: Figure 5 . ARIMA forecast.
The comparison between the prediction and the original signal of combined model is shown as follows: Figure 6 . Wavelet analysis combined with ARIMA's forecast value.
The comparison of forecast performance indicators is shown in Table 2 : Two tables compare the mean absolute error, the mean absolute error and the mean absolute error of two kinds of forecasting models. The results show that the prediction model has higher accuracy and can reduce the error. The equal coefficient of EC response prediction curve is mainly tracking the trend of the observation curve, and the table data displayed by wavelet analysis of EC is relatively large, indicating that improving the forecasting values of model are effective and careful tracking of the observation curve.
The comparison between the forecast value and the actual value (limited space, select the display of 10 data) is shown in Table 3 : Predict the following 10 data from the training data as follows, select the first 990 groups of data, and get the following conclusions after the same procedure: Figure 7 is used to predict the results of the ARIMA model separately from the map, and the forecast error is relatively large; Figure 8 is a combination of wavelet analysis and ARIMA model prediction results. The error between the predicted value and actual value is reduced by 7. The result shows that the prediction effect of combined model is better than that of ARIMA model. From Table 4 , we can see that the prediction model after wavelet analysis is more high-precision than the forecasting models without wavelet analysis, and the error is significantly reduced, and it's effective to improve the forecasting values of model and carefully track the observation curve by wavelet analysis of EC. The comparison of the predicted value and the actual value is shown in Table 5 . Figure 9 compares the values of the prediction error of ARIMA model and combined forecasting models. It can be seen from the figure that the prediction error values of the combination forecasting model are close to 0. 
CONCLUSIONS
Because of the nonlinearity and strong disturbance of the short time traffic flow, the ARIMA prediction model based on wavelet analysis is presented in this paper. In this method, the traffic flow in different scale space has different frequency characteristics. The data is processed by the wavelet transform. The time series of the nonlinear system is decomposed into multiple components, and the final results are predicted by ARIMA prediction. The proposed method can effectively improve the prediction accuracy. And the results show that the method can effectively predict the dynamic traffic flow in the above two groups.
