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Can a Web crawler efficiently locate an unknown relevant page?
While this question is receiving much empirical attention due to its considerable commercial value in the search engine community [1] [2] [3] [4] , theoretical efforts to bound the performance of focused navigation have only exploited the link structure of the Web graph, neglecting other features [5] [6] [7] . Here I investigate the connection between linkage and a content-induced topology of Web pages, suggesting that efficient paths can be discovered by decentralized navigation algorithms based on textual cues.
Topic driven crawlers [1] [2] [3] [4] are increasingly seen as a way to address the scalability limitations of universal search engines, by distributing the crawling process across users, queries, or even client computers. The context available to such crawlers can guide the navigation of links with the goal of efficiently locating highly relevant target pages. Given the need to find unknown target pages, we are only interested in decentralized crawling algorithms, which can only use information available locally about a page and its neighborhood. Starting from some source Web page, we aim to visit a target page by navigating a path of length ℓ ≪ N where ℓ is the number of pages visited along the path and N is the total number of pages.
Since the Web is a small-world network 8 we know that the diameter (at least for the largest connected component 5, 9 ) scales logarithmically with N, therefore some short path exists between the source and target nodes such that ℓ ∼ log N . Can a crawler navigate such a short path? If the only local information available is about the hypertext link degree of each node and its neighbors, then simple greedy algorithms that always pick the neighbor with highest degree lead to paths where the number of links traversed ℓ ′ scales 
where (p 1 , p 2 ) is a pair of Web pages and s is the cosine similarity function traditionally used in information retrieval. The r distance metric is a natural local cue readily available in the Web, with the target content specified by a query or topic of interest to the user. This metric also does not suffer from the dimensionality bias that makes L-norms inappropriate in the sparse word vector space.
To investigate the relationship between the lexical topology induced by r and the link topology, I measured the frequency of linked pairs of pages as a function of the lexical distance, Pr(r(p 1 , p 2 ) = ρ):
where the linkage between two pages was approximated by the overlap
and U p is the URL set representing p's neighborhood (inlinks, outlinks, and 
