ABSTRACT. Adverse drug reactions (ADRs) are estimated to be one of the leading causes of death. Many national and international agencies have set up databases of ADR reports for the express purpose of determining the relationship between drugs and adverse reactions that they cause. We formulate the drug-reaction relationship problem as a continuous optimization problem and utilize C-GRASP, a new continuous global optimization heuristic, to approximately determine the relationship between drugs and adverse reactions. Our approach is compared against others in the literature and is shown to find better solutions.
Section 4. We compare our approach with the approach of Mammadov et al. in Section 5. Finally, Section 6 provides concluding remarks and future research directions.
AUSTRALIAN ADR DATASET
The aim of the Australian Adverse Drug Reaction Advisory Committee (ADRAC) is to detect signals from adverse drug reactions as early as possible [2] . The ADRAC dataset contains 137, 297 records collected from 1971 to 2001. There exist 18 system organ reaction classes, one of those being the cardiovascular class. The cardiovascular reaction class is broken down into four subclasses. We limit our study to data that has at least one reaction from the cardiovascular class. Therefore, for each record of the dataset, there are five possible reactions to consider. Four are from the cardiovascular class and a fifth reaction encompasses all reactions that are not part of the cardiovascular class.
For the data we received
1
, each record corresponds to a patient. Each record contains 26 fields. The first ten fields represent up to ten drugs that the patient was prescribed. Each drug is represented as a unique identification number. If a patient took less than ten drugs, then the remaining drug fields are set to 0. Fields 11 through 15 contain a binary vector representing which reactions were observed for the patient. Field 16 contains the year that this ADR was written and fields 17 through 26 contain a binary vector representing which of the drugs in the first ten fields are suspected of causing the observed reactions, in the opinion of the doctor writing the ADR. As an example, consider the following record: This adverse drug report was written in 1972. The patient was prescribed drugs 1984, 4871, and 5544. Reactions 1, 4, and 5 occurred. The doctor writing the report was of the opinion that drug 4871 caused the observed reactions.
ADR PROBLEM FORMULATION
We begin this section by presenting the Mammadov algorithm. We describe the problem formulation as well as the solution technique. We then present our modification to this formulation.
We first introduce some essential notation. Let n be the number of patients in the dataset, m be the total number of drugs over all patients, and c be the number of possible reactions. Let X a be the n × m binary matrix defined as X a i, j = 1 if drug j was prescribed for patient i 0 otherwise, where drug j refers to the j-th drug in the dataset. The matrix X a corresponds to the patient/drug information if we consider all prescribed drugs for each patient. In a similar way, we can define X s to represent the patient/drug information if we only consider the suspect drugs for each patient, as X s i, j = 1 if drug j is a suspect drug for patient i 0 otherwise. We assume that X s i, j = 1 =⇒ X a i, j = 1. Let Y be the n × c binary matrix defined as Y i,k = 1 if reaction k was observed for patient i 0 otherwise that represents which reactions were observed for each patient. We are tasked with finding the m × c matrix W , where W j,k is the weight, or probability, that drug j causes reaction k.
The goal of the Mammadov algorithm is to minimize
where p ∈ Z and X ∈ {X a , X s }, such that 0 ≤ W ≤ 1. However, since the size of this optimization problem can be very large, the Mammadov algorithm does not solve this problem exactly. Rather, it solves an approximation to this problem which we next describe. For drug j, define X[ j] to be the set of all patients that were only prescribed drug j, i.e.
In a similar way, define X all [ j] to be the set of patients that were prescribed drug j. It is clear that
. The solution technique taken in the Mammadov algorithm is to compute
is the set of all drugs prescribed to patient i whose weights are not calculated using Equation (2) , and rem(Y i,k ) can be seen as the remainder of the reaction available after accounting for the drugs j whose weights are computed using Equation (2) . In all experiments to follow, a, b, and ρ * were set to 1, 1, and 80, respectively.
3.1. Modification to the ADR formulation. As seen above, the Mammadov formulation allows X to be either X a or X s . We propose to consider X as a convex combination of X a and X s , i.e. X(β) = βX a + (1 − β)X s , where β ∈ [0, 1] is unknown. Thus, X(β) is a convex combination of all drugs and suspected drugs for each patient. Looked at in another way, this definition of X can be seen as providing a discount measure to the non-suspected drugs, as, for each patient, the suspect drugs are found in both X a i and X s i . Our formulation,
min
is a minimization problem with unknowns W and β. Note that the objective function, defined in Equation (1), is a nonlinear function in both W and β.
CONTINUOUS GRASP
Feo and Resende [4, 5] describe the metaheuristic GRASP as a multi-start local search procedure, where each GRASP iteration consists of two phases, a construction phase and a local search phase. In the construction phase, interactions between greediness and randomization generate a diverse set of good-quality solutions. The local search phase attempts to improve the solutions found by construction. The best solution over all of the multi-start iterations is retained as the final solution.
Hirsch et al. [7] describe Continuous GRASP (C-GRASP), an adaptation of GRASP to handle continuous optimization problems. C-GRASP works by discretizing the domain into a uniform grid. Both the construction and local improvement phases move along points on the grid. As the algorithm progresses, the grid adaptively becomes more dense. C-GRASP resembles GRASP in that it is a multi-start stochastic search metaheuristic that uses a randomized greedy construction procedure to generate starting solutions for a local improvement algorithm. The main difference is that an iteration of C-GRASP does not consist of a single greedy randomized construction followed by local improvement, but rather a series of construction-local improvement cycles with the output of construction serving as the input of the local improvement, as in GRASP. Unlike GRASP, however, the output of the C-GRASP local improvement procedure serves as the input of the C-GRASP construction procedure.
Hirsch et al. [9] proposed modifications to the original C-GRASP algorithm, resulting in a significant decrease in the number of objective function evaluations required to converge to the global optimum. In the remainder of this section, we detail this version of C-GRASP, along with changes specified to handle the formulation (3).
4.1. The heuristic. Pseudo-code for the C-GRASP heuristic is shown in Figure 1 . The procedure takes as input the problem dimension n, lower and upper bound vectors and u, the objective function f (·), as well as the parameters Maxi, and ρ lo . Parameter Maxi defines the number of iterations to perform in the C-GRASP algorithm while parameter ρ lo defines the portion of the neighborhood of the current solution that is searched during the local improvement phase.
Line 1 of the pseudo-code initializes the objective function value f * of the best solution found to infinity. While the C-GRASP implementations of [7, 9] are multi-start procedures, because of the size of the ADR problem (see Table 2 ), we do not implement C-GRASP as a true multi-start algorithm. Rather, we perform a single multi-start iteration. Line 2 initializes the solution x to a random point distributed uniformly over the box in R n defined by and u. The parameter h, that controls the discretization density of the search space, is initialized to 0.1. The construction and local improvement phases are then called sequentially in lines 7 and 8, respectively, Maxi times. The solution returned from the local improvement procedure is compared against the current best solution in line 9. If the returned solution has a smaller objective value than the current best solution, then, in lines 10-11, the current best solution is updated with the returned solution. In line 13, if the variables Impr C and Impr L are still set to false, then the grid density is increased by halving h, in line 14. The variable Impr C is false upon return from the construction procedure if and only if no improvement is made in the construction phase. Section 4.3 shows that the Impr L variable is false on return from the local improvement procedure if and only if the input solution to local improvement is determined to be an h-local minimum. We increase the grid density at this stage because repeating the construction procedure with the same grid density will not improve the solution. This approach allows C-GRASP to start with
if Impr C = false and Impr L = false then 14 h ← h/2; /* make grid more dense */ 15 end if 16 end for 17 return(x * ); end C-GRASP; FIGURE 1. Pseudo-code for C-GRASP. a coarse discretization and adaptively increase the density as needed, thereby intensifying the search in a more dense discretization when a good solution has been found. The best solution found, at the time the stopping criteria are satisfied, is returned. 4.2. Construction procedure. In this section, we describe in detail the construction procedure. The construction algorithm combines greediness and randomization to produce a diverse set of good-quality solutions from which to start the local improvement phase. The construction algorithm is shown in Figure 2 . The input is a solution vector x. To start, line 1 of the algorithm allows MaxUnFixed (user-defined parameter) coordinates of x to change in the current construction call (i.e. these coordinates are unfixed). In turn, in line 10 of the pseudo-code, if ReUse is false, a line search is performed in each unfixed coordinate direction i of x with the other n − 1 coordinates of x held at their current values. In lines 10 and 11 of the pseudo-code, the value z i for the i-th coordinate that minimizes the objective function, together with the objective function value g i , are saved. In line 11,x i denotes x with the i-th coordinate set to z i .
After looping through all unfixed coordinates (lines 7-16), in lines 17-23 a restricted candidate list (RCL) is formed containing the unfixed coordinates i whose g i values are less than or equal to ḡ + α · (ḡ − ḡ), whereḡ and ḡ are, respectively, the maximum and minimum g i values over all unfixed coordinates of x, and α ∈ [0, 1] is randomly determined in line 2. In line 24, a coordinate is chosen at random from the RCL, say coordinate j ∈ RCL. Line 25 checks whether x j and z j are equal. If so, line 26 sets ReUse to the value true. Otherwise, in lines 28-30, ReUse is set to false, Impr C is set to true, and x j is set to equal z j . Finally, in line 30, we fix coordinate j of x, by removing j from the set UnFixed. Choosing a coordinate by selecting at random from the RCL ensures both greediness and randomness in the construction phase. The above procedure is continued until all of the n coordinates of x have been fixed. At that stage, x and Impr C are returned from the construction procedure.
Note that the ReUse variable is utilized to speed up computations by avoiding unnecessary line searches. More details can be found in [9] . The parameter α controls the size of the RCL and therefore determines the mix of greediness and randomness in the construction procedure. Different values of α throughout the run allow some construction phases to be more greedy while others to be more random.
MaxPointsToExamine ← ρ lo · NumGridPoints ; 5
NumPointsExamined ← 0; 6 while NumPointsExamined ≤ MaxPointsToExamine do 7
NumPointsExamined ← NumPointsExamined + 1;
Impr L ← true; 13 NumPointsExamined ← 0; 14 end if 15 end while 16 return(x * , Impr L ); end LocalImprovement; FIGURE 3. Pseudo-code for C-GRASP local improvement phase.
4.3.
Local improvement procedure. C-GRASP makes no use of derivatives. Though derivatives can be easily computed for many functions, they are not always available or efficiently computable for all functions. The local improvement phase (with pseudo-code shown in Figure 3 ) can be seen as approximating the role of the gradient of the objective function f (·). From a given input point x ∈ R n , the local improvement algorithm generates a neighborhood, and determines at which points in the neighborhood, if any, the objective function improves. If an improving point is found, it is made the current point and the local search continues from the new solution.
Letx ∈ R n be the current solution and h be the current grid discretization parameter.
to be the set of points in S that are integer steps (of size h) away fromx. Let
be the projection of the points in S h (x) \ {x} onto the hyper-sphere centered atx of radius h. The h-neighborhood of the pointx is defined as the set of points in B h (x). The local improvement procedure is given a starting solution x ∈ S ⊆ R n . The current best local improvement solution x * is initialized to x in line 1. Lines 3 and 4 determine the number of grid points, based on the current value of the discretization parameter h, and the maximum number of points in B h (x * ) that are to be examined. This number of grid points is defined by the parameter ρ lo which is the portion of the neighborhood which is to be examined. If all of these points are examined and no improving point is found, the current solution x * is considered an h-local minimum.
Starting at the point x * , in the loop in lines 6-15, the algorithm randomly selects MaxPointsToExamine points in B h (x * ), one at a time. In line 9, if the current point x selected from B h (x * ) is feasible and is better than x * , then x * is set to x, Impr L is set to true, and the process restarts with x * as the starting solution. Impr L is used to determine whether the local improvement procedure improved the best solution. Local improvement is terminated when an h-local minimum solution x * is found. At that point, x * and Impr L are returned from the local improvement procedure.
METRICS, SCENARIOS, AND RESULTS
In this section, we present metrics used to evaluate the solutions found for the ADR problem. We then discuss some characteristics of the particular data scenarios. Finally, we describe the testing environment and discuss the computational results.
5.1. ADR metrics. Mammadov et al. [13, 14, 15] define only one metric to measure the performance of their algorithm, the average precision metric. In this section, we describe the average precision metric, present an example detailing its computation, and discuss a potential pitfall of this metric. We also suggest two more conventional metrics that have been used extensively in the literature to measure distance between vectors.
Suppose we have a solution W to the ADR problem. We would like some way of measuring the quality of this solution. For each patient i, define the computed reaction of this patient to beŶ i = X i W . Recall from Section 3 that the true, or observed, reaction for this patient is given by Y i . Let T i be the set of all permutations of the indices 1, . . . , c such that the permutation applied toŶ i produces a non-increasing sequence. Then, for each τ ∈ T i , the precision for τ, P τ (X i ), is defined as
where
The average precision P(X i ) for patient i is defined to be the average of the best and worst precisions over all τ ∈ T i . The average precision is given as the average over the average precision of each patient, i.e.
As an example of computing the precision for a patient, suppose that for patient i, the observed reaction is Y i = {1, 0, 1, 1, 0} and the computed reaction is found to beŶ i = {0.9, 0.1, 0.1, 0.9, 0.1}. The set of all index permutations T i that produce a non-increasing sequence for the elements ofŶ i is listed in Table 1 . Looking at the permutation τ = {1, 4, 5, 3, 2}, we see that
, and R i,3 = {1, 4, 3}. Therefore, P τ (X i ) ≈ 0.9167. The best precision for this patient (from permutations that place 3 before 2 and 5) is 1, while the worst precision for this patient (from permutations that place 3 after 2 and 5) is approximately 0.8667. Hence, this patient would have an average precision of P(X i ) ≈ 0.9333.
We now provide an example highlighting a potential shortcoming of the average precision metric. Consider the same patient observed reaction, namely Y i = {1, 0, 1, 1, 0}, and suppose one approach to solving the ADR problem produces a computed reaction of Y i = {0.1, 0.01, 0.07, 0.04, 0.039}, while a second approach produces the computed reaction ofŶ i = {0.9, 0.01, 0.7, 0.8, 0.039}. While it is easy to see that both of these computed reactions will produce an average precision of 1.0 for this patient, it is clear that the second computed reactionŶ i predicts much more closely the true observed reaction than does the first. Hence, for this particular example, it is unclear what the average precision metric is really measuring. To aid in measuring how well the different solution approaches are performing, in addition to using the average precision metric we also look at the standard least squares residual
and the average maximum deviation
Using these conventional metrics will lend stronger support to one algorithm performing better than another.
Testing scenarios.
The ADRAC dataset contains data for the years 1972 to 2001 inclusive. The approach taken by Mammadov et al. [13, 14, 15] , which we adhere to, was to consider the years 1996 through 2001. For each of these years, a training dataset was formed using the data from 1972 to the previous year. This is the data that will be used to determine the weight matrix W . Once the weight matrix is determined, it is applied to the current year data to measure how well W predicts the true reactions. As an example, for the year 1998, data from years 1972 to 1997 (the training data) is used in the solution approaches to determine W . Then, W is applied to the year 1998 data (the test data) to measure the performance of W . In addition, it is also useful to measure the performance of W on the training data. for random-number generation is an implementation of the Mersenne Twister algorithm described in [16] . The Mammadov algorithm was implemented in Matlab to verify the average precision results, as well as determine values for the least squares and average maximum deviation metrics. We set the C-GRASP parameters to the values listed in Table 3 . While the ideal situation would be to allow all variables to start as unfixed in the construction procedure, we limit the number of starting unfixed variables to 10, chosen randomly each time the construction procedure is called. It was estimated that each call to the construction procedure would have taken more than one year of computing time had we allowed all variables to start unfixed, hence the need implement this limit.
5.4.
Computational results. Tables 4-6 display the performance of both the Mammadov algorithm and the enhanced C-GRASP heuristic for the three metrics. It is clear from these tables that, overall, the C-GRASP heuristic performs better for both the training and testing data, for each year, with the three metrics. The Mammadov algorithm, by not considering all of the data when computing W and not forming a convex combination of all drugs and suspect drugs, appears to be limited in its ability to achieve a solution significantly close to the global minimum. C-GRASP does not have this limitation. Of note is that, for each year, each iteration of C-GRASP improved upon the previous iteration. Therefore, letting C-GRASP run for more than 2, 000 iterations would probably produce an even better solution. Table 7 displays the β values (discounting values) found by the C-GRASP for each year. From the statistics given in Section 1, determining the relationship between drugs and adverse drug reactions is an extremely important problem in health-care. This paper has generalized the formulation of Mammadov et al. [13, 14, 15] to include a convex combination of suspected drugs and non-suspected drugs. Depending on the data, the number of variables in the optimization formulation can be quite large. We have contrasted the approach taken by Mammadov et al. [13, 14, 15] with our new approach. Using three different metrics, we have shown that the C-GRASP approach produced better solutions than did the Mammadov algorithm.
One area of future research concerns discounting the non-suspected drugs of each patient by a different discount factor. This would have the effect of giving less weight to those patients having the same observed reactions and conflicting suspect drug sets. At the same time, however, this would significantly increase the number of variables in the problem. Another area of future research concerns applying our C-GRASP approach to other adverse drug reaction data. The United States Food and Drug Administration [18] , the World Health Organization Uppsala Monitoring Center [19] , and the Canadian Adverse Drug Reaction Information System [3] all collect adverse drug reaction reports. We are currently beginning the task of collecting data from these sites.
