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Résumé
On étudie la fonction maximale non centrée de Hardy–Littlewood sur les variétés de type
cuspidale. On montre, par exemple que pour tout 1<p0 < + ∞ (resp. p0 = +∞), il existe
une famille des variétés de type cuspidale sur lesquelles la fonction maximale non centrée est
bornée sur Lp pour p>p0 (resp. p=+∞), mais elle n’est pas bornée sur Lp pour 1pp0
(resp. 1p<+∞). Aussi, on montre que pour tout 1< 2, il existe une famille des variétés
de type cuspidale sur lesquelles la fonction maximale centrée est bornée sur Lp pour p> 1 et
de L1 dans L1-faible, mais par contre la fonction maximale non-centrée est bornée sur Lp si
et seulement si p> .
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction et énoncé des résultats
Soit (H, ) un espace métrique munie d’une mesure de Borel . Notons B(x, r) la
boule ouverte de centre x et de rayon r, et |B(x, r)| son volume.
∗ Fax: +49 228 73 95 37.
E-mail address: li-hq@wiener.iam.uni-bonn.de.
0022-1236/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2005.01.008
156 H.-Q. Li / Journal of Functional Analysis 229 (2005) 155–183
Si f est une fonction localement intégrable, alors la fonction maximale de Hardy–
Littlewood de f, Mf, est déﬁnie par
Mf (x) = sup
r>0
1
|B(x, r)|
∫
B(x,r)
|f (y)| d(y), x ∈ H.
La fonction maximale non centrée de f, M∗f , est déﬁnie par
M∗f (x) = sup
x∈B(z,r)
1
|B(z, r)|
∫
B(z,r)
|f (y)| d(y), x ∈ H.
Remarquons que Mf (x)M∗f (x) et que ‖M∗f ‖∞‖f ‖∞.
Les fonctions maximales sont un outil très important en analyse. Dans le cas de Rn,
il existe une constante c > 0 telle que
|B(x, 2r)|c|B(x, r)|, ∀r > 0, x ∈ Rn. (1.1)
On appelle (1.1) propriété du doublement du volume. Il est facile de voir, en utilisant
(1.1), qu’il existe une constante C > 0, qui ne depend pas de f, telle que
Mf (x)CM∗f (x), ∀x ∈ Rn. (1.2)
On peut aussi démontrer que l’opérateur M est borné sur Lp, 1 < p+∞ et de L1
dans L1-faible. La démonstration est aussi basée sur la propriété (1.1) qui nous permet
d’utiliser un lemme de recouvrement de Vitalli.
Ces résultats s’étendent naturellement aux espaces métriques H comme ci-dessus
avec la propriété du doublement du volume (voir par exemple [2]).
Notons que (1.1) entraîne qu’il existe deux constantes a, b > 0 telles que
|B(x, r)|arb, x ∈ H, r > 0,
c’est-à-dire l’espace H est à croissance polynomiale du volume. Notons aussi que les
groupes nilpotents munis d’une métrique invariante à gauche, les variétés compactes, les
produits d’un espace euclidien avec une variété compacte, et les variétés riemanniennes
complètes à courbure de Ricci positive sont des espaces qui ont la propriété (1.1).
La situation se complique quand (1.1) n’est pas satisfaite par H. C’est le cas par
exemple quand H est un espace symétrique, non compact. Alors (1.1) est vraie pour
0 < r1 mais elle n’est pas vraie pour r > 1, car H est à croissance exponentielle du
volume, c’est-à-dire il existe une constante A > 0 telle que
|B(x, r)|AeAr, x ∈ H, r > 1.
Alors, (1.2) n’est pas vraie et M et M∗ n’ont pas le même comportement. On sait par
exemple que M est borné sur Lp pour tout 1 < p + ∞ (voir [1]) et de L1 dans
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L1-faible (voir [14]). Par contre, M∗ est borné sur Lp, pour p > 2, mais il n’est pas
borné sur Lp, pour 1p2 (voir [5]).
Dans cet article, nous étudions l’opérateur maximal non centré M∗ sur les variétés de
type cuspidale. Il s’agit des espaces à croissance exponentielle du volume, sur lesquels
si on ﬁxe r > 0, alors, dans la plupart des cas, on a
inf{|B(x, r)|; x ∈ H } = 0, ou sup{|B(x, r)|; x ∈ H } = +∞.
On trouvera de nouveaux phénomènes concernant le comportement des fonctions max-
imales.
Plus précisement, soit X une variété riemannienne de dimension euclidienne N et
notons gX sa métrique riemannienne. Alors, la variété cuspidale avec base X, qu’on
note Cusp(X), est déﬁnie (voir [12]) comme la variété R+ ×X munie de la métrique
g = r−2(dr2 + gX).
Notons que les espaces hyperboliques réels sont des exemples des variétés cuspidales.
En effet si Hn+1 est l’espace hyperbolique réel de dimension n + 1, alors Hn+1 =
Cusp(Rn).
Soient dX et d les mesures sur X et Cusp(X) déﬁnies par les métriques rieman-
niennes gX et g respectivement. Alors, on a
d(y, x) = y−N−1dy dX(x). (1.3)
Dans cet article, on fait l’hypothèse suivante sur la variété X. On suppose qu’il
existe 1,20 et c > 0 tels que pour tout x ∈ X
1
c
r1 |BX(x, r)|cr1 , 0 < r1,
1
c
r2 |BX(x, r)|cr2 , r1. (1.4)
Les groupes de Lie nilpotents connexes, G, munis d’une métrique invariante à gauche
sont des exemples de telles variétés. Notons que si G est aussi simplement connexe,
alors on a 12. Par contre, si G n’est pas simplement connexe, alors les trois cas
1 < 2, 1 = 2 et 1 > 2 sont également possibles. Voir aussi [4,3] pour d’autres
exemples des variétés qui satisfont (1.4) avec 2 > 1.
Dans la suite, M et M∗ sont les fonctions maximales, centrée et non centrée respec-
tivement sur Cusp(X). On pose
 = max(1,2),
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p0 = 2N2N −  , si  < 2N,
p1 = N2N −  , si N <  < 2N.
On note Lp,q , 1p, q + ∞, les espaces de Lorentz. On rappelle la déﬁnition
exacte et les propriétés élémentaires de ces espaces dans la Section 2. Remarquons
pour l’instant, que Lp,∞ est l’espace Lp-faible et que ‖f ‖Lp,q2 ‖f ‖Lp,q1 lorsque
1p < +∞ et 1q1q2.
Le résultat principal de cet article est le suivant:
Théorème 1.1. (i) Si 2N , alors M∗ n’est pas born´e sur Lp, pour 1p < +∞.
(ii) Si  < 2N , alors M∗ n’est pas borné sur Lp, pour 1pp0.
(iii) Si  < 2N , alors M∗ est borné sur Lp, pour p0 < p + ∞ et de Lp0,1 dans
Lp0,∞.
On rappelle que concernant la fonction maximal centrée M, on a le résulat suivant
(voir [9]):
Théorème 1.2. (i) Si 2N , alors M n’est pas borné sur Lp, pour 1p < +∞.
(ii) Si N , alors M est borné sur Lp, pour 1 < p + ∞ et de L1 dans L1,∞.
(iii) Si N <  < 2N , alors M est bornée sur Lp pour p1 < p + ∞ et de Lp1,1
dans Lp1,∞, mais elle n’est pas bornée sur Lp pour 1p < p1.
Remarquons que la partie (i) du Théorème 1.1 est une conséquence immédiate de la
partie (i) du Théorème 1.2.
Comme on l’a déjà mentioné, A. Ionescu a étudié l’opérateur maximal non cen-
tré M∗ dans le cadre des espaces symétriques de type non compact. Il a montré que
pour tout  > 1, M∗ n’est pas borné de L2, dans L2,∞ (voir [5]). Il a montré aussi
que si l’espace symétrique est de rang 1, alors M∗ est borné de L2,1 dans L2,∞
(voir [6]).
Ici nous allons démontrer le résultat suivant:
Théorème 1.3. Si 1 =  < 2N , alors pour tout  > 1, M∗ n’est pas borné de Lp0,
dans Lp0,∞ (donc, il n’est pas borné sur Lp pour 1pp0).
Dans un article en préparation, [11], on montre que si X est une variété riemannienne
complète, non compacte, avec courbure de Ricci positive, alors
(i) M est borné sur Lp, pour p > 1 et
(ii) M∗ est borné de L2,1 dans L2,∞ mais il n’est pas borné de L2, dans L2,∞ pour
 > 1.
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1.1. Généralisations
Soient dX et d les distances sur X et Cusp(X) respectivement. Alors on a la formule
suivante (voir la Proposition 2.2 de [8]):
d((y1, x1), (y2, x2)) = arc cosh y
2
1 + y22 + d2X(x1, x2)
2y1y2
,
∀ (y1, x1), (y2, x2) ∈ R+ × X. (1.5)
La preuve des Théorèmes 1.1–1.3, est basée sur cette formule.
D’autre part, on peut démontrer que si dX est une distance sur X, alors la formule
(1.5) deﬁnit une distance sur Cusp(X). Cette remarque nous permet de généraliser la
déﬁnition d’un espace cuspidale de la manière suivante:
Soit X un espace muni d’une distance dX et d’une mesure de Borel X et ﬁxons
une constante N ∈ R (ce n’est pas nécessaire de supposer N ∈ N). Alors on déﬁnit
l’espace cuspidale Cusp(X), à base de X et d’indice N, comme l’espace R+ ×X, muni
de la distance d donnée par (1.5) et de la mesure d = y−N−1 dy dX.
Maintenant, si N0 et X satisfait (1.4), alors les Théorèmes 1.1–1.3 restent vrais.
Lorsque N < 0, en développant les méthodes de cet article, on montre dans [10]
que si X satisfait (1.4), alors
(i) M est borné sur Lp, pour p > 1 et de L1 dans L1,∞ et
(ii) M∗ est borné sur Lp, pour p > 1.
1.2. Question ouverte
Les résultats ci-dessus nous conduisent à la conjecture suivante:
Conjecture 1.4. Soit (H, ) un espace métrique muni d’une mesure de Borel  et soit
p0 > 1. Alors, les deux afﬁrmations suivantes sont équivalentes:
1. M est borné sur Lp pour tout p > p0, mais elle n’est pas borné pour p < p0.
2. M∗ est borné sur Lp pour p > 2p0, mais elle n’est pas borné pour p < 2p0.
1.3. Notations
Si f et g sont deux fonctions, alors on dit que f ∼ g si et seulement s’il existe une
constante c > 0 telle que c−1f gcf .
Si E est un ensemble mesurable, alors on note |E| son volume et E sa fonction
caractéristique.
On note h la fonction delta, c’est-à-dire h(y) = 1 si h = y et h(y) = 0 si h = y.
On aura donc
s(2N) = 1 si s = 2N et s(2N) = 0 si s = 2N.
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On note aussi r0 et
Y = (y, x), Y ′ = (y′, x′), Z = (z, v), · · · ∈ R+ × X.
2. Rappels sur les espaces de Lorentz
Fixons un espace mesurable (B,B, 	) et si f est une fonction mesurable sur B, notons
f∗(s) = 	{|f | > s}.
L’espace de Lorentz Lp,q(	), 1p, q < ∞ (resp. Lp,∞(	), 1p < +∞) est déﬁni
comme l’ensemble des fonctions mesurables satisfaisant (voir [13, (2.1)])
‖f ‖Lp,q (	) =
(∫ +∞
0
q[sf∗(s)
1
p ]q ds
s
) 1
q
< +∞, (resp. ‖f ‖Lp,∞(	)
= sup
s>0
sf∗(s)
1
p < +∞).
Dans cet article, on aura besoin des résultats suivants (voir, par exemple la Section
§V.3 de [16]):
(i) Propriété d’inclusion: Si 1p < +∞ et 1q1q2, alors
‖f ‖Lp,q2 ‖f ‖Lp,q1 .
(ii) Interpolation: Soit 1p0 < +∞ et soit T un opérateur sous-additif, borné sur
L∞ et de Lp0,1 dans Lp0,∞. Alors T est aussi borné sur Lp,q , pour p0 < p < +∞ et
1q + ∞ (il s’agit d’un cas particulier du théorème V. 3.15 de [16]).
(iii) Comparaison: Soient 1 et 2 deux mesures de Borel sur (B,B). Soient aussi
1p1, p2 + ∞ et supposons qu’il existe une constante C > 0 telle que

1
p2
2 (E)C
1
p1
1 (E),
pour tout E satisfaisant 1(E) < +∞. Alors, il existe une constante c > 0 telle que
‖f ‖Lp2 (2)c‖f ‖Lp1,1(1)
pout toute fonction mesurable f sur B (voir [16, le théorème V.3.13]).
3. Un lemme auxiliaire
On aura besoin du lemme suivant:
Lemme 3.1. Soient N > 0 et 1qp < +∞. Alors il existe une constante C(N, p,
q) > 0 telle que pour toute f ∈ Lp,1(R+, y−N−1dy), on a
‖f ‖
Lq(R+,y−q
N
p −1 dy)
C(N, p, q)‖f ‖Lp,1(R+,y−N−1 dy). (3.6)
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Preuve. Par la propriété de comparaison des espaces de Lorentz, il sufﬁt de montrer
que pour tout ensemble mesurable E ⊆ R+, on a
∫
E
y
−q N
p
−1
dy p
q
N
q
p
−1
[∫
E
y−N−1 dy
] q
p
. (3.7)
D’après la théorie de la mesure, il sufﬁt de montrer (3.7) dans le cas où E =
∪li=0[ai, bi] avec 0 < aibi < ai+1. Alors, en notant  = pq 1, il faut
montrer que
[
l∑
i=0
(
i − i )
] 1


l∑
i=0
(
i − i ), 0 < 0 < 
0 < · · · < l < 
l , l ∈ N. (3.8)
Pour montrer (3.8), il sufﬁt d’établir les estimations suivantes:
(b − a) 1 b − a, (a + c − b) 1 a + c − b, 0 < a < b < c. (3.9)
Dès qu’on a (3.9), on peut montrer (3.8) en raisonnant par récurrence. En effet,
pour l = 0, c’est justement la première partie de (3.9); supposons donc que (3.8) est
vraie pour l = k, et soient l = k + 1 et 0 < 0 < 
0 < · · · < k+1 < 
k+1. Alors
on a
[
k+1∑
i=0
(
i − i )
] 1

=
{
k−1∑
i=0
(
i − i ) +
[
(
k + 
k+1 − k+1) − k
]} 1

k−1∑
i=0
(
i − i ) + [(
k + 
k+1 − k+1)
1
 − k]

k−1∑
i=0
(
i − i ) + [(
k + 
k+1 − k+1) − k] =
k+1∑
i=0
(
i − i ).
Preuve de (3.9). Si on pose s = b−a
a
(> 0), alors la première partie est équivalente à
l’inégalité élémentaire 1 + s(1 + s) pour tout s > 0 (avec 1).
Pour montrer la deuxième partie, posons
u = a
b
, w = c
b
,
F (u,w) = u + w − 1 − (u + w − 1).
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Alors il sufﬁt de montrer que
inf
0<u<1<w
F(u,w)0,
ce qui est vrai parce que
sup
0<u<1<w
F(u,w)
u
0 et F(1, w) = 0. 
4. Estimation du volume des boules
Dans la proposition suivante, on donne les estimations sur le volume des boules de
Cusp(X), dont on aura besoin.
Proposition 4.1. On a
∣∣∣B((y, x), r)∣∣∣ ∼
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y−Nr|BX(x, yr)| si 0r1,
y2−NeNr
(
1 + e(2−2N)r + r2(2N)
)
si y, r1,
y1−NeNr
[
1 + e(1−2N)r + r1(2N)
]
si y−1 sinh r sinh 1,
(yer )2−N
√
sinh r − 1
y√
sinh r
[
1 + 2(2N)
× ln (1 + y sinh r)
]
+ y1−NeNr
×
[
1+y2N−1+1(2N) ln 1y
]
si r1 et sinh r> 1
y
>1.
Une conséquence de cette proposition est la suivante.
Corollaire 4.2. Si 0 <  < 2N , alors il existe une constante A > 1 telle que:
A−1eNry1−N |B((y, x), r)|AeNry1−N, y1, r1, x ∈ X,
A−1eNry2−N |B((y, x), r)|AeNry2−N, y1, r1, x ∈ X. (4.1)
Une autre conséquence de la Proposition 4.1 est que Cusp(X) satisfait la propriété du
doublement du volume localement, c’est-à-dire pour tout r01, il existe une constante
C(r0) > 0 telle que
|B(Y, 2r)|C(r0)|B(Y, r)|, 0rr0,Y ∈ Cusp(X). (4.2)
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Preuve de la Proposition 4.1. Notons pour (y, x) ∈ Cusp(X) et r0,
F((y, x), r; s) =
∫ s
0
t |BX(x, yt)|(sinh r − t)−1/2(1 + t2)−(N+1) dt, 0s sinh r.
Alors on a (voir [8, pp. 628–629] pour l’explication détaillée)
|B((y, x), r)| ∼ y−N (cosh r)
N+1
√
sinh r
F ((y, x), r; sinh r),
(y, x) ∈ Cusp(X), r0. (4.3)
Cas 1: r1.
En utilisant (1.4), on voit que
F((y, x), r; sinh r)∼
∫ sinh r
0
t |BX(x, yt)|(sinh r − t)−1/2 dt
∼
∫ sinh r
sinh r
2
t |BX(x, yt)|(sinh r − t)−1/2 dt
∼ (sinh r)3/2|BX(x, y sinh r)|
∼ r√sinh r|BX(x, yr)|.
Autrement dit, ∣∣∣B((y, x), r)∣∣∣ ∼ y−Nr|BX(x, yr)|. (4.4)
Cas 2: r1.
On pose
I = F((y, x), r; sinh r) − F((y, x), r; 1/2),
alors
F((y, x), r; sinh r) = F((y, x), r; 1/2) + I.
Par (1.4), on voit facilement que
F((y, x), r; 1/2)∼ (sinh r)−1/2
∫ 1/2
0
t |BX(x, yt)| dt
∼ (sinh r)−1/2
∫ 1/2
1/4
|BX(x, yt)| dt
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∼ (sinh r)−1/2|BX(x, y)|
∼ (sinh r)−1/2
{
y1 si y1,
y2 si y1. (4.5)
Pour estimer le terme I, on va distinguer des cas.
Cas 2a. r1, y1.
On a
I = y2
∫ sinh r
1/2
t2+1 |BX(x, yt)|
(yt)2
(1 + t2)−(N+1)√
sinh r − t dt
∼ y2
∫ sinh r
1/2
t2+1 (1 + t
2)−(N+1)√
sinh r − t dt (par (1.4))
∼ y2
∫ sinh r
1/2
t2−2N−1 dt√
sinh r − t
= y2
[∫ (sinh r)/2
1/2
+
∫ sinh r
(sinh r)/2
]
.
Maintenant
∫ sinh r
(sinh r)/2
t2−2N−1 dt√
sinh r − t = (sinh r)
2−2N−1/2
∫ 1
1/2
h2−2N−1 dh√
1 − h.
Aussi, puisque r1,
∫ (sinh r)/2
1/2
t2−2N−1 dt√
sinh r − t ∼ (sinh r)
−1/2
∫ (sinh r)/2
1/2
t2−2N−1dt
∼ (sinh r)−1/2[1 + (sinh r)2−2N + r2(2N)].
On a donc
I ∼ y2(sinh r)−1/2[1 + (sinh r)2−2N + r2(2N)]. (4.6)
(4.5) et (4.6) impliquent que∣∣∣B((y, x), r)∣∣∣ ∼ y2−NeNr[1 + e(2−2N)r + r2(2N)]. (4.7)
Cas 2b. r1 et y−1 sinh r .
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On a
I = y1
∫ sinh r
1/2
t1+1 |BX(x, yt)|
(yt)1
(1 + t2)−(N+1)√
sinh r − t dt
∼ y1
∫ sinh r
1/2
t1−2N−1 dt√
sinh r − t (par (1.4))
∼ y1(sinh r)−1/2[1 + (sinh r)1−2N + r1(2N)],
en raisonnant de la même manière que dans le Cas 2a.
D’où, ∣∣∣B((y, x), r)∣∣∣ ∼ y1−NeNr[1 + e(1−2N)r + r1(2N)]. (4.8)
Cas 2c: r1 et sinh r > y−11.
On pose
I1 =
∫ y−1
1/2
t |BX(x, yt)|(sinh r − t)−1/2(1 + t2)−(N+1) dt,
I2 =
∫ sinh r
y−1
t |BX(x, yt)|(sinh r − t)−1/2(1 + t2)−(N+1) dt.
Alors, on a I = I1 + I2, et
I1 = y1
∫ y−1
1/2
t1+1 |BX(x, yt)|
(yt)1
(1 + t2)−(N+1)√
sinh r − t dt
∼ y1
∫ y−1
1/2
t1−2N−1 dt√
sinh r − t (par (1.4)).
Posons
I1,1∗ =
∫ 3/(4y)
1/2
t1−2N−1 dt√
sinh r − t ,
I1,2∗ =
∫ y−1
3/(4y)
t1−2N−1 dt√
sinh r − t .
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Puisque sinh r > y−11, on a
I1,1∗ ∼ (sinh r)−1/2
∫ 3/(4y)
1/2
t1−2N−1 dt
∼ (sinh r)−1/2[1 + y2N−1 + 1(2N) ln y−1],
et
I1,2∗ ∼ y2N+1−1
∫ y−1
3/(4y)
dt√
sinh r − t
= 2y2N+1−1
[√
sinh r − 3
4y
−
√
sinh r − y−1
]
= 2y
2N+1−1 1
4y√
sinh r − 34y +
√
sinh r − 1
y
∼ y2N−1(sinh r)−1/2.
Donc,
I1 ∼ y1(I1,1∗ + I1,2∗) ∼ y1(sinh r)−1/2[1 + y2N−1 + (ln y−1)1(2N)].
Pour estimer I2, on constate que
I2 = y2
∫ sinh r
y−1
t2+1 |BX(x, yt)|
(yt)2
(1 + t2)−(N+1)√
sinh r − t dt
∼ y2
∫ sinh r
y−1
t2−2N−1 dt√
sinh r − t (par (1.4)). (4.9)
Soient
I2,1 = y2
∫ 1
2 (y
−1+sinh r)
y−1
t2−2N−1 dt√
sinh r − t ,
I2,2 = y2
∫ sinh r
1
2 (y
−1+sinh r)
t2−2N−1 dt√
sinh r − t .
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On voit facilement que:
I2,2 ∼ y2(sinh r)2−2N−1
∫ sinh r
1
2 (y
−1+sinh r)
dt√
sinh r − t
∼ y2(sinh r)2−2N−1
√
sinh r − y−1. (4.10)
Pour estimer I2,1, on constate que pour r1 et y1 satisfaisant y−1 < sinh r2y−1,
on a
I2,1 ∼ y2(y−1)2−2N−1
√
sinh r − y−1
∼ y2(sinh r)2−2N−1
√
sinh r − y−1.
Pour r1 et y1 satisfaisant sinh r > 2y−1, on a
I2,1 ∼ y
2
√
sinh r
∫ (1/2)(y−1+sinh r)
y−1
t2−2N−1 dt
∼ y
2
√
sinh r
×
⎧⎨⎩
(y−1)2−2N si 2 < 2N ,
ln (1 + y sinh r) si 2 = 2N ,
(sinh r)2−2N si 2 > 2N .
(4.11)
Il découle de (4.10) et (4.11) que
I2 ∼ I2,1 + I2,2 ∼ y
2
√
sinh r
√
sinh r − y−1√
sinh r
×
⎧⎨⎩
(y−1)2−2N si 2 < 2N ,
ln (1 + y sinh r) si 2 = 2N ,
(sinh r)2−2N si 2 > 2N .
Donc,
I ∼ I1 + I2 ∼ y1e− 12 r [1 + y2N−1 + (ln y−1)1(2N)]
+y2e(2−2N− 12 )r
√
sinh r − y−1√
sinh r
[
1 + 2(2N) ln (1 + y sinh r)
]
.
Par conséquent,∣∣∣B((y, x), r)∣∣∣∼ y1−NeNr [1 + y2N−1 + (ln y−1)1(2N)]
+y2−Ne(2−N)r
√
sinh r − y−1√
sinh r
[
1 + 2(2N) ln (1 + y sinh r)
]
.
La preuve de la Proposition 4.1 est terminée. 
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5. Preuve du Théorème 1.3
Rappelons que puisque 1 =  < 2N , on a
p0 = 2N2N −  =
2N
2N − 1 .
Fixons  > 1, Y0 = (1, x0) ∈ Cusp(X) et 1 >  > 1 et posons
g(Y) = e−
N
p0
d(Y,Y0)(1 + d(Y,Y0))−, Y ∈ Cusp(X),
h(r) = e−
N
p0
r
(1 + r)−, r0.
Si s > 1, alors l’équation h(r) = s n’a pas de solution.
Si 0 < s1, alors l’équation h(r) = s a une solution unique qu’on note r(s) et
qui satisfait
r(s) −
[
− p0
N
ln s − p0
N
 ln
(
1 − p0
N
ln s
)]
−→ 0, quand s −→ 0+.
Soit
g∗(s) =
∣∣∣{Y ∈ Cusp(X); |g(Y)| > s}∣∣∣, s > 0.
Alors, d’après (4.1),
g∗(s) = 0, pour s1,
g∗(s) ∼ s−p0
(
1 − p0
N
ln s
)−p0
, quand s −→ 0+,
et par conséquent g ∈ Lp0,.
On veut montrer que M∗g /∈ Lp0,∞(Cusp(X)).
Soit
Ek = [3e−k, 4e−k] × BX(x0, 1), k ∈ N.
Alors
|Ek| = |BX(x0, 1)|
∫ 4e−k
3e−k
y−N−1 dy = N−1(3−N − 4−N)|BX(x0, 1)|eNk.
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Par (1.5), il existe k0 ∈ N∗ tel que
Ek ⊂ B(Y0, k), kk0.
Supposons dorénavant que kk0.
Soit Y = (y, x) ∈ Ek et notons
Y(k) = (e− k2 , x),
E(k,Y)=
{
(y′, x′); e−( k2 +2)e− k2 < y′ < 1, dX(x, x′)
<
√
2e− k2 y′ cosh
(
k
2
+ 2
)
− (e−k + y′2)
}
,
E′(k,Y)= {(y′, x′); e−k < y′ < e− k2 , dX(x, x′)
<
√
e2y′ − (e−k + y′2)} ⊂ E(k,Y).
Par (1.5), on a
d(Y,Y(k)) < k2 + 2 et E(k,Y) ⊂ B
(
Y(k), k2 + 2
)
.
Aussi pour tout Y ′ = (y′, x′) ∈ E′(k,Y), on a
d(Y0,Y ′) < 2k, cosh d(Y0,Y ′) = 1 + y
′2 + d2X(x′, x0)
2y′
4
1 + y′2 + d2X(x′, x)
2y′
.
On a donc
M∗g(Y) 
∣∣∣B (Y(k), k2 + 2
) ∣∣∣−1 ∫
B(Y(k), k2 +2)
g(Y ′) d(Y ′)
 Ce−Nk2 e k2 (1−N)
∫
B(Y(k), k2 +2)
g(Y ′) d(Y ′) par (4.1)
 C′k−e− k2 (2N−1)
∫ ∫
E′(k,Y)
(
2y′
1 + y′2 + d2X(x, x′)
) N
p0
y′−N−1 dy′dX(x′)
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 Ck−e− k2 (2N−1)
∫ e− k2
e−k
y
′ N
p0
−N−1∣∣∣BX(x,√y′)∣∣∣ dy′
 C∗k−e−
k
2 (2N−1)
∫ e− k2
e−k
y
′ N
p0
−N−1+12 dy′ par (1.4)
 Ck1−e− k2 (2N−1), parce que N
p0
− N + 12 = 0.
Ceci implique que
‖M∗g‖Lp0,∞ = sup
s>0
s
∣∣∣{Y ∈ Cusp(X);M∗g(Y) > s}∣∣∣ 1p0
 sup
kk0
C
2
k1−e−
k
2 (2N−1)
∣∣∣ {Y ∈ Cusp(X);M∗g(Y)
>
C
2
k1−e−
k
2 (2N−1)
} ∣∣∣ 1p0
 sup
kk0
C
2
k1−e−
k
2 (2N−1)|Ek|
1
p0
 sup
kk0
C
2
[
N−1(3−N − 4−N)|BX(x0, 1)|
]1/p0
k1−ek(
1
2 −N+ Np0 ) = +∞,
puisque  < 1 et 12 − N + Np0 = 0.
Autrement dit, M∗g /∈ Lp0,∞(Cusp(X)), ce qui achève la preuve du Théorème 1.3.
6. Preuve du Théorème 1.1 (ii)
Grâce au Théorème 1.3, il sufﬁt de montrer que si  = 2 < 2N , alors M∗ n’est
pas borné sur Lp0 .
Fixons x0 ∈ X et posons fn = B((n,x0),1), n ∈ N∗. On montrera que
‖M∗fn‖p0Lp0 (d)
‖fn‖p0Lp0 (d)
−→ +∞ (n −→ +∞).
Soient
C1 = e10, En = [C1, C−11 n] × BX(x0, C−11 n) (n ∈ N et n > 2C21 ),
Y = (y, x) ∈ En, Yn = (n, x0), Y(n) = (√ny, x).
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Par (1.5), on voit facilement qu’il existe une constante K > 1 telle que∣∣∣d(Y(n),Yn) − 12 ln ny
∣∣∣ < K, n2e20, Y ∈ En.
On constate que d(Y,Y(n)) = 12 ln ny et que
B(Yn, 1) ⊆ B
(
Y(n), 12 ln
n
y
+ K + 1
)
.
Donc, pour n2e20 et Y ∈ En, on a
M∗fn(Y) 
∣∣∣B (Y(n), 12 ln ny + K + 1
) ∣∣∣−1 ∫
B(Y(n), 12 ln ny +K+1)
fn(Y ′) d(Y ′)
=
∣∣∣B (Y(n), 12 ln ny + K + 1
) ∣∣∣−1‖fn‖1;
en utilisant (4.1), on en déduit qu’il existe une constante C > 0 (qui ne dépend pas de
Y) telle que
M∗fn(Y)  Ce−
N
2 ln
n
y (ny)
N−2
2 ‖fn‖1
= CyN−22 n−22 ‖fn‖1.
Par conséquent,
‖M∗fn‖p0Lp0 (d)
‖fn‖p0Lp0 (d)

‖
(
M∗fn
)
En‖p0Lp0 (d)
‖fn‖p0Lp0 (d)
 Cn−
2
2 p0‖fn‖p01
∫ n
C1
C1
y(N−
2
2 )p0−N−1 dy ·
∣∣∣∣BX (x0, nC1
)∣∣∣∣ · ‖fn‖−11 .
En utilisant (1.4), (4.1) et le fait que (N − 22 )p0 = N , on obtient
‖M∗fn‖p0Lp0 (d)
‖fn‖p0Lp0 (d)
C∗n2−
2
2 p0 ln
(
n
C21
)
n(2−N)(p0−1).
Puisque 2 − 22 p0 + (2 − N)(p0 − 1) = N − (N − 22 )p0 = 0, ceci entraîne que
‖M∗fn‖p0Lp0 (d)
‖fn‖p0Lp0 (d)
C∗ ln
(
n
C21
)
−→ +∞, (n −→ +∞).
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7. Preuve du Théorème 1.1 (iii), dans le cas où 0 < N
Notons
M∗,0f (Y)= sup
Y∈B(Z,r),0<r1
|B(Z, r)|−1
∫
B(Z,r)
|f | d, Y ∈ Cusp(X),
M∗,∞f (Y)= sup
Y∈B(Z,r),r>1
|B(Z, r)|−1
∫
B(Z,r)
|f | d, Y ∈ Cusp(X).
On a évidement
M∗f (Y)M∗,0f (Y) + M∗,∞f (Y).
Remarquons que les deux opérateurs M∗,0 et M∗,∞ sont bornés sur L∞.
M∗,0 est la partie locale de l’opérateur M∗. Sa déﬁnition ne fait intervenir que des
boules de rayon 1, pour lesquelles la propriété de doublement du volume est vraie
avec une constante C > 0 qui ne dépend ni de Y ∈ Cusp(X), ni de r ∈]0, 1], voir (4.2).
Donc, la preuve classique (voir par exemple [2, pp. 71–72]) s’adapte facilement pour
démontrer que M∗,0 est bornée de L1 dans L1,∞. Par les propriétés d’interpolation et
d’inclusion des espaces de Lorentz, on en déduit que M∗,0 est borné de Lp0,1 dans
Lp0,∞. Donc, pour démontrer le Théorème 1.1 (iii), dans le cas où 0 < N , il sufﬁt
de démontrer que M∗,∞ est borné de Lp0,1 dans Lp0,∞.
Pour cela, on aura besoin des notations et des lemmes suivants.
Notons
MXf (y
′, x) = sup
r>0
|BX(x, r)|−1
∫
BX(x,r)
|f (y′, x′)| dX(x′).
Soient Z = (z, v) ∈ Cusp(X), r > 0 et Y = (y, x) ∈ B(Z, r) et pour simpliﬁer les
notations, posons
1 = 1(Y,Z, r)= {Y ′ = (y′, x′) ∈ B(Z, r); dX(x, v)
√
2y′zer},
2 = 2(Y,Z, r)= {Y ′ = (y′, x′) ∈ B(Z, r); dX(x, v) >
√
2y′zer},
M˜1f (Y)= sup
Y∈B(Z,r),r>1
1
|B(Z, r)|
∫
1
|f | d,
M˜2f (Y)= sup
Y∈B(Z,r),r>1
1
|B(Z, r)|
∫
2
|f | d.
Observons que
M∗,∞M˜1 + M˜2. (7.1)
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On a les deux lemmes suivants dont la preuve sera donnée à la ﬁn de cette section.
Lemme 7.1. Si 0 <  < 2N , alors il existe une constante C > 0 telle que pour toute
f ∈ Lloc(Cusp(X)) et tout Y = (y, x) ∈ R+ × X, on a
M˜1f (Y)CyN−

2
∫ +∞
0
y′

2 −N−1MXf (y′, x) dy′. (7.2)
Lemme 7.2. Si 0 < N , alors il existe une constante C > 0 telle que pour toute
f ∈ Lloc(Cusp(X)) et tout Y = (y, x) ∈ R+ × X, on a
M˜2f (Y)CyN−

2
∫ +∞
0
y′

2 −N−1MXf (y′, x) dy′. (7.3)
Le corollaire suivant est une conséquence immédiate de (7.1)–(7.3).
Corollaire 7.3. Si 0 < N , alors il existe une constante C > 0 telle que pour toute
f ∈ Lloc(Cusp(X)) et tout Y = (y, x) ∈ R+ × X, on a
M∗,∞f (Y)CyN−

2
∫ +∞
0
y′

2 −N−1MXf (y′, x) dy′. (7.4)
Preuve du Théorème 1.1 (iii) dans le cas où 0 < N . Rappelons que p0 = 2N2N− .
En utilisant le Corollaire 7.3 et le Lemme 3.1 (on choisit q = 1 et p = p0 dans
(3.6)), on a
‖M∗,∞f ‖p0Lp0,∞ = sup
s>0
sp0{Y; |M∗f (Y)| > s}
 sup
s>0
sp0{Y;CyN−2 ‖MXf (y′, x)‖
L1(R+,y′−
N
p0 −1dy′)
> s}
= sup
s>0
sp0
∫
X
⎛⎜⎝∫
Cy
N−2 ‖MXf (y′,x)‖
L1(R+,y′−
N
p0 −1dy′)
>s
y−N−1 dy
⎞⎟⎠ dX(x)
= C′
∥∥∥‖MXf (y′, x)‖
L1(R+,y′−
N
p0 −1dy′)
∥∥∥p0
Lp0 (X,dX)
 C′
∥∥∥‖MXf (y′, x)‖Lp0,1(R+,y′−N−1dy′)∥∥∥p0
Lp0 (X,dX)
= C
∫
X
[∫ +∞
0
(∫
MXf (y
′,x)>s
y′−N−1 dy′
) 1
p0
ds
]p0
dX(x)
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par la déﬁnition de Lp0,1
 C
⎧⎪⎨⎪⎩
∫ +∞
0
[∫
X
(∫
MXf (y
′,x)>s
y′−N−1 dy′
) 1
p0
×p0
dX(x)
] 1
p0
ds
⎫⎪⎬⎪⎭
p0
par l’inégalité de Minkowski (voir par exemple [15, p. 271])
= C
[∫ +∞
0
(∫
MXf (y
′,x)>s
y′−N−1dy′dX(x)
) 1
p0
ds
]p0
= C‖MXf ‖p0Lp0,1(R+×X,d), par la déﬁnition de Lp0,1.
Comme X satisfait (1.1), MX est borné sur Lp(R+×X, d) pour tout 1 < p+∞;
par la propriété d’interpolation des espaces de Lorentz, MX est aussi borné sur Lp0,1.
Par conséquent, quand N , M∗,∞ est borné de Lp0,1 dans Lp0,∞. 
En raisonnant de la même manière que dans la preuve de la continuité de M∗,∞ de
Lp0,1 dans Lp0,∞, (7.2) implique le corollaire suivant:
Corollaire 7.4. Si 0 <  < 2N , alors il existe une constante C > 0 telle que
‖M˜1f ‖Lp0,∞(Cusp(X))C‖f ‖Lp0,1(Cusp(X)), ∀f ∈ Lp0,1(Cusp(X)). (7.5)
Preuve de (7.2). En utilisant (1.5), on voit que
B(Z, r) = {(y′, x′); ze−r < y′ < zer, dX(v, x′) < [2y′z cosh r − (y′2 + z2)]1/2},
(7.6)
et que
1 ⊂ {Y ′ = (y′, x′) ∈ R+ × X; ze−r < y′ < zer, dX(x, x′) < 2
√
2y′zer}.
Notons
(s) =
{
1 pour s < 1,
2 pour s1.
Par (4.1), (1.4) et la déﬁnition de MX, on a:
M˜1f (Y)  C sup
Y∈B(Z,r),r>1
zN−(z)e−Nr
∫ zer
ze−r
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×
∫
BX(x,2
√
2y′zer )
|f (y′, x′)| dX(x′)y′−N−1 dy′
 C∗ sup
Y∈B(Z,r),r>1
zN−(z)e−Nr
∫ zer
ze−r
|BX(x, 2
√
2y′zer)|
×MXf (y′, x)y′−N−1 dy′
 C sup
Y∈B(Z,r),r>1
∫ zer
ze−r
zN−(z)e−Nr(
√
2y′zer)(2y′zer )MXf (y′, x)y′−N−1 dy′.
Pour terminer la preuve de (7.2), il nous reste à montrer qu’il existe une constante
C(1,2) > 0 telle que pour tout y, z, y′>0 et r>1 satisfaisant | ln yz |<r et | ln y
′
z
| < r ,
on a
zN−(z)e−Nr(
√
2y′zer)(2y′zer )C(1,2)yN−

2 y′

2 . (7.7)
On va distinguer des cas:
Cas 1: z1.
Alors on a
2y′zer > 2y′z cosh
∣∣∣∣ln y′z
∣∣∣∣ = y′2 + z2 > 1,
et par conséquent,
(z) = (2y′zer) = 2.
Donc, pour montrer (7.7), il sufﬁt de montrer que
yN−2 y′2
zN−
2
2 y′
2
2 e−(N−
2
2 )r
1 si max{| ln y
z
|, | ln y′
z
|} < r. (7.8)
Si  = 2(< 2N), alors (7.8) est évidente.
Si (2N >) = 1 > 2, puisque max{| ln yz |, | ln y
′
z
|} < r , on a
yN−
1
2 y′
1
2
zN−
2
2 y′
2
2 e−(N−
2
2 )r
=
(
y
z
er
)N−12 (y′
z
er
)1−2
2
1.
Cas 2: z < 1.
Alors on a (z) = 1.
Cas 2a: z < 1 et 2y′zer < 1.
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Alors on a (2y′zer) = 1 et
yN−2 y′2
zN−1e−Nr(
√
y′zer)1
=
(
y
z
er
)N−2 (y′
z
er
)−1
2
> 1,
parce que 1 < 2N et max{| ln yz |, | ln y
′
z
|} < r .
Cas 2b: z < 1 et 2y′zer1.
Alors on a (2y′zer) = 2. Donc, pour montrer (7.7), il sufﬁt de montrer que si
 = max{1,2} < 2N , z < 1 et max{| ln yz |, | ln y
′
z
|} < r , alors
R = y
N−2 y′2
zN−1e−Nr(
√
y′zer)2
> 2−

2 .
En effet, il sufﬁt d’observer que z < 1 et que
R =
(
y
z
er
)N−2 × { ( y′z er )−22 z1−2 si 12 = ,
(y′zer)
1−2
2 si 21 = .
Ceci achève la preuve de (7.7) et donc de (7.2). 
Preuve de (7.3). Par le choix de 2 et le fait que cosh d(Y,Z) = y
2+z2+d2X(x,v)
2yz <
cosh r , on voit que
2 ⊂ {Y ′; ze−r < y′ < zer, dX(v, x′) <
√
2y′zer < dX(x, v) <
√
2yzer}. (7.9)
En particulier, on a
2 ⊂ {Y ′ = (y′, x′) ∈ R+ × X; ze−r < y′ < min(zer , y), dX(x, x′)2
√
2yzer}.
Par conséquent, par (4.1), (1.4) et la déﬁnition de MX, on a:
M˜2f (Y)  C sup
Y∈B(Z,r),r>1
zN−(z)e−Nr
∫ min(zer ,y)
ze−r
×
∫
BX(x,2
√
2yzer )
|f (y′, x′)| dX(x′)y′−N−1 dy′
 C∗ sup
Y∈B(Z,r),r>1
zN−(z)e−Nr
∫ min(y,zer )
ze−r
|BX(x, 2
√
2yzer)|
×MXf (y′, x)y′−N−1 dy′
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 C sup
Y∈B(Z,r),r>1
∫ min(y,zer )
ze−r
zN−(z)e−Nr(
√
2yzer)(2yze
r )
×MXf (y′, x)y′−N−1 dy′.
Pour terminer la preuve de (7.3), il nous reste à montrer qu’il existe une constante
C(1,2) > 0 telle que pour tout y, z, y′ > 0 et r > 1 satisfaisant max(| ln yz |, | ln y
′
z
|) <
r et y′ < y, on a
zN−(z)e−Nr(
√
2yzer)(2yze
r )C(1,2)yN−

2 y′

2 . (7.10)
La démonstration de (7.10) est analogue à celle de (7.7) et sera omis. 
8. Preuve du Théorème 1.1 (iii), dans le cas où N <  < 2N
Comme dans la section précédente, notons
M∗,0f (Y)= sup
Y∈B(Z,r),r1
1
|B(Z, r)|
∫
B(Z,r)
|f | d,
M∗,∞f (Y)= sup
Y∈B(Z,r),r>1
1
|B(Z, r)|
∫
B(Z,r)
|f | d.
On a M∗M∗,0 +M∗,∞. En raisonnant comme dans la Section 7, on voit que M∗,0
est borné de Lp0,1 dans Lp0,∞. Par conséquent, pour démontrer que M∗ est borné
de Lp0,1 dans Lp0,∞ dans le cas où N <  < 2N , il sufﬁt de démontrer que si
N <  < 2N , alors M∗,∞ est borné de Lp0,1 dans Lp0,∞.
On aura besoin des notations et du lemme suivants:
Comme dans la Section 7, on pose
MXf (y
′, x) = sup
r>0
|BX(x, r)|−1
∫
BX(x,r)
|f (y′, x′)| dX(x′);
et pour Z = (z, v) ∈ Cusp(X), r > 0 et Y = (y, x) ∈ B(Z, r), on pose
1 = 1(Y,Z, r)= {Y ′ = (y′, x′) ∈ B(Z, r); dX(x, v)
√
2y′zer},
2 = 2(Y,Z, r)= {Y ′ = (y′, x′) ∈ B(Z, r); dX(x, v) >
√
2y′zer},
M˜1f (Y)= sup
Y∈B(Z,r),r>1
1
|B(Z, r)|
∫
1
|f | d,
M˜2f (Y)= sup
Y∈B(Z,r),r>1
1
|B(Z, r)|
∫
2
|f | d.
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Et on aura besoin du lemme suivant:
Lemme 8.1. Supposons que N <  < 2N et soit N < ˜2N − 2 . Alors, il existe
une constante C(, ˜) > 0 telle que pour toute f localement intégrable sur Cusp(X)
et tout Y = (y, x) ∈ Cusp(X),
M˜2f (Y)C(, ˜)yN−
˜
2
[∫ +∞
0
y′˜−2N−1MX(f 2)(y′, x) dy′
] 1
2
. (8.1)
On admet le lemme pour l’instant et on continue avec la démonstration du Théorème
1.1 (iii), dans le cas où N <  < 2N .
Preuve du Théorème 1.1 (iii), dans le cas où N <  < 2N . Rappelons que pour
montrer que M∗ est borné de Lp0,1 dans Lp0,∞, il sufﬁt de montrer que M∗,∞ est
borné de Lp0,1 dans Lp0,∞. D’après le Corollaire 7.4, M˜1 est borné de Lp0,1 dans
Lp0,∞. Comme M∗,∞M˜1 + M˜2, pour démontrer le Théorème 1.1 (iii), dans le cas
où N <  < 2N , il nous reste à montrer que M˜2 est borné de Lp0,1 dans Lp0,∞.
Soit N < ˜ < min{, 2N − 2 } et posons
p∗ = N
N − ˜2
.
Alors, on a 2 < p∗ < p0.
Remarquons que M˜2 est borné sur L∞. Si on peut montrer que M˜2 est borné de
Lp
∗,1 dans Lp∗,∞, alors par les propriétés d’interpolation et d’inclusion des espaces de
Lorentz, M˜2 est aussi borné de Lp0,1 dans Lp0,∞.
En effet, par (8.1) et le Lemme 3.1 (on choisit q = 2 et p = p∗ dans (3.6)), on a
‖M˜2f ‖p
∗
Lp
∗,∞ = sup
s>0
sp
∗
{Y; |M˜2f (Y)| > s}
 C
∥∥∥‖[MX(f 2)]1/2(y′, x)‖
L2(R+,y′−2
N
p∗ −1dy′)
∥∥∥p∗
Lp
∗
(X,dX)
 C′
∥∥∥‖[MX(f 2)]1/2(y′, x)‖Lp∗,1(R+,y′−N−1dy′)∥∥∥p∗
Lp
∗
(X,dX)
 C′‖[MX(f 2)]1/2‖p
∗
Lp
∗,1(R+×X,d),
par l’inégalité de Minkowski et la déﬁnition de Lp,1.
Comme X satisfait (1.1), MX est borné sur Lp(R+×X, d), pour tout 1 < p+∞.
Donc, pour tout q > 2, il existe une constante C(q) > 0 telle que
‖[MX(f 2)]1/2‖Lq(R+×X,d) = ‖MX(f 2)‖1/2q/2C(q)‖f 2‖1/2q/2 = C(q)‖f ‖q .
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Par la propriété d’interpolation des espaces de Lorentz, on en déduit que l’opérateur
[MX(f 2)]1/2, qui envoit
f −→ [MX(f 2)]1/2,
est aussi borné sur Lp∗,1. Par conséquent, M˜2 est borné de Lp
∗,1 dans Lp∗,∞. 
Preuve du Lemme 8.1. Soient
(s) =
{
1 pour s < 1,
2 pour s1,
 = {x′; dX(v, x′) <
√
2y′zer < dX(x, v) <
√
2yzer}.
Alors ∫

|f (y′, x′)| dX(x′)
 ||1/2
[∫

|f (y′, x′)|2 dX(x′)
]1/2
 |BX(v,
√
2y′zer)|1/2
[∫
BX(x,2
√
2yzer )
|f (y′, x′)|2 dX(x′)
]1/2
.
Notons
Q = (√2y′zer)(2y′zer )/2(√2yzer)(2yzer )/2.
Alors, en utilisant (4.1),∫

|f (y′, x′)| dX(x′)C · Q
[
MX(f
2)
]1/2
(y′, x). (8.2)
Comme (voir (7.9))
2 ⊂ {Y ′; ze−r < y′ < zer, dX(v, x′) <
√
2y′zer < dX(x, v) <
√
2yzer},
en utilisant encore une fois (4.1), on en déduit de (8.2) qu’il existe une constante C∗ > 0
telle que pour toute f localement intégrable sur Cusp(X) et tout Y = (y, x) ∈ Cusp(X),
M˜2f (y, x) = sup
Y∈B(Z,r),r>1
1
|B(Z, r)|
∫
2
|f | d
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 sup
(y,x)∈B((z,v),r),r>1
|B((z, v), r)|−1
∫ zer
ze−r
∫

|f (y′, x′)| dX(x′)y′−N−1 dy′
 C∗ sup
(y,x)∈B((z,v),r),r>1
J,
où on a posé
J = zN−(z)e−Nr
∫ zer
ze−r
Q
[
MX(f
2)
]1/2
(y′, x)y′−N−1 dy′.
On va distinguer les cas z1 et z < 1.
Cas 1: z1.
Alors 2y′zer > 1. Aussi 2yzer > 1, lorsque max{| ln y
z
|, | ln y′
z
|} < r . On a donc
(z) = (2y′zer) = (2yzer) = 2
et
Q = (4yy′z2e2r )2/4.
Choisissons  = N + 22 − ˜ < N . Alors par l’inégalité de Hölder, on a
J  CzN−2e−Nr
[∫ zer
ze−r
y′−(yy′z2e2r )
2
2 MX(f
2)(y′, x)y′−N−1 dy′
]1/2
×
[∫ +∞
ze−r
y′−N−1 dy′
]1/2
 C∗
[∫ zer
ze−r
(ze−r )2N−
2
2 −˜y
2
2 MX(f
2)(y′, x)y′˜−2N−1 dy′
]1/2
= C∗yN− ˜2
[∫ zer
ze−r
(
z
y
e−r
)2N−22 −˜
MX(f
2)(y′, x)y′˜−2N−1 dy′
]1/2
.
Maintenant, on constate que 2N − 22 − ˜0 et que si Y ∈ B(Z, r), alors zy < er .
Donc,
J C∗yN−
˜
2
[∫ zer
ze−r
MX(f
2)(y′, x)y′˜−2N−1 dy′
]1/2
.
On a donc montré (8.1) dans le cas où z1.
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Cas 2: z < 1.
Alors (z) = 1. Déﬁnissons
∗(s) =
{
1 pour s < 1,
 pour s1.
Notons
Q∗ = (
√
2y′zer)∗(2y′zer )/2(
√
2yzer)∗(2yze
r )/2.
Alors on a QQ∗. Aussi
J zN−1e−Nr
∫ zer
ze−r
Q∗
[
MX(f
2)
]1/2
(y′, x)y′−N−1 dy′.
Soient
J1 = zN−1e−Nr
∫
ze−r<y′<zer ,2y′zer<1
Q∗
[
MX(f
2)
]1/2
(y′, x)y′−N−1 dy′,
J2 = zN−1e−Nr
∫
ze−r<y′<zer ,2y′zer 1
Q∗
[
MX(f
2)
]1/2
(y′, x)y′−N−1 dy′.
Alors, on a J J1 + J2.
En choisissant 1 = N + 12 − ˜ < N , par l’inégalité de Hölder, on a
J1  zN−1e−Nr
[∫
ze−r<y′<zer ,2y′zer<1
Q2∗MX(f 2)(y′, x)y′−N−1−1 dy′
]1/2
×
[∫ +∞
ze−r
y′−N−1+1 dy′
]1/2
.
En remarquant que ∗(2y′zer)/2 = 1 si 2y′zer < 1, on en déduit que
J1  C
[∫ zer
ze−r
z∗(2yze
r )−1y
∗(2yzer )
2 (ze−r )2N−
∗(2yzer )
2 −˜
×MX(f 2)(y′, x)y′˜−2N−1 dy′
]1/2
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= CyN− ˜2
⎡⎣∫ zer
ze−r
(
z
y
e−r
)2N−∗(2yzer )2 −˜
z∗(2yze
r )−1
×MX(f 2)(y′, x)y′˜−2N−1 dy′
]1/2
.
Observons maintenant que z < 1, ∗(2yzer)1, 2N − ∗(2yzer )2 − ˜ > 0 et que siY ∈ B(Z, r), alors z
y
< er . Donc,
J1CyN−
˜
2
[∫ zer
ze−r
MX(f
2)(y′, x)y′˜−2N−1 dy′
]1/2
.
En choisissant 2 = N + 2 − ˜ < N et en raisonnant de la même façon, on trouve
que
J2  zN−1e−Nr
[∫
ze−r<y′<zer ,2y′zer 1
Q2∗MX(f 2)(y′, x)y′−N−1−2 dy′
]1/2
×
[∫ +∞
ze−r
y′−N−1+2 dy′
]1/2
 Cz
∗(2yzer )+−21
2
×
[∫ zer
ze−r
y
∗(2yzer )
2 (ze−r )2N−
∗(2yzer )
2 −˜
×MX(f 2)(y′, x)y′˜−2N−1 dy′
]1/2
= Cz∗(2yze
r )+−21
2 yN−
˜
2
⎡⎣∫ zer
ze−r
(
z
y
e−r
)2N−∗(2yzer )2 −˜
×MX(f 2)(y′, x)y′˜−2N−1 dy′
]1/2
.
Puisque z < 1 et ∗(2yzer)1, on en déduit que
J2CyN−
˜
2
[∫ zer
ze−r
MX(f
2)(y′, x)y′˜−2N−1 dy′
]1/2
.
On a donc montré (8.1) dans le cas où z < 1. 
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