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Abstract

Creating the Model

The purpose of this project is to predict a baseball
player’s salary in the 2016 season based on their
performance and other factors in the 2015 season.
The factors (regressors) used in this project that could
possibly affect the salary (dependent variable) were
age, seasons played, games played, wins above
replacement (WAR), and batting average. The data
was collected from sources such as the Major League
Baseball (MLB) website and the USA TODAY
website. We used the statistical software package
SPSS to analyze the data and obtain a good
prediction model.

After running linear regression on the data in SPSS, we
find out what the coefficients would be for the different
factors (regressors).

Model Development
We want to find a model to predict the salary (dependent
variable (y)) by using several regressors (independent
variables) such as age, seasons played, games played,
WAR, and batting average. In order to find out which
variables were significant in the model, we ran stepwise
procedure in SPSS. This tells us which of the variables
will give us the best model to predict a player’s salary.

The following is the model we came up with to predict the
square root of a baseball player’s salary.
Equation (1): ŷ1/2 = 1060.452 - 105.562x1 + 339.805x2 +
12.330x3 + 123.512x4
In this model, y is the salary, x1 is age, x2 is seasons
played, x3 is games played, and x4 is the player’s WAR.

Measuring Adequacy
Once we found which variables are significant, we can
check to see if running linear regression will give an
equation that does a good job of estimating a player’s
salary. To do this, we look at R2, the normal probability
plot, and the residual vs. predicted value plot.
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Residual Plots
The residual vs. predicted
plot shows if there is any
relationship between the
variance and the mean.
This plot after the
transformation of the y
variable is fairly random
which shows that there is
not much of a relationship
between the mean and
variance. The other four
graphs show the residuals
graphed with the different
regressors. They are all
fairly random which
validates that this is a
strong model.

Normal Probability Plot
The normal probability plot on the left shows the original plot
before any transformation in y. This shows that the model
does not do a good job of predicting salary. After transforming
y to the square root of y, the normal probability plot on the
right shows that they model is a much better fit.

The R2 value of 0.607 means that the model produced in
the linear regression explains 60.7% of the variation in the
square root of the salaries.

F-Test
After running the model we realized that transformation
is needed on the y variable for model adequacy,
especially for normality of the error terms. We found out
that the best transformation is using square root of the
salary.

Conclusion
The chart above gives the F-Statistic and the p-value. This
value shows that the model is adequate and that the
coefficients of the different regressors are not zero.

We were able to develop a model from running procedures in
SPSS. After completing different adequacy checks to make
sure that the model was a good fit, we can now use the model
(1) to predict salaries using the factors age, seasons played,
games played, and WAR.

