Standard inference works poorly in models of the form
because the standard error for β depends onγ . In this paper we show that this problem is usefully studied by working with the linearlization of ( ) . g and the resulting reduced form regression. Bias and dispersion in β depend on correlation between the 'regressors'
and on γ , as does the size of the t-test. A reduced form test however is exact when ( ) . g is linear and has nearly correct size in examples from non-linear regression, ARMA, GARCH, and Unobserved Components models. Further, its distribution does not depend on the identifying restriction 0 ≠ γ .
Introduction
This paper is concerned with inference in the class of models that have a representation of the form squares, given data y and x . In addition to non-linear regression models, this class includes the workhorse ARMA model, where data x are lagged observations. By extension, the GARCH model and Unobserved Components State Space models for trend and cycle decomposition fall into this class as well. What these models have in common is that standard inference based on asymptotic theory often works poorly in finite samples, essentially because the estimated standard error for β depends onγ . Further, the distribution of β will generally be displaced away from the true value. Nelson and Startz (2007) -hereafter NS -show that the estimated standard error for β is generally too small. Although these two effects might seem to imply that the t-statistic would be oversized, NS show that size distortion may go either way. In this paper we demonstrate that the linear approximation of ( , ) i g β x is useful in understanding and predicting the direction of bias in β as well as test size distortion, and it provides an alternative t-test that works well in situations where the standard t-test performs poorly.
The paper is organized as follows. Section 2 studies the case where ( , ) i g x β is linear, the archetype of this class for which useful analytical results are available. We examine the sources of bias in β and distortion in the size of the t-test, comparing its size and power with that of the reduced form test. Section 3 studies how well the findings in the linear case hold in non-linear models where the reduced form is only a linear approximation, in particular nonlinear regression, ARMA, Unobserved Components model of trend and cycle, and in GARCH models. Section 4 concludes.
Bias and test size when g(.) is linear.
In the case that g(.) in (1.1) is linear the model takes the form:
where i x and i z denote regressors. This model is not only an archetype of the class we are interested in, but is also of interest in practice, for example, the Phillips curve model of Staiger, Stock and Watson (1997) where y is the change in inflation, ( ) Although the moments of the ratio of normal random variables do not in general exist, see Fieller (1932) and Hinckley (1969) , we can nevertheless draw some conclusions about the sampling distribution of β . Noting that λ and γ are jointly Normal across samples, the conditional mean of the former given the latter implies: Consider now how the distribution of β is affected by γ , which controls the amount of information in the data about β , and by correlation between regressors ρ , for given sample size. A larger value of γ means that the ratio γ γ tends to be closer to unity, since the standard deviation ofγ , given by
is not a function of γ . The second term in (2.4) will tend toward ρ , canceling out the first term, and the third term will be relatively small, so the sampling distribution of β will be located more tightly around its true value, zero. However, a smaller value of γ means that γ γ will typically be small, thus locating the sampling distribution of β around ρ − but with greater dispersion since the third term will typically be large. Shifting now to the effect of ρ , stronger correlation will increase sampling variation in γ , so the second and third terms will tend to be small, concentrating the distribution of β around ρ − . (In this paper we refer to these shifts of central tendency away from the true value as 'bias' for the sake of brevity.) These effects are apparent in the Monte Carlo results that follow.
Turning now to hypothesis testing, the asymptotic variance of β derived either from the information matrix for (2.1) under maximum likelihood, or using the 'delta method' for indirect least squares, is given by: where 'm' denotes the raw sample second moment of the subscripted variables. In practice the parameters are unknown and are replaced in standard software packages by the point estimates. Thus the reported t-statistic for β is: 
Since the reduced form is a classical linear regression, t λ has correct size and so provides an alternative test of the null hypothesis 0 β = with correct size. Indeed this is the exact test of Fieller (1954) for any ratio of regression coefficients. As noted by NS, if the two explanatory variables are orthogonal, then in any given sample 2 2 λ β t t < since the last term must be less than one. In contrast, the effect of strong correlation between x and z, working through the concentration of β around the value ρ − , is to drive 
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Asymptotic theory does take hold as sample size becomes large, albeit very slowly, as is evident in To sum up, in the archetypal case where g(.) is linear it is clear how the displacement of β away from the true value and distortion in the size of the standard ttest depend on correlation between the regressors, while the reduced form test has exact size. The remainder of the paper is concerned with models where g(.) is not linear and the reduced form test is based on a linear approximation.
A reduced form test for non-linear g(.)
and relative performance in four models.
The Reduced Form Test in a Linear Approximation.
More generally g(.) will not be linear as in section 2 but a reduced form test can be based on the linear approximation of ( , )
and i e includes a remainder. The corresponding reduced form is:
; where
The least squares estimate conditional on 0 cannot be expected to have exact size when (.) g is not linear we use simulation to evaluate its performance relative to the standard t-test in four models of practical interest.
In Section 2 we showed that bias in β as well as the size of the standard t-test depend on the correlation between (.) g and (.) g β which are fixed in the linear case. In the non-linear case an estimation routine like Gauss-Newton iterates on 0 β to obtain least squares estimates, the final standard errors and resulting t-statistic being based on evaluation of (.) g and (.) g β atβ β
= . Thus the correlation between the 'regressors' is not fixed in the general case but rather depends on the provisional value of β at each iteration. As we see below, this co-determination affects the distribution of the point estimate and the size of the standard t-test., but not the reduced form test which relies on evaluation the (.) g and (.) g β under the null hypothesis.
Non-linear Regression: A Production Function.
Consider the Hicks-neutral Cobb-Douglas production function:
where i y and i x are per capita output and capital input respectively, γ is Total Factor Productivity, and β the share of capital input. The linear reduced form approximation is The alternative test will be based on the reduced form coefficient λ which we expect to have close to correct size. To see if these implications hold, we drew a sample of i x from the log-normal distribution and pair it with 10,000 paths of standard Normal i ε , each of sample size 100. Estimation is done in EViews™ using the nonlinear regression routine. . If the true value of β were .9, and the regressors were evaluated at .9, then the correlation is .92 and β would be biased downward since correlation and bias vary inversely. In the iteration of Gauss-Newton, these regressors are re-evaluated at the successive provisional estimates until convergence is reached. As we see below, the point estimates are strongly biased downward as expected. Note also that the standard t-test rejects the null too infrequently when the true β is zero but rejects too often when true β is large. While the relation of size distortion to correlation is in the expected direction, it is not as dramatic as in section 2 even as true β becomes as large. This attenuation is attributable to the fact that the correlation is attenuated when regressors are evaluated at the downward biased point estimates. Finally, we also report the size of the reduced form test of 0 :
which is close to correct in all cases. We report in Table 5 the corresponding results as γ increases from .01 to 1 for a fixed value of true β at .5. As the key metric Vγ γ approaches 10, the asymptotic distribution gradually takes hold and the actual size of the standard test is correct. We again find that a value of 10 for this metric seems to be a rough rule of thumb for correct size of the standard test. The reduced-form test, however, maintains about the correct size across the range of parameter values. The case that 0 γ = corresponds to failure of the identification condition for β , so the asymptotic theory underling the standard error and t-statistic for β is not valid, However, the reduced form test does not depend on that assumption, and we find that its empirical size is 0.054, close both to its nominal size and what we observed over the range of γ above. -test starts with a higher level of rejection frequency when the true β is .5, reflecting its size distortion and starts to decline as true β becomes higher than .5, only beginning climbing up as true β reaches as high as .9.
The reduced form test usingt λ , however, starts with a correct size and has a higher level of rejection frequency monotonically as true β deviates further away from the null. As true β heads toward the left of the null, rejections by the standard t-test rise but not significantly more rapidly than the reduced form test. Neither test is very sensitive to departure from the null in the direction of zero. We surmise that the non-linearity of the model accounts for this asymmetry. ARMA models also belong to the class we are interested in. We begin with the workhorse ARMA(1,1) and inference for the moving average coefficient. The results are then extended to the autoregressive coefficient and higher order models. Consider then: . NS show that when γ is small relative to the sample variation the estimated standard error for either φˆ or θˆ is too small and the standard t-test rejects the null too often.
In light of the discussions in Section 2, we linearize the nonlinear g(.) around the null to achieve the reduced-form test for θ : One may wonder how the reduced-form test performs when true γ is zero, corresponding to the failure of identification. As we pointed out, the reduced-form test is still well defined in this case and the estimated size of it in the Monte Carlo experiment is 0.0509, close to correct. We note that the median and inter-quartile range of θˆ suggest that the sampling distribution of θˆ is centered on zero. However, the histogram of θˆ in Figure 3 for the case γ = .01 shows that the estimates tend to be concentrated close to boundaries of the parameter space, reflecting the well-known 'pile-up' effect in ARMA models. Figure 4 plots the un-centered correlation ρ between the 'regressors' Table 7 explores the effect of increasing sample size when true γ = .01.
Asymptotic theory does take hold, but the conventional t-test approaches correct size very slowly (requiring a sample size as large as 10,000 for γ = .1!). In contrast, the reduced form test consistently has correct size within sampling error. Often it is the AR root φ that is of a greater economic interest since it measures persistence. For example, if consumption growth t g follows an ARMA (1,1) process, a large value of φ implies that any shock to the economy has a long-lasting impact to the economic agent's conditional expectation of future consumption growth. Recently, Yaron (2000, 2004) show that such a high level of persistence, interpreted as long-run risk, may explain the equity premium puzzle of Mehra and Prescott (1985) . Ma 
The Unobserved Component Model for Decomposing Trend and Cycle
The Unobserved Component model (hereafter UC) of Harvey (1985) and Clark (1987) is widely used to decompose the log of real GDP into trend and cycle. Thus:
where trend is assumed to be a random walk with drift: (3.3.2) and cycle has a stationary AR representation:
The UC model is estimated by maximizing the likelihood computed using the Kalman filter under the assumption that trend and cycle shocks are uncorrelated. In practice the largest AR root is estimated to be close to unity, implying that the cycle is very persistent, and the trend variance is estimated to be very small, implying that the trend is very smooth. The question we wish to investigate here is whether standard inference about cycle persistence may be spurious and whether the approach in this paper can provide a correctly sized test.
To simplify we focus on the case that the cycle is AR(1). Following Morley,
Nelson and Zivot (2003), we note that the univariate representation of this particular UC model is ARMA(1,1) with parameters implied by the equality: We may then solve for a unique θ by imposing invertibility, obtaining: It is straightforward to show that θ becomes arbitrarily close to φ as The standard t-test for φˆ indeed rejects the null much too often; size is 0.481. This is partly because the standard error for φˆ is underestimated; the median is 0.2852 compared with its true value 1.4815. Furthermore, φˆ is upward biased as illustrated in Figure 6 shows that there is a positive co-movement between φˆ and 2 ε σ , thus persistence in the estimated cycle tends to occur in samples that also show large variance in the cycle. This is driven by the necessity that the model must account for the small amount of serial correlation in our data generating process for t y Δ . Setting the auto-covariance at lag one equal to the true value for the sake of illustration, one obtains the restriction The GARCH model developed by Bollerslev (1986) is perhaps one of the most popular approaches in capturing the time-varying volatility for time series data. The archetypal GARCH (1,1) may be written:
To see why GARCH is among the models we are concerned with, write out its ARMA representation and make an analogy to the ARMA (1,1) model: with time-varying variance, β α + and β correspond to the AR and MA roots respectively, and α controls the information about β . Ma, Nelson and Startz (2007) show that when α is small relative to its sampling variation, the standard error for βˆ is underestimated and the standard t-test rejects the null too often, implying a significant GARCH effect even when there is none. Yaron (2000, 2004) show that a large value of β α + , interpreted as long run risk in uncertainty dynamics, may help to resolve the equity premium puzzle. Appendix B gives details about how to obtain a valid test for β α+ and evaluates its performance; see Ma (2007) for further discussion.
In the following example we show how to apply the reduced-form test to a real dataset and obtain a confidence interval for βˆ to see if it gives a different result from the standard t-test. The monthly S&P 500 index return data is from the Eviews 5.1 DRI Database for the sample period January 1947 to September 1984 corresponding to Bollerslev (1987) . The GARCH estimates along with the Bollerslev and Wooldridge's (1992) robust standard errors (in parenthesis), after accounting for the "Working" effect (see Working (1960) The resulting 95% confidence interval for β based on the reduced-form test is [-0.95, 0.87] , which covers almost the entire parameter space. That this can happen in practice should not surprise us, in light of the theorem of Dufour (1997) that the probability that a valid confidence interval covers the entire parameter space must be greater than zero if identification is weak enough. 
Summary and Conclusions
This paper considers models of the form
, where β is the parameter of interest. This class includes not only the obvious non-linear regression model but also the workhorse ARMA model of time series and by extension GARCH and State Space models such as those used for decomposition into trend and cycle components. Inference is problematic because the standard error for β depends onγ . Nelson and Startz (2007) showed that although that standard error is downward biased in a broad class of models including this one that satisfy the Zero-Information-LimitCondition, the t-statistic can be either too large or too small depending on the data generating process. In this paper we show that small sample inference in this class is usefully studied by working with the approximation To make this test feasible, first obtain a consistent estimate for ε through estimation under the restriction of null so as to evaluate the regressors. We generate data 
