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Abstract
Wiener Processes, wt, are random processes with mean zero, variance t. Wiener processes are
difficult to work with as any realization is continuous and nowhere differentiable. Through
the use of Karhunen-Loève expressions one can approximate the Wiener Process and run
simulations to determine how long it takes before the truncated estimation is no longer a
true Wiener Process. This project shows the necessary statistical tests needed to determine
this information, along with many simulation examples and results. Furthermore, with the
results of the approximated Wiener Process, one can solve stochastic differential equations
that would ordinarily be extremely difficult to solve.
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1 Introduction
Through the investigation of Karhunen-Loève (K-L) Expansions and Wiener Processes, the
following question is proposed: Given a truncated K-L expansion, how many realizations or
experiments are needed before it is clear that the process is not a Wiener process? A Wiener
Process is a random process with mean zero, variance t.
The Wiener Process, an example represented by Figure 1 has many practical applications.
“The process occurs frequently in pure and applied mathematics, economics, and physics”
[1]. One specific example where Wiener Processes are used is in the financial industry.
The process is also used wherever random noise is present. Wiener processes are used to
represent the integral of Gaussian white noise processes and thus is useful in modeling noise
in electronics, instrument errors in filtering theory, and unknown forces in control theory [1].
The main disadvantage of the Wiener Process is that it is a nowhere differentiable function
which makes working with the function and calculus much more difficult.
1.1 Stochastic Differential Equations
The word “stochastic” is synonymous with the word “random.” Stochastic differential equa-
tions are a type of differential equation, including random terms, which results in a solution
that is itself a stochastic process. “Stochastic processes can be defined as a family of random
variables from some probability space into a state space.” [2]
Stochastic differential equations have many uses in the modern world, for example, fluc-
tuating stock prices. In terms of this project, stochastic differential equations are related
to Brownian motion or the Wiener Process. These types of equations are extremely hard
to calculate accurately as dw
dt
does not exist. Equation 1 shows one realization of the ana-
lytical solution of a stochastic differential equation. One can compare the results from the
7









Figure 1: Wiener Process created by code 5.4
approximated version to the solution of




where xt is the derivative.
1.2 Wiener Process
The Wiener Process is a “continuous-time stochastic process named in honor of Norbert
Wiener. It is often also called Brownian motion after Robert Brown” [1]. The Wiener
process is used to represent the integral of the Gaussian white noise process in electronics
engineering. At each time, the process w(t) will be a Gaussian distribution with expected
value E[w(t)] = 0 and variance var[w(t)] = t. Each time we examine the process it will
follow a Gaussian Distribution.
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1.3 Karhunen-Loève
The Karhunen-Loève or K-L expansion was originally discovered by Kosambi. The K-L
expansion is a representation of stochastic processes similar to the expansion in Fourier
series known as the Proper Orthogonal Decomposition. [4]
The Karhunen-Loève has a major disadvantage. The K-L expansion is a no-where dif-
ferentiable function. This means that it is hard to use anywhere analytically since it cannot
be differentiated at any given point.
Karhunen-Loève series expansion is based on the eigen-decomposition of the covariance











where 0 ≤ t ≤ 1 and each zk is from a Gaussian Sample with µ = 0, σ2 = 1.
The purpose is to approximate a Wiener Process by truncating the infinite sum in equa-
tion 2. This replaces w(t) with any analytic function.
1.3.1 Unfair Coin Example
Any standard statistics book will refer to the probability of a fair coin as 50/50. This shows
the probability that the coin will land on heads 50% of the time. As a metaphoric example
of what is planned with the Wiener Processes, one can examine flipping an unfair coin. Take
for example, a coin that lands 45% of the time on heads and 55% of the time on tails. In
this case, it is possible to find how many tosses before one discovers that the coin is in fact
an unfair coin. In the beginning, 10 flips may not be enough to determine the coin’s fairness,
neither would 25 or 50. It takes about 1000 trials before it is clear that the coin is indeed
an unfair coin.
9











































This small example models the exact process that will take place with the K-L expansion.
At first it is hard to tell whether the coin is actually fair or not, it all depends on the number
of trials that are completed. The goal here is to use the Chi Square tests and figures below
to determine how many trials it takes to determine that the coin that is being flipped is
actually an unfair coin. For example, if the χ2 value is larger than a given critical value,
then reject the hypothesis that the coin is fair. It can be stated with 95% confidence that
the coin is unfair based off of the Chi Square significance value of 3.84 using one degree of
freedom.
The experiment is to truncate the Wiener Process, as represented by Equation 4, and
through numerical experimentation (simulations), determine how many realizations before
one can tell the truncated Wiener Process is not a true Wiener Process. Once this step
is complete, this approximation can further be used to approximate Stochastic Differential
Equations. Results from the approximated experiment can be compared (using the approx-
imated Wiener Process values of the stochastic DEQs) to known results. The goal is to see
if the results computed using the approximated value are close enough to the real values. If











Figures 2 through 5 are examples of coin flips with n trials each. These plots indicate
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Figure 2: Cumulative Percentage of Heads - Fair Coin Toss, 10 Trials












Figure 3: Cumulative Percentage of Heads - Fair Coin Toss, 200 Trials
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Figure 4: Cumulative Percentage of Heads - Un-Fair Coin Toss, 200 Trials, 30% Chance of
Heads












Figure 5: Cumulative Percentage of Heads - Un-Fair Coin Toss, 200 Trials, 40% Chance of
Heads
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how a coin is flipped and the importance of the number of trials.
Fair coins should have a distribution that is approximately normal, as shown by Figure
6. This can be compared to an unfair coin, where 70% of the time the coin lands on heads,
such as Figure 7. The fair coin, as most likely suspected, is a symmetric curve centered












































































































Figure 7: Un-Fair Coin Distribution
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2 Statistical Tests
Throughout this experiment, different statistical tests were considered to determine which
test would be the best for the analysis of the data being looked at. The goal was to determine
how far one has to go before being able to tell that the truncated Wiener process is not
normal. The statistical tests below can all be used to check whether a data sample comes
from a normally distributed population. The Chi Square test cannot be used as it is only
really good for discrete data.
2.1 Kolmogorov-Smirnov
The Kolmogorov-Smirnov test was first examined as a possibility for this project. The
Kolmogorov-Smirnov (K-S) test is a test for the equality of continuous, one-dimensional
probability distributions. It is a natural test for a uniform distribution with limits 0 and
1 [6]. The K-S test is just one example to measure goodness of fit for any continuous
distribution. The K-S test only needs the data to be asymptotically normally distributed to
work correctly. The two sample K-S test is known to be one of the best ways to compare two
samples as it is sensitive to differences in both location and shape of cumulative distribution
functions.
2.2 Anderson-Darling
The Anderson–Darling test is a statistical test based on the K-S test to determine if a given
sample of data is drawn from a given probability distribution. The Anderson Darling test
improves the Kolmogorov-Smirnov test in the tails of the distribution. The basic Anderson-
Darling statistic is








[ln(φ(Yi)) + ln(1− φ(Yn+1−i))] (6)
The Anderson-Darling test can be used given any of the 5 cases below. Case 0 applies to
this project; both the mean and variance are known: µ = 0, σ2 = 1.
Case 0: F (x) continuous, completely specified.
Case 1: F (x) is the normal distribution, σ2 and µ estimated by x̂.
Case 2: F (x) is the normal distribution, µ known and σ2 estimated by
∑
i(xi − µ)2/n
Case 3: F (x) is the normal distribution, both µ and σ2 are unknown estimated by
x̂ and s2 =
∑
i(xi − x)2/(n− 1)
Case 4: F (x) = 1− exp(−θx)
Table 1: Anderson-Darling Cases
“If A2 exceeds a given critical value, then the hypothesis of normality is rejected with
some significance level. The critical values are given in Table 2 [5] below (valid for n ≥ 5)”
[6].
Significance Case 0 Case 1 Case 2 Case 3
15% 1.610 0.576
10% 1.933 0.908 1.760 0.656
5% 2.492 1.105 2.323 0.787
2.5% 3.070 1.304 2.904 0.918
1% 3.857 1.573 3.690 1.092
Table 2: Anderson-Darling Significance Table
The test statistic significance levels can be calculated using
1.273−π
2z/2 (7)
To determine a significance level for use with a given statistic,







where x is the percentage level.
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Figure 8: Anderson Darling Test to Verify Normality
For a given value z of the modified test statistic, the significance level α in the upper tail
is given approximately by α(z).
Figure 8, generated using code 5.2, is the graphical representation of a randomly created
data set with a normal distribution, n = 2000. This figure uses the Anderson Darling test to
determine if the data set is actually normal. The green curve represents the error function













Since both the green and blue curves are nearly identical, it can be said that this data
sample is normally distributed as the error is so small, that the data must be considered
normal.
Figure 9 is an example with an Anderson Darling test where n = 50. Clearly 50 iterations
is not enough to tell if the distribution fits the normal curve or not. It’s not until about
18












Figure 9: Anderson Darling Test to Verify Normality - Not Normal
n = 1000 that one can be fairly confident that the sample fits the curve. Figure 10 runs the
Anderson Darling test for normality on a sample with n = 1000. Here it is clear the sample
is roughly normal.
2.3 Shapiro-Wilk
The Shapiro-Wilk test is very similar to the Anderson-Darling however it takes more care
with the end points. However, it has been known to not work well when numbers are repeated
frequently. Anderson-Darling was chosen over the Shapiro-Wilk test because it was more
applicable to the goal with concern to the tails of the distribution as well as Shapiro-Wilk
only tests normality.
19












Figure 10: Anderson Darling Test to Verify Normality
2.4 Why Anderson-Darling
The Anderson-Darling Test was chosen in place of the Chi-Square test, the Shapiro-Wilk
test, and the K-S test because the statistic is more sensitive to the tails of a distribution,
rather than the center. The goal of the Anderson-Darling test is to determine when one
can no longer say that the truncated K-L expansion is truly Gaussian, meaning that the
truncated Wiener Process expression is no longer working. The Anderson-Darling test will
provide the stopping point when a truncation of the Wiener Process is no longer valid.
20
3 Results
3.1 Unfair Coin Example
The unfair coin example is a trivial model for what was expected when the K-L expansion is
run with similar simulations. A simulation of flipping a coin was run with various numbers
of realizations. When looking at a probability of 50/50 for a coin, Figure 11 shows the
cumulative chi square test with 50000 realizations. By calculating the Chi Square value
for each group 1 − n, n = 1 to 5000 it can be seen how the value varies as the number of
realizations increases and how the value remains below the critical value of 3.84 given from
the 5% significance value of the Chi Square test with 1 degree of freedom. Comparing this
to an unfair coin with probability of 70% heads and 30% tails a much different plot emerges.
Figures 12 - 15 show this result. Unlike the fair coin, Figures 12 - 15 show how quickly the
Chi Square test can determine that the coin is unfair when the simulation is run with 70%
heads 30% tails. It is obvious almost immediately.
Table 3 shows the progression of how easy it is to determine that a coin is unfair based on
the number of realizations. When the coin is closer to fair it takes longer to determine that
it is truly an unfair coin. As the unfairness level increases, it becomes easier and easier to
determine that the coin is truly an unfair coin. For example when a coin is 51% fair, Figures
17 through 19, it takes over 4000 tries to determine that the coin is truly an unfair coin. But
when the unfairness level is 70% it quickly falls into the unfair coin category, taking roughly
10 trials to determine.
For the example when a coin is flipped with 45% probability of heads, equation 3 shows the
theoretical value for the Chi Square test at a given n value. Figure 16 shows the theoretical
diagonal line and the critical value. This theoretical value can be calculated for any given
probability and Chi Square test.
21














Figure 11: Chi Square Test Results - Fair Coin, 50000 Trials









Figure 12: Chi Square Test Results - Unfair Coin - 70%, 100 Trials
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Figure 13: Chi Square Test Results - Unfair Coin - 70%, 200 Trials










Figure 14: Chi Square Test Results - Unfair Coin - 70%, 500 Trials
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Figure 15: Chi Square Test Results - Unfair Coin - 70%, 50000 Trials












Figure 16: Chi Square Test Results - Unfair Coin - 45%, 5000 Trials - With Theoretical
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Figure 17: Chi Square Test Results - Unfair Coin - 51%, 500 Trials









Figure 18: Chi Square Test Results - Unfair Coin - 51%, 2000 Trials
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Figure 19: Chi Square Test Results - Unfair Coin - 51%, 5000 Trials











Figure 20: Chi Square Test Results - Unfair Coin - 51%, 10000 Trials
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Table 3: Number of realizations to determine a coin is unfair
3.2 Karhunen-Loève & Wiener Process
For a data set of 3000 randomly generated points, the Anderson Darling statistic of 3.0122,
indicates that the data is normal and that rejection of the null hypothesis is not needed.
Based off of the Anderson-Darling test results for a data set with 3000 points with 3
terms in the K-L expansion, it can be determined that the best stopping point is roughly
2500 realizations. At roughly this point, the process crosses the critical value, 2.492, which
gives the 95% confidence that process is normal. It is at this point that the truncated Wiener
Process is no longer valid and too far from the actual Wiener Process. Using the truncated
process for values larger than roughly 2000 would result in inaccurate conclusions. Table 4
shows this result.
When the K-L has 7 terms, the results are slightly different. Table 5 shows these results.
It takes about 50,000 trials before one can notice the data is not normal. At roughly 2500
realizations, the data crosses the critical value of 2.492. For the 7 term K-L, it is at this










Table 4: Number of realizations to determine a 3 Term K-L is not a true K-L
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Figure 21: Anderson Darling Test - 3 Term K-L - 100 Trials







Figure 22: Anderson Darling Test - 3 Term K-L - 500 Trials
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Figure 23: Anderson Darling Test - 3 Term K-L - 700 Trials







Figure 24: Anderson Darling Test - 3 Term K-L - 800 Trials
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Figure 25: Anderson Darling Test - 3 Term K-L - 1,000 Trials









Figure 26: Anderson Darling Test - 3 Term K-L - 3,000 Trials
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Figure 27: Anderson Darling Test - 3 Term K-L - 5,000 Trials








Figure 28: Anderson Darling Test - 3 Term K-L - 10,000 Trials
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Figure 29: Anderson Darling Test - 3 Term K-L - 50,000 Trials
point that the truncated process should no longer be used, as inaccurate results may be
concluded since the truncated K-L is no longer accurately portraying the non-truncated
version. Figures 30 - 39 graphically displays these results.
Now that the number of realizations to determine a K-L is no longer a true Wiener
Process has been determined, we can use this to solve stochastic differential equations as
long as the number of realizations is kept below this limit.
32











Table 5: Number of realizations to determine a 7 Term K-L is not a true K-L
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Figure 30: Anderson Darling Test - 7 Term K-L - 100 Trials
3.3 A Stochastic ODE














= 3x2 + C
(10)
For the purpose of this project, equation 11 represents what can be solved using the
34







Figure 31: Anderson Darling Test - 7 Term K-L - 500 Trials







Figure 32: Anderson Darling Test - 7 Term K-L - 700 Trials
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Figure 33: Anderson Darling Test - 7 Term K-L - 800 Trials







Figure 34: Anderson Darling Test - 7 Term K-L - 1,000 Trials
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Figure 35: Anderson Darling Test - 7 Term K-L - 3,000 Trials







Figure 36: Anderson Darling Test - 7 Term K-L - 5,000 Trials
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Figure 37: Anderson Darling Test - 7 Term K-L - 10,000 Trials












Figure 38: Anderson Darling Test - 7 Term K-L - 50,000 Trials
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Figure 39: Anderson Darling Test - 7 Term K-L - 100,000 Trials
truncated Wiener Process information from above.
dx
dt
= µx+ σx(α1 sin β1t+ α2 sin β2t)
dx
dt






















We can now look at the the stochastic differential equation:














Figure 40: Log Normal Distribution









The error for these equations comes into play based off the log normal distribution, Figure
40. The error will all depend on σ as that would be a larger approximation of the random
piece of the equation.
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4 Conclusion
Through the use of statistical tests to determine normality, it can be determined that the
truncated K-L expansion can be used to help solve problems including the Wiener Process.
Since the process cannot be differentiated up to a given number of realizations, using the
truncated version gives practically the same results. This means that this problem that was
once super difficult to do, has now been extremely simplified. Given the number of trails,
one can tell when the truncated version no longer will be a good choice. If the number
of realizations needed is less than that given value, then one can resort to the truncated
process so the equation can be solved quicker and easier. Through these results, stochastic
differential equations, such as the example above, can be solved much more easily.
4.1 Further Investigation
This project has shown how to approximate a Wiener Process using a trucnated K-L ex-
pansion. It has further shown that not many terms are needed before one can notice that
it is no longer working. Further research can show how to replace a complicated differen-
tial equation with a simple deterministic differential equation to assist in analyzing different




1 c l e a r a l l ;
c l o s e a l l ;
3
co inFa i rn e s s = . 7 ;
5 numberOfTrials = 5000 ;
numHeads = 0 ;
7 t r i a l s = rand ( numberOfTrials , 1) ;
9 heads = ze ro s ( numberOfTrials , 1 ) ;
ch i = ze ro s ( numberOfTrials , 1 ) ;
11
f o r i = 1 : numberOfTrials
13
i f ( t r i a l s ( i ) < co inFa i rn e s s )
15 numHeads = numHeads + 1 ;
end
17
heads ( i ) = numHeads/ i ;
19
t h e o r e t i c a l ( i ) = i /100 ;
21 ch i ( i ) = i ∗(numHeads−0.5∗ i ) ˆ2/(0 .5∗ i ∗( i −0.5∗ i ) ) ;
23 end
p lo t ( 1 : numberOfTrials , heads ) ;
25 p lo t ( 1 : numberOfTrials , ch i ) ;
hold on
27 p lo t ( [ 1 , numberOfTrials ] , [ 3 . 8 4 , 3 . 8 4 ] , ’ r−− ’ )
p l o t ( 1 : numberOfTrials , t h e o r e t i c a l , ’m: ’ )
29 di sp (sum( ch i ) ) ;
d i sp ( ch iTest ) ;
42
5.2 Determination of Normality
% Given data , use the Anderson Dar l ing t e s t to v e r i f y normal
2 n=2000;
x=ze ro s (n , 3 ) ;
4 x ( : , 1 )=so r t ( randn (n , 1 ) ) ;
x ( : , 2 )=l i n s p a c e (1/n , 1 , n ) ;
6 x ( : , 3 ) =0.5∗(1+ e r f ( x ( : , 1 ) / sq r t (2 ) ) ) ;
8 p lo t ( x ( : , 1 ) , x ( : , 2 ) , x ( : , 1 ) , x ( : , 3 ) )
10 s=0;
12 f o r k=1:n ,




18 di sp ( asqr )
5.3 Anderson-Darling Example Code
5.3.1 Successive Sets of Data
% Given data , use the Anderson Dar l ing t e s t on s u c c e s s i v e s e t s o f data .
2 n=2000; y=randn (n , 1 ) ∗ s q r t ( 0 . 9331 ) ; asqr=ze ro s (n , 1 ) ;
4 f o r k=10:n
x=ze ro s (k , 3 ) ;
6 x ( : , 1 )=so r t ( y ( 1 : k , 1 ) ) ;
x ( : , 2 )=l i n s p a c e (1/k , 1 , k ) ;
8 x ( : , 3 ) =0.5∗(1+ e r f ( x ( : , 1 ) / sq r t (2 ) ) ) ;
s=0; f o r j =1:k , s=s+(2∗ j−1)∗( l og (x ( j , 3 ) )+log (1−x (k+1−j , 3 ) ) ) ; end ;
10 asqr ( k )=−k−s /k ;
end
12 p lo t ( 1 0 : n , asqr ( 1 0 : n) )
d i sp ( asqr (2000) )
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1 % Given data from KL, use the Anderson Dar l ing t e s t to v e r i f y normal
n=50000;
3 x=ze ro s (n , 3 ) ;
f o r i =1:n
5 f o r k=1:3
y=(k−1/2)∗ pi ;
7 x ( i , 1 )=x( i , 1 )+randn∗ s i n (y ) /(y ) ;
end
9 end
x ( : , 1 )=so r t ( x ( : , 1 ) ) ∗ s q r t (2 ) ;
11 x ( : , 2 )=l i n s p a c e (1/n , 1 , n ) ;
x ( : , 3 ) =0.5∗(1+ e r f ( x ( : , 1 ) / sq r t (2 ) ) ) ;
13
p lo t ( x ( : , 1 ) , x ( : , 2 ) , x ( : , 1 ) , x ( : , 3 ) )
15
s=0; f o r k=1:n , s=s+(2∗k−1)∗( l og (x (k , 3 ) )+log (1−x (n+1−k , 3 ) ) ) ; end ;
17 asqr=−n−s /n ;
d i sp ( asqr )
% Given data , use the Anderson Dar l ing t e s t on s u c c e s s i v e s e t s o f data .
2 n=100000; y=ze ro s (n , 1 ) ;
f o r i =1:n
4 f o r k=1:7
t=(k−1/2)∗ pi ;
6 y ( i )=y ( i )+randn∗ s i n ( t ) /( t ) ;
end
8 end
y=y∗ s q r t (2 ) ;
10 asqr=ze ro s (n , 1 ) ;
12 x=ze ro s (9 , 3 ) ; x ( : , 1 )=so r t ( y ( 1 : 9 ) ) ;
14 f o r k=10:n
temp=x ( : , 1 ) ;
16 x=ze ro s (k , 3 ) ;
x ( : , 1 )=so r t ( [ temp ; y (k ) ] ) ;
18 x ( : , 2 )=l i n s p a c e (1/k , 1 , k ) ;
x ( : , 3 ) =0.5∗(1+ e r f ( x ( : , 1 ) / sq r t (2 ) ) ) ;
20 s=0; f o r j =1:k , s=s+(2∗ j−1)∗( l og (x ( j , 3 ) )+log (1−x (k+1−j , 3 ) ) ) ; end ;
asqr ( k )=−k−s /k ;
22 end
p lo t ( 1 0 : n , asqr ( 1 0 : n) )
24 di sp ( asqr (2000) )
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5.4 Sample Wiener Process
c l e a r a l l
2
x = l i n s p a c e (0 ,1 , 501) ;
4 y = ze ro s (1 ,501) ;
6 f o r i = 1:500
y ( i +1) = y( i ) + randn / 500 ;
8 end
10 p lo t (x , y ) ;
5.5 Log Normal Distribution
c l e a r a l l
2
x = l i n s p a c e (0 ,10 ,500) ;
4 y = ze ro s (500 ,1 ) ;
6 mu = 0 ;
sigma = 1 ;
8
f o r i = 1:500
10 y ( i ) = 1/(x ( i ) ∗ sigma∗ s q r t (2∗ pi ) ) ∗ e ˆ((−( l og (x ( i ) )−mu) ˆ2) /(2∗ sigma ˆ2) ) ;
end
12
p lo t (x , y ) ;
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