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Abstract
A decomposition of the level-one q-deformed Fock representations of Uq(ŝln) is
given. It is found that the action of U ′q(ŝln) on these Fock spaces is centralized by
a Heisenberg algebra, which arises from the center of the affine Hecke algebra ĤN
in the limit N → ∞. The q-deformed Fock space is shown to be isomorphic as a
U ′q(ŝln)-Heisenberg-bimodule to the tensor product of a level-one irreducible high-
est weight representation of U ′q(ŝln) and the Fock representation of the Heisenberg
algebra. The isomorphism is used to decompose the q-wedging operators, which are
intertwiners between the q-deformed Fock spaces, into constituents coming from
U ′q(ŝln) and from the Heisenberg algebra.
1 q-wedges and q-deformed Fock space
This first introductory section describes the realization of q-deformed Fock space in terms
of q-wedges. This Fock space was first constructed by a different method by Hayashi in
[6], and described in terms of colored Young diagrams in [10]. A less formal version of the
q-wedge construction was given in [11], out of which the exposition in this section first
evolved.
1.1 Preliminaries on Uq(ŝln)
The algebras Uq(ŝln) and U
′
q(ŝln) ([4, 7]) will act on our Fock space. In this section, we
will mainly work with U ′q(ŝln), which is an algebra generated by elements Ei, Fi, and K
±1
i ,
i = 0, 1, . . . , n− 1, with the following relations if n > 2:
KiKj = KjKi, (1)
1
KiEj = q
aijEjKi, (2)
KiFj = q
−aijFjKi, (3)
EiFj − FjEi = δi,j
Ki −K
−1
i
q − q−1
, (4)
EiEj = EjEi if i 6= j ± 1, (5)
FiFj = FjFi if i 6= j ± 1, (6)
E2iEi±1 − (q + q
−1)EiEi±1Ei + Ei±1E
2
i = 0, (7)
F 2i Fi±1 − (q + q
−1)FiFi±1Fi + Fi±1F
2
i = 0. (8)
The indices in all these relations are to be read modulo n. In (2)–(3), aij is 2 if i = j, −1
if i = j ± 1, and 0 otherwise.
In the case n = 2, we take aij = −2 if i 6= j. Moreover, the last two relations
(sometimes called the q-Serre relations) are replaced by the following ones:
E3i Ei±1 − [3]E
2
i Ei±1Ei + [3]EiEi±1E
2
i − Ei±1E
3
i = 0, (9)
F 3i Fi±1 − [3]F
2
i Fi±1Fi + [3]FiFi±1F
2
i − Fi±1F
3
i = 0. (10)
Here we have used the standard notation
[n] =
qn − q−n
q − q−1
.
Throughout this paper, q should be taken to be either a formal parameter or a generic
complex number (specifically, not a root of unity).
U ′q(ŝln) is a Hopf algebra, with coproduct given by
∆(Ki) = Ki ⊗Ki, (11)
∆(Ei) = Ei ⊗Ki + 1⊗ Ei, (12)
∆(Fi) = Fi ⊗ 1 +K
−1
i ⊗ Fi. (13)
In the next section we will sometimes work with the extended quantum affine algebra
Uq(ŝln), which is a 1-dimensional extension of U
′
q(ŝln) by the “degree operator” d, satisfying
the relations
[d,Ki] = 0, [d, Ei] = δi,0Ei, [d, Fi] = −δi,0Fi. (14)
The Hopf algebra structure extends naturally to Uq(ŝln) by defining
∆(d) = d⊗ 1 + 1⊗ d. (15)
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The philosophy guiding this subject is that almost any representation-theoretic con-
struction involving the affine Lie algebra ŝln should have an appropriate q-analog in the
representation theory of U ′q(ŝln). The aim of this section is to deform the infinite wedge
(or “Fermionic Fock space”) level 1 representations of ŝln to representations of U
′
q(ŝln). (A
very friendly introduction to ŝln and its infinite wedge highest weight representations can
be found in [9].)
We will construct infinite q-wedges in terms of an infinite tensor product of evaluation
modules. Let V = Cn, with basis v1, . . . , vn, and let V (z) = V ⊗ C[z, z
−1], with basis
{zavj}. Here a ∈ Z and j = 1, 2, . . . , n, so V (z) is regarded as an infinite dimensional
space. Uq(ŝln) acts on V (z) in the following way:
Ki(z
avj) = q
δi,j−δi+1,jzavj, (16)
Ei(z
avj) = δi,j−1z
a+δi,0vj−1, (17)
Fi(z
avj) = δi,jz
a−δi,0vj+1, (18)
d(zavj) = az
avj . (19)
The indices in all of these relations should be read modulo n.
The action of the Ei’s gives rise to a a natural ordering on the basis {z
avj}. This
ordering is given by
· · · > za−1v2 > z
a−1v1 > z
avn > z
avn−1 > · · · > z
av1 > z
a+1vn > · · · , (20)
and at times it will be convenient to relabel the basis in accordance with it. Namely, let
uj−an = z
avj ; then ul > um just in case l > m. In the course of working with V (z) and its
tensor products, we will sometimes use the zavj notation and sometimes the um notation
(whichever happens to be more convenient) without further comment. The action on the
basis {um} is
Ki(um) = q
δ(m≡i mod n)−δ(m≡i+1 mod n) um, (21)
Ei(um) = δ(m− 1 ≡ imod n) um−1, (22)
Fi(um) = δ(m ≡ imod n) um+1. (23)
Here, for a statement P , δ(P ) is equal to 1 if P is true and 0 otherwise.
Iterating the coproduct (11)-(14) N−1 times defines a natural action of Uq(ŝln) on the
tensor product V (z)⊗N . According to a “quantum affine analog” of the usual Weyl duality
between GLn and the symmetric group, the centralizer of the action of U
′
q(ŝln) ⊂ Uq(ŝln)
on V (z)⊗N is the affine Hecke algebra ĤN(q
2). (See [5] for more details.) We turn next
to this algebra.
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1.2 Preliminaries on the affine Hecke algebra
ĤN(q
2) is an associative algebra generated by elements Ti, i = 1, . . . , N − 1, and y
±1
j ,
j = 1, . . . , N . These elements satisfy the following relations:
T 2i = (q
2 − 1) Ti + q
2, (24)
TiTi+1Ti = Ti+1TiTi+1, (25)
TiTj = TjTi if |i− j| > 1, (26)
yiyj = yjyi, (27)
yjTi = Tiyj if i 6= j, j + 1, (28)
yjTj = Tjyj+1 − (q
2 − 1)yj+1, (29)
yj+1Tj = Tjyj + (q
2 − 1)yj+1. (30)
Note that the Ti are invertible because of (24), with T
−1
i = q
−2Ti + (q
−2 − 1). In light of
this, relations (29) and (30) are both equivalent to the relation
TiyiTi = q
2yi+1.
Also, the relation (24) can be written as
(Ti + 1)(Ti − q
2) = 0. (31)
Decomposing spaces on which the Ti act into a −1-eigenspace and a q
2-eigenspace will be
an important tool in what follows.
The subalgebra HN(q
2) ⊂ ĤN(q
2) generated by just the Ti is the usual (finite) Hecke
algebra of type A, which is a q-deformation of the symmetric group SN . The elements Ti
are the q-analogs of the adjacent transpositions σi = (i, i + 1) in SN . In the same way,
ĤN(q
2) should be thought of as a q-deformation of the affine symmetric group, which is
the Weyl group of the affine Lie algebra ŝlN .
ĤN(q
2) acts on V (z)⊗N on the right in the following way. First, yj acts as multiplica-
tion by z−1j . (Having it act by z
−1
j rather than zj is necessary for compatibility (29)–(30)
with the action of Ti defined below.) The action of Ti is given as follows. Write elements
za1vm1 ⊗ · · ·⊗ z
aN vmN as (vm1 ⊗ · · ·⊗ vmN ) · z
a1
1 · · · z
aN
N . (This is the notation used in [5].)
The symmetric group SN acts (by permuting factors and variables, respectively) on both
the tensor part and the polynomial part of such an expression. Write (vm1 ⊗ · · · ⊗ vmN )
σi
and (za11 · · · z
aN
N )
σi for what results when σi = (i, i + 1) acts on vm1 ⊗ · · · ⊗ vmN and on
za11 · · · z
aN
N . In terms of this notation, the action of Ti on vm1 ⊗ · · · ⊗ vmN · z (here z is
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shorthand for za11 · · · z
aN
N ) is given by the following set of formulas, which are variants of
the ones given in [5]:
((vm1⊗· · ·⊗vmN ) ·z) ·Ti =

−q(vm1 ⊗ · · · ⊗ vmN )
σi · zσi
−(q2 − 1)(vm1 ⊗ · · · ⊗ vmN ) ·
zi+1z
σi−ziz
zi−zi+1
if mi < mi+1,
−(vm1 ⊗ · · · ⊗ vmN ) · z
σi
−(q2 − 1)(vm1 ⊗ · · · ⊗ vmN ) ·
zi(z
σi−z)
zi−zi+1
if mi = mi+1,
−q(vm1 ⊗ · · · ⊗ vmN )
σi · zσi
−(q2 − 1)(vm1 ⊗ · · · ⊗ vmN ) ·
zi(z
σi−z)
zi−zi+1
if mi > mi+1.
(32)
The important fact for us is that this right action of ĤN(q
2) on V (z)⊗N commutes with
the left action of U ′q(ŝln) on V (z)
⊗N given in the previous subsection in terms of the
coproduct.
1.3 q-antisymmetrization and q-wedges
As a vector space, HN(q
2) ⊂ ĤN(q
2) has a natural basis {Tσ}σ∈SN which can be defined
as follows. Given σ ∈ SN , take a minimal-length expression σ = σi1σi2 · · ·σil of σ in terms
of adjacent transpositions. Then define Tσ = Ti1Ti2 · · ·Til . It is a basic result about the
Hecke algebra that Tσ depends only on σ and not on the particular expression that was
used.
We define the q-antisymmetrizing operator A(N) acting on V (z)⊗N to be the sum
A(N) =
∑
σ∈SN
Tσ (33)
There are no (−1)σ factors appearing in this sum because the sign of the permutation
is already incorporated into the definition (32) of the action of ĤN(q
2); for example,
(vi+1 ⊗ vi) · T1 = −qvi ⊗ vi+1. (In other words, the operator Ti acting in V (z)
⊗N is really
a deformation of −σi, rather than of σi ∈ SN .)
The q-antisymmetrization of a pure tensor za1vm1 ⊗ · · · ⊗ z
aN vmN is defined to be
(za1vm1 ⊗ · · · ⊗ z
aN vmN ) · A
(N). (34)
We begin our study of A(N) with the following proposition, which essentially asserts
that A(N) is (up to scalar) an idempotent, and V (z)⊗N decomposes as a direct sum of its
two eigenspaces.
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Proposition 1.1
V (z)⊗N = ImA(N) ⊕KerA(N). (35)
Proof. Note that for each i = 1, 2, · · · , N − 1 we have a factorization
A(N) =
(∑
σ′
Tσ′
)
(Ti + 1), (36)
where σ′ ranges over SN/{id, σi}. From this and (31), it follows that
A(N)(Ti − q
2) = 0.
This means that the action of Ti on the right on ImA
(N) is simply multiplication by q2.
Hence, right multiplication by A(N) on ImA(N) is equal to multiplication by the scalar∑
l
n(l)q2l, (37)
where n(l) is the number of elements of SN having length l. This sum is equal to the
product
N∏
m=1
1− q2m
1− q2
,
which is a non-zero scalar since q is not a root of unity. Therefore we have
A(N)
(
A(N) −
N∏
m=1
1− q2m
1− q2
)
= 0, (38)
and this implies the assertion.
In the classical (q = 1) case, there are two equivalent ways of defining the wedge prod-
uct. One is as the subspace of the tensor product consisting of completely antisymmetric
tensors (i.e., the image of the antisymmetrizer), and the other is as a quotient of the
tensor product by relations of the form v ∧w = −w ∧ v, which generate the kernel of the
antisymmetrizer.
In the quantum case (q 6= 1), both approaches are again available because of Propo-
sition 1.1. The q-wedge space can be defined either as ImA(N), the subspace of V (z)⊗N
consisting of q-antisymmetrized tensors, or as a quotient of this tensor product by certain
relations which generate the kernel of A(N). Let us now describe these relations. The first
step is
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Proposition 1.2 The kernel of A(N) is the sum of the kernels of the operators Ti + 1,
i = 1, 2, . . . , N − 1.
Proof. Equation (36) implies that
∑
iKer(Ti + 1) ⊆ KerA
(N). Let us show that
KerA(N) ⊆
∑
iKer(Ti + 1). Proposition 1.1 applied to V (z)
⊗2 asserts that
V (z)⊗ V (z) = Ker(T − q2)⊕Ker(T + 1). (39)
In general, by arguing as we did for that Proposition, we can conclude
ωA(N) ≡
(
N∏
m=1
1− q2m
1− q2
)
ω mod
∑
i
Ker(Ti + 1) (40)
for any ω ∈ V (z)⊗N . This equation implies that if ω ∈ KerA(N), then ω ≡ 0 mod∑
iKer(Ti + 1).
Proposition 1.2 shows that to find relations generating the kernel of A(N), it suffices
to find relations generating the kernel of each Ti + 1. For ease of notation, let us restrict
to considering V (z)⊗ V (z), on which T = T1 acts. Since T commutes with the action of
U ′q(ŝln), Ker(T + 1) is preserved by the action of U
′
q(ŝln). One way of deriving relations is
to start with a simple element of the kernel, say v1 ⊗ v1, and then act on it by U
′
q(ŝln).
This gives us the following elements in Ker(T + 1):
ul ⊗ um + um ⊗ ul if l ≡ m mod n, (41)
ul ⊗ um + qum ⊗ ul + um−i ⊗ ul+i + qul+i ⊗ um−i
if m− l ≡ i mod n and 0 < i < n. (42)
Let V (z) ∧q V (z) denote the quotient (V (z) ⊗ V (z))/Ker(T + 1), and let ul ∧q um
denote the image of um ⊗ ul under the quotient map. The space V (z) ∧q V (z) will be
called q-wedge space and its elements q-wedges. From now on, we will write ∧ instead of
∧q, but it should be understood that all wedges appearing in this paper are really q-wedges.
The relations (41) and (42) can be understood as normal ordering rules, i.e., as pre-
scriptions for writing a q-wedge whose left entry is smaller than its right in the ordering
(20) (i.e., ul ∧ um such that l < m) as a linear combination of normally ordered q-wedges
whose left entries are larger than their right. For l ≡ m mod n, the rule is simply
ul ∧ um = −um ∧ ul. (43)
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In order to give the rule for the case m− l ≡ i mod n and 0 < i < n, let us extract from
(20) the subsequence
· · · > um > um−i > um−n > um−n−i > · · · > ul+n+i > ul+n > ul+i > ul > · · · (44)
The rule is
ul ∧ um = −qum ∧ ul + (q
2 − 1)(um−i ∧ ul+i − qum−n ∧ ul+n (45)
+ q2um−n−i ∧ ul+n+i + · · ·).
Each wedge in the sum is obtained from the one before it by moving its left component
one to the right in the sequence (44), while simultaneously moving the right component
one to the left. The sum continues as long as we get normally ordered wedges.
As in the case N = 2, define N -fold q-wedge space
∧N V (z) to be the quotient
V (z)⊗N/KerA(N). The next chain of arguments will enable us to conclude that
∧N V (z)
is equal to the quotient of V (z)⊗N by the relations (43) and (45) in each pair of adjacent
factors.
The notion of normal ordering was introduced with the motivation that using the
relations (43) and (45), any element of
∧N V (z) can be written as a sum of normally
ordered q-wedges (i.e., the terms decrease strictly from left to right with respect to the
ordering (20)). This means, at the very least, that the normally ordered q-wedges span∧N V (z), but in fact more is true:
Proposition 1.3 The elements
um1 ∧ um2 ∧ · · · ∧ umk , (46)
where m1 > m2 > · · · > mk, form a basis for
∧N V (z).
Proof. In light of the previous discussion, it remains to show the normally ordered q-
wedges are linearly independent. Because of Proposition 1.1, we have an isomorphism∧
NV (z) ≃ ImA(N) ⊂ V (z)⊗N .
Hence the proposition reduces to the linear independence of the vectors
(um1 ⊗ um2 ⊗ · · · ⊗ umk)A
(N)
with the mi strictly decreasing. This is easily seen by specializing at q = 1.
We can conclude from the independence of the normally ordered q-wedges that the
relations (43) and (45) (applied in adjacent factors) generate the entire kernel of A(N). In
other words, they are precisely the complete set of relations for the q-wedge product that
we have been seeking.
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1.4 The thermodynamic limit
Now consider an infinite tensor product V (z)⊗V (z)⊗V (z)⊗· · ·. (Physicists call this the
“thermodynamic limit.”) An infinite iteration of (11)-(13) gives rise to a formal action
of U ′q(ŝln) in this tensor product. The action is only formal because when Ei or Fi from
U ′q(ŝln) acts on an element of the infinite tensor product, the result is typically an infinite
sum. Consequently, it is often not possible to compose two elements of U ′q(ŝln). For
example, consider
u(m) = um ⊗ um−1 ⊗ um−2 ⊗ · · · . (47)
The action of Fi on u(m) produces infinitely many terms:
Fiu(m) = q
c
∑
k≡i mod n
k≤m
um ⊗ um−1 ⊗ · · · ⊗ uk+1 ⊗ uk+1 ⊗ uk−1 ⊗ · · · , (48)
where c = 0 if m ≡ i mod n, and 1 otherwise. If we apply Ei to the right hand side of
(48), all the terms contribute to u(m) because Eiuk+1 = uk for k ≡ i mod n. Therefore
EiFi diverges.
The affine Hecke algebra action behaves better. The formulas given by (32) define an
action of the infinite affine Hecke algebra Ĥ∞(q
2) (generated by Ti and y
±1
i , i = 1, 2, 3, . . .
with the above relations) on V (z)⊗V (z)⊗V (z)⊗· · ·. This action is well-defined because
each Ti acts only in a pair of adjacent factors. The action of Ĥ∞(q
2) in the thermodynamic
limit commutes with the formal action of U ′q(ŝln).
Let U(m) denote the linear span of all pure tensors that coincide with u(m) given by
(47) after finitely many factors. In other words, U(m) is spanned by tensors of the form
um1 ⊗ um2 ⊗ um3 ⊗ · · ·
where mk = m− k + 1 for k >> 1.
Define F(m) to be the quotient of U(m) by the space
∑
iKer(Ti+1), or, equivalently, by
the relations (43) and (45) in each pair of adjacent factors. The spaces F(m) will be called
q-deformed Fock spaces, or semi-infinite q-wedge spaces. Corresponding to (47), we set
|m〉 = um ∧ um−1 ∧ um−2 ∧ · · · . (49)
Remark In [11], semi-infinite wedges were defined as completely q-antisymmetrized
‘ideal’ elements of U(m), using the antisymmetrization operator
∑
σ∈S∞ Tσ. (S∞ is the
9
group of bijections Z+ → Z+ fixing all but finitely many elements; equivalently, it is
the group generated by adjacent transpositions σ1, σ2, σ3, . . . . The elements {Tσ}σ∈S∞
form a basis for the infinite Hecke algebra H∞(q
2) inside Ĥ∞(q
2).) We prefer to define
semi-infinite wedge space as a quotient by certain relations so as not to have to work with
infinite sums.
Because each Ti is an intertwiner, the action of U
′
q(ŝln) on V (z)
⊗N given by the
coproduct (iterated N − 1 times) factors through to the quotient space
∧N V (z) =
V (z)⊗N/KerA(N). We will show that the formal action of U ′q(ŝln) on the infinite ten-
sor space U(m) induces a genuine action on F(m).
For each vector v ∈ F(m) we have a decomposition of the form
v = v(N) ∧ |m−N〉, v(N) ∈
∧
NV (z) (50)
for a sufficiently largeN . Therefore, if we determine the action of the Chevalley generators
on |m〉 for all m ∈ Z, the coproduct (11-13) gives the action on general vectors.
We define the action of Ei, Fi, Ki (i = 0, 1, · · · , n − 1) on |m〉 to mirror their formal
action in U(m), as follows:
Ei|m〉 = 0, (51)
Fi|m〉 =
{
um+1 ∧ um−1 ∧ um−2 ∧ · · · if i ≡ m mod n;
0 otherwise,
(52)
Ki|m〉 =
{
q|m〉 if i ≡ m mod n;
|m〉 otherwise.
(53)
Noting that ul ∧ ul = 0, we can show the well-definedness of this action. The action of d
is also consistently defined by fixing the degree of |0〉 to be zero.
Proposition 1.4 The U ′q(ŝln)-module F(m) is isomorphic to the q-deformed Fock space
constructed by Hayashi in [6] and Misra-Miwa in [10].
Proof. From Proposition 1.3 we see that the vectors
um1 ∧ um2 ∧ um3 ∧ · · ·
where m1 > m2 > m3 > · · · and mk = m − k + 1 for k >> 1, constitute a basis
of F(m). There is an evident one-to-one correspondence between these vectors and the
colored Young diagrams in [10], and this correspondence is equivariant with respect to
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the U ′q(ŝln)-actions.
Set
h = CH0 ⊕CH1 ⊕ · · ·CHn−1 ⊕Cd,
whereKi = q
Hi. Let Λi ∈ h
∗ (0 ≤ i ≤ n−1) be the fundamental weights, i.e., Λi(Hj) = δi,j
and Λi(d) = 0. We define Λm for m ∈ Z by requiring Λm = Λm−1 + wtum. (If m1 ≡
m2 mod n, then Λm1 and Λm2 are the same apart from the action of d.) Then |m〉 has
weight Λm and the weights of F(m) belong to Λm+
∑n−1
i=0 Z≤0 αi. The highest weight vector
|m〉 ∈ F(m) generates the irreducible highest weight module VΛm with highest weight Λm.
It is important to remark that |m〉 is not the only highest weight vector in F(m). For
example, if n = 2, then (F0F1− qF1F0)|0〉 is a highest weight vector that lies in the same
Fock space as |0〉. The goal of this paper is to describe the decomposition of F(m) (which
is completely reducible) as a Uq(ŝln)-module.
2 Heisenberg algebra and decomposition of F(m)
When q = 1, F(m) reduces to the ordinary infinite wedge space, and its decomposition
as an ŝln-module is known. (See, for example, [1].) The decomposition comes from a
Heisenberg algebra H acting on wedge space and commuting with the action of ŝln. In
this section, we introduce an analogous action of the Heisenberg algebra on the q-deformed
Fock spaces, and use this action to decompose these spaces as U ′q(ŝln)-modules. We also
decompose the mapping between Fock spaces that is induced by the q-wedging operator
into the product of the vertex operator for the level-1 Uq(ŝln)-modules and that for the
Heisenberg algebra.
2.1 Center of the affine Hecke algebra
The aim of this section is to define an action of a Heisenberg algebra H on F(m), which
commutes with the action of U ′q(ŝln). This Heisenberg algebra is the limit N →∞ of the
center of the finite affine Hecke algebra ĤN(q
2). Then the q-deformed Fock space F(m),
regarded as a representation of U ′q(ŝln)⊗ U(H), decomposes into the tensor product
F(m) ≃ VΛm ⊗C[H−], (54)
where C[H−] is the Fock space of the Heisenberg algebra H .
11
In the previous section we constructed the q-deformed Fock space by starting from the
Uq(ŝln)-module V (z). The U
′
q(ŝln)-action on V (z) commutes with y ∈ EndCV (z) (acting
as multiplication by z−1). Using this fact as a building block, we will construct elements
in the centralizer of the U ′q(ŝln)-action on F(m).
For a ∈ Z\{0} define an operator Ba acting formally in V (z)⊗ V (z)⊗ V (z)⊗ · · · by
Ba =
∞∑
k=1
y−ak . (55)
It is clear that this formal action commutes with the formal action of U ′q(ŝln), and also
that it preserves each subspace U(m). The following can be checked using relations (29)
and (30):
Lemma 2.1 The element
B(N)a =
N∑
k=1
y−ak
belongs to the center of ĤN(q
2).
In particular, Ba commutes with each Ti, and therefore preserves the spaces Ker(Ti+1).
It therefore preserves their sum
∑
iKer(Ti + 1), which means that it acts on the quotient
spaces F(m). In fact, this is a genuine action rather than just a formal one: the action of
Ba on a wedge results in a finite sum of wedges. This is because for sufficiently large k
we have y−ak w = 0, which follows from
Lemma 2.2 Let l ≤ m. Then, the q-wedges um ∧ um−1 ∧ · · · ∧ ul+1 ∧ ul ∧ um and
ul ∧ um ∧ um−1 ∧ · · · ∧ ul+1 ∧ ul are both equal to zero.
Proof. A straightforward induction using the relations (43) and (45).
As already mentioned, the action of B(N)a on V (z)
⊗N commutes with the action of
U ′q(ŝln). Thus, we conclude
Proposition 2.1 The operator Ba acts on F(m) and commutes with U
′
q(ŝln).
Next we compute the commutator [Ba1 , Ba2 ]. For this purpose we need
Lemma 2.3
[Ba, z
bvi] = z
a+bvi. (56)
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Here we consider zbvi as an operator F(m) → F(m+1) acting as follows: if v ∈ F(m), then
zbvi : v 7→ z
bvi ∧ v.
Lemma 2.4 Suppose that β ∈ EndC
(
⊕m∈ZF(m)
)
satisfies the following:
(i) βF(m) ⊂ F(m), (57)
(ii) [d, β] = aβ for some a ∈ Z, (58)
(iii) [β, zbvi] = 0 for any b ∈ Z and i ∈ {1, 2, . . . , n}. (59)
Then β = γ id for some constant γ.
Proof. We use the decomposition (50). From (59) we have
βv = v(N) ∧ β|m−N〉.
From (57) we have
β|m−N〉 =
∑
k
γkum1,k ∧ · · · ∧ umM,k ∧ |m−N −M〉
for some M > 0, where m1,k > · · · > mM,k > m−N −M for all k. Because of (58), there
exists an integer L independent of N such that m1,k ≤ m−N + L. By Lemma 2.2, for a
sufficiently largeN , v(N)∧um1,k = 0 for all k such thatm1,k ≥ m−N+1. Therefore, we can
ignore these terms in βv. Suppose thatm1,k ≤ m−N and um1,k∧· · ·∧umM,k∧|m−N−M〉 6=
0. In this case, Lemma 2.2 implies ml,k = m−N− l+1 (1 ≤ l ≤ M). Therefore, βv = γv,
and it is clear that γ is independent of v.
We are now ready to show
Proposition 2.2
(i) If a1 + a2 6= 0, then [Ba1 , Ba2 ] = 0.
(ii) γa = [Ba, B−a] is a non-zero constant.
Proof. The basic fact, which we will use to prove (i) and (ii), is that [Ba1 , Ba2 ] is a
constant for all a1 and a2. This will follow from Lemma 2.4 as soon as we have verified
that the operator [Ba1 , Ba2 ] satisfies the three conditions of the lemma. It is clear that
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[Ba1 , Ba2 ] preserves F(m). Since [d, Ba] = aBa, [d, [Ba1 , Ba2 ]] = (a1 + a2)[Ba1 , Ba2 ], so the
second condition is satisfied. Finally, Lemma 2.3 implies[
[Ba1 , Ba2 ], z
bvi
]
= 0,
which is precisely the third condition.
Now to show (i), observe that if a1+a2 6= 0, then the degree of the operator [Ba1 , Ba2 ]
is non-zero. Since it is a constant, we must have [Ba1 , Ba2 ] = 0.
To show (ii), note that one can compute [Ba, B−a]|m〉 as a finite sum by using the
formulas (43) and (45). This implies that γa is a polynomial in q, and by specializing it
to q = 1, we can conclude that γa 6= 0.
We will derive an explicit formula for γa in the next subsection. For now, let us
calculate γ1 as an example.
Using 2.2, we have
B−1|0〉 = un ∧ |−1〉 + u0 ∧ un−1 ∧ |−2〉 + u0 ∧ u−1 ∧ un−2 ∧ |−3〉 (60)
+ · · ·+ u0 ∧ · · · ∧ u−n+2 ∧ u1 ∧ |−n〉
= un ∧ |−1〉 − qun−1 ∧ u0 ∧ |−2〉 + (−q)
2un−2 ∧ u0 ∧ u−1 ∧ |−3〉 (61)
+ · · ·+ (−q)n−1u1 ∧ u0 ∧ · · · ∧ u−n+2 ∧ |−n〉.
Then, by applying B1 we get
B1B−1|0〉 = u0 ∧ |−1〉 − qu−1 ∧ u0 ∧ |−2〉 + (−q)
2u−2 ∧ u0 ∧ u−1 ∧ |−3〉
+ · · ·+ (−q)n−1u−n+1 ∧ u0 ∧ · · · ∧ u−n+2 ∧ |−n〉
= (1 + q2 + q4 + · · ·+ q2n−2)|0〉.
Therefore, noting that [B1, B−1]|0〉 = B1B−1|0〉, we conclude
γ1 =
1− q2n
1− q2
.
Summing up, in this subsection we have constructed the action of the Heisenberg
algebraH on F(m). H is generated by the operators Ba (a ∈ Z\{0}) with the commutation
relations
[Ba, Bb] = δa+b,0 γa, (62)
where the constant γa is yet to be determined.
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Let C[H−] be the Fock space of H , i.e., C[H−] = C[B−1, B−2, . . .]. The element B−a
(a = 1, 2, . . .) acts on C[H−] by multiplication. The action of Ba (a = 1, 2, . . .) is given
by (62) together with the relation
Ba · 1 = 0 for a ≥ 1. (63)
By computing characters we easily obtain
Proposition 2.3 There is an isomorphism
ιm : F(m) ≃ VΛm ⊗C[H−] (64)
of U ′q(ŝln)⊗H-modules.
We normalize the isomorphism by requiring
ιm(|m〉) = vΛm ⊗ 1.
2.2 Decomposition of the vertex operator
We define the vertex operator
Ω : V (z)⊗ F(m−1) → F(m) (65)
by Ω(ua ⊗ ω) = ua ∧ ω. This is an intertwiner of Uq(ŝln)-modules.
In this section, we decompose the vertex operator Ω into two parts corresponding to
the decomposition (64): one which acts from VΛm−1 to VΛm and the other which acts on
C[H−].
The first step in carrying out this decomposition is to transfer Ω from the F(m)-setting
to the VΛm ⊗C[H−]-setting. To be precise, define
Ω′ : V (z)⊗ VΛm−1 ⊗C[H−] −→ VΛm ⊗C[H−] (66)
by requiring that the following diagram commutes:
V (z)⊗ F(m−1)
idV (z)⊗ιm−1
−→ V (z)⊗ VΛm−1 ⊗C[H−]yΩ
yΩ′
F(m)
ιm−→ VΛm ⊗C[H−]
(67)
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We will decompose Ω′ (on the level of generating series) into one part corresponding
to VΛm and another part corresponding to C[H−]. Given j ∈ Z, we associate to Ω and Ω
′
the generating series
Ωj(w) =
∑
b∈Z
Ωj,bw
−b,
Ω′j(w) =
∑
b∈Z
Ω′j,bw
−b.
Here Ωj,b is an operator F(m−1) −→ F(m) whose action is defined by
Ωj,b · ω = Ω(uj−nb ⊗ ω).
Similarly, Ω′j,b is an operator VΛm−1 ⊗C[H−] −→ VΛm ⊗C[H−] whose action is given by
Ω′j,b(ω ⊗ f) = Ω
′(uj−nb ⊗ ω ⊗ f).
The first element in the decomposition of Ω′ is a U ′q(ŝln)-vertex operator corresponding
to VΛm . It is given by the following proposition:
Proposition 2.4 ([2]) There exists a unique intertwiner of Uq(ŝln)-modules
Φ˜∗ : V (z)⊗ VΛm−1 −→ VΛm (68)
such that Φ˜∗
(
um ⊗ vΛm−1
)
= vΛm.
The intertwiner Φ˜∗ also has a generating series associated with it. It is given by
Φ˜∗j (w) =
∑
b∈Z
Φ˜∗j,bw
−b,
where Φ˜∗j,b : VΛm−1 −→ VΛm is given by
Φ˜∗j,b · ω = Φ˜
∗(uj−nb ⊗ ω).
Remark Note that the uniqueness in Proposition 2.4 is assured by the requirement
that the degree with respect to d is invariant. A general intertwiner of U ′q(ŝln)-modules
Φ : V (z)⊗ VΛm−1 −→ VΛm (not preserving degree) can be written as
Φ(zavl ⊗ ω) =
∑
k
ckΦ˜
∗(za+kvl ⊗ ω). (69)
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The second component in the decomposition of Ω′ is a vertex operator corresponding
to H . This is given by the generating series
Ξ(w) = exp
∑
b≥1
B−bw
b
γb
 exp
−∑
b≥1
Bbw
−b
γb
 . (70)
Here γb is given by
γb = [Bb, B−b]. (71)
The vertex operator Ξ(w) is characterized by the commutation relation
[Ba,Ξ(w)] = w
aΞ(w) . (72)
Let Ξb denote the coefficient of w
−b in the expansion of (70).
We can now state the main result of this section.
Proposition 2.5
Ω′j(w) = Φ˜
∗
j (w)⊗ Ξ(w). (73)
Proof. First we observe that by Proposition 2.4 the map Ω′ is uniquely determined by
the following conditions:
(i) Ω′(um ⊗ vΛm−1 ⊗ 1) = vΛm ⊗ 1,
(ii) Ω′ is Uq(ŝln)-linear,
(iii) Ω′ is H-linear.
In (iii) the action of Ba on V (z)⊗ VΛm−1 ⊗C[H−] is given by
Ba(z
bvi ⊗ v ⊗ f) = z
a+bvi ⊗ v ⊗ f + z
avi ⊗ v ⊗Baf.
We will show that the right hand side of (73) satisfies these conditions, and hence is equal
to Ω′(w). Condition (i) follows from
Φ˜∗m,bvΛm−1 =
{
0 if b > 0;
vΛm if b = 0,
(74)
Ξb1 =
{
0 if b > 0;
1 if b = 0.
(75)
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Condition (ii) is satisfied automatically. Condition (iii) follows from (72).
The final step is to explicitly calculate γa = [Ba, B−a] by comparing two point functions
of the vertex operators appearing in Proposition 2.5. The result we are aiming for is
Proposition 2.6
[Ba, B−a] = a
1− q2na
1− q2a
. (76)
Proof. The idea of the proof is to calculate and compare the two point functions of each
side of (73), then read off a formula for γa = [Ba, Ba]. The right hand side can be done
in each factor separately; the answers are given by the following two lemmas:
Lemma 2.5
〈1,Ξ(w1)Ξ(w2)1〉 = exp
(∑
a>0
(w2/w1)
a
γa
)
(77)
Lemma 2.6
〈vΛm+1 , Φ˜
∗
m+1(w1)Φ˜
∗
m(w2)vΛm−1〉 =
(q2n+2w2/w1; q
2n)∞
(q2nw2/w1; q2n)∞
. (78)
Here (z, p)∞ =
∏
k≥0(1− zp
k).
The former is easy, and the latter is obtained in [3, 8]. The two point function of the right
hand side of (73) is then just the product of (77) and (78).
Now on to the left hand side of (73). By (67), the two point function for Ω′(w) is the
same as the one for Ω(w). The latter is given by the following:
Lemma 2.7
〈m+ 1|Ωm+1(w1)Ωm(w2)|m− 1〉 =
1− w2/w1
1− q2w2/w1
. (79)
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Proof. We have
Ωm(w2)|m− 1〉 =
∞∑
j=0
um+nj ∧ |m− 1〉w
j
2.
Applying Ωm+1(w1) to this sum, and collecting the terms whose weight is equal to that
of |m+ 1〉, we get
∞∑
b=0
um+1−nb ∧ um+nb ∧ |m− 1〉w
−b
1 w
b
2.
Using the normal ordering rule gives us
〈m+ 1|(w2/w1)
bum+1−nb ∧ um+nb ∧ |m− 1〉 =
{
1 if b = 0,
q2(b−1)(q2 − 1)(w2/w1)
b if b > 0.
Summing up for b, we obtain (79).
The proof of Proposition 2.6 is just a matter of putting together these three lemmas.
Setting the left and right two point functions equal to each other and cancelling, we obtain
exp
(∑
a>0
(w2/w1)
a
γa
)
=
∏
a≥0
1− q2naw2/w1
1− q2+2naw2/w1
(80)
A comparison of coefficients results in the asserted formula for γa.
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mun. Math. Phys. 134 (1990), 79-88.
[11] E. Stern, Semi-infinite wedges and vertex operators, Internat. Math. Res. Notices 4
(1995), 201-220.
M.K. and T.M.: Research Institute for Mathematical Sciences,
Kyoto University, Sakyo-ku, Kyoto 606, Japan
masaki@kurims.kyoto-u.ac.jp, miwa@kurims.kyoto-u.ac.jp
E.S.: Department of Mathematics, UC Berkeley, Berkeley, CA 94720
stern@math.berkeley.edu
20
