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Asymptotic and oscillatory behaviours near x = 0 of all solutions y = y(x) of self-adjoint
linear differential equation (P pq): (py′)′ +qy = 0 on (0, T ], will be studied, where p = p(x)
and q = q(x) satisfy the so-called Hartman–Wintner type condition. We show that the
oscillatory behaviour near x = 0 of (P pq) is characterised by the nonintegrability of √q/p
on (0, T ). Moreover, under this condition, we show that the rectiﬁable (resp. unrectiﬁable)
oscillations near x = 0 of (P pq) are characterised by the integrability (resp. nonintegrability)
of 4
√
q/p3 on (0, T ). Next, some invariant properties of rectiﬁable oscillations in respect
to the Liouville transformation are proved. Also, Sturm’s comparison type theorem for
the rectiﬁable oscillations is stated. Furthermore, previous results are used to establish
such kind of oscillations for damped linear second-order differential equation y′′ +
g(x)y′ + f (x)y = 0, and especially, the Bessel type damped linear differential equations are
considered. Finally, some open questions are posed for the further study on this subject.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and statement of the main results
Let T > 0 be an arbitrarily given real number. Let y = y(x) be a solution of the self-adjoint linear differential equation,
(
py′
)′ + qy = 0 on (0, T ], (1.1)
where y ∈ C2((0, T ]). Whenever in the paper, it is supposed that the coeﬃcients p = p(x) and q = q(x) satisfy the following
asymptotic conditions near x = 0:
{
there is a T0 ∈ (0, T ] such that p,q ∈ C2
(
(0, T0]
)
,
p > 0 and q > 0 on (0, T0],
(1.2)
and the so-called Hartman–Wintner type condition (see [2] and [5]):
1
4
√
pq
(
p
(
1
4
√
pq
)′ )′
∈ L1(0, T0). (1.3)
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Deﬁnition 1.1. A function y oscillates near x = 0 if there is a decreasing sequence an ∈ (0, T ] such that y(an) = 0 and an↘0
when n → ∞, see Fig. 1. The differential equation (1.1) (that is (1.18)) is said to be oscillatory near x = 0 if each its solution
oscillates near x = 0.
Obviously, if y oscillates near x = 0, then y(0) = 0 if and only if y ∈ C([0, T ]).
Now we give a characterisation for the oscillatory behaviour near x = 0 of Eq. (1.1) which will be proved in Section 2 (on
the oscillatory behaviour near x = ∞ of solutions of differential equations see for instance [1,5,15,16]).
Theorem 1.1. Let the coeﬃcients p and q satisfy the conditions (1.2) and (1.3). Then Eq. (1.1) is oscillatory near x = 0 if and only if√
q
p
/∈ L1(0, T0). (1.4)
Remark 1.1. By using (1.2), (1.3), [6, Lemma 1.1] and [6, Lemma 2.2], it is easy to conclude that if p ≡ const., then the
oscillatory condition (1.4) is equivalent to the corresponding one:
lim
x→0
[
p(x)q(x)
]= ∞. (1.5)
However, it is not true in general case of p. Precisely, by Lemma 3.3 below, we know that from (1.2), (1.3), and (1.5) it
follows (1.4). The reverse claim is not true in the sense that (1.2), (1.3), and (1.4) generally do not imply (1.5), since (1.4)
allows the case limx→0[p(x)q(x)] < ∞. It is shown in the following two model-examples for the oscillations of Eq. (1.1)
near x = 0.
Example 1.1. Let λ > 0 and σ ,μ ∈ R. We consider the self-adjoint Euler type equation:(
xμ y′
)′ + λx−σ y = 0, x ∈ (0, T ]. (1.6)
Eq. (1.6) is oscillatory near x = 0 provided μ + σ > 2. Indeed, under this condition, for the coeﬃcients p(x) = xμ and
q(x) = λx−σ with μ + σ > 2 we get:
1
4
√
pq
(
p
(
1
4
√
pq
)′)′
= cxμ+σ−42 ∈ L1(0, T0),√
q
p
= √λx−σ−μ2 /∈ L1(0, T ).
Thus, such p and q satisfy the required conditions (1.2), (1.3) and (1.4) provided λ > 0 and μ + σ > 2. Hence by Theo-
rem 1.1, Eq. (1.6) is oscillatory near x = 0 for such λ, μ, σ . On the other hand, the condition (1.5) is not satisﬁed if σ μ,
since limx→0[p(x)q(x)] = λ limx→0 xμ−σ = ∞ if and only if σ > μ.
Example 1.2. Let p ∈ C2((0, T0]) for some T0 ∈ (0, T ] and p > 0 on (0, T ]. Obviously, p and 1/p satisfy the conditions
(1.2) and (1.3). Hence by Theorem 1.1, the equation (py′)′ + (1/p)y = 0 on (0, T ] is oscillatory near x = 0 if and only if
1/p /∈ L1(0, T0). Since pq ≡ 1, it is clear that the condition (1.5) is not satisﬁed in this case too.
Before giving the deﬁnition of rectiﬁable oscillations of real continuous functions, we point out that the length of the
graph G(y|[0,T0]) = {(x, y(x)): 0 x T0} ⊆ R2, where T0 ∈ (0, T ] is arbitrarily given, is deﬁned in a usual way:
length
(
G
(
y|[0,T0]
))= sup m∑∥∥(ti, y(ti))− (ti−1, y(ti−1))∥∥2,
i=1
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norm in R2. Obviously, if y ∈ C1((0, T ]), then the length of G(y|(0,T0]) = {(x, y(x)): 0 < x T0} ⊆ R2 could be also deﬁned
in this way:
length
(
G
(
y|(0,T0]
))= lim
ε→0
T0∫
ε
√
1+ y′2(x)dx.
Deﬁnition 1.2. We say that a function y is rectiﬁable (resp. unrectiﬁable) oscillatory near x = 0 if y oscillates near x = 0 and
if there is a T0 ∈ (0, T ] such that length(G(y| J0)) < ∞ (resp. length(G(y| J0)) = ∞), where J0 = [0, T0] or J0 = (0, T0]. The
differential equation (1.1) (that is (1.18)) is said to be rectiﬁable (resp. unrectiﬁable) oscillatory near x = 0 if all its nontrivial
solutions are rectiﬁable (resp. unrectiﬁable) oscillatory near x = 0.
The rectiﬁable oscillations near x = 0 of the linear second-order differential equation y′′ + f (x)y = 0 have been recently
introduced in [10,20], and continued to study in [6,13,14,21]. Especially in [6], an example for Eq. (1.1) was given which
has simultaneously rectiﬁable and unrectiﬁable oscillatory solutions near x = 0.
On the rectiﬁable, unrectiﬁable and fractal properties of several sets in Rn , we refer the reader to [4,7,17], and the
references therein.
Remark 1.2. Obviously, if y ∈ C1((0, T ]), then y ∈ C1([T0, T ]) for all T0 ∈ (0, T ], and so, length(G(y|[T0,T ])) < ∞. Hence in
this case, the rectiﬁable oscillations do not depend on the right boundary point T of the interval [0, T ] than only on its
left boundary point x = 0. By this reason, the notion rectiﬁable oscillations on [0, T ], which was introduced in [10], now in
Deﬁnition 1.2 is replaced by the following one: rectiﬁable oscillations near x = 0.
Example 1.3. The main classes of real functions which are rectiﬁable and unrectiﬁable oscillatory near x = 0 are the follow-
ing:
• let y(x) = √x[c1 cos(ρ ln x) + c2 sin(ρ ln x)], x > 0, where c1, c2 ∈ R and ρ = 0; this class of functions is rectiﬁable
oscillatory near x = 0, see [10, Section 1];
• let y(x) =√x ln(1/x)[c1 cos(ρ ln ln(1/x)) + c2 sin(ρ ln ln(1/x))], x > 0, c1, c2 ∈ R, ρ = 0; such y(x) are rectiﬁable oscilla-
tory near x = 0, see Example 1.8 and [12];
• let y(x) = xα[c1 cos x−β + c2 sin x−β ], x > 0, where c1, c2 ∈ R, c21 + c22 > 0, and α,β > 0; this class of functions is rectiﬁ-
able oscillatory near x = 0 provided α > β and unrectiﬁable oscillatory near x = 0 provided α  β , see Example 1.9;
• let y(x) = c1 Jν(1/x) + c2Yν(1/x), x > 0, where ν ∈ R, c1, c2 ∈ R, c21 + c22 > 0, and Jν(t) and Yν(t) denote the Bessel
functions of the ﬁrst and second kind respectively; this class of functions is unrectiﬁable oscillatory near x = 0, see
Example 1.10.
Now, we present the second main result of the paper.
Theorem 1.2. Let the coeﬃcients p and q satisfy the conditions (1.2), (1.3) and (1.4). We have:
(i) if p− 34 q 14 ∈ L1(0, T ), then (1.1) is rectiﬁable oscillatory near x = 0;
(ii) if p− 34 q 14 /∈ L1(0, T ), then (1.1) is unrectiﬁable oscillatory near x = 0.
In particular from Theorem 1.2, we observe that if (1.2), (1.3) and (1.4) are veriﬁed, then the coexistence between
rectiﬁable and unrectiﬁable oscillatory solutions near x = 0 is impossible.
In order to prove the nonoscillatory behaviour of Eq. (1.1) near x = 0 stated in Theorem 1.1, we transform Eq. (1.1) into
(P ): y′′ + f (x)y = 0 by using the Liouville transformation and then we exploit the nonoscillatory behaviour of Eq. (P ) for
some f (x). However, Theorem 1.2 can be proved in two different ways, that is, without and with the help of the Liouville
transformation, see Sections 3 and 4.
Theorem A. (See [6, Theorem 1.4].) Let f = f (x) be a function deﬁned on (0, T ] such that f ∈ C2((0, T ]), f > 0 on (0, T ] and
limx→0 f (x) = ∞. Let f satisfy the Hartman–Wintner type condition f −1/4( f −1/4)′′ ∈ L1(0, T ). Then Eq. (P ): y′′ + f (x)y = 0,
x ∈ (0, T ], is oscillatory near x = 0. Moreover, if f 1/4 ∈ L1(0, T ) (resp. f 1/4 /∈ L1(0, T )), then (P ) is rectiﬁable (resp. unrectiﬁable)
oscillatory near x = 0.
Also, in Section 3 we will prove a useful criterion for unrectiﬁable oscillations of Eq. (1.1).
Theorem 1.3. Let the coeﬃcients p and q satisfy the conditions (1.2), (1.3) and (1.4). If 1/p /∈ L1(0, T ), then (1.1) is unrectiﬁable
oscillatory near x = 0.
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for all T0 ∈ (0, T ].
With the help of Theorems 1.2 and 1.3, we are able now to verify the rectiﬁable and unrectiﬁable oscillations near x = 0
of the linear differential equations considered in Examples 1.1 and 1.2.
Example 1.4. Let λ > 0, σ ,μ ∈ R and σ + μ > 2. The Euler type equation (1.6) is rectiﬁable oscillatory near x = 0 provided
σ +3μ < 4 and unrectiﬁable oscillatory near x = 0 provided σ +3μ 4. Indeed, for the functions p(x) = xμ and q(x) = λx−σ
we have that p−3/4q1/4 ∈ L1(0, T ) if and only if σ + 3μ < 4. Also, in Example 1.1 has been shown that the coeﬃcients of
Eq. (1.6) satisfy the required conditions (1.2), (1.3) and (1.4). Hence Theorem 1.2 could be applied to (1.6) and it proves
the statement of this example.
Example 1.5. Let λ > 0, σ ,μ ∈ R and σ + μ > 2. If μ  1, then Eq. (1.6) is unrectiﬁable oscillatory near x = 0. It follows
from Theorem 1.3 since the condition μ 1 implies that 1/p = x−μ /∈ L1(0, T ). It can be also shown by using Example 1.4
and the fact that σ + 3μ = σ + μ + 2μ > 2+ 2μ 4.
Example 1.6. Let p ∈ C2((0, T0]), p > 0 on (0, T ] and 1/p /∈ L1(0, T0) for some T0 ∈ (0, T ]. According to Example 1.2 and
Theorem 1.3, it follows that the linear differential equation (py′)′ + (1/p)y = 0 on (0, T ] is unrectiﬁable oscillatory near
x = 0.
Open Question 1.1. What one can say about the rectiﬁable oscillations of Eq. (1.1) when the coeﬃcient q may change sign
near x = 0, for instance, when q(x) = 1x sin 1x , x ∈ (0, T ]? Perhaps, the Riccati equation method could help.
Next, we study some invariant properties for the rectiﬁable oscillations of Eq. (1.1) in respect to the Liouville transfor-
mations (1.7) and (1.9) (also called the ‘invariant oscillation transformations’, see for instance [8,19]). We make a difference
between two different cases: the ﬁrst one when 1/p ∈ L1(0, T0) and the second one when 1/p /∈ L1(0, T0), which are
separately given in the following two theorems which will be proved in Section 4.
Theorem 1.4. Let 1/p ∈ L1(0, T0) for some T0 ∈ (0, T ]. Then the transformation
s =
x∫
0
dτ
p(τ )
, z(s) = y(x), (1.7)
transforms Eq. (1.1) into
d2z
ds2
+ p(x)q(x)z(s) = 0, s ∈ (0, T∗], (1.8)
where T∗ =
∫ T
0
dτ
p(τ ) . Moreover, if the coeﬃcients p and q satisfy (1.2), then Eq. (1.1) is rectiﬁable (resp. unrectiﬁable) oscillatory near
x = 0 if and only if Eq. (1.8) is rectiﬁable (resp. unrectiﬁable) oscillatory near s = 0.
Theorem 1.5. Let 1/p /∈ L1(0, T0) for some T0 ∈ (0, T ]. Then the transformation
s =
( T∫
x
dτ
p(τ )
)−1
, s−1z(s) = y(x), (1.9)
transforms Eq. (1.1) into
d2z
ds2
+ p(x)q(x)
s4
z(s) = 0, s ∈ (0,∞). (1.10)
Moreover, if the coeﬃcients p and q satisfy (1.2), (1.3) and
lim inf
x→0
[
p(x)q(x)
]
> 0 and limsup
x→0
[
p(x)q(x)
]= ∞, (1.11)
then both Eqs. (1.1) and (1.10) are unrectiﬁable oscillatory near x = 0 and s = 0 respectively.
In Example 1.1 we see that the Hartman–Wintner and oscillatory assumptions (resp. (1.3) and (1.4)) are inﬂuenced by
the same condition μ + σ > 2. It can yield us to a wrong conclusion that the rectiﬁable and unrectiﬁable oscillations of
Eq. (1.1) only occur under the Hartman–Wintner assumption (1.3). With the help of transformation (1.7), in the following
example we give a class of Eq. (1.1) which is rectiﬁable oscillatory near x = 0 but at the same time its coeﬃcients p and q
do not satisfy (1.3).
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q(x) = λ
p(x)
( x∫
0
dτ
p(τ )
)−2
near x = 0,
where λ > 1/4. For such a choice of p and q, Eq. (1.1) is rectiﬁable oscillatory near x = 0 (it is enough to transform Eq. (1.1)
by (1.7) into Eq. (1.8) which is the classic Euler equation and therefore, the fundamental system of all solutions of Eq. (1.1)
in this case of p and q is explicitly given). On the other hand, it is not diﬃcult to check that such given p and q do not
satisfy the Hartman–Wintner assumption (1.3).
Next, we present the invariant property for the rectiﬁable oscillations of Eq. (1.1). It shows that the rectiﬁable and
unrectiﬁable oscillations of Eq. (1.1) are saved when the coeﬃcients p and q are a little bit changed near x = 0 in the
following asymptotic sense.
Theorem 1.6. Let p1 = p1(x), p2 = p2(x), q1 = q1(x) and q2 = q2(x) satisfy the conditions (1.2), (1.3) and (1.4) in the sense that:{
pi,qi ∈ C2
(
(0, T0]
)
,
pi > 0 and qi > 0 on (0, T0],
(1.12)
and
1
4
√
piqi
(
pi
(
1
4
√
piqi
)′ )′
∈ L1(0, T0) and
√
qi
pi
/∈ L1(0, T ), (1.13)
for i = 1,2 and some T0 ∈ (0, T ]. Suppose that
0 < lim inf
x→0
p1(x)
p2(x)
 limsup
x→0
p1(x)
p2(x)
< ∞,
0 < lim inf
x→0
q1(x)
q2(x)
 limsup
x→0
q1(x)
q2(x)
< ∞.
Then the equation(
p1 y
′)′ + q1 y = 0 on (0, T ], (1.14)
is rectiﬁable (resp. unrectiﬁable) oscillatory near x = 0 if and only if the same holds true for the equation(
p2 y
′)′ + q2 y = 0 on (0, T ]. (1.15)
By the same argument as in the proof of Theorem 1.6 which will be proved in Section 3, we have the following Sturm’s
comparison type result for the rectiﬁable oscillations of Eq. (1.1).
Theorem 1.7. Let p1 , p2 , q1 and q2 satisfy the conditions (1.12) and (1.13) for i = 1, 2 and some T0 ∈ (0, T ]. Suppose that
p1(x) p2(x) and q1(x) q2(x), x ∈ (0, T0]. (1.16)
(i) If Eq. (1.15) is rectiﬁable oscillatory near x = 0, then so is Eq. (1.14).
(ii) If Eq. (1.14) is unrectiﬁable oscillatory near x = 0, then so is Eq. (1.15).
Let us remark that Theorem 1.7 is still valid if the condition (1.16) is replaced by the weaker one: lim infx→0[p1(x)/
p2(x)] > 0 and limsupx→0[q1(x)/q2(x)] < ∞.
OpenQuestion 1.2. It is possible to prove Theorems 1.5, 1.6 and 1.7 without supposing the Hartman–Wintner type conditions
(1.3) and (1.13)?
Example 1.8. With the help of Theorem 1.6, we can show the rectiﬁable oscillations of the following logarithmic perturbation
of the Euler equation. Let μ ∈ R, σ > μ, β > 0, λ1 > 0 and λ2 ∈ R. The self-adjoint equation,
(
xμ y′
)′ + 1
xσ
(
λ1 + λ2| ln x|β
)
y = 0, x ∈ (0, T ], (1.17)
is oscillatory near x = 0 provided μ + σ > 2. Moreover, Eq. (1.17) is rectiﬁable oscillatory near x = 0 provided σ + 3μ < 4
and unrectiﬁable oscillatory near x = 0 provided σ + 3μ 4. Let us mention that in particular for μ = 0, σ = β = 2, λ1 = 14
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system of all solutions of this equation is explicitly given by y(x) = √x ln(1/x)[c1 cos(ρ ln ln(1/x)) + c2 sin(ρ ln ln(1/x))],
x > 0, where c1, c2 ∈ R and ρ = 0. The rectiﬁable oscillations of such a class of equations have been recently studied in [12].
In the sequel, we consider the damped linear second-order differential equation,
y′′ + g(x)y′ + f (x)y = 0, x ∈ (0, T ]. (1.18)
This equation can be rewritten in the self-adjoint form (1.1), where p and q are given by:
p(x) = e−
∫ T
x g(s)ds and q(x) = f (x)e−
∫ T
x g(s)ds. (1.19)
Analogously to Theorem 1.2 we are able to state the following result.
Theorem 1.8. Let there exist a T0 ∈ (0, T ] such that the coeﬃcients f (x) and g(x) satisfy the following asymptotic conditions near
x = 0:
f ∈ C2((0, T0]) and f > 0 on (0, T0], (1.20)
f −1/4
(
f −1/4
)′′ ∈ L1(0, T0), (1.21)
g ∈ C1((0, T0]), (1.22)(
g2 + 2g′) f −1/2 ∈ L1(0, T0) and lim
x→0 f (x) = ∞. (1.23)
Then Eq. (1.18) is oscillatory near x = 0. Moreover, we have:
(i) if 4
√
f (x)e
1
2
∫ T
x g(s)ds ∈ L1(0, T ), then (1.18) is rectiﬁable oscillatory near x = 0;
(ii) if 4
√
f (x)e
1
2
∫ T
x g(s)ds /∈ L1(0, T ), then (1.18) is unrectiﬁable oscillatory near x = 0.
Now we verify the rectiﬁable oscillations for the following basic and important class of the damped linear differential
equations of second order.
Theorem 1.9. Let f be a function deﬁned on (0, T ] which satisﬁes the conditions (1.20) and (1.21). Let μ ∈ R and let the coeﬃcient
f satisfy the additional condition,
lim
x→0 f (x) = ∞. (1.24)
Then the equation,
y′′ + μ
x
y′ + f (x)y = 0, x ∈ (0, T ], (1.25)
is oscillatory near x = 0. Moreover, we have:
(i) if x−
μ
2 4
√
f (x) ∈ L1(0, T ), then (1.25) is rectiﬁable oscillatory near x = 0;
(ii) if x−
μ
2 4
√
f (x) /∈ L1(0, T ), then (1.25) is unrectiﬁable oscillatory near x = 0.
The proofs of Theorems 1.8 and 1.9 will be given in Section 5.
Example 1.9. Now, we consider the so-called chirp like behaviour damped equation,
y′′ + β − 2α + 1
x
y′ +
(
β2
x2β+2
− α(β − α)
x2
)
y = 0, x > 0, (1.26)
where α > 0 and β > 0. By Theorem 1.9 we observe that Eq. (1.26) is oscillatory near x = 0. Moreover, Eq. (1.26) is
rectiﬁable oscillatory near x = 0 provided α > β and unrectiﬁable oscillatory near x = 0 provided α  β . Let us remark that
the fundamental system of all solutions of Eq. (1.26) is explicitly given by: y(x) = xα[c1 cos x−β + c2 sin x−β ], x > 0, where
c1, c2 ∈ R, c21 + c22 > 0. It is worth to mention that Eq. (1.26) in the case when α = (β + 1)/2, is a model equation in the
study of the so-called fractal oscillations of the undamped linear second-order differential equations introduced in [11].
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Bessel’s type equation,
y′′ + μ
x
y′ +
(
λ
xσ
− ν
2
x2
)
y = 0, x > 0, (1.27)
where μ ∈ R, λ > 0, σ > 2 and ν ∈ R. In particular for μ = 1, λ = 1 and σ = 4, we have
y′′ + 1
x
y′ +
(
1
x4
− ν
2
x2
)
y = 0, x > 0. (1.28)
This equation by z(t) = y(1/t) is rewritten in the form of the classic Bessel equation: t2z′′ + t z′ + (t2 − ν2)z = 0, t > 1/T ,
which is oscillatory near t = ∞. Since z is continuous and also any neighbourhood of t = ∞ is an inﬁnite interval, it is clear
that lengthG(z) = ∞.
It gives us a motivation to consider the rectiﬁable oscillations of Eq. (1.27) near x = 0. Even any neighbourhood of x = 0
is a ﬁnite interval and y(0) = 0, we will prove in Section 5 that lengthG(y) = ∞, as follows.
Theorem 1.10. Let μ ∈ R, λ > 0, σ > 2 and ν ∈ R. Then Eq. (1.27) is oscillatory near x = 0. Moreover, we have:
(i) if σ + 2μ < 4, then (1.27) is rectiﬁable oscillatory near x = 0;
(ii) if σ + 2μ 4, then (1.27) is unrectiﬁable oscillatory near x = 0.
Example 1.10. From the previous theorem especially follows that the Bessel type equation (1.28) is unrectiﬁable oscillatory
near x = 0. Also, it implies that the functions y(x) = Jν(1/x) and y(x) = Yν(1/x), x > 0, ν ∈ R, are unrectiﬁable oscillatory
near x = 0, where Jν(t), Yν(t) denote the Bessel functions of the ﬁrst and second kind respectively.
At the end of this section, we pay attention to the Willett–Wong type equation
y′′ + 2
x
y′ +
(
b
x4−c
sin
λ
x
)
y = 0, x > 0, (1.29)
where c  1, b = 0 and λ = 0. In the critical case for c, it is c = 1, it is supposed that |b| > |λ|/√2. This equation is
oscillatory near x = 0 because by the transformation y(x) = Y (1/x), it is transformed to the following Willett–Wong type
equation:
Y ′′ +
(
b sinλt
tc
)
Y = 0, t > 0, (1.30)
which is oscillatory near t = ∞. On the oscillatory properties of Eq. (1.30), we refer the reader to Willett [18] and
Wong [19].
Since the coeﬃcient f (x) = bxc−4 sin(λ/x) changes sign rapidly near x = 0, the rectiﬁable oscillations of Eq. (1.29) cannot
be veriﬁed by using Theorem 1.9. However, by following [9] we have that each solution Y = Y (t) of Eq. (1.30) with c = 1 is
unbounded near t = ∞. Therefore, we observe that each solution y(x) of Eq. (1.29) with c = 1 is oscillating and unbounded
near x = 0. Since y ∈ C((0, T0]) for some T0 > 0, it implies that y is unrectiﬁable oscillatory near x = 0, see Section 6 for
details.
Previous observation could be summarised as follows.
Conjecture 1.1. Let c  1, b = 0 and λ = 0 (in the case of c = 1 let |λ| = 2 and |b| > √2 ). Then Eq. (1.29) is unrectiﬁable oscillatory
near x = 0.
This conjecture is true for c = 1, as it is shown in Section 6.
2. Asymptotic behaviour and oscillations near x= 0 of Eq. (1.1)
In this section we ﬁrstly study asymptotic behaviour near x = 0 of all solutions of the linear self-adjoint equation (1.1)
in the dependence on the asymptotic behaviour of its coeﬃcients p and q near x = 0. As an easy consequence of such a
kind of asymptotics, we will give the proof of Theorem 1.1.
Lemma 2.1. Let the functions p and q satisfy the conditions (1.2), (1.3) and (1.4). When x → 0, for any nontrivial solution y of (1.1)
we have:
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4
√
p(x)q(x)
[
A sin
( T∫
x
√
q(s)
p(s)
ds + B
)
+ o(1)
]
, (2.1)
y′(x) = − 4
√
q(x)
p3(x)
[
A cos
( T∫
x
√
q(s)
p(s)
ds + B
)
+ o(1)
]
, (2.2)
for some A = 0 and B ∈ R, where the term o(1) represents a real function h0 = h0(x) such that h0(x) → 0 when x → 0.
Proof. For x ∈ (0, T ], let t ∈ (1/T ,∞) be deﬁned by t = 1/x. Also, let y = y(x) be a nontrivial solution of Eq. (1.1) and let
Y ∈ C2([1/T ,∞)) deﬁned by Y (t) = y(1/t). Then Y is a solution of the self-adjoint equation:
d
dt
(
P (t)
dY
dt
)
+ Q (t)Y = 0, t ∈ [1/T ,∞), (2.3)
where P (t) = t2p(1/t) and Q (t) = t−2q(1/t). It is easy to check that from the assumption (1.3) it follows that P and Q
satisfy the corresponding Hartman–Wintner condition near t = ∞:
1
4
√
P Q
d
dt
(
P
d
dt
(
1
4
√
P Q
))
∈ L1(1/T ,∞). (2.4)
Moreover, by (1.4) it follows that
√
Q /P /∈ L1(1/T ,∞). Now, according to (2.4) we may apply [2, Theorem 13] to Eq. (2.3),
and so when t → ∞ we have:
Y (t) = 1
4
√
P (t)Q (t)
[
A sin
( t∫
1/T
√
Q (τ )
P (τ )
dτ + B
)
+ o(1)
]
, (2.5)
dY
dt
= 4
√
Q (t)
P3(t)
[
A cos
( t∫
1/T
√
Q (τ )
P (τ )
dτ + B
)
+ o(1)
]
, (2.6)
for some A = 0 and B ∈ R. Now by using the transformation y(x) = Y (1/x) from (2.5) and (2.6), the desired statements
(2.1) and (2.2) follow immediately. 
Now, we are able to give the proof of Theorem 1.1.
Proof of Theorem 1.1. Let
√
q/p /∈ L1(0, T ). The meaning of o(1) together with the equality (2.1), easily shows that (1.1) is
oscillatory near x = 0.
Now, let
√
q/p ∈ L1(0, T ) and let y = y(x) be a solution of Eq. (1.1). Let s and z = z(s) be deﬁned by:
s =
x∫
0
√
q(ξ)
p(ξ)
dξ and z(s) = [p(x)q(x)]1/4 y(x). (2.7)
Then z satisﬁes the following equation (see [2, p. 118]):
d2z
ds2
+ c(s)z(s) = 0, s > 0, (2.8)
where c = c(s) is given by
c(s) = 1+
√
p
q
1
4
√
pq
(
p
(
1
4
√
pq
)′ )′
and ( )′ = d
dx
.
Since ∫ √
p
q
1
4
√
pq
(
p
(
1
4
√
pq
)′ )′
ds =
∫
1
4
√
pq
(
p
(
1
4
√
pq
)′)′
dx,
from the Hartman–Wintner assumption (1.3) we obtain
limsup
r→0
1
r
r∫
s2
∣∣c(s)∣∣ds < 1
4
,0
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limsup
t→∞
t
∞∫
t
τ−4
∣∣c(τ−1)∣∣dτ < 1
4
. (2.9)
With the help of Eq. (2.8), it is easy to check that the function Y (t) = tz(t−1) satisﬁes the equation
d2Y
dt2
+ t−4c(t−1)Y (t) = 0, t > 0. (2.10)
According to (2.9) and applying Hille’s theorem [16, Theorem 2.1] to Eq. (2.10), we obtain that Y is nonoscillatory near
t = ∞ and hence z is nonoscillatory near s = 0 too. It together with (2.7) shows that y is nonoscillatory near x = 0.
It completes the proof of this theorem. 
In Section 3, we will use the following consequence of Lemma 2.1.
Corollary 2.1. Let the functions p and q satisfy the conditions (1.2), (1.3) and (1.4). For any solution y of (1.1) we have:
∣∣y(x)∣∣ c[p(x)q(x)]− 14 as x → 0, (2.11)∣∣y′(x)∣∣ c[p(x)]− 34 [q(x)] 14 as x → 0. (2.12)
3. Rectiﬁable oscillations near x= 0 of Eq. (1.1)
In this section we will verify the rectiﬁable and unrectiﬁable oscillations near x = 0 of Eq. (1.1) which are stated in
Theorems 1.2 and 1.3.
At the ﬁrst, we recall the following geometric lemma.
Lemma 3.1. (See [3].) Let T0 ∈ (0, T ] and let y ∈ C([0, T0]) ∩ C1((0, T0]). The graph G(y) is a rectiﬁable curve in R2 if and only if
y′ ∈ L1(0, T0).
Proof of (i) of Theorem 1.2. According to (2.12), we see that the assumption: [p(x)]− 34 [q(x)] 14 ∈ L1(0, T ), implies that y′ ∈
L1(0, T ) and by Lemma 3.1 it gives that the graph G(y) is a rectiﬁable curve in R2, which proves the ﬁrst conclusion of
Theorem 1.2. 
Before the proof of (ii) of Theorem 1.2, we need the following two lemmas.
Lemma 3.2. Let y ∈ C([0, T ]) or y ∈ C1((0, T ]) and let there be a decreasing sequence xn ∈ (0, T ] and a number n0 ∈ N such that
xn↘0 as n → ∞, y(xn)y(xn−1) < 0 for all n n0 , and the series∑ |y(xn)| is divergent. Then G(y) is an unrectiﬁable curve in R2 .
Proof. For all details, we refer the reader to [10, Proposition 4.2]. 
Lemma 3.3. Suppose that p and q satisfy (1.2), (1.3) and
limsup
x→0
[
p(x)q(x)
]= ∞. (3.1)
Then we have
√
q/p /∈ L1(0, T0) for some T0 ∈ (0, T ] and
lim
x→0+
{[
p(x)
]−1/2[
q(x)
]−3/2[
p(x)q(x)
]′}= 0.
Proof. Let us remark that the idea for this proof is taken from the proof of [6, Lemma 2.2].
Set k(x) = [p(x)q(x)]−1/4. By (1.3) we know that k(pk′)′ ∈ L1(0, T0) and hence, there exists K > 0 such that for all
x ∈ (0, T0],
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T0∫
x
k(s)
[
p(s)k′(s)
]′
ds
= k(s)[p(s)k′(s)]∣∣T0x −
T0∫
x
k′(s)
[
p(s)k′(s)
]
ds
= p(T0)k(T0)k′(T0) − p(x)k(x)k′(x) −
T0∫
x
p(s)
[
k′(s)
]2
ds
 p(T0)k(T0)k′(T0) − p(x)k(x)k′(x). (3.2)
Then it follows that p(x)k(x)k′(x) |p(T0)k(T0)k′(T0)| + K =: C . Hence we see that
C  p(x)k(x)k′(x) = −1
4
p(x)
[
p(x)q(x)
]−3/2[
p(x)q(x)
]′
,
so that√
q(x)/p(x)− 1
4C
[
p(x)q(x)
]−1[
p(x)q(x)
]′
.
Integrating this inequality over [ε, T0], we have
T0∫
ε
√
q(x)/p(x)dx 1
4C
(
log
[
p(ε)q(ε)
]− log[p(T0)q(T0)]),
and by (3.1) we conclude that
√
q/p /∈ L1(0, T0).
From (3.2) it follows that
T0∫
x
p(s)
[
k′(s)
]2
ds K + p(T0)k(T0)k′(T0) − p(x)k(x)k′(x).
Since lim infx→0 k(x) = 0 (because of (3.1)) and k > 0 on (0, T0], there exists a sequence {xn}∞n=1 such that xn → 0 as n → ∞
and k′(xn) > 0. Hence we have
T0∫
xn
p(s)
[
k′(s)
]2
ds K + p(T0)k(T0)k′(T0) C .
This means that pk′2 ∈ L1(0, T0). As in (3.2), we know that
p(x)k(x)k′(x) = p(T0)k(T0)k′(T0) −
T0∫
x
p(s)
[
k′(s)
]2
ds −
T0∫
x
k(s)
[
p(s)k′(s)
]′
ds.
Since we have that pk′2 ∈ L1(0, T0) and k(pk′)′ ∈ L1(0, T0), the previous equality ensures the existence of a c ∈ R such that
c = limx→0+ p(x)k(x)k′(x).
Assume that c = 0. Then there exists δ ∈ (0, T0] such that [p(x)k(x)k′(x)]2  c2/2 > 0, x ∈ (0, δ], which implies that
p(x)[k′(x)]2
[p(x)k(x)k′(x)]2 
2
c2
p(x)
[
k′(x)
]2
, x ∈ (0, δ].
Since pk′2 ∈ L1(0, T0), we conclude that
pk′2
[pkk′]2 ∈ L
1(0, T0).
On the other hand, we have
pk′2
[pkk′]2 =
√
q
p
/∈ L1(0, T0).
This is a contradiction. Therefore we obtain c = 0. This completes the proof. 
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Let y = y(x) be a nontrivial solution of (1.1). By Theorem 1.1 we know that y oscillates near x = 0. Set
t = h(x) =
T0∫
x
√
q(s)
p(s)
ds → ∞ as x → 0,
because of (1.4). Now, Lemma 2.1 implies that
y(x) = [p(x)q(x)]−1/4[A sin(h(x) + B)+ o(1)] as x → 0 (3.3)
for some constants A = 0 and B . Since h(0+) = ∞, we can choose a sequence {xn}∞n=1 such that xn↘0 as n → ∞ and
h(xn)+ B = (n+ 1/2)π . By (3.3), there exists an integer n0 such that y(xn)y(xn−1) < 0 for n n0. Set g(x) = [p(x)q(x)]−1/4.
By (3.3), we have
∣∣y(xn)∣∣ |A|
2
∣∣g(xn)∣∣, n n1
for some n1  n0. Hence by Lemma 3.2, y is unrectiﬁable oscillatory if we can show that
∑∞
n=n1 |g(xn)| = ∞. Certainly, it is
true when limsupx→0[p(x)q(x)] < ∞, since∣∣g(xn)∣∣= [p(xn)q(xn)]−1/4  0 as n → ∞.
Therefore, to conclude the proof, we suppose that (3.1) is fulﬁlled. Let σn ∈ [xn, xn−1] be where g is maximum in [xn, xn−1].
If there are more than one such point, we just choose any one of them. Then
g(xn) = g(σn) −
σn∫
xn
g′(x)dx
= g(σn) + 1
4
σn∫
xn
[
p(x)q(x)
]−5/4[
p(x)q(x)
]′
dx
= g(σn) + 1
4
σn∫
xn
g(x)
√
q(x)
p(x)
[
p(x)
]−1/2[
q(x)
]−3/2[
p(x)q(x)
]′
dx.
By Lemma 3.3, there exists n2  1 such that if n n2, then
[
p(x)
]−1/2[
q(x)
]−3/2[
p(x)q(x)
]′ − 2
π
, x ∈ (0,σn].
Therefore we obtain
g(xn) g(σn) − 1
2π
σn∫
xn
g(x)
√
q(x)
p(x)
dx
 g(σn) − 1
2π
g(σn)
xn−1∫
xn
√
q(x)
p(x)
dx
= g(σn) − 1
2π
g(σn)
[
h(xn) − h(xn−1)
]
= 1
2
g(σn), n n2.
Set tn = h(xn). If tk−1  t  tk , then xk  h−1(t) xk−1, where h−1(t) is the inverse function of h. By the deﬁnition of σk ,
we have that
tk∫
tk−1
g
(
h−1(t)
)
dt 
tk∫
tk−1
g(σk)dt = g(σk)(tk − tk−1) = π g(σk),
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n∑
k=n2+1
g(σk)
1
π
n∑
k=n2+1
tk∫
tk−1
g
(
h−1(t)
)
dt
= 1
π
tn∫
tn2
g
(
h−1(t)
)
dt
= 1
π
xn2∫
xn
g(x)
√
q(x)
p(x)
dx
= 1
π
xn2∫
xn
[
p(x)
]−3/4[
q(x)
]1/4
dx.
This means that
∑∞
k=n2+1 g(σk) = ∞. Thus, the proof of (ii) of Theorem 1.2 is now completed. 
Before giving the proof of Theorem 1.3, we need the following lemma, which is obvious from geometric point of view.
Lemma 3.4. Let y ∈ C1((0, T ]) and y /∈ C([0, T ]). Then lengthG(y) = ∞.
Remark 3.1. For a function y ∈ C1((0, T ]), the condition y /∈ C([0, T ]) means: either limx→0 y(x) = ∞ (−∞) or
limsupx→0 y(x) > lim infx→0 y(x).
Proof of Theorem 1.3. (With the help of Theorem 1.2.) At the ﬁrst, according to (1.2), (1.3), (1.4) and Theorem 1.1 we
know that Eq. (1.1) is oscillatory near x = 0. Next, we can make a difference between two cases of p(x)q(x): when
limx→0[p(x)q(x)] > 0 and when the limit of p(x)q(x) at x = 0 is not deﬁned or equals to zero. In the ﬁrst case, we have
that p− 34 q 14 = (pq) 14 /p  c0/p near x = 0 for some c0 > 0. Since 1/p /∈ L1(0, T0) for some T0 ∈ (0, T ], from the previous
inequality we derive that p− 34 q 14 /∈ L1(0, T0). Therefore, by Theorem 1.2 we see that Eq. (1.1) is unrectiﬁable oscillatory near
x = 0.
In the second case when the limit of p(x)q(x) at x = 0 is not deﬁned or equals to zero, by (2.1) we obtain y(x) is not
deﬁned at x = 0. It together with Lemma 3.4 proves that Eq. (1.1) is unrectiﬁable oscillatory near x = 0 in this case too. 
Remark 3.2. The proof of Theorem 1.3 can be made without using Theorem 1.2. Instead, we can use the Liouville transfor-
mation and Theorem A both stated in Section 1. Indeed, by Theorem 1.1 we know that Eq. (1.1) is oscillatory near x = 0.
We consider the following two cases: lim infx→0 p(x)q(x) < ∞ and limx→0 p(x)q(x) = ∞.
As the ﬁrst, let lim infx→0 p(x)q(x) < ∞. Hence by Lemma 2.1, we conclude that y /∈ C([0,1]) which together by
Lemma 3.4 shows that (1.1) is unrectiﬁable oscillatory near x = 0.
As the second, let limx→0 p(x)q(x) = ∞. Since 1/p /∈ L1(0, T ), we note that the transformation
s =
( T∫
x
dτ
p(τ )
+ 1
)−1
, s−1z(s) = y(x),
transforms Eq. (1.1) into the equation
d2z
ds2
+ f (s)z = 0, s ∈ (0,1], (3.4)
where f (s) = p(x)q(x)s−4. Since limx→0 p(x)q(x) = ∞ and p, q satisfy (1.3), we ﬁnd that lims→0 f (s) = ∞, f −1/4( f −1/4)′′ ∈
L1(0,1) and f (s)  cs−4 for some c > 0. Moreover, f 1/4 /∈ L1(0,1). Hence by Theorem A which is stated in Section 1, it
follows that Eq. (3.4) is unrectiﬁable oscillatory near s = 0. As a consequence,
1∫
0
√
1+
(
dz
ds
)2
ds = ∞ (3.5)
for each nontrivial solution z = z(s) of Eq. (3.4). Let y = y(x) be a nontrivial solution of (1.1). If y /∈ C([0,1]), then
Lemma 3.4 shows that y is unrectiﬁable oscillatory near x = 0. Next, if y ∈ C([0,1]), then y(x) = s−1z(s) ∈ C([0,1]) and
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1∫
0
s−1
∣∣z(s)∣∣ds < ∞.
Also, ∣∣∣∣dzds
∣∣∣∣=
∣∣∣∣ dds
(
sy(x)
)∣∣∣∣=
∣∣∣∣s−1z(s) + p(x)s dydx
∣∣∣∣ s−1∣∣z(s)∣∣+ p(x)s
∣∣∣∣dydx
∣∣∣∣.
It together with
√
1+ x2  |x| + 1 gives:
1∫
0
√
1+
(
dz
ds
)2
ds −
1∫
0
s−1
∣∣z(s)∣∣ds 1+
1∫
0
∣∣∣∣dzds
∣∣∣∣ds −
1∫
0
s−1
∣∣z(s)∣∣ds
 1+
1∫
0
p(x)
s
∣∣∣∣dydx
∣∣∣∣ds
 1+
1∫
0
p(x)
s2
∣∣∣∣dydx
∣∣∣∣ds = 1+
T∫
0
∣∣∣∣dydx
∣∣∣∣dx.
Now, from (3.5) and the previous inequality, we obtain:
T∫
0
∣∣∣∣dydx
∣∣∣∣dx = ∞.
This means that y(x) is unrectiﬁable oscillatory near x = 0. Hence, the second proof of Theorem 1.3 is completed.
4. Invariant properties of the rectiﬁable oscillations of Eq. (1.1)
In this section, we give the proofs of Theorems 1.4, 1.5, 1.6 and 1.7.
Proof of Theorem 1.4. Let f (s) = p(x)q(x), where s is given in (1.7). Obviously we have:
1
p(x)
dx = ds and d
dx
(
p(x)
dy
dx
)
= 1
p(x)
d2z
ds2
.
Now, it is clear that Eq. (1.1) is transformed into Eq. (1.8) by using the transformation (1.7). Also,
T∗∫
0
∣∣∣∣dzds
∣∣∣∣ds =
T∫
0
∣∣∣∣p(x)dydx
∣∣∣∣ 1p(x) dx =
T∫
0
∣∣∣∣dydx
∣∣∣∣dx.
Since |x|  √1+ x2  |x| + 1, from the previous equality and z(s) = y(x), we observe that Eq. (1.1) is rectiﬁable (resp.
unrectiﬁable) oscillatory near x = 0 if and only if Eq. (1.8) is rectiﬁable (resp. unrectiﬁable) oscillatory near s = 0. 
Proof of Theorem 1.5. Let f (s) = p(x)q(x)s−4, where s is given in (1.9). Also, we have:
1
p(x)
dx = 1
s2
ds and
d
dx
(
p(x)
dy
dx
)
= s
3
p(x)
d2z
ds2
,
and obviously, Eq. (1.1) is transformed into Eq. (1.10) by using the transformation (1.9). At the ﬁrst, by (1.2), (1.3), (1.11)
and Lemma 3.3, we get (1.4) and hence by Theorem 1.3 it follows that Eq. (1.1) is unrectiﬁable oscillatory near x = 0 since
1/p /∈ L1(0, T ). Let us remark that we have:
p−
3
4 q
1
4 ∈ L1(0, T ) if and only if s−1 f 1/4 ∈ L1(0, T∗),
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1
4
√
pq
(
p
(
1
4
√
pq
)′ )′
∈ L1(0, T0) if and only if f −1/4
(
f −1/4
)′′ ∈ L1(0, T∗).
Next, from (1.11) it follows that f (s) = p(x)q(x)/s4  c0/s4 near s = 0 for some c0 > 0. It shows that lims→0 f (s) = ∞.
Moreover, since 1/s /∈ L1(0, T∗), from the previous inequality we derive that f 1/4 /∈ L1(0, T ). Therefore, by Theorem A in
Section 1 we obtain that Eq. (1.10) is unrectiﬁable oscillatory near s = 0. 
Proof of Theorems 1.6 and 1.7. We see that there are c1 > 0, c2 > and δ > 0 such that c1  p1(x)/p2(x)  c2 and c1 
q1(x)/q2(x) c2 for all x ∈ (0, δ], so that
c
− 34
2 c
1
4
1
[
p2(x)
]− 34 [q2(x)] 14  [p1(x)]− 34 [q1(x)] 14  c− 341 c 142 [p2(x)]− 34 [q2(x)] 14
for x ∈ (0, δ]. Therefore, Theorem 1.2 proves Theorems 1.6 and 1.7. 
Remark 4.1. As we see above, Theorem 1.4 is proved without using Theorems 1.2 and 1.3. Also, in Remark 3.2 we gave the
proof of Theorem 1.3 without using Theorem 1.2. Hence, it is not diﬃcult to made a proof of Theorem 1.2 with the help of
Theorems A, 1.3 and 1.4, all stated in Section 1. That we leave to the reader.
5. Rectiﬁable oscillations near x= 0 of Eq. (1.18)
In this section, we give the proofs of the main results concerning the oscillations near x = 0 of Eq. (1.18).
Proof of Theorem 1.8. By means of the relation between Eq. (1.1) and (1.18), let
p(x) = e−
∫ T
x g(s)ds and q(x) = f (x)e−
∫ T
x g(s)ds.
In order to establish the oscillations near x = 0 of Eq. (1.18), by Theorem 1.1 it is enough to show that the functions p and
q given above satisfy the conditions (1.2), (1.3) and (1.4). Indeed, (1.2) easily follows from (1.20) and (1.22). Also, we have
1
4
√
pq
(
p
(
1
4
√
pq
)′ )′
= −1
4
(
g2 + 2g′) f −1/2 + f −1/4( f −1/4)′′.
Hence, (1.21) and the ﬁrst equality in (1.23) imply (1.3). By Lemma 5.1 below, we have
√
q/p =√ f /∈ L1(0, T0). Thus, such
p and q satisfy all assumptions of Theorems 1.1 and 1.2 from which follows that Eq. (1.18) is oscillatory near x = 0. Also, it
is clear that the conditions (i) and (ii) of Theorem 1.2 are exactly the same with corresponding ones of this theorem. 
Before giving the proof of Theorem 1.9 we need the following two lemmas.
Lemma 5.1. (See [6, Lemma 2.2].) Let f be a function deﬁned on (0, T ] which satisﬁes the conditions (1.20), (1.21) and (1.24). Then
there is a T0 ∈ (0, T ] such that
lim
ε→0
T0∫
ε
√
f (x)dx = ∞ and lim
x→0 f
− 32 (x) f ′(x) = 0. (5.1)
The proof of Lemma 5.1 can be found in [6]. On the other hand, it immediately follows from the proof of Lemma 3.3
above by setting p(x) = 1 and q(x) = f (x).
Lemma 5.2. Let f be a function deﬁned on (0, T ] which satisﬁes the conditions (1.20), (1.21) and (1.24). Then x−2 f −1/2 ∈ L1(0, T0)
for some T0 ∈ (0, T ].
Proof. Set r(x) = x−1 f −1/2(x). Now, Lemma 5.1 implies that
lim
x→0+ r(x) = limx→0+
f −1/2
x
= lim
x→0+
( f −1/2)′
x′
= −1
2
lim
x→0+ f
−3/2 f ′ = 0. (5.2)
We see that
f −1/4(x)
(
f −1/4(x)
)′′ = −1 x−1r(x) + 1 r′(x) − 1 x[r(x)]−1[r′(x)]2 + 1 xr′′(x)
4 2 4 2
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0 < x−1r(x)−4 f −1/4(x)( f −1/4(x))′′ + 2r′(x) + 2xr′′(x), x ∈ (0, T0]. (5.3)
It is clear that r′ is integrable on (0, T0) by (5.2). We see that
T0∫
ε
xr′′(x)dx = xr′(x)∣∣T0
ε
−
T0∫
ε
r′(x)dx
= T0r′(T0) − εr′(ε) − r(T0) + r(ε)
= T0r′(T0) + r(ε) + 1
2
[
f (ε)
]−3/2
f ′(ε) − r(T0) + r(ε).
Hence (5.1) and (5.2) show that xr′′ is integrable on (0, T0). It together with (1.21) and (5.3) gives x−1r = x−2 f −1/2 ∈
L1(0, T0). This completes the proof. 
Proof of Theorem 1.9. Set g(x) = μ/x. Since(
g2 + 2g′) f −1/2 = μ(μ − 2)x−2 f −1/2,
Lemma 5.2 and condition (1.24) imply that (1.23) is satisﬁed. Since
4
√
f (x)e
1
2
∫ T0
x g(s)ds = T
μ
2
0 x
− μ2 4
√
f (x),
Theorem 1.8 shows Theorem 1.9. 
6. Rectiﬁable oscillations near x= 0 of Eqs. (1.27) and (1.29)
In this section we give the proofs of Theorem 1.10 and Conjecture 1.1 for c = 1.
Proof of Theorem 1.10. Set g(x) = μx−1 and f (x) = λx−σ − ν2x−2. Since λ > 0 and σ > 2, conditions (1.20) and (1.22) are
satisﬁed for some small T0 ∈ (0, T ]. By using σ > 2 and λ > 0, we can prove that (1.21) is satisﬁed and(
g2 + 2g′) f −1/2 ∈ L1(0, T0).
From λ > 0 and σ > 2, we have limx→0 f (x) = ∞. Since
4
√
f (x)e
1
2
∫ T0
x g(s)ds = 4
√
λ − ν2xσ−2T
μ
2
0 x
− σ4 − μ2 ,
we have that 4
√
f e
1
2
∫ T0
x g(s)ds ∈ L1(0, T ) if and only if σ + 2μ < 4. Hence, Theorem 1.8 implies Theorem 1.10. 
Proof of Conjecture 1.1 for c = 1. Let y = y(x) be a solution of Eq. (1.29). At the ﬁrst, we recall a theorem on the precise
asymptotic behaviour near t = ∞ of solutions of Eq. (1.30) written by Oshime and Nagaoka [9].
Theorem B. Let c = 1, |λ| = 2 and |b| > √2. Then for all solutions Y = Y (t) of Eq. (1.30), the following asymptotic formula holds:
Y (t) = t1/2[c1 sin(ρ log t) + c2 cos(ρ log t)]+ O (t−1/2) near t = ∞,
where ρ = 14
√
2b2 − 4.
Now, since Y (t) = y(1/t) is a solution of Eq. (1.30), from Theorem B in particular follows that Y is unbounded near
t = ∞. Consequently, y(x) = Y (1/x) is unbounded near x = 0. It together with Lemma 3.4 gives that lengthG(y) = ∞. Since
Y is oscillatory near t = ∞ (see Wong [19]), y is oscillatory near x = 0. Thus, it is shown that any solution y of Eq. (1.29)
for c = 1 is unrectiﬁable oscillatory near x = 0. 
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