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Abstract 
This thesis is devoted to give a systematic survey of current literatures on various 
topics in Banach space theroy: A generalization (due to Li and Shi) of Ekeland's 
and of Borwein-Preiss' ^-variational principles for real Banach spaces with a Lip-
schitz /5-smooth bump function is presented. Moreover, a sufficiency theorem 
which is achieved Li and Shi for a real Banach space E to have the property that 
every minimal w*-usco map from a Baire space into the dual E* is /^-continuous 
on a dense G5 set is provided. This result can be used to deduce a sufficiency 
- condition for E so that every continuous convex function defined on an open 
convex subset of it is /5-differentiable on a dense Gs set. Finally, differentiability 
theorems of M. E. Verona, J. Rainwater, Wu and Cheng for convex functions 
on a closed convex subset C of E which is locally Lipschitz on the set of all the 
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Introduction 
The problem of minimizing a lower semicontinuous bounded below function f 
on a real Banach space E has been studied in various ways. Ivar Ekeland [8 
proved in 1972 that if f{xo) is nearly a minimum value for f then for any positive 
scalar A there is a point Xe in E relatively close to Xo such that f + (e/A)||a;e — .| 
attains a strict minimum at Xe- This result is of very wide application; however, 
there is one notable limitation. The perturbed function f + {e/X)\\xs — -|| is 
not difFerentiable even when the original function f is so. To overcome this 
� objection, J. M. Borwein and D. Preiss [3] (1987) looked for a more general form 
of perturbation and yielded a smooth variational principle for Banach spaces 
with a smooth renorm. In chapter 2, we provide a generalization of these two 
e-variational principles for Banach spaces admitting a Lipschitz smooth 'bump 
function', which is achieved by Li and Shi [13]. In addition, existence theorems 
of derivatives for convex functions are discussed there. 
A remarkable fact on differentiability of convex functions is that a continuous 
convex function on an open interval of the real line is differentiable except at most 
a countable set. This result stimulates the study of the class of Banach spaces 
where continuous convex functions possess similar differentiability properties. S. 
Mazur in 1933 [17, p.l2] showed that separable Banach spaces are weak Asplund 
space, that is, every continuous convex function defined on an open convex subset 
of a separable Banach space is generically Gateaux difFerentiable. In 1968, E. 
Asplund [17, p.37] proved that if a Banach space admits a strictly convex dual 
1 
2 
norm and hence a smooth norm, then it is a weak Asplund space, suggesting 
that there is a connection between the existence of smooth renorms and the 
differentiability of continuous convex functions. In chapter 3，sufficiency theorems 
for a Banach space to have the property that every continuous convex function 
defined on a nonempty open convex set is generically /5-differentiable due to Li 
and Shi [14] are presented. We specialize in the case where /3 consists of all 
bounded sets in E, that is, where the /^-differentiability becomes the Frechet one 
and characterize Asplund spaces in terms of weak*-dentability of the nonempty 
bounded subsets of its dual. 
Differentiability problems for real-valued continuous convex functions on a 
nonempty closed convex set C in the Banach space E are discussed in chapter 4. 
Since the set C can have empty interior, we substitute the set of all nonsupport 
points of C for the interior of C and provide differentiability theorems for such 
functions which are obtained by M. E. Verona [21], J. Rainwater [20] and Wu and 
Cheng [22；. 
The main purpose in chapter 1 is to establish some basic terminology and 
notation and elementary properties of convex functions so to prepare for the 
subsequent study in the thesis. 
Chapter 1 
Preliminaries 
This chapter is introductory. It provides fundamental tools for the subsequent 
study in this thesis; some notations and examples that will be used in later 
chapters are given. 
Section 1.1 includes a study of subdifferentials of real-valued convex functions 
� and the classical Gateaux and Frechet derivatives of them, while extended real-
valued convex functions and their subdifferentials are dealt with in section 1.2. 
Furthermore, some more general notions of derivatves are discussed there. In 
section 1.3, maximal monotone operators and upper semicontinuous compact 
valued maps are introduced. They are generalizations of subdifFerential maps and 
are important in the study of differentiability of continuous convex functions. 
E will denote a real Banach space with dual E* throughout the thesis. To 
avoid the trivialities we will assume that E + {0 } where 0 denotes the zero vector 
in E. 
3 
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1.1 Gateaux and Frechet DifFerentiability 
Throughout this section, D denotes a nonempty open convex subset of the Banach 
space E, and f a real-valued function on D. f is said to be convex on D if 
f{Xx^{l-X)y)<Xf{x)^{l-X)f{y) 
whenever x e D, y G D and 0 < A < 1. It is well-known that a convex function 
on D is continuous on D if and only if it is locally Lipschitz on D. 
Example 1.1.1 [17, p.l] 
(a) The norm function f{x) := \\x\\, x G E is an obvious example of continuous 
convex function. 
(b) Let |jL be a sublinear functional on E; that is, fjL satisfies 
/i(x + y) < fJi{x) + |ji(jj) and yu(Ax) = Xfi{x) 
whenever x G E, y G E and X > 0. Clearly /i is convex. Moreover, fjL 
is continuous on E if and only if there exists a constant M > 0 such that 
/i(x) < M||x|| for all X in E. 
(c) Let C be a convex set in E with 0 G intC. Define a function p{x) on E by 
p{x) := inf{A > 0: X e AC}, x G E. 
p is nonnegative, sublinear and continuous. Such functional is called a 
Minkowski functional or gauge. We have 
intC 二 {a; G E : p{x) < 1} C C C {x G E : p{x) < 1} = C 
and therefore the topological boundary 
dC = {x G E-. p{x) 二 1}. 
Note that p defines an equivalent norm on E if C is also bounded and 
symmetric. 
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We begin our discussion of differentiability of convex functions with some 
facts about directional derivatives and subdifferentials. The right-hand directional 
derivative d^f[x)[y) of a convex function f at x along the direction y is given by 
力 ， w � 1. f{x + ty)-f{x) 
d^f{^){y) := / : + 1 . 
Its existence is assured by the convexity of / . 
Definition 1.1.2 The suhdifferential df{x) of a convex function f at a point x 
in D is defined to be the set 
df{x)三{x* G E*: (x*, y - x) < f{y) — f{x) V y G D}. 
Any element in the subdifferential df{x) is called a subgradient off at x and f 
is said to be subdifferentiable at x if df{x) is nonempty. 
Remark 1.1.3 Let f be a convex function on D, x in D and x* in E*. Then x* 
� is a subgradient of f at x if and only if {x*,x) < d~^f{x){y) for all y in E. 
As we shall see shortly, a convex function f must be subdifferentiable at a 
point xo in D where f is continuous. 
Proposition 1.1.4 [17, p.7] Let f be a convex function on D. Iff is continuous 
at a point Xo in D, then df{xo) is a nonempty, convex and weak* compact subset 
ofE*. Moreover, the subdijferential map df : x M- df{x) is locally hounded at XQ. 
Example 1.1.5 Let f denote the norm function on E. Then 
df{x) = {x* G E*: {x*,x) = ||a:|| and ||x*|| = 1} 
ifx e ^\ {0 } , while df{0) = {x* G E*: ||x*|| < 1}. 
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Proof : I fx = 0 then x* G df{x) ifand only if (x*, y) < ||y|| for all y in E, that is, 
if and only if ||x*|| < 1. Now suppose that x / 0. Let x* G E* with (x*,x> = \\x\ 
and ||x*|| = 1. Then for any y G E, {x\y-x) < ||a:*|| ||y|| 一 (x*,x) = ||y|| - ||x||, 
and so x* G df{x). Conversely, let x* G df[x). Then for any y e E we have 
{x\y) < \\x + y\\ — |丨工|丨 S ||y||, (1.1) 
hence ||x*|| < 1. Moreover, letting y = -x in (1.1) gives 
|x|| < {x*,x) < \\x*\\ ||x|| < ||x||, 
therefore {x*,x) = ||x|| and ||x*|| = 1. Q.E.D. 
The following proposition is an easy but useful observation relating df to 
optimization of continuous convex functions. 
Proposition 1.1.6 [17, p.l6] Let f be a continuous convex function defined on 
� D. Then f has a global minimum at a point x in D if and only if 0 is a subgradient 
of f at X. 
We now introduce two notions of differentiability and discuss their relation. 
Definition 1.1.7 A real-valued function f on D is called Gateaux differentiable 
at a point x in D if there exists an element in E*, denoted by df{x), such that 
d / M ( . ) - l i m ^ i ^ ± M ^ (1.2) 
for each y in E. Iff is Gateaux differentiable at x, then the (unique) functional 
df{x) is called the Gateaux derivative off at x. 
There is a natural characterization of Gateaux differentiability for convex 
functions in terms of subgradients. 
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Proposition 1.1.8 [17, p.5] Let f be a continuous convex function on D. Then 
f is Gateaux differentiable at a point x in D if and only ifdf{x) is a singleton. 
Example 1.1.9 It follows from Example 1.1.5 and Proposition 1.1.8 that the 
norm on E is not Gateaux differentiable at 0，and it is Gateaux differentiable at 
a nonzero point x in E if and only if there exists a unique element x* in E* such 
that {x*,x) = ||x|| and \\x*\\ = 1. 
Definition 1.1.10 A real-valued function f on D is called Frechet differentiable 
at a point x in D if there exists an element in E*, denoted by f'{x), such that 
l i m / ( ^ ) - / W - / ' W ( y ) _ Q . 
y^0 \\y\ 
When this is the case, the (unique) functional f'{x) is called the Frechet derivative 
of f at X. 
If f is Frechet differentiable at x, then it is obviously Gateaux differentiable 
there and df{x) = f'{x). However, Gateaux differentiability does not guarantee 
the existence of Frechet derivative. 
Example 1.1.11 [17, p.3,8] The norm on 1^ is Gateaux differentiable precisely 
at those points x = {xn) in 1^ for which x^ • 0 for all n, but it is not Frechet 
differentiable at any point in l^. 
Nevertheless, we have the following well-known facts. 
Proposition 1.1.12 [17，p.8] If f is Gateaux differentiable at a point x and 
if the limit in (1.2) exists uniformly on the unit ball of E, then f is Frechet 
differentiable at x. 
Proposition 1.1.13 [17，p.9] Let E be a finite dimensional Banach space and f 
a continuous convex function on a nonempty open convex subset D ofE. Then f 
is Gateaux differentiable at a point x in D if and only if it is Frechet differentiable 
there. 
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We make two remarks on the existence of derivatives here. Firstly, if f is 
Frechet difFerentiable at a point x in D, then f is obviously Frechet differentiable 
at X when the norm on E is replaced by an equivalent norm. Secondly, if f and 
g are real-valued functions on E which agree on a neighborhood of x, then f is 
Frechet differentiable at x if and only if g is Frechet differentiable at x and in this 
case, f'{x) 二 g'(x). A similar remark holds for Gateaux differentiability. 
Motivated by Mazur's result [17, p.l2] that every continuous convex function 
f defined on a nonempty open convex subset D of a separable Banach space is 
generically Gateaux differentiable on D, that is, f is Gateaux differentiable on a 
dense G§ set in D, we have the following terminology. 
Definition 1.1.14 E is called an Asplund space (respectively a weak Asplund 
space) if every continuous convex function defined on a nonempty open convex 
subset D ofE is Frechet differentiable (respectively Gateaux differentiable) at each 
point of some dense Gs subset ofD. 
The name of such spaces is in honour of E. Apslund who initiated the inves-
tigation of these spaces and we will learn more about them in Chapter 3. In this 
terminology, Mazur's theorem can be restated as 'separable Banach spaces are 
weak Asplund spaces'. 
Example 1.1.15 By virtue of Mazur,s Theorem, 1^ is a weak Asplund space 
while from Example 1.1.11, it is not an Asplund space. 
To prove that a continuous convex function on D is generically Gateaux dif-
ferentiable, it suffices to show that there is a dense G5 subset G of points x in D 
for which df{x) is a singleton (Proposition 1.1.8). To prove the generic Frechet 
differentiability, we need only show that the set of points for which f is Frechet 
difFerentiable is dense because we have the following result. 
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Proposition 1.1.16 [17, p.l5] Let f be a continuous convex function on D. 
Then the (possible empty) set ofpoints in D where f is Frechet differentiable is 
a Gs set. 
There is a close connection between generic differentiability of continuous 
convex functions and smoothness of norms (see Chapter 3). We conclude this 
section by giving the relevant definition. 
Definition 1.1.17 A norm on E is said to be 
(a) smooth if it is Gateaux differentiable at every nonzero point of E; 
(h) strictly convex if \\Xx + (1 - A)y|| < 1 whenever 0 < A < 1 and whenever 
X G E, y e E with x + y and \\x\\ = 1 = \\y\ . 
It can be checked easily from definition that the norm || . || on E is smooth 
(respectively strictly convex) if its dual norm on E* is strictly convex (respectively 
smooth). 
1.2 /^-Differentiability 
We now turn our attention to a wider class of functions and introduce some 
notions of differentiability which are intermediate between those of Frechet and 
Gateaux. 
In this section, f will always denote an extended real-valued function on the 
Banach space E, that is, a function on E with values in RU {+oo } . The effective 
domain dom{f) of f is the set 
dom{f) — {x e E: f{x) < +oo } 
and we say f is proper if dom{f) is nonempty. The definition of convexity for real-
valued functions on E applies without any change, while that of subdifferential 
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df is almost the same as before: 
df{x)三{x* e E*: {x\y — x) < f{y) - f{x) V y e E] 
if X G dom{f); while df{x) is the empty set if x e E\dom{f). 
Definition 1.2.1 An extended real-valued function f on E is said to he lower 
semicontinuous if any one of the following equivalent statements holds: 
(i) the set {x G E: f{x) < r} is closed in E for every real number r; 
(ii) the epigraph epi{f) off 
epi{f) = {{x,r)eExR: r > f{x)} 
is closed in E x R with respect to the product topology; 
(iii) for any x in E and any net {xa) in E converging to x we have 
f{x) < lim inff{xa). 
Example 1.2.2 Let C be a nonempty closed convex subset ofE and let 6c denote 
the indicator function for C, that is, 
f 0 if X e C 
Sc{x)'= 
+ o o if X G E\C. 
Then 5c is a proper lower semicontinuous convex function on E. Moreover, the 
subdifferential d6c{xo) of6c o,t a point xg in C is the normal cone Nc{xo) to C at 
Xo which consists of all x* in E* with {x*,Xo) 二 ac{x*)三 sup{(o:*,a;>: x G C}. 
In particular, ifC = {x G E: f{x) < f{xo)} where f is a continuous convex 
function on E, then by a result in [6, p.52,56] we see that 
d6c{xo) = Nc{xo) = U A3/(zo) • 
A>0 
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Proof : Let x* be an element in E*. Then x* G dSc{xo) if and only if 
(x*, X - xo) < Sc{x) - Sc{xo) = Sc{x) (1.3) 
whenever x e E. Since (1.3) is always true for x in E\C, we have 
dSc{xo) = {x* G E*: {x%x-xo) < 0 ^xeC) = Nc{xo). 
Q.E.D. 
The following proposition tells when the subdifFerential of a sum of two func-
tions equals the sum of their subdifFerentials. 
Proposition 1.2.3 [17，p.54] Let f and g be proper lower semicontinuous convex 
functions on E. Suppose that there is a point in dom{f^g) {= dom.{f) fl dom{g)) 
at which f or g is continuous. Then for any x in dom{f + g) we have 
d{f + g){x) = df{x)^dg{x). 
The subdifferential of a lower semicontinuous convex function can be empty, 
but not its e-subdifferentiaL Here comes the definition. Note that when ^ 二 0， 
the object is the ordinary subdifFerential. 
Definition 1.2.4 Let f be a proper lower semicontinuous convex function on E. 
For any x in dom{f) and e > 0，define the e-subdifferential d^f{x) off at x to 
be the set 
dsf{x) = {x* G E: {x%y — x) < f(y) - f(x) + e V y G E}. 
Remark 1.2.5 [17, p.48] The e-subdifferential of a proper lower semicontinuous 
convex function f at a point x in dom{f) is always nonempty and weak* closed. 
Moreover, we have ds^f{x) C de^f{x) whenever 0 < £i < 幻. 
The following is a useful formula. 
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Proposition 1.2.6 [2] Let f he a proper lower semicontinuous convex function 
on E. Then for any x in dom{f) and any y in E, we have 
d+f{x){y) = lim sup{{x^y):x* G dJ{x)}. 
e^0+ 
We now discuss some general notions of differentiability. 
Definition 1.2.7 A homology on E, denoted by /3，is a family of hounded subsets 
of E whose union is all ofE. 
Some natural choices for |3 are (i) the set of all singletons of E, and (ii) the 
set of all bounded sets in E. 
Definition 1.2.8 Let |3 be a homology on E and f an extended real-valuedfunc-
tion on E. 
(a) f is said to be p-superdifferentiable at a point x in the domain off with 
p-superderivative x* in E* iffor any set S in f5 and for any e > 0； there 
exists 5 > 0 such that 
f±±M^Ii^-e<{x%y) 
t 
for all y G S and t 6 (0, S). We denote the set of all (3-superderivatives of 
f at X by d^f{x). For convenience f is regarded as [3-superdijferentiahle at 
X with d^f{x) = E* iff{x) = +oo. 
(b) Similarly we define j3-subderivatives by reversing the inequality above and 
replacing —e by e, and we denote the set collecting them by dpf{x). 
(c) f is said to he f3-differentiable at x with a (necessarily unique) f5-derivative 
in E*, denoted by sj^f{x), iffor each set S in ^  
糾 “ ？ - 爛 - 咖 ) , " 〉 — 0 
as t ~> 0+ uniformly for y in S. 
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(d) f is called f3-smooth on a subset ^ ofE iff is |3-differentiable at each point 
o/a 
(e) A norm on E is called ^-smooth if it is f3_smooth away from the origin. 
Remark 1.2.9 With the above notations, 
(1) d^{-f){x)^-dpf{x); 
(2) df{x) C dpf{x) when f is convex; 
(3) f is [3-differentiahle at x if and only iff is both (5-superdifferentiahle and 
f3-subdifferentiable at x. If this is the case, the [3-derivative sj^f{x) off at 
X must coincide with its Gateaux derivative df(x). 
Proof : (1) and (2) follow from definition. To see (3), suppose that x^ G dpf{x) 
and ^2 G d^f{x). Let S be a set in f5. Then for any s > 0, there exists 5 > 0 
such that 
〈 發 0 射 力 " 广 ( 〜 〈 输 ， 
whenever 0 < t < 6 and y G S; thus we must have 
{x\ - xl,y) < 2e. 
So x\ = 2^； denote the common value by x*. It follows readily from definition 
that X* = v ^ / ( ^ ) - Q.E.D. 
A bornology /? on E induces a vector-topology structure on E* which is gen-
erated by the zero-neigborhood subbase {Ds,e} where 
i ^， e E { a : * e E * : � : r * , " � < £ V h e S}, S e f3, e > 0 
and we denote by r^ the topology on E* of uniform convergence on the elements 
of^ . 
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When p consists of all singletons of E, the /5-differentiability coincides with 
the Gateaux differentiability and r^ becomes the weak* topolopy on E*. Similarly 
when |3 consists of all bounded sets in E, we obtain the Frechet differentiability 
and the norm topology on E*. 
1.3 Monotone Operators and Usco Maps 
Throughout this section, let T denote a set-valued map from E into E*. The 
domain or effective domain D{T) of T is defined to be the set 
D{T)三{a: G E: T{x) is nonempty}, 
and its graph G{T) the subset of E x E* given by 
G{T) = {{x, x*) e E X E*: X* G T ( x ) } . 
Definition 1.3.1 A set-valued map T from E into E* is said to be upper semi-
continuous at a point x in E iffor each open set V in E* containing T{x), there 
exists an open neighborhood U ofx in E such that T{U) C V where T{U) denotes 
the union [j{T{y): y G U}. 
Proposition 1.3.2 [17, p.l8] Let D be a nonempty open convex subset of E 
and f a continuous convex function on D. Then the subdifferential map df is 
norm-to-weak* upper semicontinuous on D. 
Proof : Let x be a point in D. Suppose to the contrary that there exist a weak* 
open set V in E* containing df{x) and sequences {xn) in D converging to x and 
(x*) in E* such that x* G df{xn)\V for each n. By local boundedness of df at 
X, we see that (x*) is bounded; let sup^ ||x*|| 二 M. Without loss of generality, 
we assume that x* weak* converges to some element x* in E*. Now, for any y in 
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E, we have 
{x*n,y-x) = {xly-Xn) + {x^,Xn-x) 
< f{y)-f{Xn) + M\\Xn-x\\. 
Letting n tends to 00 gets 
{x^y-x)< f{y) - f{x) 
for all y in E, which implies that x* is in df{x). However, since x* G df{xn)\V 
for each n, we must have x* in E*\V, a contradiction. Q.E.D. 
Definition 1.3.3 Let j3 be a homology on E. A set-valued map T from E to E* 
is said to be f5-continuous at a point x in E ifT{x) is a singleton and for any set 
S in j3 and any e > 0 there exists an open neighborhood U of x in E such that 
T{U) C T{x) + Ds,s 
where Ds,e 三{工* e E*: {x% h) < £ V h G S}. 
Proposition 1.3.4 [19] Let p be a homology on E and f a continuous convex 
function on a nonempty open convex subset D ofE. Then the subdijferential map 
df is f5-continuous at a point x in D if and only iff is f3-differentiable there. 
Proof : Suppose that df is /3-continuous at x, and let {x*} = df{x), S in p 
and e > 0. By /3-continuity, there exists S^ > 0 such that B(x, S') C D and 
{y* — x*, h) < e for any y G B{x, 6'), y* G df{y) and h G S. Since S is bounded, 
we can choose 5 > 0 such that \\th\\ < 6' whenever 0 < t < S and h G S. Thus, 
for any 0 < t < 6, h e S and y* G df{x + tk), we have {y* — x*, h) < £ and 
-t(y*, h) = {y\x - [x + th)) < f{x) — f{x + th), 
so 
0 < t-'[f{x + th) - f{x)] - (x\ h) < {y* - x*, h) < e, 
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showing that / is /^-differentiable at x. To see the converse, let S G f3 and s > 0 
and write x* = sy^f(x). Assume by the way of contradiction that there exist 
sequences (xn) in D and « ) in E* with x； G df{xn) such that \\xn — x\\ — 0 
but < — X* ¢. Ds,e for each n. Take K in S so that « — x\K) > £. By 
/^-differentiability of f at x, there exists S > 0 such that x + th G D and 
f{x^th)-f{x) e  
{x , ti) < -
whenever 0 < t < 6 and h G S. For such t and h, we have 
(<,t/l) = « , X + th - Xn) + « , Xn - X) 
< f { x + th) - f{Xn) + « , Xn - X). 
Therefore, 
eS < (x*^-x*,Shn) 
< lf(x + Shn) — f{x) — {X*, Shn)] + « , Xn — x) + f{x) — f{Xn) 
< s6/2 + « , Xn — x) + [ f { x ) - f{Xn)]. ( 1 . 4 ) 
Since f is continuous and df is locally bounded on D, the last two terms in 
(1.4) converge to zero as n tends to oo. But this would yield 2eS < sS, which is 
impossible. Q.E.D. 
We state a characterization of Gateaux and Frechet differentiability of a con-
vex function f in terms of continuity of df. We need a definition. 
Definition 1.3.5 A selection ip for a set-valued map T is a single-valued map 
satisfying (f{x) G T{x) for each x in the domain ofT. 
Proposition 1.3.6 [17, p.l9] Let f be a continuous convexfunction on D. Then 
f is Gateaux (respectively Frechet) differentiable at a point x in D if and only 
if there is a selection ip for the subdifferential map df which is norm-to-weak* 
(respectively norm-to-norm) continuous at x. 
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Two types of set-valued maps we are greatly interested in. They are what we 
called maximal monotone operators and upper semicontinuous compact valued 
(usco) maps. They are generalizations of subdifferential maps of convex functions. 
Definition 1.3.7 (a) A subset G of E x E* is said to be monotone if 
{x*-y^x-y) > 0 
whenever (x, x*) and (y,y*) are in G. 
(b) A set-valued map T from a subset D of E into E* is called monotone if 
G{T) = { (x ,x*) G D X E�. X* e T{x)} 
is a monotone set. 
(c) A monotone operator T from E into E* is called maximal monotone in a 
set D in E if the set G{T) fl {D x E*) is maximal (under set inclusion) in 
the family of all monotone sets contained in D x E* 
Example 1.3.8 (a) A function f: R ^ M is monotone in the above sense if 
and only if it is monotone increasing in the usual sense, that is, if and only 
if f{xi) < f{x2) whenever Xi < X2. 
(b) Let f be a convexfunction on a nonempty open convex subset D ofE. Then 
the operator T on E given by 
T , �‘ 糊 ' f ^ ^ D 
T(x)= < 
0 if X e E\D 
\ 
is monotone with D{T) = D{df). In fact, for any x, y in D{T) = D{df) 
and any x* in T{x) and y* in T{y), we have 
{x*,y-x) < f { y ) - f { x ) , 
{y\x-y) < f { x ) - f { y ) . 
The monotone property can be gained by adding the above inequalities. 
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Remark 1.3.9 It follows from definition that a monotone operator T : E ~^ E* 
is maximal monotone in D if the following condition holds: if (y, y*) G D x E* 
satisfies 
{x* 一 y\X - y) > 0 Vx G D, x* G T{x) (1.5) 
then y* is necessarily in T{y). 
We list here some properties of monotone operators. 
Proposition 1.3.10 [17, p.29] Let T be a monotone operator from E into E*. 
Suppose that 
D = intD{T) = int{x G E: T{x) + 0} 
is nonempty. Then T is locally bounded on D. 
Proposition 1.3.11 [17, p.31] Let T be a maximal monotone operator from E 
into E*. Suppose that D 三 intD{T) is nonempty. Then 
(i) T{x) is a weak* compact convex set in E* for each x in D, and 
(ii) T is norm-to-weak* upper semicontinuous on D. 
Proof : Let x be in D and x{,x2 in T{x) and let 0 < A < 1. Then for any 
y e D{T) and y* e T{y) we have 
{Xx{^{l-X)x*-y*,x-y)>0 
by monotonicity. Hence by Remark 1.3.9, Xx{ + (1 — X)x2 must belong to T(x), 
proving the convexity of T{x). From Proposition 1.3.10, T(x) is bounded. To see 
that T(x) is weak* compact it suffices to show that it is weak* closed. Let (x*) be 
a sequence in T{x) weak* converging to some x* in E*. Then for any y e D{T) 
and y * G T ( y ) , 
{xl-y\x-y) > 0 . 
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Passing to the limit yields 
{x*-y%x-y) > 0 . 
Again, by Remark 1.3.9, x* e T{x), showing (i). The proof of (ii) is similar to 
that of Proposition 1.3.2 so we omit it here. Q.E.D. 
Proposition 1.3.12 [17, p.99] Let D be an open set in E and T a monotone 
and norm-to-weak* upper semicontinuous operator from D into E*. If T{x) is 
nonempty, convex and weak* closedfor each x in D, then T is maximal monotone 
in D. 
Proof : Let y in D and y* in E* such that (1.5) holds, but y* is not in T(y). 
Then Separation Theorem gives a point x in E such that 
T{y) C W = {x* G F*: (x*, x) < {y\x)}. 
Since W is weak* open and since T is norm-to-weak* upper semicontinuous, there 
exists an open neighborhood U of y in D such that T[U) C W. Let t > 0 be 
such that u 三 y + tx G U and x* in T{u). Then from (1.5) we get 
0 < {y* - x\y- u) = -t(y* - x*,x) 
which implies that x* is not in VF, a contradiction. Q.E.D. 
Corollary 1.3.13 Let f be a continuous convex function on a nonempty open 
convex set D in E. Then the subdifferential map df is maximal monotone in D. 
We now consider a generalization of maximal monotone operators, the usco 
maps. 
Definition 1.3.14 Let X and Y be Hausdorff topological spaces and F a set-
valued map from X into Y. 
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fa) F is called usco if it is upper semicontinuous and F(x) is nonempty and 
compact for each x in X. 
(b) If Y is a Hausdorff vector space, then a usco map F is said to he convex if 
F{x) is convex for each x in X. 
(c) IfY is a dual Banach space E*, saying that a usco map F w*-usco means 
that Y is taken to be E* in its weak* topology. 
Example 1.3.15 Let T he a maximal monotone operator from E into E* and 
D a nonempty open subset of the domain ofT. Then by Proposition 1.3.11 the 
restriction T^ ofT to D is convex w*-usco. 
Definition 1.3.16 Let X and Y be Hausdorff topological spaces and let Fi and i^ 
be two usco maps from X into Y. Fi is said to contain F), denoted by Fi C F), 
if G{Fi) C G{F2). A usco map (respectively a convex usco map) is said to be 
minimal if it does not properly contain any other usco maps (respectively convex 
usco maps). 
By Zorn's lemma, every usco map (respectively convex usco map) is contained 
in a minimal usco map (respectively a minimal convex usco map). 
Proposition 1.3.17 [17, p.98] Let X and Y be Hausdorff topological spaces and 
F a usco map from X into Y. Then 
(a) the graph G{F) ofF is closed in X x Y; 
(b) if Fi is a map from X into Y with closed graph and if Fi is contained in 
F, then Fi is also usco; 
(c) ifD is a closed subset ofG{F) that projects onto X, then D is the graph of 
a usco map from X into Y contained in F. Consequently, ifF is a minimal 
usco map and if Di is a proper closed subset of G{F), then 7r(D1) is not 
the whole space X, where n is the natural projection of X x Y onto X. 
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Proof : 
(a) Let {xc, ya) be a net in G{F) converging to a point {x, y) in X x Y. Suppose 
that y is not in F{x). Then since F{x) is compact there is an open set U 
containing F{x) such that y is not in U. But by upper semicontinuity of 
F, {ya) is eventually in U and hence y is in U, a contradiction. 
(b) Since G{Fi) is closed and since G{Fi) C G[F), we have for each x in X, 
Fi{x) closed and Fi{x) C F{x), and hence Fi{x) is necessarily compact. It 
remains to prove that Fi is upper semicontinuous. Suppose to the contrary 
that Fi is not upper semicontinuous at a point x in X. Then there exist 
an open set U in Y containing Fi{x), a net {xa) in X converging to x and 
points ya in Fi{xa)\U for all a. Since F is upper semicontinuous at x, 
the net (y^) is eventually in every neighborhood of F{x). Thus there is a 
cluster point y of (?/^) in the compact set F{x). Take a subnet of (x^, ya) 
converging to {x, y). Since G{Fi) is closed, y belongs to Fi(x); on the other 
hand, since ya is in Y\U for all a, y must be in Y\U, a contradiction. 
(c) The assertion follows readily from (b). Q.E.D. 
Proposition 1.3.18 [19] Let X, Y and Z be Hausdorff spaces and let F be a 
minimal usco map from X into Y. 
(a) IfU is an open subset ofX, then the restriction Fu ofF to U is a minimal 
usco map. 
(b) If f: Y ~> Z is a continuous map, then f o F is a minimal usco map from 
X into Z. 
(c) Let U and W be open subsets of X and Y respectively. If F{U) n W is 
nonempty, then {x G U: F{x) C W} is a nonempty open subset ofU. 
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Proof : 
(a) Clearly Fu is a usco map. If Fi were a usco map from U into Y properly 
contained in Fu, then 
[ c (F ) n {{x\u) X Y}] u G p r y 
would be the graph of a usco map from X to Y properly contained in F. 
(b) The proof is similar to that of (a). 
(c) Suppose that the set {x G U\ F{x) C W} is empty, that is, F{x) H {y\W) 
is nonempty for each x in U. Denote by 7r the natural projection from 
X X Y onto X. Then 
y = {G{F) n 7r-\X\U)} U {[X X y]X[C(F) n {U x (F\VF))]} 
is a proper closed subset of G{F) and ^{V) 二 X. It follows from Proposition 
1.3.17(c) that V would be the graph of a usco map properly contained in F, 
contrary to the minimality of F. Now from upper semicontinuity of F, the 
set {x G X : F(x) C W} is open in X and so the set {x G U: F(x) C W} 
is nonempty and open in U. Q.E.D. 
There is a close relationship between maximal monotone operators in an open 
set D and minimal usco maps in D. 
Proposition 1.3.19 [17, p.lOO] Let D be an open subset of E and T a set-
valued map from D into E*. Suppose that T has nonempty values and is maximal 
monotone in D. Then T is a minimal convex w*-usco map in D. 
P r o o f : From Example 1.3.15 we already know that T is convex w*-usco. To see 
that it is minimal in this family, let F be a convex w*-usco map from D to E* 
contained in T. Then by Proposition 1.3.12, F is maximal monotone in D and 
hence we must have F = T. Q.E.D. 
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Definition 1.3.20 Let X he a Hausdorff space and F a set-valued map from X 
into E*. A map wF on X is defined as follows: for each x in X, WF{x) is taken 
to be the weak* closed convex hull of F{x) in E*. 
Proposition 1.3.21 [17, p.l01] Let X be a Hausdorff space and F a w*-usco 
map from X into E*. Then the map WF is convex vf-usco. 
Proof : The map WF obviously has nonempty weak* compact convex values. 
Let X be a point in X and U a weak* open subset of E* with WF{x) C U. We can 
assume that U — WF{x) + W, where W is a weak* closed convex neighborhood 
of 0. Since F is upper semicontinuous, there is an open neighborhood V of x in 
X such that 
F{V) C ^F{x) + W 
and hence mF(V) C WF{x) + W^ proving the weak* upper semicontinuity of 
WF. Q.E.D. 
Proposition 1.3.22 [17, p.l02] Let F be a minimal usco map on a Baire space 
X with values in a Hausdorff space (F, r) and d a metric on Y. Suppose that for 
every nonempty open subset U of X there exists a nonempty open subset V of U 
such that F{y) contains relatively open subsets of arbitrarily small d-diameter. 
Then there exists a dense Gs subset G of X such that F is single-valued and 
d-upper semicontinuous at each point of G. 
Proo f : For a given s > 0, let G^ be the union of all open subsets Q of X with 
d-diamF(l^) < e. We claim that G^ is dense and open in X. Clearly G^ is open in 
X. To see that it is dense, let U be a nonempty open subset of X. By hypothesis, 
there exist a nonempty open subset V of U and a r-open subset of W of Y such 
that F{V) n W is nonempty and d-diam(F(y) n W) < e. Since by Proposition 
1.3.17(a), the graph G{F) of F is closed and since G{F) fl {V x W) is nonempty, 
assertion (c) of the same proposition implies that n 三 7r[G(i^)\(V^ x W)] + X 
CHAPTER 1. PRELIMINARIES 24 
where n is the natural projection of X x Y onto X. Take x^ in X\n. Then 
7r"^(xo) n G[F) C V X W, which means that Xo belongs to V and F(xo) is 
contained in W. Let 
Q = Vn{xeX: F(x) C W]. 
Then Q is an open neighborhood of xo and d-diamF((7) < d-diam(F(y)nTi/) < e. 
It follows that Q C Ge] and hence V 门 Gs and U 门 Ge are nonempty. Now, let 
G 三 ri{Gi/n: n = 1, 2,.. .}. 
It is clear that F is single-valued and d-upper semicontinuous at each point of G. 
Since X is a Baire space, G is indeed a dense Gs subset of X. Q.E.D. 
We conclude this section with two more definitions. 
Definition 1.3.23 A Hausdorff space Y is said to be of type S iffor any minimal 
usco map F from a Baire space X into Y the set {x G X: F{x) is a singleton} 
is residual in X. 
Definition 1.3.24 A Banach space E is said to be of class(S) if {E*, weak*) is 
of type S. 
Chapter 2 
Variational Principle 
In this chapter, we address ourselves to the problem of minimizing a lower semi-
continuous bounded below function f on the real Banach space E. If E is com-
pact, the existence of a minimizer is guaranteed, that is, there exists a point Xo 
in E such that 
/ ( a ; o ) = i ^ f / E i n f { / W : : r e E } . 
When no compactness assumption is made, minimum points need not exist; but 
we can still say more. In fact what we are going to study in this chapter is better 
described as 'perturbed optimization': for some Lipschitz function $, having 
Lipschitz constant as small as we wish, the perturbed function f + $ attains its 
minimum on E. 
In 1972 Ivar Ekeland [8] proved the following result; here we restrict ourselves 
to the Banach space setting. 
Theorem 2.0.1 (Ekeland's ^-Variational Principle) Let f be a proper lower 
semicontinuous bounded below function on E and X > 0. Then for any x^ in E 
and e > 0 with 
f{xo) < i n f / + 6 
there exists a point 0：£ in E such that 
25 
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(a) \\xe — Xo|| < A， 
(b) f{Xe) + {e|X)Wxe - Xo|| < f{xo), 
(c) f{Xe) < f{x) + (^ /A)||Xe - x|| V X + Xe-
This principle asserts that if f{xo) is nearly a minimum value for f then for any 
A > 0 there is a point x^ in E relatively close to Xo such that f + (e/A)||o:e — .| 
attains a strict minimum at Xg. A great drawback of this result is that the 
perturbed function f + {e/X)Wx^ — .|| is not differentiable even when the original 
function f is differentiable. To overcome this objection, J. M. Borwein and D. 
Preiss [3] looked for a more general form of perturbation and yielded a smooth 
variational principle for Banach spaces with a smooth renorm. 
Theorem 2.0.2 (Borwein-Preiss' Smooth ^-Variational Principle) Let f 
be a proper lower semicontinuous bounded below function on E. Let X > 0 and 
p > 1 be given. Then for any x^ in E and e > 0 with 
f{xo) < i n f / + s h/ 
there exists a sequence {xn) in E converging to some x^ in E and a real-valued 




where 6^ > 0，i = 1, 2,... and Zl=i ^ = 1, such that 
(a) \\xe — Xo|| < A^ 
(b) f{x,)<mfEf^e, 
(c) / (xe) + {e/X^)^,{x,) < f{x) + {s/X^)^,{x) V x G E. 
Moreover, ifE has a |3_smooth norm and p > 1，then 
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(d) 0 G d^f{x,) + {pe/X)B* 
where B* is the dual unit ball in E*. 
We present a generalization of these two ^-variational principles due to Li 
and Shi [13] and see how this result improves the original ones in section 2.1. 
In addition, some corollaries of Ekeland's ^-variational principle are provided; 
specifically, we prove Brondsted-Rockafellar Theorem on subdifferentiability and 
Rockafellar's result on maximal monotonicity of subdifferential maps for lower 
semicontinuous convex functions. In section 2.2 a more general smooth variational 
principle is obtained for Banach spaces with a Lipschitz smooth 'bump function'. 
These theorems can be used to derive results on existence of derivatives for convex 
functions. 
2.1 A Generalized Variational Principle 
Li and Shi [13] unifed and generalized Theorems 2.0.1 and 2.0.2 by replacing the 
norm function || • || by a 'gauge type' lower semicontinuous function, by which we 
mean a nonnegative lower semicontinuous function p on E satisfying 
(i) p(0) = 0，and 
(ii) V {yk) C E , p { y k ) ^ O ^ W v k W ^ O . 
Of course the norm function is of this type. The idea of the proof of this general-
ization follows that of the original Ekeland's ^-variational principle. Here is the 
statement. 
Theorem 2.1.1 [13] Suppose that f is a proper lower semiconfAnuous hounded 
below function on E. Let p\ E ~^ [0, oo] be a lower semicontinuous function 
satisfying 
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(i) p(0) = 0，and 
� V {vk) C E, p[yk) ^ 0 4 WvkW — 0; 
and (5^)^o a nonnegative number sequence with ^ > 0. Then for any xg in E 
and s > 0 with 
f M < i n f / + 5 
there exists a sequence {xn) in E converging to some x^ in E such that 
(a) p{xe - Xn) < e/{2^So) for n = 0，1,…， 
(h) f{Xe) + E £ o ^P{^e -而）< f{xo); 
moreover, when there are infinitely many n for which Sn > 0； we have for any 
工半 e^; 
� f { x , ) + E £ o ^ P ( A — 工 2 ) < / W + E S o 民"(工-工“; 
and when there are only finitely many n for which Sn > 0，say 6^ > 0 and 6j = 0 
for all j > k > 0，we have for any x • x^, an integer m > k so that 
(C,) / ( : r^)+Ef=0 ^iP{Xe-Xi)+6kp{Xe-Xm) < /(2:) + Et"0 ^tP{x-Xi)+5kp{x-Xm) 
with the understanding that the summation would not exist when k = 0. 
Proof : Suppose first that Sn > 0 for infinitely many n. We can assume without 
loss of generality that Sn > 0 for all n. For simplicity of notation we define a 
nondecreasing sequence {fn)^=o of lower semicontinuous functions on E by 
n 
fn{x) : = f { x ) ^ Y . 6 i p { x - x ^ ) , X e E. ( 2 . 1 ) 
z = 0 
We define sequences {An)^=o and {xn)^=o as follows. Set 
A ) 三 { x e E : f o { x ) < f { x o ) } . (2.2) 
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Since xo is in Ao and /• is lower semicontinuous on E we see that Ao is a nonempty 
closed subset of E, and for any y in 爲， 
SoP(y - xo) < f(xo) - f{y) < f{xo) - i n f / < e. (2.3) 
In general suppose that we have defined x^-i and An-i {n > 1). Take Xn G An-i 
such that 
fn-l{Xn) < inf U_,{x)^Sns/{2^So) (2.4) 
X^An-l 
and set 
An 三 { x e A ^ - 1： fn{x) < fn-l{Xn)} ( 2 . 5 ) 
which is also a nonempty closed subset of E. Note that since Xn+i G A^-i for 
each n > 1, (2.2) and (2.5) imply that 
fn{Xn+l) < fn-l{Xn) < f{xo). (2.6) 
Also from (2.1), (2.4) and (2.5) and the fact that An C A^-i {n > 1), we have 
for any y in An, 
6np{y - Xn) < fn-l{Xn) " fn-l{y) 
< fn-l{Xn) - inf fn-l{x) 
xeAn-l 
< SnE/{2^5,) (2.7) 
hence p{y — Xn) — 0 and so by (ii), \\y — Xn\\ ~^ 0. It follows that the diameter 
diam{An) of An tends to zero. Since E is complete, there exists a unique x^ in 
E such that {xe} = A ^ A i ; ^e satisfies (a) by (2.3) and (2.7). In addition, 
as diam{An) ~^ 0, we have Xn — x^. Moreover, from (2.6) and the fact that 
Xe G n ^ o ^n, we get for each n, 
f{Xo) > fn-l{Xn) > fn{Xe). 
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Letting n ^ 00 establishes (b). To see (c), let x G £^\{a;e}. Then there exists a 
positive integer m such that x • Am- From (2.5) and (2.6) we can deduce that 
for any q > m 
fm{x) > /m-l(^m) > fq-l{^q) > fq{Xe)-
Again letting q ^ 00 gives (c). 
Suppose next that there is a nonnegative integer k so that 6^ > 0 and Sj = 0 
for all j > k. Without loss of generality we assume that 6n > 0 for all n < k. For 
n < k we take Xn and An as above; and for n > k we choose x^ G An- i so that 
fk-i{xn) < inf fk-i{x) + 6ks/{2^6o) 
xeAn-l 
and set 
An = {x G An-l ： fk-l{oc) + 6kp{x 一 X^) < fk-l{Xn)}' (2.8) 
Then by the same deduction as above we see that (x^) converges to some x^ in E 
such that (a) and (b) hold. To establish (c'), let x in £^\{xe}. Then there exists 
an integer m > k such that x ¢. Am- Now (2.8) gives 
fk-l{x) + Skp{x - Xm) > fk-l{Xm) > fk-l{Xe) + Skp{x, — Xm) 
which is (c'). Q.E.D. 
Ekeland's and Borwein-Preiss' s-variational principles can be recaptured from 
Theorem 2.1.1. In fact, if we take p{x) = (e/A)||x||,如=1 and Sn = 0 for all 
n > 1, then (a), (b) and (c') in Theorem 2.1.1 become 
{e/\)\\xe - xo|| < e, 
f{xe) + [e|X)Wx, - Xo|| < / (xo) , 
f{Xe) < f{x) + {e/X)Wx — Xm\\ — (^/A)||Xe - Xm\\ < f{x) + (s/A)||Xe — x\ 
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for all X + Xe, giving Ekeland's ^-variational principle with a little improvement. 
If we take p{x) = (e/A )^||x|| ,^ e' = f(Xo) — inf^ ；/, So > E^'|e and 知 > 0 for all n 
with E ^ o � = 1, then (a), (b) and (c) in Theorem 2.1.1 give 
[e|X^)Wx,-x^f < e'/5^ < e, 
f{Xe) + ( 剩 E ^ ^|ke - Xz||^  < f{xo) < inf^ f + 6, 
f{Xs) + {s/xn EZl A||le -工2�< f{x) + {s/XP) E£l ^||^ - A||P Vx 7^ X, 
yielding the first part of Borwein-Preiss' smooth e-variational principle with some 
significant improvements. 
We next apply Ekeland's s-variational principle to prove J. M. Borwein's The-
orem, from which a number of corollaries are derived; in particular, we will show 
that the subdifferential map of a proper lower semicontinuous convex function on 
E is maximal monotone. 
Theorem 2.1.2 [2] Let f be a proper lower semicontinuous convex function on 
E, £ > 0 and p > 0. Suppose that xo is a point in dom{f) and x^ in the s-
subdifferential 达/(0：0) of f at XQ. Then there exist points x^ in dom{f) and x* 
in E* such that 
� K ^ df{x,), 
(ii) \\xs —狗|| S v^; 
fmJ 丨/⑷—f{xo)l < v^(x/^ + V")， 
M IK - 411 < v^ (i + /^ l|zSll), 
(v) \{x*-xly)\<y^{\\y\\^fi\{xly)\) ^yeE, 
M xi e d2ef{x0) 
with the understanding that l//x = 00 when |j^ = 0. 
CHAPTER 2. VARIATIONAL PRINCIPLE 32 
Proof : Renorm E by an equivalent norm ||. ||^  given by ||x||^  := ||x||H-//|(xQ, x)|, 
and define a proper lower semicontinuous convex function g on E by 
g{x) := f[x) - (xo ,x) , X G E. 
Note that dom{f) = dom{g) and df{x) = dg{x) + x^. Since xJ G def{xo), we 
have for all y in E, 
9(工0) = f{xo) — (^o, xo> < f{y) - {xl, y) + e = g{y) + e 
and hence 
g{xo) < M g + s. (2.9) hj 
Apply Theorem 2.0.1 with A = yJe to the function g and the norm || • ||^  to 
conclude that there exists a point x^ in dom{g) such that 
g{xe) < g{x) + v^||x - XeW^ ^x 7^ x^, (2 .10) 
9{^e) + v^||a:o - e^||/i < 9{xo). (2.11) 
Let h{x) = ||x — rTe||^  x G E. (2.10) can be restated as 0 6 d{g + y/eh){xs). As 
h is continuous, we see from Proposition 1.2.3 that 
d{g + Veh){xe) 二 dg(oCe) + V^dh{xe) 二 df{xe) - x* + ^/£^h{x,) 
while from definition of || • ||" and Example 1.1.5 
dh{x^) = 5|| . ||^ (0) 二 {j;* + axl: ||a:*|| < 1 and \a\ < /j,}. 
Thus there is some point x* in df{xs) of the form x* = ^Jex* + (1 — y/ea)xl where 
|x*|| < 1 and \a\ < fi. Hence for all y in E, 
〈工：一4"�1 二 ^^l〈工*，?/〉-QK工S,"� 
< x/^(||y||+/i|(x*,y)|). (2.12) 
CHAPTER 2. VARIATIONAL PRINCIPLE 33 
(v) is established, which in turn implies (iv). It follows from (2.9) and (2.11) that 
0 < y/eWxo - Xe||^  = V^(||^0 - Xe\\ + ^ 1(^ 0^^ 0^ " e^>|) (2.13) 
< g{xo) - g{x,) < 6. (2.14) 
In particular, (ii) holds and 
{x*Q,xo - Xe) < V^ /M- (2.15) 
Moreover, (2.14) shows that 
0 < g{Xo) - g{Xe) 二 / ( X o ) — f{Xe) 一 {x^^Xo _ X^) < £• 
This, together with (2.15), allows us to obtain 
f{Xo) — f{00e)l < li^*0,Xe 一 Xo)| + ^ < V (^v^ + V/^ ) 
which is (iii). Finally, since x* G df{xe) and Xg e def{xo), (2.12) and (2.13) 
imply that for any x in E, 
{x*,x - Xo) = { x * , x - Xe) + {x*,Xe " ^o) 
< f{x) - f{xo) + f{xo) — f(Xe) + {x*, Xe — Xo) + (x* - X*Q, Xe 一 o^) 
< / ( x ) - / ( x o ) + ^ + e 
=/(x)-/(xo) + 2s. 
Thus (vi) holds and the proof is completed. Q.E.D. 
As an immediate corollary, we obtain Brondsted-Rockafellar Theorem which 
gives us information about the subdifFerentiability of lower semicontinuous convex 
functions. 
Theorem 2.1.3 (Brondsted-Rockafellar Theorem) [17, p.51] Suppose that 
f is a proper lower semicontinuous convex function on E. Then for any points 
.To in dom{f) and xJ in def{xo) and any e > 0 there exist points x^ in dom{f) 
and X* in E* such that 
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� K e df{x,), 
(ii) \\Xe - Xo|| s v^， 
(iii) \\x* — Xo|| < v^. 
In particular, the domain of df is dense in the effective domain off. 
Proof : Take /i = 0 in Theorem 2.1.2 and the results follow readily from asser-
tions (i), (ii) and (iv) there. Q.E.D. 
The following formula is a strengthened form of Proposition 1.2.6. 
Theorem 2.1.4 [2] Let f be a proper lower semicontinuous convex function on 
E, Xo in dom{f) and y in E. Then 
d^f{ooo){y) = l i m s u p { « , | / ) : x ： G ^ ( : r � ) } (2.16) 
e^0+ 
where x* 6 Se{xo) if and only if there exists 工已 in dom{f) such that 
(i) X* G df{x,), 
(ii) \\xs — Xo|| < £’ 
问 lf{Xe) - f{xo)l < £, 
(iv) OC* e def{xo). 
To prove Theorem 2.1.4 we need the following fact which is a simple conse-
quence of Theorem 2.1.2. 
Lemma 2.1.5 Let f and x^ be as in Theorem 2.1.4 and let 0 < S < 1. Suppose 
that XQ is in dsf{xo). Then there exists x} in S2^{x0) such that 
M-xly)\<VS{\\y\\^\(xly)\) ^yeE. 
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Proof : Apply Theorem 2.1.2 to XQ with fjL 二 1 and S in place of e to produce 
points 30s in dom{f) and x} in E* such that 
(i) 4 G df{xs), 
(ii) \\xs — a;o|| < V^, 
(iii) \f{xs)-f{xo)\ < VS(VS + 1), 
(iv) xl e d2sf{xo), 
(v) |(xJ-xS,y)|<V^(||y|| + |(4,y)|) y y e E . 
Since 0 < S < 1, (i)-(iv) show that x| G S^^ixo)- Q.E.D. 
Proof of Theorem 2.1.4 : Note that Se^ C Se^ if 0 < ei < 62； thus the limit in 
(2.16) exists. Since Se{xo) C def{xo), Theorem 1.2.6 implies that d 三 d+f(30o)(jj) 
is no smaller than the right hand side of (2.16); so they are equal if d = —00. To 
obtain (2.16) it suffices to show the reverse inequality when d > —00. 
Suppose first that d is finite. Choose 6 with 0 < 6 < 1 sufficiently small that 
V6^'[f{xo + VSy) — f{xo)] + V^ < d + 1. 
From Proposition 1.2.6, 
d < sup{{x*,y): X* e dsf{xo)}, 
so we can choose xJ G (¾/(^¾) such that {xJ, y) > d — S. Apply Lemma 2.1.5 to 
produce xJ G ^7^(^0) so that 
{xhy) >�4"�- v^ (ll2/ll + K4i/>l). 
As XQ G dsf{xo) we have 
〈工^  y) < ^/6'\f{xo + VSy) - f{xo)] + V^ < d + 1. 
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Hence, 
�:r:，"〉2d“-^2/|| + |a(| + l). 
The right hand side of this expression tends to d as S tends to zero, so (2.16) 
holds in this case. 
Suppose next that d = +oo. From Proposition 1.2.6, we can pick 0 < & < 
b < 1 and XQ e def {xo) with (xJ,y) > l/S. Necessarily x^ G 济/(工0). Again by 
Lemma 2.1.5 we obtain a point x^ G ^ ^ ( ^ o ) so that 
{x*s,y) > {xl,y) - v^ (|b|| + |(2:5,1/>|) 
> {l-^/S)/S-\\y\\. (2.17) 
Now the right hand side of (2.17) tends to 00 as S tends to zero, so the proof is 
completed. Q.E.D. 
Now we can prove Rockafellar's theorem [17, p.59] on maximal monotonicity 
of subdifFerential maps for lower semicontinuous convex functions. 
Theorem 2.1.6 Let f be a proper lower semicontinuous convex function on E. 
Then its subdifferential map df is maximal monotone in E. 
P r o o f : From Remark 1.3.9 it suffices to prove that whenever y in E and y* in 
E*\df{y) there exist x in dom{f) and x* in df{x) such that (y* — x*,y — x) < 0. 
Instead of f we consider the proper lower semicontinuous convex function g on 
E given by g{x) :二 f(oc + y) — {y*, x), x G E. Note that x* G dg{x) if and 
only if X* + y* G df{x + y). Therefore, if y* • df{y), then 0 i ^ ( 0 ) ; and if 
X* G dg{x) and (a:*,x) < 0, then with z 三 j; + y and 2：* 三 j;* + y* we have 
2:* G df{z) and {y* - z*,y - x) < 0. So we can assume that 0 朱 df{0) and 
seek points x in dom{f) and x* in df{x) such that {x*,x) < 0. By Proposition 
1.1.6, 0 is thus not a global minimum for / , so there is a point Xi in dom{f) with 
/ ( x i ) < / (0 ) . Let h be the proper lower semicontinuous convex function on R 
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defined by h{t) := f{txi), t G M. Since h{0) > h{l) and since h{t) increases as t 
goes from 1 to 0, its directional derivative d~^h{t){—l) must be positive at some 
point to with 0 < t �< 1 and h{to) < oo. Let Xo 三 tocc! G dom(f). Then by 
homogeneity we have 
tod+h(to)(-l) 二 d+f(xo)(-xo) > 25 
for some 8 > 0. Theorem 2.1.4 gives points x^ in dom{f) and x§ in df{xs) 
satisfying 
(a) { x l - X o ) > 2^, 
(b) xJ G dsf{xo), 
(c) lf{xs)-f{xo)l<S. 
This implies that 
{xhxs) < {x}, Xo) + f{xs) - f{xo) + 6 < —25 + (^  + (^  = 0 
which completes the proof. Q.E.D. 
2.2 A Smooth Variational Principle 
In this section, Banach spaces which admit a Lipschitz smooth 'bump function' 
are concerned and we will obtain a generalized smooth variational principle for 
such spaces. As an application we study the subdifferentiability problem of lower 
semicontinuous functions. 
A bump function b on a Banach space E means a real-valued function on E 
with nonempty support. We can assume that b{0) > 0 and b{x) = 0 whenever 
|x|| > 1. Replacing b by ¢) o b if necessary where ¢: R ~> [0,1] is a continuously 
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differentiable function satisfying ¢(0) 二 0 and (/>(6(0)) 二 1, we thus have the 
following assumption: 
f 
There exists a Lipschitz /？-smooth function b: E ~> [0,1] such that 
(H) (Hi) b{0) = 1, and 
(Hii) b{x) = 0 whenever ||x|| > 1. 
V 
Proposition 2.2.1 [5] Assume (H) holds. Then 
‘ 
There exists a Lipschitz |3-smooth function p: E ~> [0,1] such that 
(P) (Pi) 0 < p{x) < L\\x\\, and 
(Pii) p{x) > ||a:|p/4 whenever ||a:|| < 1 
、 
where L is a constant. 
Proof : Let b be the bump function given in (H) and define p on E by 
" 问 : 二 £ ^ [ 1 - 释 ) ] , “ 五 . 
n=l乙 
Obviously, p is /3-smooth and Lipschitz with the same Lipschitz constant L as b. 
For any x in E, 
oo 1 1 
0 < p{x) < V — = - < 1 
—^^ ) — ^^ <^n 3 
and 
p[^) = p{x) — p(0) < L\\x\ . 
Moreover, if ||x|| < 1, let n be the integer so that l / 2 [ i > ||x|| > 1 / 2 �t h e n 
p{x) > ^[1 - b{2^x)] = ^ > 琴 . 
严、> —<^n \ 乂」-2"2n — 4 
Therefore p satisfies (P). Q.E.D. 
Remark 2.2.2 In the above calculation we have p{x) > l/2^" whenever ||x| > 
l /2^; this means that p{x) ~^ 0 implies ||x|| ~^ 0. 
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Proposition 2.2.3 [13] Let p be a Lipschitz /3-smooth real-valued function on 
the open ball B 三 B(Q;r) (r > 0) and let {xn)^^Q be a sequence in E and Xe a 
point in E satistying 
\xe - $n|| < r!2, n = 0，1,..., 
{Sn)^^Q a positive number sequence with X)^o ^n < +oo. Suppose that 
oo 
^e(x) := Yj ^iP{^ 一 ^i):工 G E. 
i=0 
Then $^ is f3-differentiable at Xe with 
oo 
V^^e{oOe) 二 J ] ( ^ V " P ( 2 : e - T z ) . 
i=0 
Proof : Let S be in [3. Let h G S and t > 0 small enough so that Xs — Xn^th G B. 
Then 
t~^[p[Xe — Xn + th) — p{Xs — Xn)] < L\\h\ 
where L is a Lipschitz constant of p on B and so {t~^[p[xe — Xn + th) — p{xs — Xn)]} 
is bounded uniformly for t > 0 small enough and h G S. Hence, {v^p(^e — Xn)} 
is also bounded. The result then follows from the Weierstrass M-test. Q.E.D. 
The following two results can be checked directly from definition. 
Lemma 2.2.4 Let f and g be two extended real-valued functions on E with g 
f]-superdifferentiable at a point x in E. Suppose that 
( f ^ g ) { x ) < { f + g){z) yzeE. 
Then f is (3-suhdifferentiahle at x and 0 G dpf{x) + d^g{x). 
Lemma 2.2.5 Let f be a real-valued Lipschitz [3-smooth function on E with a 
Lipschitz constant L. Then for any x in E, we have || •“ /(x)|| < L. 
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The y(3-smoothness of p can be inherited to the function $^, we thus have the 
following smooth variant. 
Theorem 2.2.6 [5][13] Let E be a Banach space admitting a Lipschitz (3-smooth 
bump function, f a proper lower semicontinuous hounded below function on E, 
and A > 0. Then for any Xo in E and £ > 0 small enough with 
fM < i n f / + 6 
there exists a point x^ in E such that 
(a) ||xg — Xo|| < 2V% 
(b) f{Xe) < f{Xo), 
(C) f{Xe) + 仏 ⑷ < f [ x ) + $e(x) VX + X,, 
(d) OG^/(xe) + (2eL/A)5* 
where $^: E ~> R is a Lipschitz f3-smooth function satisfying 
(e) 0 < $^(x) < 2e/\ \/x G E, and 
( f ) ||V^ ^e{x)W<2eL|X 
where L is a constant and B* the dual unit ball in E*. 
Proof : We can assume that (P) holds. Take a sequence (^^n)^o of positive real 
numbers with (¾ = e/X = [ 二 知 . F r o m Theorem 2.1.1, there is a sequence 
{xn)^=i in E converging to some x^ in E such that 
p{x, - Xn) < e/(2^So) = 2—-A, n = 0,1,…， （2.18) 
f { x , ) ^ ^ , { x e ) < f { x o ) , (2.19) 
f{Xe) + <M$J < / W + ^e{x) Vx ^ Xe, (2.20) 
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where ¢^: E — [0, oo) is defined by 
^ e { x ) :二 £ s^p{x - Xi), X G E. (2.21) 
i=0 
$e is a Lipschitz /？-smooth function, (b) and (c) are direct consequence of (2.19) 
and (2.20). When s is small enough so that (Pii) and (2.18) imply that 
I k - In|| < 4 � X , - Xn) < 2 V ^ ^ 
which includes (a) when n = 0. Since Sn > 0 for each n and since 0 < p < 1, we 
have from (2.21) 
oo 
0 < $eW < 5^ 5, = 2e/X 
z=0 
and by Proposition 2.2.3 and Lemma 2.2.5, 
oo 
I lv " ^e{x)W<Y,6,Wxj^p{x-x,)W<2eL/X, 
2 = 0 
hence (e) and (f) are established. Finally, (f) and (2.20) together with Lemma 
2.2.4 show (d). Q.E.D. 
We now apply these results to study the differentiability problem of lower 
semicontinuous functions. 
Theorem 2.2.7 [13] Let E be a Banach space admitting a Lipschitz [5-sm,ooth 
bump function. Let f be a proper lower semicontinuous hounded below function 
on E. Then there is a dense set of points {x, f{x)) in the graph off such that f 
is f]-subdifferentiable at each of the points x. 
Proof : Without loss of generality, we assume that (P) holds. Let xo be a 
point in dom{f) and e > 0 be given. Since f is lower semicontinuous, the set 
G 三{a: G E: f{x) > f{xo) — s } is open. And since xo belongs to G, there exists 
Ai G (0,1) so that B{xo, Ai) C G; then from (Pii) we can find A G (0, e^/2) such 
that {x G E : p{x - x'o) < A} C G. Hence, 
in f { / ( x ) : p{x - Xo) < A} > f{xo) - e. (2.22) 
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Define a function fx on E to be fx ：= f + ^A, where Sx is the indicator function 
of the set {x G E : p{x — a;o) S A}, that is, 
‘ 
丈(� / � if P{^ — ^o) < A 
/ A W := 
+oo otherwise. 
V 
Then fx is a proper lower semicontinuous bounded below function on E, and 
from (2.22) we have 
fxM 二 f{xo) < inf fx + ^. 
bj 
Theorem 2.2.6 guarantees the existence of a point x^ in E such that 
\Xe — Xo|| < 2 v ^ < £, 
fx{xe) < fx(xo) < infs fx + e, 
and dpfx{x^) is nonempty. Since fx and f agree on a neighborhood of x^ we see 
that dpf{xe) is also nonempty. Moreover, 
f{xo) — £ < inf/A < fx{xe) = f{xs) < inf/A + e < f{xo) + £ h/ hi 
and thus, |/(a:e) — /(a:o)| < £• Q.E.D. 
Theorem 2.2.8 [13] Let E be a Banach space admitting a Lipschitz |3-smooth 
bump function. Then every continuous convex function f defined on an open 
convex subset D of E is densely ^-differentiable in D. 
Proof : Applying Theorem 2.2.7 to —f obtain a dense set in D where —f is /?-
subdifferentiable, that is, where f is /5-superdifferentiable. Since / is continuous 
and convex on D, it is always /？-subdifferentiable in D. Therefore the theorem is 
proved. Q.E.D. 
Since we have Proposition 1.1.16, we get 
Corollary 2.2.9 Banach spaces admitting Lipschitz Frechet differentiable bump 
functions are Asplund spaces. 
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In chapter 3, we will have a stronger result on differentiability of continuous 
convex functions defined on an open convex set D in E, which asserts that the 
set of y(5-differentiability points is not only dense but also a Gs in D. 
We conclude this section with a discussion of the relationship between the 
existence of a /？-smooth norm and that of a Lipschitz /5-smooth bump function 
on E. Suppose that the Banach space E admits a /5-smooth norm. Take any 
s > 0 and any continuously differentiable function ^\ R ~^ [0,1] with support in 
(e, 1 — e) and equals one in {2s, 1 — 2e); then set j3 三仁二 (p{t)dt and define a 
function B : R ^ [0,1] by 
1 厂⑴ 
B ( 0 ：=-义 ip{t)dt, C e R. 
Then B is also continuously differentiable and 
< 
, � 1 if C e ( - o o , s ) 
B{0 = 
0 if C e ( l - £ , + o o ) . 
、 
We will see that the function 
b{x) := B(||:r||), X e E 
is a Lipschitz /^-smooth bump function on E. In fact, b clearly takes values in 
the interval [0,1], 6(0) 二 1, and b{x) 二 0 whenever ||x|| > 1. The norm || • || of E 
is /5-difFerentiable away from the origin, and so is b. The smoothness of b at the 
origin follows from the fact that B is constantly one on the neighborhood (—5, e) 
of 0. Finally, let x and y be points in E. Then 
|6(z)-_ = \B{\\x\\)-B{\\y\\)\ 
1 I^M1 , � , 
= 7 / ^{t)dt 
P J INI 
1 
< —X — y 
一 /? y 
1 
< —X — y . 
f5 y 
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However, the existence of a Lipschitz 卢-smooth bump function on E does not 
imply that of a /5-smooth norm. R. Haydon (1990) [14] has constructed a Banach 
space which admits a Lipschitz Frechet differentiable bump function but does not 
have any equivalent Gateuax smooth norm. 
Nevertheless, we have the following result. If b is the function given in (H), 
then the function /x: E — [0,1] defined by ju(x) := 1 — b(x),x G E is Lipschitz 
and /5-smooth with the property that 
(i) /i(0) = 0， 
(ii) ^(x) = 1 whenever ||x|| > 1. 
Theorem 2.2.10 [1^] Suppose that there exists a Lipschitz j3-superdifferentiable 
function fjr. E ~> [0,1] such that 
⑴ m 二 0， 
(ii) /i(x) = 1 whenever ||x|| > 1, and 
(iii) fjL is convex on the set {x G E: jjL[x) < 2a} for some a G (0,1/2). 
Then there exists a [3-smooth equivalent norm on E. 
Proof : Without loss of generality we can assume that /i is symmetric. Other-
wise, consider |[/i(x)+jL^(-a;)] (which also satisfies the hypothesis but is convex on 
the set {x e E: |d{x) < a } ) . Define p to be the Minkowski functional associated 
to the open convex set Vt 三{x G E: /x(x) < a}, that is, 
p{x) := inf{A > 0: X e AQ}, x G E. 
Since 0 is nonempty, symmetric and bounded, p indeed defines an equivalent 
norm on E. We claim that p is /3-smooth away from the origin. It suffices to 
show that p is /5-smooth at each point on the boundary dQ. of 0 , that is, at each 
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point X with fi(x) 二 a. By Proposition 1.3.4, it is equivalent to show that dp is 
/^-continuous on dVt. 
Let XQ be a boundary point of Q. Since /i is convex and continuous on the 
set {x e E : jji{x) < 2a] which contains the closure Q of Vt, jjL is subdifFerentiable 
and hence /？-difFerentiable at XQ. Moreover, we must have 
(V^M(2:0),^0) > 0; 
for otherwise, 0 > (v^y^(^0)5^0) > M ^ ) — A (^0) = ^ — 0 > 0. The indicator 
function 6^ for the set Q {= {x G E: p{x) < p(xo)} = {x G E: /Li(cc) < / i(xo)}) 
has the property that 
^%(^o) 二 U ^ M ^ o ) = U A •“"(工0 ) 
A>0 A > 0 
(Example 1.2.2). It follows that for any x* in dp(xo), there exists A > 0 such that 
X* = A v ^ A^(xo); since p is a norm on E, we obtain from Example 1.1.5 that 
1 二 p{xo) = {x*,xo) = A(vV(^o),^o>-
Thus dp{xo) is a singleton, name ly ,�v I : ( "�: )�； th i s implies that p is Gateaux 
differentiable at Xo with Gateaux derivative 
嘱 - K ^ y . (2.23) 
For any nonzero point x in E we have x/p[x) belonging to G and so from (2.23) 
do(x) - p{x) ^ ~ 我 工 圓 _ _ 
_ - 剩 〈 ^ 〜 ( 眷 ) ) ， 眷 ) 〉 • 
To see that dp is /^-continuous at Xo, we take a set S in /?. Then for any h in S 
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and any x in E we have 
{dp{x) - dp{xo),h) 
= / p{^) V^M(3: /pW) v V M 似 
—\ s y ^ f j . { x / p { x ) ) , x / p { x ) ) {sj^|^i{xo),xo) ’ 
^ ! ^ ^ ； ！ ^ ^ ^ ^ 肉 糧 ― 
+ {V^^{x/p{x)lx/p{x)) —〈•〜(孙)，：!：。〉|(vV(x/p(x)),/z) 
+ | � v � ( L “� | l � V " W / ^ ) — v V M , / . > ! • (2.24) 
It follows from local boundedness and norm-to-weak* continuity of • �o n the 
set {x G E\ jji[x) < 2a] that the function x ^  {^/^|j,{x/p{x))^x/p{x)) is contin-
uous at Xo, and so is x ^  l/{s/^iJ.{x/p{x)),x/p{x)) (since (s/^|d{xo),Xo) + 0). 
Together with the fact that p is continuous at Xo, we see that the first two terms 
in (2.24) converge to zero when x converges to x^. By /？-continuity of •〜，the 
third term also converges to zero as x converges to xo . Hence, p is /5-smooth on 
泥，and this completes the proof. Q.E.D. 
Chapter 3 
Differentiability of Convex 
Functions 
An important classical result on differentiability of convex functions is that a 
continuous convex function on an open interval of the real line is differentiable 
except perhaps a countable set. This result stimulates the study of the class of 
Banach spaces where continuous convex functions possess similar differentiability 
properties. 
One basic result of this area is given by S. Mazur in 1933 [17, p.l2]. Mazur 
stated essentially that separable Banach spaces are weak Asplund spaces, that is, 
every continuous convex function defined on an open convex subset of a separable 
Banach space is Gateaux differentiable on a dense Gs set. In 1968, E. Asplund 
17, p.37] showed that there is a connection between differentiability of convex 
functions and smoothness of norms. He proved that if a Banach space admits a 
strictly convex dual norm (and hence a smooth norm), then it is a weak Asplund 
space. It was suggested from Example 1.1.11 that we would in general require a 
more stringent condition for a Banach space to be an Asplund space or to show 
similar but stronger generic properties. 
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In section 3.1 our aim is to present a sufficiency theorem for a Banach space 
to have the property that every continuous convex function f defined on an 
open convex subset D of it is generically y^-differentiable，which is achieved by 
Li and Shi [14]. Since differentiability of f is closely related to continuity of its 
subdifferential map df (Proposition 1.3.4) and since the subdifferential map is 
maximal monotone as well as minimal convex w*-usco in D (Corollary 1.3.13 and 
Proposition 1.3.19), a theorem which yields generic /5-differentiability of minimal 
w*-usco maps is given first and we then see how this result applies to continuous 
convex functions. In section 3.2, we study Asplund space in detail. We also 
provide there a useful characterization of Banach spaces to be Asplund spaces. 
3.1 On Banach Spaces with /？-Smooth Bump 
Functions 
After E. Asplund (1968) had shown that a Banach space admitting a strictly 
convex dual norm is necessarily a weak Asplund space, one line of research was 
directed along the following path. It asked whether the existence of a /^-smooth 
renorm is equivalent to the generic /5-differentiability of a continuous convex func-
tion. It remained unsolved until D. Preiss, R. R. Phelps and 1. Nanioka [19] in 
1990 showed that if a Banach space E has an equivalent /5-smooth renorm then 
every continuous convex function on an open convex subset of E is generically 
/？-differentiable. However, the converse is not true; because R. Haydon [14] had 
constructed an Asplund space which did not admit any equivalent smooth renorm. 
A modified question has been asked recently. It contributes to the equiv-
alence of the existence of a Lipschitz /？-smooth bump function to the generic 
/^-differentiability of continuous convex functions. As mentioned before, this 
problem can be reduced to that of generic y5-continuity of maximal monotone 
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operators or minimal w*-usco maps. 
In this section, we will follow the work in [19] and [14] to show that if a 
Banach space E admits a Lipschitz /3-smooth bump function, then every minimal 
w*-usco map from a Baire space into E* is generically /^-continuous. We make 
the following assumption on E. 
f 
There exists a Lipschitz y5-smooth function b: E — [0,1] such that 
(H) (Hi) b{0) = 1，and 
(Hii) b{x) = 0 whenever ||x|| > 1. 
\ 
Then, with /x(x) := 1 — b(oc), x G E, we always have the following hypothesis. 
, 
There exists a Lipschitz /?-superdifferentiable function /i: E ~^ [0，1 
such that 
(H') 
(H'i) A (^0) = 0，and 
(H'ii) jji[x) — 1 whenever ||a;|| > 1. 
V 
We remark that the function fj, given in (H') is indeed /？-smooth as the function 
b in (H) is, but since what we need is only its |3 -superdifferentiability we assume 
that it is only so in (H'). 
We will construct from |jL a /5-well function p. By a (5-well function on E we 
mean a /5-superdifferentiable continuous function p\ E ~^ [1, +oo] satisfying 
(i) p(0) < +oo, and 
(ii) p[x) = +oo whenever ||a;|| > 1. 
Proposition 3.1.1 [14] Suppose that (H) holds. Then there exists a |3-wellfunc-
tion on E. 
Proof : Take a continuously difFerentiable and increasing function g: [0,1) ~^ 
: l , + o o ) with ^(0) = 1 and l i m “ i - g{t) = +oo . Set g ( l ) = +oo . We claim that 
Po :二 g o M is a /3-well function on E, where jjL is given in (H'). Indeed it remains 
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to verify the y5-superdifferentiability of po at a point x in E with fi{x) < 1. Let 
S be a set in j3 with M 三 sup^s \\y\\ (< +oo) and e > 0. Take x* in d^|2{x) and 
e' > 0 so that 2s'|e < mm{l/g'{fi{x)), l / ( L M ) } , where L is a Lipschitz constant 
of /x. Then there exists S > 0 such that 
g{^{x + ty))-gMx))_ 《 
咖 + ty)-咖） -
and 
妳 + 力 " ) 1 ( ( 〈 工 * ， 化 ^ 
t 
whenever 0 < t < S and y in S. Hence for such t and y, we obtain 
P ^ 1 i 、 （ _ 、 （ y � 
< " ( 一 广 " ( 〜 綱 + £ ' 丨 - 〈 • ( • * , " 〉 
< g'{fi{x))e' + LMe' 
< e/2 + e/2 二 e. 
Hence, po is /？-superdifferentiable at x. Q.E.D. 
Proposition 3.1.2 [i4] Let po be a p-well function on E, jji a function given in 
(H,) and (e^) a sequence in E. For each positive integer n define a function /i^ 
on E as 
jJin{x) •= 2_n/2(nx), X G E. 
Then the functions 
n 
Pn{x) := Po{x) + Y^ IJ.k{x — 6k) 
k=l 
for n = 1, 2,... and 
00 
Poo{x) := p^{x) + Y^ jlri{x — Cn) 
n=l 
are all f3-well on E. 
Proof : For each n the function jjLn takes values in [0, 2~^] and 
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(a) |jLn is Lipschitz with a Lipschitz constant 2"^nL, where L is a Lipschitz 
constant of /i; 
(b) |jLn is everywhere /5-superdifferentiable; and 
(c) /in(0) = 0, and /i^(^) = 2~^ whenever ||x|| > l/n. 
pn is obviously a /3-well function on E. The series Z l ^ i fJ^n{^ — ^ n) converges 
uniformly and so it is continuous in x. Moreover, since 
00 00 
J2 Mn(^ — en + th) - Y^ jJLn{x - 6^) 
n=l n=l 
N N 00 
< Y1 fJ^n{0C - Cn + th) - J2 fJ^n{x - 6n) + tL\\h\\ J^ ？―、 
n—l n—1 n=N+l 
and since any finite sum of /？-superdifferentiable functions is /？-superdifferentiable, 
we can conclude from the Weierstrass M-test that Z l ^ i fin{x — e^), and hence 
poo{x), is /5-superdifferentiable. This shows that poo{x) is /5-well on E. Q.E.D. 
For a /5-well function p on E we can define a real-valued function p* on E* by 
p*(a:*):=sup^^ ,^ X* G E\ (3.1) 
eeE p(e) 
It follows readily from definition that for any /3-well functions pi and p2 on E 
with pi > p2，we must have p\ < p;. 
Proposition 3.1.3 [i4] Let p be a j3-wellfunction on E and p* defined by (3.1). 
Then there exists £• ^ (0,1) such that 
(l-^o)lk*|| < p*(x*) < ||x*|| 
for all X* in E*. If，in addition, p is symmetric, then p* is an equivalent norm 
on E\ 
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P r o o f : Since p{x) = +oo whenever ||x|| > 1 and since p > 1, we obtain 
*/ * � 〈工*,6� (a:*,e) 
p {x ' ) 二 s u p ^ ^ = sup ^ - ^ 
eeE p{e) ||e||<i p{e) 
< sup (x*, e) 
INI<i 
=11^ *11-
On the other hand, since p is continuous and 1 < p(0) < +oo, there exists 
J G (0,2p(0)) such that p (B(0 ;J ) ) C [l,2p(0)]. Therefore we get 
P*(^*) = s u p ^ > sup ^ 
eeE P[e) eeB{0-,6) p[e) 
1 , , \ 
> : ^ ^ sup {x , e) 
^P[^) eeB{0-S) 
= 丄 工 * 一 2p(0). 
Thus the first assertion holds with £o = 1 — 6/{2p{0)). Now suppose further that 
p is symmetric. To see then that p defines a norm on E* it suffices to check that 
p*(ax*) 二 \a\p*{x*) 
for all real scalars a. This is obviously true for a > 0. For a < 0， 
* / *\ \ —工 7 C/ \X . 6/ ^ f ^、 
p {ax ) = a sup———~~ 二 a s u p ^ ~ ~ ^ = a p(x). 
eeE p[e) eeE p{-e) 
Hence, p* is an equivalent norm on E*. Q.E.D. 
Proposition 3.1.4 [14] Suppose that p is a p-well function on E. Let e � b e a 
point in E with p{eo) finite. If there exist a point x^ in E* and a positive real 
number c such that 
� 4 e o� — ^ ^ 
‘ - p(eo) - e^ f p(e) - P (工。） 
then 
(i) p is j3-differentiahle at e�with \/^p{eo) = c~^XQ； and 
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(ii) for any S in |3 and any e > 0，there exists S > 0 such that 
D{p, eo,xl,S) C x*Q + Ds,s 
where D{p, e。，x*, 6)三{工* G E*: c - S < ^ ^ < p*{x*) < c + 6}. 
Proof : For any e in E, we have from definition of c that 
. � 4 , 6 � 
—~M~ 
and so 
(c"^o,e- eo) < p(e) - p(eo). 
Hence, c'^Xg e d^p(eo). Since p is necessarily /5-superdifFerentiable, (i) follows. 
To see (ii), let S in [5 and e > 0 be given. From (i), we can fix t o �0 so that 
• + Z f — — ) - � � � s f (3.2) 
to zc 
whenever h is in S. If x* e D 三 L>(p,eo,3;5,5) and h G S, then the definition of 
p* and D and (3.2) give 
(x*,eo + toh) < p*{x*)p{eo + toh) < (c + 6 ) |p(e。）+ ( c " ^ * , toh) + ^ 
L 2 c . 
and hence 
{x* 一 xl,h) 
= ^ [{x*,eo + toh) - (x*,eo)] - (^5, h) 
to 
< ^ ^ Meo) + � c - � S , “ � + ^ - ^^p{eo) - {xlh) 
26 , � 5丨 * ,\ c + 5 
=-p(eo + - ( ½ , ^ ) + ^ ^ ^ -
力0 c 2c 
Therefore we can find S > 0 sufficiently small such that {x* — xJ, h) < £ for all 
X* e D and h G S, that is, D is contained in x^ + Ds,e. Q.E.D. 
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It is the Banach-Mazur game [15] allows us to obtain the desired generic prop-
erties of continuous convex functions, maximal monotone operators or minimal 
usco maps. 
Let us first introduce the game. Let D be an open set in E and Q a subset 
of D. The game is played as follows: Two players A and B alternatively choose 
nonempty open sets Un and Vn in E such that 
Ui〕Vi〕U2〕V2〕...〕Un〕Vn〕... 
The UnS are chosen by player A and the V^s by B. Player B wins in case the 
intersection n^^T4 is contained in the objective set Q; otherwise, A wins. Note 
that n^^iVn is not required to be nonempty. 
A strategy for player B is a sequence ( / J of functions such that each /^ is 
defined for every sequence Ui, U2,...Un of sets chosen by A and fn{Ui, U2,...Un) is 
a nonempty open set in Un. Player B is said to have a winning strategy if she 
wins the game no matter what player A's choice is. 
The following lemma is central to the proof of the main result in this section 
and its proof can be found in [15 . 
Lemma 3.1.5 Player B has a winning strategy for the Banach-Mazur game ifQ 
is residual in E, that is, if E\Q is of first category in E. 
Since E is a Banach space, Lemma 3.1.5 asserts that if player B has a winning 
strategy, then the objective set 0 must contain a dense Gs subset of D. 
Before we prove the main theorem, we need the following result which tells 
player B how to choose her sets VnS. 
Proposition 3.1.6 Let F be a minimal w*-usco map from a Hausdorff space X 
to E* and U a nonempty open subset of X. If e in E, x in U and x* in F{x) 
satisfy {x*, e) > b for some real number b, then there exists a nonempty open 
subset V ofU such that (x*, e) > b for all x* in F{V). 
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Proof : Since the map f: E* ^ R given by 
/(x*) := (x*,e), x*eE* 
is weak* continuous on E*; by Proposition 1.3.18(b), the map f o F is minimal 
w*-usco from X to R. As the set 
W = {x* e E*: {x%e) > h} 
is weak* open in E* and as x* belongs to F{U) H W^ it follows from Proposition 
1.3.18(c) that the set 
V^{x G U-. F{x) C W} 
is a nonempty open subset of U. Q.E.D. 
We now ready to present the main results. 
Theorem 3.1.7 [i4] Suppose that E admits a Lipschitz ^-smooth hump function 
and that X is a Baire space. Then for every minimal w*-usco map F from X 
into E* there exists a dense Gs set G in X such that F is |3-continuous at each 
point ofG. 
P r o o f : Without loss of generality, we assume that (H) holds. First we prove a 
special case for the theorem where F is a minimal w*-usco map from X into the 
dual unit ball B* in E*. To use the Banach-Mazur game we let 
Q = {x G X: F is /？-continuous at x} 
and seek a winning strategy for the second player of the game. Specifically, two 
players A and B choose alternatively nonempty open sets ( ¾ ) ^ ^ and (T4)^^ in 
X so that U i �V i �U 2 �V 2 D ... and we shall produce a strategy for player B 
such that n^^iVn is contained in 0 no matter what player A's choice is. Then by 
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Lemma 3.1.5, Cl would contain a dense Gs subset of X , proving this special case 
of the theorem. 
Let fi be the function given in (H'). Proposition 3.1.1 gives a /?-well function 
po on E. Then by Proposition 3.1.3 there exists So in (0,1) such that for all x* 
in E*, 
{ l - e o W W < p l { x ^ ) < ||x*|| (3.3) 
where 
Pli^l := s u p ^ ^ ^ • 
eeE Po[e) 
Define functions /i^, n = 1, 2,..., on E by 
/x^(x) := 2"^/i(na:), X G E. 
Now suppose that player A has chosen Ui. Set 
5i 三 sup{p*(x*): X* G F(Ui)}. (3.4) 
Since F(Ui) is contained in B* we see from (3.3) that Si is finite and nonnegative. 
If Si = 0, then all player B needs to do is to choose Vn 二 Un for each n so that 
F is single-valued on n ^ ^ K and clearly F is /^-continuous at each x in 0^^14 
since F{Ui) = F{x) = {0}. So we can assume that Si > 0. Since eo < 1, the 
definition of Si and p^ allows us to find x in Ui, x* in F[x) and e! in E so that 
( ^ * , e i ) > P o ( e i ) ( l - e o ) s i . (3.5) 
Then by Proposition 3.1.6 player B can choose a nonempty open subset Vi of Ui 
such that for any x* in F{Vi), 
{x\ei) > po (e i ) ( l - eo )s i . (3.6) 
Player A then makes her second choice U2 C Vi. Define 
Di = {e e E: sup {x*,e) > Po{e){l-So)si}. (3.7) 
x*eF{U2) 
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From (3.6) we see that e! belongs to Di. Moreover, since F{U2) is bounded, the 
map X 1^ sup^*^p^jj^^{x*,x) is continuous and so Di is closed. Define 
Pi{x) ：= Po{x) + Mi(^ — ei), X e E 
and set 
52 三 sup{pt(x*)::z:* e F{U2)} (3.8) 
which we assume to be positive. Note that pi > po while pi{ei) = po{ei) and 
s2 < si. We deduce from (3.6) and (3.8) that for any x* in F(JJ2), 
,1 、 / (^*,ei> 〈工*,61� 
( l - ^ o ) 5 i < ^ T ^ = ~~^~V ^ 2^ < 5i. 
Po[ei) pi{ei) 
Take £1 in (0, (1 — 5o)^/2^) small enough so that 
(1 一 o^)<5l < (1 - SI)S2 
and by the same deduction, player B can choose a point e2 in E and a nonempty 
open subset V2 of U2 such that for any x* in F{V2), 
(^*,62) > p1(e2)(l - e1)s2. 
For any U3 C V2 chosen by player A, we define 
L>2 = {e e E: sup (x*,e) > p1(e) ( l -s1)s2} . 
x*eFiU3) 
Then e2 belongs to D2 and D2 is closed and contained in Di. 
A similar strategy can be used to respond the subsequent choice of player A. 
Suppose that we have pn-i, Sn, £n-i： e^, Vn, Un+i and Dn {n > 1). Define 
Pn{x) •= Pn-l{x) + fJ.ri{x _ 6几)，X G E 
and set 
Sn+1 三 SUp{p;(x*): X* G F{Un+l)} (3.9) 
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which we again assume to be positive. Then for any x* in F{Un+i), 
a \ ^ 〈工？ ^n) 〈工 5 ^n) ^ ^ /o 1 p,\ 
-£n- l )Sn < J~\ = "~^"V" ^ 5n+l < ^n- (3.10) 
Pn-l[^n) Pn[en) 
Take £^ in (0, (1 - e^Y/T^^^) small enough so that 
(1 - en-l)Sn < (1 - £n)Sn+l (3.11) 
and player B can choose a point e^+i in E and a nonempty open subset Vn+i of 
Un+i such that for any x* in F (K+i ) , 
(^*,en+l> > Pn(en+l)(l " ^n)Sn+l- (3.12) 
For any Un+2 C V^+i chosen by player A, define 
L>n+i = { e e E : sup (x*,e) > pn{e) { l -en)sn+i} - (3.13) 
X*eF{Un+2) 
Then e^+i belongs to Ai+i and D^^i is closed and contained in D^. 
We note from the choice of e^s and (3.10) that 
(1 - ^o)5l < … < (1 - en—l>n < (1 — Sn)Sn+l < … (3.14) 
Also £ri tends to zero as n tends to oo, and {sn) is a nonincreasing number sequence 
bounded below from a positive constant (1 — eo)si and hence {sn) converges to 
some Soo > 0. Moreover, we claim that the sequence (e^) is convergent. Indeed, 
for any x in Dn+i we have from (3.11) and (3.13) that 
sup {x*,x) > Pn{x){l - £n~l)Sn 
X*eF{Un + 2) 
thus there exists x* in F{JJn+2) such that 
{x\x) > pn{x){l - Sn-l)Sn 
or 
(x* x) 
Pn-l{x)^lJLn{x-en) < ., ，\ • (3.15) 
(丄一^n-l)Sn 
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This implies that ||x|| < 1, for otherwise pn-i{x) 二 +oo. Since x* G F{Un+2) C 
F{Ui) it follows from (3.3) and (3.4) that 
(x*,x) < ||r|| < ^ < ^ . (3.16) 
丄一£o 丄一 £• 
Moreover, since x* G F{Un+2) C F(Un), (3.9) gives 
Sn= sup p;_i(x*) > pl_i{x^) 
x*^F{Un) 
which implies that 
/ \ iiOO，OC) 
Pn-l[X) > • 
Sn 
This together with (3.14), (3.15) and (3.16) and the choice of ^^'s imply that 
/x*,x) 
|^n{x - 6n) < jz 7 Pn-l{x) 
(1 - £n-l)Sn 
< (_^(_1_ — 1 ) 
Sn \1 _ ^n-l J 
, ^ n - l 5i \  
- 1 - £0 (1 - £n-l)Sn 
gn-1 
I T ^ 
1 
< — . 2n 
From definition of /½, we thus must have ||x - e^ || < 1/n for all x in D^^i. 
Therefore, ( ¾ ) is a nested sequence of closed subsets with diameters tends to 
zero. Since E is a Banach space, there is a unique e^o in E such that {eoo} 二 
r i = A i . It is evident that the sequence (e„) converges to e ^ and that ||eoo|| < 1. 
We now show that the strategy described above is a winning strategy for 
player B, that is, we will show that F is /^-continuous at any point y^ in the 
intersection n ^ i K . To this end, let yl^ be in F(yoo). Then from (3.12) 
{y*oo^^n+l) > Pn{en+l){l " £n)Sn+l- (3.17) 
From Proposition 3.1.2, Poo{x) := po{x) + E ^ i A^n(i — e„) is a /?-well function on 
E and pn ~> Poo uniformly on the open ball B{0] 1). Together with the fact that 
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6n ~> Coo, Sn — 0 and Sn ~> Soo and (3.17) yield 
{y*oo^e^) > Poo{eoo)soc- (3.18) 
On the other hand, for any positive integer n we have 
{VoO^ ^Oo) z * / * �Z *^ / „ . * �z „ 
^ / X < Poo{yoc) < PnKVoo) < Sn 
Poo\^oo) 
and hence 
^ 4 ^ A(C) ^ � . (3.19) 
Poo [^ooJ 
(3.18) and (3.19) together ensure that 
— { y*oc^eoo ) * / * \ 
SoO - ( N — AxA"oJ 
Hoo��oo ) 
Then by Proposition 3.1.4(i), y^ = s �• “ Poo(eoo)- This shows that F is single-
valued at yoo- Let S be in |3 and £ > 0. Proposition 3.1.4(ii) gives a S > 0 such 
that 
D 三 M"oo, eoo, 24，^) C ?4 + Ds,e 
where { y ^ } = F{yoo). When n is sufficiently large, we have for any y* in 
F{Vr,+l){C F{Un+l)) that 
P*oo(yl < P*n{y*) < Sn < Soo^S. 
For this y* we also have form (3.12) that 
{y*,6n+l) > pn{en+l){l ~ Sn)Sn-l (3.20) 
and 
(y%eoo) _ � " V n + l � 
Poo(6oo) Pn{en+l) 
< {y*,eoc) ~~7~~r 7^~~r + ^7^~~r(y*,eoo - e^+i) 
LPoo(eoo) PnK+l)J Pn(6n+1) 
< ||"*|| ^"7~~r 7^~"^+||eoo-en+i|| . (3.21) 
L Poo[eoo) pn[en+l) � 
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From (3.3) and (3.4) we see that \\y*\\ is bounded by Si(l — £o)—i and the two 
terms in [ . . . ] of (3.21) tend to zero as n tends to oo. It follows with (3.20) that 
for sufficiently large n 
� “ �> s -S 
( \ 二 o^o -^
Poo [^oo) 
Consequently, there is a sufficiently large n so that 
F{Vn+i)ciDcF{y^) + Ds,e-
Hence F is /3-continuous at y^o] and this completes the proof of this special 
F : X — B\ 
In general, suppose that F is a minimal w*-usco map from X into E*. For 
each positive integer n, set 
Xn = {x G X : F{x) n nB* + 0 } and Gn 三 int X " . 
Then X 二 U^^X^. Since F is upper semicontinuous, each X^ is closed; and since 
X is a Baire space, G 三 U ^ G � i s a dense open subset of X. By Proposition 
1.3.18(a) the restriction Fo^ of F to Gn is a mininal w*-usco map. Since x n^ 
F{x) HnB* also defines a w*-usco map on Gn which is contained in 7¾^, we must 
have F{x) n nB* 二 F{x), that is, F{x) is contained in nB* for all x in Gn- Now 
let Fn be the minimal w*-usco map from Gn to B* given by 
Fn{x) := F{x)jn, X G Gn. 
Note that F is /？-continuous at a point x in Gn if and only if Fn is �-continuous 
at X. Since the open set Gn is a Baire space, the above argument shows that 
Qn 三{^ ^ G Gn ： Fn is /？-continuous at x} 
is residual in Gn for each n. If we denote 
Q 三{a; G X: F is /？-continuous at x} 
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then 0 is residual in X because 
00 
A ^ ^ C u ( ^ ) U ^ ) ; 
n—1 
that is, Vt contains a dense Gs subset of X , and the proof is finished. Q.E.D. 
Corollary 3.1.8 Suppose that E admits a Lipschitz j3-smooth bump function. 
Then E is of class(S). 
In Chapter 1 we have defined for each w*-usco map F a convex w*-usco map 
WF by taking WF{x) to be the weak* closed convex hull of F{x), we now revisit 
it. 
Proposition 3.1.9 [19] Let X be a Hausdorff space and F a w*-usco map from 
X into E*. If F is ^-continuous at a point Xo in X, then so is WF. 
Proof : Let S be a set in f5 and £ > 0. By /^-continuity of F, there exists an 
open neighborhood U of x^ such that 
F{U) C x* + Ds,e' 
where {x*} = F{xo) = WF[xo) and 0 < e' < e. Then for any x in U we have 
F{x) C X* + Ds,e' 
and thus WF{x) C x* + Ds,e' Hence WF is also /^-continuous at XQ. Q.E.D. 
The conclusion of Theorem 3.1.7 also holds for each minimal convex w*-usco 
map. 
Theorem 3.1.10 Suppose that E admits a Lipschitz f3-smooth bump function 
and that X is a Baire space. Then for every minimal convex w*-usco map F 
from X into E* there exists a dense Gs set G in X such that F is ^-continuous 
at each point of G. 
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Proof : Let Fo be a minimal w*-usco map contained in F. From Proposition 
1.3.21 the map WF^ is convex w*-usco and is contained in F. Hence by minimality 
of F we must have WF^ = F and so the conclusion follows readily from Theorem 
3.1.7 and Proposition 3.1.9. Q.E.D. 
Having Proposition 1.3.4, Corollary 1.3.13 and Example 1.3.15, the following 
results become two immediate corollaries; in particular, we obtain the main the-
orems in [19] which affirm the same conclusions but for Banach spaces admitting 
equivalent /3-smooth norms. 
Corollary 3.1.11 Suppose that E admits a Lipschitz |3-smooth bump function. 
Then for every maximal monotone operator T on E with 
D 三 mtD(T) = int{x G E : T{x) ^ 0} 
nonempty there exists a dense Gs set G of D such that T is ^-continuous at each 
point ofG. 
Corollary 3.1.12 Suppose that E admits a Lipschitz f5_smooth bump function. 
Then for every continuous convex function f defined on a nonempty open convex 
subset D of E there exists a dense Gs set G of D such that f is (3-differentiahle 
at each point of G. 
We remark that the dense Gs set G found in Corollary 3.1.11 is also a dense 
Gs set in D{T), it is because we have the following observation. 
Proposition 3.1.13 [19] Let T be a maximal monotone operator from E into 
E*. Then there exists a first category F^ subset C of E such that D(T) is the 
disjoint union ofC and D 三 intD(T). 
Proof : We first note that D{T) itself is an F^. Indeed, if we define for each 
positive integer n a set 
Fn 三{:r G E .. T{x) n nB* ^ 0} 
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where B* denotes the closed unit ball in E\ Then clearly D{T) = U^^^F^. To 
see that each Fn is closed, let {xk) be a sequence in F^ converging to some element 
X ill E and take xl. in T(x^)门 nB*. Without loss of generality we assume that 
xl converges to x* in nB*. From Remark 1.3.9, we must have x* in T(x). This 
implies that x belongs to F^. Now let Cn = Fn\D. Then each C„ is closed 
and disjoint from D and has empty interior. Thus, C 三 U^iC^n has the desired 
properties. Q.E.D. 
3.2 A Characterization of Asplund Spaces 
In this section, we provide a useful characterization of Asplund spaces. To this 
end, let us introduce some terminology. 
Definition 3.2.1 (a) Let A be a nonempty subset of E. Then 
(i) a slice ofA, denoted by 5(x*, A, a), is a (necessarily nonempty) subset 
of A of the form 
S{x*,A,a) = {x e A: {x*,x) > a^(x*) - a} 
where x* G E*, a > 0 and cr^(a:*) := sup{�x*,.7：〉: x e A}. 
(ii) A is called dentable if it admits slices of arbitrarily sm,all diameter, 
that is, for any s > 0 there exist x* G E* and a > 0 so that 
diamS{x*,A^ a) < £. 
(h) If A is a nonempty subset of E*, then 
(i) a weak* slice of A is defined analogously, namely, it is of the form, 
S{x,A,a) = {x* e A: {x\x) > cr^(x) — cv}, 
where x G E，a > 0 and cr^(x) := sup{{x*,x): x* G A}. 
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(ii) A is called weak*-dentahle if it admits weak* slices of arbitrarily small 
diameter. 
Theorem 3.2.2 [17, p.25] Let E be an Asplund space. Then every nonempty 
hounded subset ofE* is weak*-dentable. 
Proof : Let A be a nonempty bounded subset of E*. Consider the sublinear 
functional 
a{x)三 aA(x) 二 sup{(x*, x): x* G A}, x G E. 
Since A is bounded, there exists M > 0 so that a{x) < M||x|| for all x in E; 
by Example 1.1.1(b), a is necessarily continuous. Suppose that there is £ > 0 
such that every weak* slice of A has diameter greater that £ and let x be a point 
in E. Then for each positive integer n there exist x* and y* in the weak* slice 
S 三 *S(a:;,A,e/(3n)) with ||x*-|/*|| > £. It follows that ( j ： * - ^ * , ^ ^ ) > £ for some 
Xn in E with \\xn\\ = 1. If cr is Frechet differentiable at x with Frechet derivative 
x*, since 
a{x + tXn) + Cf{x — tXn) — 2cj{x) 
-
< 小 + 力工;)_"((〈<:^〉+ "("-^"-)-"^")+(.*,x) 
we must have 
” aix + tXn) + a{x - tXn) - 2a(x) � lim — — 0. 
t^o+ t 
However, as x*, *^ G S C A, by definition of a, we obtain 
a(x + ^)+a(x-^)-2a(x) 
n n 
> (:r*,:r + 5 ) + ( ^ * , x - ^ ) - ( < + ^ ; , x > - | 
— 1 / * * \ 2s 
二 ; � � - y n , I n ) - ^ ^ 
e 2e s 
> = — — . 
n 3n 3n 
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Hence, a is not Frechet differentiable at any point in E, contradicting that E is 
an Aspland space. Q.E.D. 
As we shall see shortly, the necessary condition given in Theorem 3.2.2 is in 
fact a sufficiency condition. This provides us a very satisfying characterization 
theoerm for a Banach space to be Asplund. 
Lemma 3.2.3 [17，p.l03] Suppose that every nonempty hounded subset ofE* is 
weak*-dentahle. Then for every maximal monotone operator T from E into E* 
with D 三 intD(T) nonempty, there is a dense Gs subset G ofD such that T is 
single-valued and norm-to-norm upper semicontinuous at each point ofG. 
P r o o f : If follows from Proposition 1.3.19 that T is a minimal convex w*-usco 
map from D into E*. Let F be a minimal w*-usco map contained in T. By 
Proposition 1.3.10, T is locally bounded in D and so is F. Therefore, for any 
nonempty open subset U of D, there is a nonempty open subset V of U such 
that F{V) is bounded. By weak* dentability, F{V) contains nonempty relatively 
weak* open subsets with arbitrarily small norm diameter. So Proposition 1.3.22 
gives a dense Gs set G in D such that F is single-valued and norm-to-norm upper 
semicontinuous at each point of G. By Proposition 1.3.21，WF is convex w*-usco 
and hence we must have WF — T on D. It follows that T is also single-valued 
and norm-to-norm upper semicontinuous on G. Q.E.D. 
Before we go further we need the following results. 
Definition 3.2.4 For any positive integer n and any extended real-valued proper 
lower semicontinuous convex function f on E , we define the inf-convolution for 
f as 
fn{x) ： = i n f { / ( " ) + n\\x - y\\: y G E}. 
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Definition 3.2.5 Let f be a real-valued function defined on a subset D ofE. A 
function f is said to be a local extension of f at a point xo in D or f a local 
restriction of f at Xo if there is an open neighborhood U of Xo such that f = f 
on UnD. 
Lemma 3.2.6 [22] Let f be an extended real-valued proper lower semicontinuous 
convex hounded helow function on E and {fn) the sequence of the inf-convolutions 
for f. Then 
(a) each f^ is convex and Lipschitz on E with a Lipschitz constant n, 
(b) fn{x) < fn^i{x) < f{x) for each x in E and each positive integer n, 
(c) fn{x) = f{x) if and only ifdf{x)DnB* is nonempty, or equivalently, if and 
only if dfn{x) = df{x) n nB*, where B* denotes the dual unit ball in E*. 
Proof : 
(a) Let xi and X2 be points in E and A in (0,1). Let £ > 0. By definition of /^ 
there exist j/i and y2 in E such that 
fn{xi) > f{yi) ^n\\xi -yiW -e/2, i = l,2 
and so 
A/n(Zl) + (1 一 A)/n(x2) 
> Xf[yi) + (1 — X)f{y2) + n[X\\xi - yi\\ + (1 — A)||x2 — y2W] - e 
> f{z) + n\\Xxi + (1 — X)x2 — 2:|| — e with z 三 Xy! + (1 — X)y2 
> /n(A2;1 + (1 - X)x2) - s . 
Since £ > 0 is arbitrary, / „ is convex on E. To see that /^ is Lipschitz, let 
X and y be in E and e > 0. Choose z in E so that 
fn{y) > f{z) +n||y - 2:|| - e 
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hence 
fn{oc) - fn{y) < [f{z) + n\\x - z||] - [f{z) + n||" — 2:|| — £ 
< n\\x — y\\ + e. 
As the roles of x and y can be interchanged and e > 0 is arbitrary we see 
that fn is Lipschitz with a Lipschitz constant n. 
(b) Let X be in E and n a positive integer. By definition of fn we immediately 
obtain fn{x) < fn+i {x) . Moreover, by putting y = x in the definition we 
have fn(x) < f{x). Hence the result follows. 
(c) Suppose that fn(x) = f(x). Then 
dfn{x) = df{x) n dn\\ . ||(0) 二 df{x) n nB*. 
Since each /^ is convex and continuous, we must have dfn{x) and hence 
df{x) n nB* nonempty. Conversely, suppose that df{x) DnB* is nonempty 
and pick x* from df(x) H nB*. Then for any y in E we have 
f{x) < f{y) + {x\x - y) < f{y) + n\\x - y\ . 
Hence f{x) < /n(x), and so from (b), f{x) = fn{x). Q.E.D. 
Lemma 3.2.7 [17, p.32] Let f be a continuous convex function defined on a 
nonempty open convex subset D ofE. Then for every point Xo in D there exists 
� � 
a convex Lipschitz function f defined on E such that f is a local restriction of f 
at XQ. 
P r o o f : Since f is locally Lipschitz on D, there exist r > 0 and L > 0 such that 
/ �- f ( y ) l < L\\oo — y\ 
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一 A 
whenever x, y G B{xQ] r). Define a function f on E by 





Then f is an extended real-valued proper lower semicontinuous convex bounded 
below function on E, and it is Lipschitz on B{xo； r) with Lipschitz constant L. 
/v 
Let {fn) be the sequence of the inf-convolutions for / . From Lemma 3.2.6(a), 
each fn is convex and Lipschitz on E. Since df is locally bounded, we can find a 
neighborhood U of xo and a positive integer n so that df{U) is contained in the 
ball nB*. For any x in U, y in D and x* in df{x) we have 
/ � < f { y ) +〈工*, ^ - y) < f { y ) + n\\x 一 y\ 
which implies that f{x) < fn{x). From Lemma 3.2.6(b), fn = f on U. Q.E.D. 
Theorem 3.2.8 [17’ p.33] A Banach space E is an Aspland space if and only if 
every nonempty bounded subset ofE* is weak*-dentahle. 
Proof : The necessity half of the theorem is precisely Theorem 3.2.2. Now 
we prove the sufficiency. To do so, let f be a continuous convex function on a 
nonempty open convex subset D of E. By Proposition 1.1.16 it suffices to show 
that f is Frechet differentiable on a dense subset of D. Let Xo be a point in D and 
U an open neighborhood of x^ in D. Without loss of generality we can assume 
from Lemma 3.2.7 that there exists a convex Lipschitz function / on E such that 
/ 二 f on U. Lemma 3.2.3 then gives a dense Gs subset G of E where df is single-
valued and norm-to-norm upper semicontinuous; and hence any selection for df 
is norm-to-norm continuous. So by Proposition 1.3.6 / is Frechet differentiable 
on G. Since / and f agree on U, we can find Frechet differentiability points of f 
in U. Q.E.D. 
Chapter 4 
More on Differentiability 
Differentiability theorems for continuous convex functions on a nonempty open 
convex subset of the real Banach space E have been specialized in last chapters. 
We now confine our attention to convex functions defined on a nonempty closed 
convex sets in E and continue the discussion. 
Throughout this chapter, C will be a nonempty closed convex subset of E, 
which may have empty interior and / , if nothing is added, a real-valued convex 
function defined on C. 
4.1 Introduction 
Since we allow the closed set C to have empty interior, the results studied in 
last chapters are not applicable. In 1988, M. E. Verona [21] and J. Rainwater 
20] substituted the set of all nonsupport points of C for the interior of C and 
obtained generalized results for differentiability of convex functions defined on C. 
By a support point of C we mean a point x in C such that 
{x\x) = C T c ( x * ) 三 sup{(x*,y): y G C} 
for some nonzero element x* in E*. Points in C which are not support points of 
70 
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C are called nonsupport points of C. We denote by S{C) the set of all support 
points of C and by N{C) the set of its nonsupport points. For any x in C let Cx 
be the cone generated by C from oc, that is, 
Cx 三{?/ G E: X + ty e C for some t > 0}. 
It is a convex cone in E with vertex at the origin. 
By virtue of the following proposition, we see that whenever it is nonempty, 
N{C) does behave very much like the interior of C. 
Proposition 4.1.1 [20] Let C be a nonempty closed convex set in E. 
(a) If C has nonempty interior, then N{C) is exactly the interior ofC and 
S{C) the boundary ofC. 
(b) N{C) is a convex subset ofC. 
(c) For any Xo in N{C) and any x in C, the segment 
XQ, x)三{Axo + (1 — A)x: A G (0 ,1] } 
is contained in N{C); thus if N{C) is nonempty, it is dense in C. 
(d) A point X is a nonsupport point ofC if and only if Cx is dense in E. 
Proof : 
(a) It is an immediate consequence of Separation Theorem. 
(b) Let xi, X2 G N{C). Suppose to the contrary that there exist A G (0，1) and 
a nonzero x* in E* such that {x*, Xxi + (1 — X)x2) = ac{x*). Then we must 
have {x*,xi) = ac(x*) or (x*, X2) = ac{x*), contradicting that xi and X2 
are nonsupport points of C. 
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(c) Suppose not. Then there exist A G (0,1] and a nonzero x* in E* such that 
{x*,x) = crc{x*) where x 三 Aa:o + (1 — A)x. If {x*,xo) < {x*,x), we would 
have 
{x*,x) = A(x*,Xo) + (1 - A)(x*,x) 
< A{x*,x) + ( l - A ) ( x * , x ) 
=〈工*,无〉 
as A 7^  0. Hence {x*,xo) = (x*,x) — ac(x*). This contradicts that Xo is in 
N(C). 
(d) Suppose that Cx is not dense in E. By Separation Theorem there exists a 
nonzero x* in E* so that {x*,x) > (x*,y) for all y in Cx — x\ in particular, 
for all y in C. Thus x is a support point of C. Now, suppose that C^ is 
dense in E. Let x* be any nonzero element in E* and take y in E so that 
{x*, y) > 0. Choose sequences (知）in Cx and {tn) of positive real numbers 
such that yn ^ y as n ~> oo and x + tnVn ^ C for each n. Then for 
sufficiently large n we have {x*,yn) > 0 and so (x*, x + tnyn) > {x*,x). So 
X must be a nonsupport point of C. Q.E.D. 
The definition of subdifferentiability and Gateaux or Frechet differentiability 
are pretty nearly the same as those for convex functions on open convex sets. 
Definition 4.1.2 Let f be a convex function defined on C. The subdifferential 
df{x) of f at a point x in C is defined to be the set 
df{x) = {x* G E*: {x\y — x) < f{y) - f{x) \/y G C }， 
or equivalently 
df{x)三{工* G E*: (x*, y) < ^Hm 八 … “ 广 制 � y G CJ. 
Any element in df{x) is called a subgradient of f at x, and f is said to be 
subdifferentiable if df{x) is nonempty. 
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The subdifferential is always weak* compact and convex, but it can be empty. 
Example 4.1.3 [20] Let C be the set {x = {xn) G P\ |x^ | < 2_", n = 1,2,.. .} 
in 1? and define a function f on C by 
oo 
/ W : = E - ( r + ^ ) * , ^ 2 . 
n=l 
Then f is not subdifferentiable at any point of N{C). 
Proof : Since each summand is continuous and convex and is bounded in absolute 
value by l /2(n_i ) " , the series converges uniformly. Hence f is continuous and 
convex. Let x G N{C) = {x = (x^) G P: |a^ | < 2~", n = 1 ,2 , . . . } and suppose 
that the subdifferential df{x) is nonempty. Then there would be u in f such that 
( . , , ) < l i m ^ i ^ ± M ^ 
\ ^' - t—o+ t 
for all y in C^] in particular, it is true for y = e^, where e^ denotes the nth basis 
vector for P. But 
Hm 射 力 , ) — 制 = ^ [ - ( 2 - " + x . ) i ] = 如 + x . ) - i 
t^0+ t aXn L � 2 
This implies that Cn ~> —oo as n ~^ oo, which is not true. Hence df{x) is empty 
for all X in N{C). Q.E.D. 
Theorem 4.1.4 [21] Let f be a real-valued convex function on C which is locally 
Lipschitz on N{C). Then f is subdifferentiable on N{C). 
Proof : Let x be a nonsupport point of C. Then by Proposition 4.1.1(d), C$ 
is dense in E. Let y in Cx and t > 0 be such that x + ty G C. Note then by 
Proposition 4.1.1(c), x + hy G N{C) for any h with 0 < h < t. Define a function 
4,y： (0, t) ^ R by 
‘ “ " ) : : / ( 為 广 / ⑷ h e m . 
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Since f is convex and locally Lipschitz on A^(C), c4,y is nondecreasing and 
bounded. It follows that lim/^ _^ o+ dx,y{h) exists and is finite; denote it by f'{x; y). 
As f is convex, f'{x^ •): Cx ~^ M defines a sublinear functional. 
Since f is locally Lipschitz on N{C), there are eo > 0 and M > 0 such that f 
is Lipschitz on B{x; g:o)门 N{C) with a Lipschitz constant M. Let v^ w be in Cx 
and h > 0 sufficiently small so that x + hv, x + hw G B{x; Sg)门 A^(C). Then 
f{x + hv) - f{x + hw)\ < Mh\\v - w\ 
and so 
r,f � Mf � 1. lf{x^hv) - f{x + hw)l 
f [X； V) — f {x; w) = lim — < M V - w • 
h^0+ h 
This implies that f'{x] •) is Lipschitz on the dense cone C^- As a consequence, 
f'{x].) can be extended uniquely to a continuous function F{x; •) on E. Clearly 
F{x;.) is sublinear and F{x; 0) = f'{x; 0) = 0. Moreover, for any y in C we have 
y — X G Cx and dx,y—x well-defined on (0,1]; so 
F{x; y — x) = f{x; y - x) < 4,y-x(l) = f{y) — f{x). 
Note also that since F(x; . ) is sublinear (hence convex) and continuous, it is 
subdifferentiable on E. We complete the proof by showing that any subgradient 
of F(x; •) at 0 is a subgradient of f at x. Let x* be in dF(x; .)(0). Then for any 
y in C, we have 
{x*,y- x) = (x*, {y - x) - 0 ) 
< F{x-y-x)-F{x'Q) 
二 f[y) -f{x). 
Hence, f is subdifferentiable at x. Q.E.D. 
A continuous convex function defined on an open convex set is always locally 
Lipschitz; however, it is not the case here. This can be seen from Example 4.1.3 
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and Theorem 4.1.4; and it is easy to give an example of convex function defined 
on C that is locally Lipschitz on N{C) but not continuous. 
Definition 4.1.5 A real-valued function f defined on C is said to be Gateaux 
differentiable at a point x in N{C) if there is a unique element x* in E* such that 
{x%y-x) < f{y) - f{x) for all y in C, 
or equivalently, if the subdifferential df{x) is a singleton, f is said to be Frechet 
differentiable at x if there is a unique element x* in E* such that for all £ > 0 
there exists S > 0 such that 
0 < f{y) - f{x) - (x*,y- x) < e||y-:r| 
whenever y G N{C) H B{x; S). 
The following result for continuous convex functions defined on open convex 
sets in E is well-known and the proof applies here without changes. 
Proposition 4.1.6 [20] Let f be a real-valued convex function defined on C 
which is locally Lipschitz on N[C). Then the subdifferential map df: x 4 df{x) 
is locally bounded and norm-to-weak* upper semicontinuous on N{C). Moreover, 
f is Gateaux (respectively Frechet) differentiable at a point x in N{C) if and 
only if there is a selection ip for df which is norm-to-weak* (respectively norm-
to-norm) continuous at x. 
4.2 Differentiability Theorems 
R. R. Phelps [17] showed that the set S{C) of all support points of a closed 
convex subset C of E is an F^ and so the set N{C) of all its nonsupport points 
is a Gs- Since a Gs set in a complete metric space is always Baire [4, chapter 7], 
the set N{C) is a Baire space. This useful fact allows us to have the following 
differentiability theorems. 
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Theorem 4.2.1 [20] Suppose that E is of class(S). Let C be a closed convex 
subset of E with N{C) nonempty and f a real-valued convex function on C which 
is locally Lipschitz on N{C). Then there is a dense Gs subset G ofC such that 
f is Gateaux differentiable at each point of G. 
Proof : Since N{C) is a Baire space and since the subdifferential map df is 
minimal w*-usco, the result follows readily from Definition 1.3.24 and Proposition 
4.1.6. Q.E.D. 
Theorem 4.2.2 [20] Suppose that E is an Asplund space. Let C be a closed 
convex subset of E with N{C) nonempty and f a real-valued convex function on 
C which is locally Lipschitz on N{C). Then there is a dense Gs subset G of C 
such that f is Frechet differentiable at each point ofG. 
Proof : The hypothesis of Proposition 1.3.22 is satisfied with (F, r) = {E*, w*), 
d the norm metric, X the Baire space N{C), F the subdifferential map df. In 
fact, let U be a nonempty open subset of N{C). Since df is locally bounded, 
there is a nonempty open set V in U such that df{V) is bounded. Theorem 1.2.2 
then implies that each nonempty subset of df{V) contains relatively weak*-open 
nonempty subsets of arbitrary small norm diameter. 
Therefore, by Proposition 1.3.22 there are a selection a for df and a dense Gs 
subset G of N{C) such that a is norm-to-norm continuous at each point of G] it is 
equivalent to say that f is Frechet differentiable at each point of G (Proposition 
4.1.6). Q.E.D. 
Theorem 4.2.3 [22] Let C be a closed convex subset of E with N{C) nonempty 
and f a real-valued convex function on C which is locally Lipschitz on N[C). 
Then for every point Xo in N{C) there exists a convex Lipschitz function f defined 
on E such that f is a local restriction of f at XQ. 
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Proof : Let Xo G N{C). Since f is locally Lipschitz on N[C), there are r > 0 
and L > 0 such that 
/W - f{y)\ < L\\^-y\ 
一 一 A 
whenever oc, y G Bc{xo] r)三 B(a:o; ^)门 C. Define a function f on E by 
f — 
: f{x) if X G Bc{xo;r) 
/ W — ^ . 
+oo otherwise. 、 
A 
Then f is an extended real-valued proper lower semicontinuous convex bounded 
below function on E, and it is Lipschitz on Bc{xo] r) with a Lipschitz constant 
L. Let {fn) be the sequence of the inf-convolutions for / . From Lemma 3.2.6(a), 
each fn is convex and Lipschitz on E. We claim that for some positive integer 
n there is an open neighborhood U of Xo in Bc{xo; r) such that /^ = / 二 f on 
U n C. Suppose to the contrary that no such neighborhood U exists for each n. 
Let for every n, B^ 二 ^c(Zo; 1/^)三召(工0; 1/^) H C. Then there would be a 
A 
point Xn in Bn such that fn{xn) < f{^n) (Lemma 3.2.6(b)); by definition of fn, 
we obtain a point y�in E so that 
A A 
f{yn) ^n\\Xn -VnW < f{Xn)- ( 4 . 1 ) 
Clearly y�G Bc{xo; r). Note that Xn G Bc{xo; r) whenever 1/n < r and / is 
Lipschitz on Bc{xQ] r) with a Lipschitz constant L. Thus 
/S A 
f{^n) - f{yn)\ < n||a:n-y^| 
whenever 1/n < r and L < n, contradicting (4.1). Q.E.D. 
With the notation used in Theorem 4.2.3, we have 
f = fn on Bn = B{xo]l/n)nC 
for sufficiently large n. Hence, by Lemma 3.2.6(c), dfn{x) C df{x) for all x in 
Bn- N o w , let X b e in Bn n N{C) and x* in df{x). T h e n for any y in C^, 
( . * , , ) < l i m 射 力 " ) — 制 = l i m 以 工 确 — 以 工 ) 
—t^o+ t t^o+ t \ ) 
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Since x is a nonsupport point of C, we must have C^ dense in E and so (4.2) 
holds for any y in E. This shows that x* is a subdifferential of /^ at x. Hence, 
df 二 dfn o n Br,nN{C). 
Since each /^ is convex and continuous on E, we have 
Theorem 4.2.4 [22] Suppose that E is a weak Asplund space. Let C he a closed 
convex subset of E with N{C) nonempty and f a real-valued convex function on 
C which is locally Lipschitz on N{C). Then there is a Gs set G in C such that f 
is Gateaux differentiable at each point ofG. 
The case of Frechet differentiability of f is not quite the same. Let Xo be a 
nonsupport point of C. It is clear that if a local extension / of f at xo is Frechet 
differentiable at xg, then so is / . But the converse is not generally true. 
Example 4.2.5 [22] Let C 三{x = (Xn) G 1^: Xn > 0, n = 1,2,...}. Define a 
function f on C by f{x) := ||x||/i and consider the extension f on 1^ given by 
f { x ) := ||x||/i, X E /1. 
Then f is Frechet differentiable on N{C) but f is nowhere Frechet differentaible. 
Proof : From Example 1.1.11, / is Gateaux differentiable precisely on the set 
{x — {xn) G /1: Xn 7^  0, n = 1, 2,...} with Gateaux derivative (sgnx^) G /°°, but 
it is nowhere Frechet difFerentiable. Let x be a point in N{C) = {x = {xn) G 
/1: Xn > 0, n = 1，2,...}. Then {sgnXn) = (1,1,...) and for any y in C, 
f { x + y) - f { x ) - {{sgnXn), y) = Y,{Xn 4 - Vn) - J2 ^n " ^Z Vn = •, 
showing that f is Frechet differentiable on 7V(C). Q.E.D. 
Example 4.2.5 is a special case of the following more general theorem due to 
Wu and Cheng [22；. 
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Theorem 4.2.6 Suppose that E is a separable Banach space. Let f be a contin-
uous convex function on a nonempty open convex subset D ofE. Then for each 
Gateaux differentiability point x of f in D there exists a closed convex subset C 
of D such that x is a nonsupport point of C and the restriction fc of f to C is 
Frechet differentiable at x. 
Proof : If E is finite dimensional, then the result follows since then Frechet and 
Gateaux differentiabilities are equivalent (Proposition 1.1.13). 
Suppose now that E is an infinite dimensional separable Banach space, and let 
0 < £ < 1/2. A. Pelczynski's Theorem [16] guarantees the existence of sequences 
(xn) in E and (x*) in E* such that 
(i) ||x^ || = 1 for n = 1, 2,..., 
(ii) ||x*|| < l + £ for n = 1, 2,..., 
(iii) {x^, Xn) — m^n (== 1 if m = n and -— 0 otherwise), and 
(iv) c/(span{x^: n — 1, 2,...}) = E. 
Let X in D be a Gateaux differentiability point of / , with Gateaux derivative x*. 
Then for each positive integer n, there is 6^ with 0 < 6^ < 1 (and 6n — 0) such 
that X 士 2yn G D and 
f{x±2y^)-f{x)-{x\±2y^) < 丄 
2Sn 2^ ( . J 
where y^ 三(^ n^ n- Let E^ 三 span{xi: i - 1, 2,.., n} , F 三 m{±yn ： n = 1, 2,.. .} 
and C 三 X + F. Clearly C is a closed convex subset of D. Moreover, since 
±Xn G Cx for all n, we have span{a;^: n = 1, 2 , . . . } C Cx and so from (iv), 
E = c/(span{a;^ : n = 1, 2,...}) C cl{Cx) C E. 
Hence, by Proposition 4.1.1(d), x is a nonsupport point of C. We claim that x 
is a Frechet differentiability point of fc. Suppose to the contrary that fc is not 
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Frechet differentiable at x. Then there exists So > 0 such that for each 6^ there 
is a point Zn in C with 0 < \\zn — x|| < 6^ and 
f c { Z n ) - f c { x ) - { x % Z n - x ) 〉 。 （ “ ） 
Zfi — 工 
By density of co{±yj: j = 1,2，".} in F and continuity of fc we can assume 
that Zn — X G c o { ± y j : j = 1, 2,...} for all n, which implies that for each n there 
is a sequence ( A ^ ) with Af^) > 0 for all i and 5^iAf^) = 1 so that z^ — x = 
EzAf^)(±2/0. For a l l j , 
( ^ j , Zn - X)\ < \\X*\\ \\Zn _ x\\ < ( 1 + s)\\Zn _ x\ 
from (ii). Therefore, with 6^ 三 ||2^i — x||, we have 
On > 7 ^ sup I {x*,Zn _ x) 
丄 十 s j 
= T : ^ s u p Y.\^^\x],y^) 
丄 十 s j i 
= r ^ s u p A f ^ - (4.5) 
丄 十 [ 3 
by (iii). Now fix no so that (1 + e) E g n � + i ” = (1 + ^2—几。< 6^/2, and let 
no oo 
M, = a: + 2 X ; A f ^ ) ( i ^ ) and ^, = 2： + 2 Y^ Af^)(±2/d. 
i=l z—no+1 
Since D is open and z^ — x G D we can assume that Un, v^ G D for all n. As 
Zn = \{Un + Vn) G C, WG get 
fc{zn) = / ( 4 ) < ^ [ / K ) + / K ) ] . (4.6) 
Hence, with Wn 三{un — x)|Qn, (i) and (4.4) give 
0^ 
|^ f^n|| = ||lin — T||/~ < 2 ^ A p ^ / 6 / ^ 
z=l 
no 
< 2 5 ^ ( 1 + £ ) 讓 
i=l 
二 2 ( l+^)no . (4.7) 
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This implies that {wn) is contained in 2(1 + e)rioBnQ, where B n � i s the unit ball 
in the no-dimensional subspace 五几。of E. Moreover, by convexity of f we have 
00 
f M 二 f { x + 2 Y . \t\±yi)) 
z=no+l 
00 no 
= / ( E Ai^) (xi2y. ) + E A ^ M 
i—no+1 i—l 
00 no 
< E A ! W / ( : r i 2 W + : ^ A f ^ ) / ( : 0 . (4.8) 
z=no+l i—\ 
Hence, by (4.4) and (4.6) and definition of z^ and Wn, we get 
0^ < ^[fc{Zn) - fc{x)—〈工*, Zn _ x) 
"n 
1 「1 1 1 • 
< J- [ 2 ^ M + ^f{Vn) - f { x ) - {X*, -{Un + Vn) " x) • 
二 7^[/K) - /�-〈力〜—^)] + 7^[/K) — f[x) — (x*, Vn - x) 
伪71 ^^n 
二 ‘[/(工 + 0nWn) - f{x) - (X*, OnWn)' 
" n 
+ : ^ [ f { v n ) - f { x ) - { x ^ V n - x ) ] . ( 4 . 9 ) 
^^n 
Since 2(1 + e)rioBno is a bounded set in E^Q, w^ G 2(1 + 5)rio^no for each n and 
6n ~> 0 as n ~> 00 and since f is Gateaux differentiable at x, we must have 
^ [ f { x + 6nWn) - f { x ) - {x*,OnWn)] < ^0 
"n 
for sufficiently large n; while from (4.8), (4.3) and (4.5), the definition of v^ and 
the choice of no, 
7 ^ [ / K ) - f [ x ) - {x%Vn - x ) 
^^n 
< ^ E A ! W [ ( / ( : r ± 2 y O - / O r ) —�:r*，±2y,� ] 
外 Li=no+l 
< ^>^1 + ; ) f ： 2 A f ^ 2 - z 
2 sup^ ^ j^3 i=no+l 
00 
< (1 + ^) E r 
i=no + l 
< ^ - 2 
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Therefore, for n sufficiently large, (4.9) yields 
^ 0^ , 0^ q < y + y = q 
which is impossible, and this completes the proof. Q.E.D. 
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