Abstract-This paper presents an updated version of the adaptive learning particle swarm optimizer (ALPSO) [6], we call it ALPSO-II. In order to improve the performance of ALPSO on multi-modal problems, we introduce several new major features in ALPSO-II: (i) Adding particle's status monitoring mechanism, (ii) controlling the number of particles that learn from the global best position, and (iii) updating two of the four learning operators used in ALPSO. To test the performance of ALPSO-II, we choose a set of 27 test problems, including un-rotated, shifted, rotated, rotated shifted, and composition functions in comparison of the ALPSO algorithm as well as several state-of-the-art variant PSO algorithms. The experimental results show that ALPSO-II has a great improvement of the ALPSO algorithm, it also outperforms the other peer algorithms on most test problems in terms of both the convergence speed and solution accuracy.
I. INTRODUCTION
Particle swarm optimization(PSO) is an effective optimization tool, especially for solving global optimization problems. Since PSO was first proposed in 1995 [1] , [4] , it has been widely studied due to its effectiveness and simpleness. However, many experiments have shown that the basic PSO algorithm easily falls into local optima when solving complex multi-modal problems [3] and it is difficult for PSO to jump out of that local optimum once it is trapped in a local optimum.
In the literature of PSO, maintaining diversity, population topology, hybridization with auxiliary search operators and adaptive PSO have become four of the most promising approaches to preventing PSO from being trapped in local optima. In order to accelerate the convergence speed and avoid PSO from being trapped in local optima, an ALPSO [6] algorithm was proposed based on four learning operators. In order to enable particles to automatically choose the appropriate learning operator at the appropriate moment during the search process, an adaptive selection mechanism is introduced in ALPSO.
In this paper, we present the ALPSO-II, which is an updated version of the ALPSO algorithm [6] . In ALPSO-II, we introduce several new functions to improve the performance of ALPSO on multi-modal problems. These new functions include two updated learning operators, particle status monitoring mechanism, and controlling the number of particles that learn from the global best position. These approaches can increase population diversity, as a result, ALPSO-II has a higher probability of exploring more promising areas in the fitness landscape than the ALPSO algorithm.
The rest of this paper is organized as follows. Section II gives an introduction of the ALPSO algorithm. The new features of ALPSO-II algorithm are described in section III. Experimental study and results are present in section IV. Finally, conclusions and future work are discussed in section V.
II. ADAPTIVE LEARNING PARTICLE SWARM OPTIMIZER
In the basic PSO, each particle i is represented by a position vector x i and a velocity vector v i , which are updated as follows:
where x ′ d
i and x d i represent the current and previous positions in the d-th dimension of particle i respectively; v ′ i and v i are the current and previous velocity of particle i respectively; x pbesti and x gbest are the best position found by particle i so far and the best position found by the whole swarm so far respectively; ω ∈ (0, 1) is an inertia weight, which determines how much the previous velocity is preserved; η 1 and η 2 are the acceleration constants, and r 1 and r 2 are random numbers generated in the interval [0.0, 1.0] uniformly.
There are two main models of the PSO algorithm, called gbest (global best) and lbest (local best), respectively. The two models give different performances on different problems. Generally speaking, people believe that the gbest model has a faster convergence speed but also has a higher probability of getting stuck in local optima than the lbest model [5] , [9] . On the contrary, the lbest model is less vulnerable to the attraction of local optima but has a slower convergence speed than the gbest model.
In order to alleviate the problems of the two models and enhance the advantages of them, ALPSO was proposed based on an adaptive method to enable particle to carry out different types of search (local or global) at different evolutionary stages. In ALPSO, except the gbest particle, each particle has four learning sources, which produced by the following four learning operators: Operator a: learning from its pbest position
Operator b: learning from a random position nearby
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Operator c: learning from the pbest of its nearest particle
Operator d: learning from the gbest particle
where pbest k nearest is the pbest of the particle closest to particle k, which is better than pbest k ; v The four learning operators play the roles of convergence, exploitation, exploration and jumping out of the basins of attraction of local optima, respectively. In order to enable particles to automatically choose an appropriate learning operator at the appropriate moment during the search process, an adaptive selection mechanism, which is based on the assumption that the most successful operator used in the recent past iterations might be also successful in the future several iterations, is introduced. For each particle, one of the four learning operators is selected according to their selection ratios. The operator that results in a higher relative performance will have its selection ratio increased. Gradually, the most suitable operator will be chosen automatically for a particle and that operator will control the particle's search behavior according to its local fitness landscape at the corresponding evolutionary stage. For all particles, the selection ratio of each operator is equally initialized to 1/4 (except the gbest particle, in which the selection ratios are set to 1/3) and is updated according to its relative performance.
The operators' selection ratios for a particle are updated only if it does not improve for U f (updating frequency) successive iterations. During the updating period for each particle, the progress value and the reward value of operator i are calculated as follows.
The progress value p k i (t) of operator i for particle k at iteration t is defined as:
The reward value r k i (t) has three components, which are the normalized progress value, the success rate, and the previous selection ratio. It is defined by:
where g k i is the counter that records the number of successful learning times of particle k, in which its child is fitter than particle k by applying operator i since the last selection ratio update; G k i is the total number of iterations where operator i is selected by particle k since the last selection ratio update;
is the success rate of operator i for particle k; α is a random weight between 0.0 and 1.0; M is the number of Algorithm 1 UpdateGbest(particle k,f es)
if rand() < P k l then 3: x t gbest := x gbest ; 4:
Evaluate x t gbest ; 6: f es++; 7: if f ( x t gbest ) < f ( x gbest ) then 8:
end if 10: end if 11: end for where P k l is the probability of particle k to learn from the gbest particle operators; c k i is a penalty factor for operator i of particle k, which is defined as follows:
and s k i (t) is the selection ratio of operator i for particle k at the current iteration. Based on the above definitions, the selection ratio of operator i for particle k in the next iteration t + 1 is updated according to the following equation:
where γ is the minimum selection ratio for each operator, which is set to 0.01. For the gbest particle in ALPSO, it will be updated once a particle gets better over time by extracting useful information from that improved particle. Algorithm 1 describes the update framework of the gbest particle.
There are two key parameters in ALPSO: the update frequency (U f ) and the learning probability (P l ). The values of U f and P l significantly affect the performance of ALPSO. ALPSO introduces some methods to choose the optimal values of the two parameters. For the parameter of update frequency (U f ), each particle is assigned with a different value of U f instead of using a same value of U f for all particles. The value of U f for particle k is defined by the following equation in ALPSO.
where N is the population size and U k f is the update frequency of particle k. For the second parameter of the learning probability (P l ), each particle k is also assigned with a different learning probability, which is initialized by the following equation:
where N is the population size. To adaptively adjust the value of P k l , ALPSO needs to calculate the particle's improvement ratio, which is defined by:
Calculate the improvement ratios for all particles using Eq. (13); 2: Select the particle m that has the largest improvement ratio; 3: for each particle k do 4: Calculate the R m k using Eq. (14);
5:
Generate a uniformly distributed random number p ∈ [0, 1];
8:
end if 11: end for Algorithm 3 Update(operator i, particle k, f es)
Update the velocity and position of particle k using operator a and Eq. (2); 3: else if i = b then 4: Update the position of particle k using operator b; 5: else if i = c then 6: Choose a random particle j;
Update the velocity and position of particle k using operator c ′ and Eq. (2); 9:
Update the velocity and position of particle j using operator c ′ and Eq. (2); 11: k := j;
12:
end if 13: else 14: Update the velocity and position of particle k using operator d ′ and Eq. (2) where IM P R k is the improvement ratio of particle k between iteration t − 1 and iteration t.
In order to update the P l of a particle k in ALPSO, particle m that has the largest improvement ratio in the swarm will be chosen at each iteration and then calculate a learning ratio to the particle m by:
If a randomly generated number p ∈ [0, 1] is less than R m k , particle k will use P m l to update the gbest in Algorithm 1; Otherwise, particle k will use its initial learning probability. The learning probability updating method can be seen in Algorithm 2.
It was report that ALPSO [6] can well balance the behavior of exploitation and exploration for an independent particle in its local search space, also it significantly enhances the performance of PSO in terms of convergence speed and solution accuracy comparing with the other peer algorithms.
III. ADAPTIVE LEARNING PARTICLE SWARM OPTIMIZER-II
In order to further improve the performance of ALPSO especially on complex multi-modal problems, we introduce several main enhancements in ALPSO-II compared with the ALPSO algorithm. First, two learning operators in ALPSO are replaced by two new learning operators. Second, a monitoring mechanism is introduced to monitor particle's status. Finally, an approach to controlling the number of particles that learn from the global best position (named abest position) is added into ALPSO-II. The aim of all the enhancements is to increase diversity so that ALPSO-II can search far more better solutions in complex fitness landscape. The framework of ALPSO-II is described in Algorithm 4, which is explained in the following sections.
A. Learning Operators in ALPSO-II
In ALPSO-II, we still use four learning operators, but the "learning from the pbest of its nearest particle" operator (exploration operator) is replace with "learning from the pbest of a random particle" operator, and each particle learns from a gbest archive position (abest) instead of learning from the gbest particle. The two updated learning operators are defined as follows for particle k: Operator c ′ : learning from the pbest of a random particle
learning from the abest position.
where the abest position is used to store the best position found by ALPSO-II so far.
In ALPSO-II, the bias learning scheme is also used as in ALPSO where a particle only learns from a pbest rand position that is better than its own historical best position pbest. Due to this scheme, more computing resources are given to the badly performing particles to improve the whole swarm. It can be seen in Algorithm 3.
It should be noticed that the abest position in Eq. (16) is different from the gbest particle of the whole swarm. Although it is the same position as the gbest particle in the initial population, it will be updated by Algorithm 1 and get better than the gbest particle. Different from the ALPSO algorithm in [6] , all particles in ALPSO-II learn from the abest position including the gbest particle. The position and velocity update is shown in Algorithm 3.
By introducing the new exploration operator, ALPSO-II enables a particle to explore non-searched fitness landscape with a higher probability than the ALPSO [6] since that particle will learn from a random particle instead of its nearest neighborhood. As a result, the new exploration operator will increase diversity and it might improve the global search capability of ALPSO-II.
B. Monitoring Particle's Status
Generally speaking, re-initialization is a common method to increase population diversity in evolutionary algorithms. However, there are some problems while using this method, e.g. how to protect these re-initial individuals from being eliminated since they usually have very bad fitness. When to perform re-initialization is also an open issue. Although the former issue does not happen in PSO since there is no selection operation, we still have the later problem.
There are several ways to check when to perform reinitialization. The first method is to check the population diversity. If the population diversity is less than a threshold, we perform re-initialization. The second is to monitor the gbest particle, if it does not improve for a certain number of iterations, re-initialization can be launched. For PSO algorithms, we can monitor particle's velocity. If the velocity's magnitude of a particle is less than a threshold value, we can re-initialize that particle. Whichever method we use, we have to define a threshold value to perform this operation. However, it is very difficult to get an optimal threshold value for a particular problem. In addition, the threshold values for different problems might be different.
The common problem of the above approaches is that they cannot examine if an individual is in the stage of evolution or in the stage of convergence. If that individual converges, we can perform re-initialization. In order to monitor particle's status, we introduce an approach to check whether a particle is in convergence status.
In ALPSO-II, there is a mechanism of monitoring the performance of the four learning operators. The approach is to monitor the selection ratios of the four learning operators. Once a particle converges on a local optimum and none of the four operators can help it to jump out of that local optimum. Their selection ratios will go back to the initial stage where they have equal values of 1/4. Hence, we can use this information to examine whether a particle is converged or not. By using this approach, we can easily avoid the above problems to re-initialize particles.
To achieve this goal, beside to calculate the normal selection ratios as in ALPSO, we need to create a monitoring selection ratio for each learning operator. In ALPSO-II, every definition and operation to calculate and update the monitor ing selection ratios is the same as in ALPSO to calculate and update the normal selection ratios except calculating the progress value p ′k i (t) of operator i for particle k at iteration t, which is defined as:
To distinguish the definitions related to updating monitoring selection ratios in the two different algorithms, we put a prime symbol after each definition defined in ALPSO, e.g. p ′k i (t) and p k i (t) represent the monitoring progress value and common progress value of operator i for particle k at iteration t, respectively.
In ALPSO-II, the common selection ratios and the monitoring selection ratios are updated at the same time and once they are updated, all the component parameters are reset to the initial states: progress values, reward values, success rates are set to 0. The re-initialization of a particle is performed once the variance of its monitoring selection ratios is less than a constant value of 0.05. The procedures of the monitoring selection ratios update and re-initialization can be seen in Algorithm 4.
Algorithm 4
The ALPSO-II Algorithm 1: Generate the initial swarm and set up the initial parameters for each particle; 2: Set f es :=0, iteration counter t=0; 3: while f es < T F es do 4: for each particle k do 5: Select one learning operator i using the roulette wheel selection mechanism with its selection ratio; 6: Update( i, k, f es); 7:
g k i ++, and set m k := 0; 10:
Perform U pdateGbest(k, f es) for the abest position; 12: else 13:
18: where T F es is the total fitness evaluations for a run and Var( s ′ k ) is the variance of the four monitoring selection ratios for particle k.
C. Controlling the Number of Particles that Learn from the abest Position
In ALPSO algorithm, although performing local search for a particle depends on the performance of the local search operators (e.g. the exploitation operator and the exploration operator), it still has a chance to perform global search. As we know, particles, which are far away from the abest position, may not get benefit by learning from it especially for multi-modal problems. In ALPSO-II, to further balance global search and local search, we only allow a certain number of particles (Q), which are close to the the abest position, to learn from it. That is, ALPSO-II only allows Q particles to use the four learning operators and the other particles do not use the convergence operator. We can see how different values of Q affect the performance of ALPSO-II in the following experimental section. 
IV. EXPERIMENTAL STUDY

A. Test Functions
To test the performance of ALPSO-II, we chose 27 test functions including the traditional functions, the shifted functions and the rotated shifted functions, which are widely used in the literature [8] , [3] , [13] as well as the complex hybrid composition functions proposed recently in [2] , [11] . The details of test functions f 1 to f 11 are given in Table I . Functions f 12 -f 27 are noisy problems, shifted problems, rotated problems, and rotated shifted problems, which are extended from four selected problems in Table I by (a) adding noises; (b) shifting the landscape; (c) rotating the landscape; and (d) combining shifting and rotating of the landscape. The corresponding functions can be seen in Table II. In  Table II , "O" represents the original problems, and "N","S", "R" and "RS" represent the modified problems by adding noisy, shifting, rotating, and combination of shifting and rotating, respectively. 
B. Parameter Settings for the Involved PSO Algorithms
Experiments were conducted to compare ALPSO-II with six PSO algorithms on the 27 test problems in 30 dimensions. The peer algorithms include the cooperative PSO (CPSO-H k ) [12] , the fully informed PSO (FIPS) [8] , the comprehensive learning PSO (CLSPO) [3] , the adaptive PSO (APSO) [13] , the standard PSO (SPSO) proposed in [10] , and the ALPSO algorithm [6] . The configuration of each peer algorithm, which is exactly the same as it appeared in the original paper. For ALPSO-II, η 1 , η 2 , and ω were set to the same values as used in SPSO. V max was set to the half of the search domain for each test function, which can be seen from Table I . We used different parameter values of Q to test the performance of ALPSO-II.
To fairly compare ALPSO-II with the other six algorithms, all algorithms were run independently 30 times on the 27 test problems in 30 dimensions. The initial population and stop criteria are the same for all algorithms for each run. The maximal number of fitness evaluations (T F es) used as the stop criteria was set to 100000 for all algorithms on each test function. The population size was set to 10 for all problems.
C. Results and Discussion
We first test how the parameter Q affects the performance of ALPSO-II. The different values of Q in set 0,1,3,5,7,10 were used. The results is shown in Table III . From the results, we can see that different values of Q give quite different performance on most problems. For functions f 3 , f 21 , and f 22 , no particle learning from the abest position gives the best results. The Q value of 1 helps ALPSO-II to achieve the best performance on functions f 12 ,f 16 ,f 17 ,f 18 ,f 19 ,f 23 ,and f 25 . For functions f 14 and f 27 , the best performance is obtained by setting the neighborhood size of 3 for the abest position. For functions f 10 and f 11 , the optimal value of Q is 5. While 7 is the optimal value of Q for function f 26 . And the other functions achieve the best performance by setting Q value of 10, which is the population size. Table IV describes the comparison of the mean and variance of the performance of ALPSO-II and the other six peer algorithms over 30 runs on each test function. A twotailed T-test with 58 degrees of freedom at a 0.05 level of significance was conducted between ALPSO-II and the other six algorithms and the results are shown in Table V . The performance difference is significant between two algorithms if the absolute value of the T-test result is greater than 2.0. In Table V , the suffix "+","∼" or "-" is attached to the end of each result, which represents whether the performance of ALPSO is significantly better than, statistically equivalent to or significantly worse than the performance of its rival respectively.
From Table IV and Table V , we can see that ALPSO-II has a great improvement compared with ALPSO and also outperforms the other algorithms on most test functions. As can be seen from Table V , the performance of ALPSO-II is significantly better than the performance of the other peer algorithms on 15 out of 27 functions. Fig. 1 shows the comparison of convergence speed of the seven algorithm on 15 selected problems. From the comparison result, ALPSO-II shows fast convergence speed (e.g. on functions f 1 , f 3 ,f 6 , and f 11 ) and capability of getting out of local optima (e.g. on functions f 2 , f 5 ,f 10 , and f 14 ).
V. CONCLUSIONS AND FUTURE WORK
This paper presents an updated version of the ALPSO algorithm based on four leanring operators. In order to increase diversity of ALPSO, we introduce several new approaches in ALPSO-II, including two updated learning operators, reinitialization mechanism, and controlling the neighborhood size of the abest position. From the experimental results, we can draw two conclusions from the comparison of the seven algorithms in terms of convergence speed and solution accuracy. First, ALPSO-II greatly improves the performance of ALPSO. The other one is that ALPSO-II outperforms the other state-of-the-art algorithms on most test problems.
Although ALPSO-II has a good performance compared with the other PSO algorithms, several issues should be addressed in the future. How to adaptively tune the neighborhood size of the abest position is the first issue. Second, comparing ALPSO-II with other non-PSO algorithms is also an important work. Finally, exploring new learning operators is also an interesting work. 
