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DETERMINANT METHOD AND THE PSEUDO-EFFECTIVE
THRESHOLD
Chunhui Liu
Abstract. — In this paper, we will give an upper bound of the number of auxiliary
hypersurfaces in the determinant method, which reformulates a work of Per Salberger
by Arakelov geometry. One of the key constants will be determined by the pseudo-
effective threshold of certain line bundles.
Résumé (La méthode de determinant et le seuil de pseudo-effectivité)
Dans cet article, on donnera une majoration du nombre de hypersurfaces auxi-
liaires dans la méthode de déterminant, qui reformule un travail de Per Salberger
par la géométrie d’Arakelov. Une des constantes clées sera déterminée par le seuill de
pseudo-effectivité de certains fibrés en droites.
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1. Introduction
Let K be a number field, and X →֒ PnK be a projective variety. Let ξ ∈ X(K),
and HK(ξ) be a height of ξ with respect to the above closed immersion, for example,
the classic Weil height. A height function of rational points HK(.) often evaluates the
arithmetic complexity of rational points. Let B ∈ R, and
S(X ;B) = {ξ ∈ X(K)| HK(ξ) 6 B}
be the set of rational points of bounded heights with respect to the above closed
immersion. Usually, a good height function has the so-called Northcott’s property,
which means that the cardinality N(X ;B) = #S(X ;B) is finite when B is fixed. In
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this case, the map N(X ; ·) : R → N is a function which gives a description of the
density of rational points in X .
It is a central subject to understand different kinds of properties of the function
N(X ;B) with the variable B ∈ R for different kinds of X . For this target, lots of
methods have been involved in. In this article, we will concern on the uniform upper
bound of N(X ;B). The word "uniform" means that we want to obtain a good upper
bound of N(X ;B) for all projective varieties with fixed degree and dimension, or
maybe for those varieties satisfying certain common conditions.
1.1. Determinant method. — In this article, we will focus on the so-called deter-
minant method proposed in [21] to study the density of rational points in arithmetic
varieties.
1.1.1. Basic ideas and the developments. — Tranditionally, we consider a projective
variety X →֒ PnQ over Q for simplicity, since the operations over arbitrary number
fields sometimes bring us extra technical troubles. In [2] (see also [30]), Bombieri
and Pila proposed a method of determinant argument to study this kind of problems.
The monomials of a certain degree evaluated on a family of rational points in S(X ;B)
having the same reduction modulo some prime numbers form a matrix whose deter-
minant is zero by a local estimate. By Siegal’s Lemma, we can assure the existence
of the hypersurfaces in PnQ with bounded degree which contain all rational points in
the family, but do not contain the generic point of X . If we can control the number
of these auxiliary hypersurfaces and their maximal degree, it will play a significant
role in controlling the upper bound of N(X ;B).
In [21], Heath-Brown generalized the method of [2] to the higher dimensional case.
His idea is to focus on a sub-set of S(X ;B) whose reductions modulo a prime number
are a same regular point, and he proved that this sub-set can be covered by a bounded
degree hypersurface which do not contain the generic point of X . Then he counted
the number of regular points over finite fields, and control the regular reductions. In
[6], Broberg generalized it to the case over arbitrary number fields.
In [21], Heath-Brown also proposed a so-called the dimension growth conjecture.
Let dim(X) = d. It is said that for all d > 2 and δ > 2, we have N(X ;B)≪d,δ,ǫ Bd+ǫ
for all ǫ > 0. He proved this conjecture for some special cases. Later, Browning,
Heath-Brown and Salberger had some contributions on this subject, see [7, 8, 9,
34, 36] for the refinements of the determinant method and the proofs under certain
conditions.
In [42], Walsh refined the so-called global determinant method in firstly proposed
by Salberger in [36]. He applied the global determinant to a series of hypersurfaces,
whose equations of definition satisfy certain conditions, and then he obtained a better
estimate. In [10], Castryck, Cluckers, Dittmann and Nguyen refined [42] on giving
an explicit dependence on δ, and obtained a better estimate of N(X ;B).
In [37], Salberger considered the case of cubic hypersurfaces. In this case, we have
a better estimate on a key invariant, so for this case, a better result than that in
[9, 36] was obtained. Actually, this is the motivation of this article to explore the
refinement of that invariant by the pseudo-effective thresholds of line bundles.
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In order to study the density of rational points of a higher dimensional variety, it is
also important to understand its lower dimensional sub-varieties of particular degrees,
see [21, Appendix] of J.-L. Colliot-Thélène, [8, Appendix] of J. M. Starr, and [34, §5,
§7] for instance. Since it has no direct relation with the determinant method itself,
we do not plan to study this issue in this article.
1.1.2. Reformulation by Arakelov geometry. — In [13, 14], H. Chen reformulated
the works of Salberger [34] by the slope method in Arakelov geometry. By this
formulation, we replace the matrix of monomials by the evaluation map which sends
a global section of a particular line bundle to a family of rational points. By the slope
inequalities, we can control the height of the evaluation map in the slope method,
which replaces the role of Siegal’s lemma in controlling heights.
There are two advantages by the approach of Arakelov geometry. First, we can work
over arbitrary number fields, while the classic formulation often matches well over Q
only. Second, it is easier to obtain explicit estimates, since usually the constants
obtained by the slope method are given explicitly.
But in this article, because of certain obstructions in the positivity of line bundles,
we are not able to give effective estimates for all invariants.
1.2. Application of the pseudo-effective threshold. — In a mini-course in the
summer school "Arakelov Geometry and Diophantine applications" at Institut Fourier
in 2017, and a mini-course in the thematic activity "Reinventing rational points" at
Institut Henri Poincaré in 2019, Salberger gave lectures on the application of the
pseudo-effective thresholds of certain line bundles on projective varieties to estimate
the number of auxiliary hypersurfaces in the determinant method. In [37], he has
applied this idea to study the density of rational points in the complement of the
union of all lines of cubic surfaces in P3.
In this article, we will reformulate the above works of Salberger by Arakelov
geometry following the strategy of [13, 14], where we will consider the case of general
projective varieties.
1.2.1. Pseudo-effective threshold. — Let X →֒ PnK be a projective variety over the
number field K of degree δ and dimension d, π : X˜ → X be the blow-up at the non-
singular rational point η, E is the exceptional divisor of this blow-up, H be a Cartier
divisor on X given by a hyperplane section on PnK , and D,m ∈ N. We consider the
sum
(1) R(η,D) =
∞∑
m=1
dimK H
0
(
X˜,Dπ∗H −mE
)
,
which plays a significant role in the refinement of determinant method in this article.
Next, we denote
(2) IX(H, η) =
∫ ∞
0
vol(π∗H − λE)dλ,
where vol(.) is the usual volume function of R-divisors. To the author’s knowledge,
the invariant IX(H, η) is first introduced by Per Salberger in 2006 at a talk in
4 CHUNHUI LIU
Mathematical Science Research Institute (MSRI), Berkeley, USA. In [26, §4], D.
Mckinnon and M. Roth also introduced this invariant for the research of Diophantine
approximations over higher dimensional projective varieties, which is a generalization
of Roth’s theorem.
In Theorem 4.7, we will prove the estimate
(3) R(η,D) =
IX(H, η)
d!
Dd+1 +Od,δ(D
d).
By this fact, we can refine some former results on the determinant method.
1.2.2. An improved upper bound of the number of auxiliary hypersurfaces. — Let
X →֒ PnOK be the Zariski closure of X →֒ PnK , and p be a maximal ideal of OK whose
residue field is Fp. Let ξ ∈ X (Fp), and we denote by S(X ;B, ξ) the sub-set of S(X ;B)
the reduction modulo p of whose Zariski closures in X is ξ. We can prove that the
invariant IX(H, η) only depends on its reduction class if its reduction is regular. By
Lemma 5.1, if for the family of maximal ideals p1, . . . , pr of OK , the point ξj is regular
in X for all j = 1, . . . , r and
r⋂
j=1
S(X ;B, ξj) 6= ∅, then all IX(H, ξj) are equal, noted
by IX(H, ξJ ) for simplicity. Then we have the result below, and Salberger has proved
the case of K = Q announced in the talks and lectures mentioned above.
Theorem 1.1 (Theorem 5.2). — We keep all the above notations. Let p1, . . . , pr
be a family of maximal ideals of OK , N(pj) = # (OK/pj), and ǫ > 0. Suppose that
the point ξj ∈ X (Fpj ) is regular in X for all j = 1, . . . , r. If the inequality
r∑
j=1
logN(pj)≫K,n,δ,ǫ δ
IX(H, ξJ )
logB
is verified, then there exists a hypersurface of degree Od,δ,ǫ(1), which covers
r⋂
j=1
S(X ;B, ξj) but do not contain the generic point of X.
The implicit constant in Theorem 1.1 will be given explicitly in Theorem 5.2. By
this result, let ǫ > 0 and
IX(H) = inf
η∈S(X;B)
η regular
IX(H, η).
Then we have the following estimate of the number of auxiliary hypersurfaces, which
is also proved by Salberger for the case of K = Q announced in the talks and lectures
mentioned above without the application of Arakelov geometry.
Theorem 1.2 (Theorem 5.7). — With all the notations above. There exists an
explicit constant C4(ǫ, δ, n, d,K) such that S(X ;B) is covered by no more than
(4) C4(ǫ, δ, n, d,K)B
(1+ǫ)dδ
IX (H)
hypersurfaces of degree On,δ,ǫ(1) which do not contain the generic point of X.
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By [26, Corollary 4.2], for every regular closed point η in X , we have
IX(H, η) >
dδ1+
1
d
(d+ 1)
.
So the upper bound of auxiliary hypersurfaces given in (4) can be considered as a
refinement of some former results ([21, 34, 14], for example). If we focus on some
particular varieties X with clearer information on IX(H, η) defined at (2), we may
obtain a better estimate on the number of auxiliary hypersurfaces, see [37] for such
an example, where the case of cubic hypersurfaces in P3 is considered.
1.2.3. Non-effective estimate. — In the above argument, we have
dimK H
0
(
X˜,Dπ∗H −mE
)
=
Dd
d!
vol
(
π∗H − m
D
E
)
+Od,δ(D
d−1).
However, up to the author’s knowledge, we cannot obtain an effective estimate above.
Thus we are only able to make sure that the maximal degree of auxiliary hypersurfaces
can depend only on n, δ and ǫ, but we cannot get an explicit bound up to the author’s
ability until now.
1.3. Organization of the article. — This article is organized as follows. In §2, we
will recall some useful preliminary knowledge to this program and propose the basic
setting, where we follow the approach of [13, 14]. In §3, we will give a bound involving
the invariantR(η,D) defined at (1) and both geometric and arithmetic Hilbert-Samuel
functions of arithmetic varieties, which is a generalization of [37, Lemma 16.9]. In §4,
we will prove the finiteness of the sum (1) and the asymptotic estimate (3). In §5, we
will prove Theorem 1.1, and give the upper bound (4) in Theorem 1.2 by applying it.
Acknowledgement. — This work is inspired by a mini-course of Prof. Per Sal-
berger in the summer school "Arakelov Geometry and Diophantine applications" at
Institut Fourier in 2017, and a mini-course in the thematic activity "Reinventing ra-
tional points" at Institut Henri Poincaré in 2019. I would like to thank Prof. Salberger
for introducing me his brilliant work [36] and some useful personal notes, and also for
lots of useful private discussion with me. At the same time, I would like to thank Prof.
Yuji Odaka for some useful suggestions on the pseudo-effective thresholds. Chunhui
Liu was supported by JSPS KAKENHI Grant Number JP17F17730, and is supported
by JSPS grant (S) 16H06335 now.
2. Preliminaries and the basic setting
In this section, we will provide the preliminary knowledge in order to formulate
the determinant method by Arakelov geometry, where we follow the strategy of H.
Chen in [13, 14]. We will also present some other useful preliminary knowledge.
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2.1. Classic height function of rational points. — Let K be a number field,
and OK be its ring of integers. We denote byMK,f the set of finite places ofK, and by
MK,∞ the set of infinite places of K. In addition, we denote by MK =MK,f ⊔MK,∞
the set of places of K. For every v ∈ MK,f , if Qv is the p-adic field, we define the
absolute value |x|v =
∣∣NKv/Qv (x)∣∣ 1[Kv :Qv ]p , where |.|p is the p-adic absolute value. For
every v ∈ MK,∞, we define |x|v =
∣∣NKv/Qv (x)∣∣ 1[Kv :Qv ] , where |.| is the usual absolute
values over R or C.
For every a ∈ K×, we have the product formula (cf. [29, Chap. III, Proposition
1.3])
(5)
∏
v∈MK
|a|[Kv:Qv ]v = 1.
Let ξ = [ξ0 : · · · : ξn] ∈ PnK(K). We define the absolute height of ξ in PnK as
(6) HK(ξ) =
∏
v∈MK
max
06i6n
{|ξi|v}[Kv :Qv] .
Next, we define the logarithmic height of ξ as
(7) h(ξ) =
1
[K : Q]
logHK(ξ),
which is independent of the choice of K (cf. [22, Lemma B.2.1]).
Suppose X is a closed integral sub-scheme of PnK of degree deg(X) = δ and
dimension dim(X) = d, and φ : X →֒ PnK is the projective embedding. For ξ ∈ X(K),
we defineHK(ξ) = HK (φ (ξ)) for simplicity, and usually we omit the closed immersion
φ if there is no confusion. Next, we define
S(X ;B) = {ξ ∈ X(K)|HK(ξ) 6 B}, and N(X ;B) = #S(X ;B).
By the Northcott’s property (cf. [22, Theorem B.2.3]), the cardinality N(X ;B) is
finite for a fixed real number B > 1.
The objective of counting rational points of bounded height is to understand the
functionN(X ;B) with some particular projective varietiesX and real numbersB > 1.
2.2. Multiplicity of points in a scheme. — In this part, we will define the
multiplicity of closed points in schemes induced by the local Hilbert-Samuel function.
This notion will be useful in the determinant method.
Let X be a Noetherian scheme of pure dimension d, which means all its irreducible
components have the same dimension. Let ξ be a closed point of X , mX,ξ be the
maximal ideal of the local ring OX,ξ, and κ(ξ) be its residue field. We define
(8) Hξ(s) = dimκ(ξ)
(
m
s
X,ξ/m
s+1
X,ξ
)
as the local Hilbert-Samuel function of X at the closed point ξ with the variable s ∈ N,
where we define m0X,ξ = OX,ξ for simplicity. For this function, when d > 2, we have
the polynomial asymptotic extension
Hξ(s) =
µξ(X)
(d− 1)!s
d−1 +O(sd−2),
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where we define the positive integer µξ(X) as the multiplicity of point ξ in X . If
d = 1, then OX,ξ is a local Artinian ring. The multiplicity µξ(X) is then defined as
the length of the local ring OX,ξ as a OX,ξ-module.
If OX,ξ is a regular local ring, we say that ξ is regular in X . In this case we have
µξ(X) = 1. Else we say that ξ is singular in X . We refer the reader for [33, Exercise
2.4] in Page 41 for an example of non-regular local ring of multiplicity 1. In addition,
if X is pure dimensional and has no embedded component, then from the fact that ξ
is singular in X by the above definition, we deduce µξ(X) > 2 (cf. [28, (40.6)]).
We denote by Xreg the regular locus of X , and by Xsing the singular locus of X .
By the semi-continuity of the multiplicity function, the singular locus Xsing is a closed
sub-set of X . If X is reduced and pure dimensional, the set Xreg is open dense in X
(cf. [20, Corollary 8.16, Chap. II]).
2.3. Normed vector bundles. — The normed vector bundle is one of the main
research objects in Arakelov geometry. Let K be a number field and OK be its ring
of integers. A normed vector bundle on SpecOK is a pair E =
(
E, (‖.‖v)v∈MK,∞
)
,
where:
– E is a projective OK-module of finite rank;
– (‖.‖v)v∈MK,∞ is a family of norms, where ‖.‖v is a norm over E ⊗OK ,v C which
is invariant under the action of Gal(C/Kv).
If the norms (‖.‖v)v∈MK,∞ are Hermitian for all v ∈MK,∞, we call E a Hermitian
vector bundle over SpecOK . In particular, if rkOK (E) = 1, we say that E is a
Hermitian line bundle since all Archimedean norms are Hermitian in this case.
Suppose that F is a sub-OK-module of E. We say that F is a saturated sub-OK-
module of E if E/F is a torsion-free OK-module.
Let E =
(
E, (‖.‖E,v)v∈MK,∞
)
and F =
(
F, (‖.‖F,v)v∈MK,∞
)
be two Hermitian
vector bundles on SpecOK . If F is a saturated sub-OK-module of E and ‖.‖F,v is
the restriction of ‖.‖E,v over F ⊗OK ,v C for every v ∈ MK,∞, we say that F is a
sub-Hermitian vector bundle of E on SpecOK .
We say that G =
(
G, (‖.‖G,v)v∈MK,∞
)
is a quotient Hermitian vector bundle of E
on SpecOK , if for every v ∈MK,∞, the module G is a projective quotient OK-module
of E and ‖.‖G,v is the induced quotient space norm of ‖.‖E,v.
For simplicity, we denote by EK = E ⊗OK K in the remainder part of this article.
2.4. Arakelov invariants. — We will introduce some useful invariants in Arakelov
geometry in this part.
2.4.1. Arakelov degree. — Let E be a Hermitian vector bundle on SpecOK , and
{s1, . . . , sr} be a K-basis of the vector space EK . The Arakelov degree of E is defined
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as
d̂eg(E) = −
∑
v∈MK
[Kv : Qv] log ‖s1 ∧ · · · ∧ sr‖v
= log (# (E/OKs1 + · · ·+OKsr))− 1
2
∑
v∈MK,∞
log det (〈si, sj〉v,16i,j6r) ,
where ‖s1 ∧ · · · ∧ sr‖v follows the definition in [12, 2.1.9] for all v ∈ MK,∞, and
〈si, sj〉v,16i,j6r is the Gram matrix of the basis {s1, . . . , sr} with respect to v ∈MK,∞.
For those v ∈MK,f , we take the norms defined by models.
We refer the readers to [19, 2.4.1] for a proof of the equivalence of the above two
definitions. The Arakelov degree is independent of the choice of the basis {s1, . . . , sr}
by the product formula (5). In addition, we define
d̂egn(E) =
1
[K : Q]
d̂eg(E)
as the normalized Arakelov degree of E, which is independent of the choice of the base
field K.
2.4.2. Slope. — Let E be a non-zero Hermitian vector bundle on SpecOK , and rk(E)
be the rank of E. The slope of E is defined as
µ̂(E) :=
1
rk(E)
d̂egn(E).
In addition, we denote by µ̂max(E) the maximal slope of all its non-zero Hermitian
sub-bundles, and by µ̂min(E) the minimal slope of all its non-zero Hermitian quotients
bundles of E.
2.4.3. Height of linear maps. — Let E and F be two non-zero Hermitian vector
bundles on SpecOK , and φ : EK → FK be a non-zero homomorphism of K-vector
spaces. The height of φ is defined as
h(φ) =
1
[K : Q]
∑
v∈MK
log ‖φ‖v,
where ‖φ‖v is the operator norm of Kv-linear map φv : E⊗KKv → F ⊗KKv induced
by the above linear homomorphism with respect to every v ∈MK .
We refer the readers to [3, Appendix A] for some equalities and inequalities on
Arakelov degrees and corresponding heights of homomorphisms.
2.5. Arithmetic Hilbert-Samuel function. — Let E be a Hermitian vector bun-
dle of rank n+ 1 on SpecOK , and P(E) be the projective space which represents the
functor from the category of commutative OK-algebras to the category of sets map-
ping all OK -algebra A to the set of projective quotient A-module of E ⊗OK A of rank
1.
Let OP(E)(1) (or by O(1) if there is no confusion) be the universal bundle, and
OP(E)(D) (or by O(D)) be the line bundle OP(E)(1)⊗D for simplicity. The Hermitian
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metrics on E induce by quotient of Hermitian metrics (i.e. Fubini-Study metrics) on
OP(E)(1) which define a Hermitian line bundle OP(E)(1) on P(E).
For every D ∈ N+, let
(9) ED = H
0
(
P(E),OP(E)(D)
)
,
and let r(n,D) be its rank over OK . In fact, we have
(10) r(n,D) =
(
n+D
D
)
.
For each v ∈MK,∞, we denote by ‖.‖v,sup the norm over ED,v = ED⊗OK,v C such
that
(11) ∀s ∈ ED,v, ‖s‖v,sup = sup
x∈P(EK)v(C)
‖s(x)‖v,FS,
where ‖.‖v,FS is the corresponding Fubini-Study norm.
Next, we will introduce the metric of John, see [41] for a systematic introduction to
this notion. In general, for a given symmetric convex body C, there exists the unique
ellipsoid J(C), called ellipsoid of John, contained in C whose volume is maximal.
For the OK -module ED and any place v ∈MK,∞, we take the ellipsoid of John of
its unit closed ball defined via the norm‖.‖v,sup, and this ellipsoid induces a Hermitian
norm, noted by ‖.‖v,John. For every section s ∈ ED, the inequality
(12) ‖s‖v,sup 6 ‖s‖v,John 6
√
r(n,D)‖s‖v,sup
is verified by [41, Theorem 3.3.6]. In fact, these constants do not depend on the
choice of the symmetric convex body.
Let A be a ring, and E be an A-module. We denote by SymDA (E) the symmetric
product of degree D of the A-module E, or by SymD(E) if there is no confusion on
the base ring.
If we consider the above ED defined in (9) as a OK-module, we have the iso-
morphism of OK-modules ED ∼= SymD(E). Then for every place v ∈ MK,∞, the
Hermitian norm ‖.‖v over Ev,C induces a Hermitian norm ‖.‖v,sym by the symmetric
product. More precisely, this norm is the quotient norm induced by the quotient
morphism
E⊗D → SymD(E),
where the vector bundle E⊗D is equipped with the norms of tensor product of E on
SpecOK (see [18, Définition 2.10] for the definition). We say that this norm is the
symmetric norm over SymD(E). For any place v ∈ MK,∞, the norms ‖.‖v,John and
‖.‖v,sym are invariant under the action of the unitary group U(Ev,C, ‖.‖v) of order n+1.
Then they are proportional and the ratio is independent of the choice of v ∈ MK,∞
(see [4, Lemma 4.3.6] for a proof). We denote by R0(n,D) the constant such that,
for every section 0 6= s ∈ ED,v, the equality
(13) log ‖s‖v,John = log ‖s‖v,sym +R0(n,D).
is verified.
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Definition 2.1. — Let ED be the OK-module defined at (9). For every place
v ∈ MK,∞, we denote by ED the Hermitian vector bundle on SpecOK which ED is
equipped with the norm of John ‖.‖v,John induced by the norms ‖.‖v,sup defined in
(11). Similarly, we denote by ED,sym the Hermitian vector bundle on SpecOK where
ED is equipped with the norms ‖.‖v,sym introduced above.
With all the notations in Definition 2.1, we have the following result.
Proposition 2.2 ([13], Proposition 2.7). — With all the notations in Definition
2.1, we have
µ̂min(ED) = µ̂min(ED,sym)−R0(n,D).
In the above equality, the constant R0(n,D) defined in the equality (13) satisfies the
inequality
0 6 R0(n,D) 6 log
√
r(n,D),
where the constant r(n,D) = rk(ED) follows the definition in the equality (10).
Let X be a pure dimensional closed sub-scheme of P(EK), and X be the Zariski
closure of X in P(E). We denote by
(14) ηX,D : ED,K = H
0 (P(EK),O(D))→ H0
(
X,OP(EK)(1)|⊗DX
)
the evaluation map overX induced by the closed immersion of X into P(EK). In addi-
tion, we denote by FD the largest saturated sub-OK-module of H0
(
X ,OP(E)(1)|⊗DX
)
such that FD,K = Im(ηX,D). When the integer D is large enough, the homomor-
phism ηX,D is surjective, which means FD = H
0(X ,OP(E)(1)|⊗DX ) (cf. [20, Chap.
III, Theomrem 5.2 (b)]). We refer the readers to [31, Lemma 2.1] for an explicit
lower bound of such a positive integer D.
The OK-module FD is equipped with the quotient metrics (from ED) such that
FD is a Hermitian vector bundle on SpecOK , noted by FD this Hermitian vector
bundle. Moreover, in the remainder part of this article, we denote by r1(D) the rank
of the OK-module FD.
Definition 2.3. — We denote by FD the Hermitian vector bundle on SpecOK
defined above from the map (14). We say that the function which maps the positive
integer D to µ̂(FD) is the arithmetic Hilbert-Samuel function of X with respect to
the Hermitian line bundle OP(E)(1).
Remark 2.4. — With all the notations in Definition 2.3. Let
(15) hOP(E)(1)(X) = d̂egn
(
ĉ1
(
OP(E)(1)
)d+1
· [X ]
)
.
In fact, (15) is a height of X be defined by the arithmetic intersection theory (cf. [15,
Definition 2.5]). By [32, Théorème A], we have
hOP(E)(1)(X) = limD→+∞
d̂egn(FD)
Dd+1/(d+ 1)!
.
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By [13, Corollary 2.9], we have the following trivial lower bound of µ̂(FD), which
is
(16) µ̂(FD) > −1
2
D log(n+ 1).
2.6. Height functions given by Arakelov theory. — We will give a definition
of the height of rational points by Arakelov geometry, which provides the possibility
of the reformulation of counting rational points problem by Arakelov geometry. Let
E be a Hermitian vector bundle of rank n + 1 on SpecOK , P ∈ P(EK)(K), and
P ∈ P(E)(OK) be its Zariski closure in P(E). Let OP(E)(1) be the universal bundle
equipped with the corresponding Fubini-Study metric at each v ∈ MK,∞, then
P∗OP(E)(1) is a Hermitian line bundle on SpecOK . We define the height of the
rational point P as
(17) hOP(E)(1)(P ) = d̂egn
(
P∗OP(E)(1)
)
.
Actually, (17) is the same as the definition (15) where we choose X to be a rational
point in P(EK) considered as its closed integral sub-scheme.
Remark 2.5. — We keep all the above notations in this part. Now we choose
E =
(
O⊕(n+1)K , (‖.‖v)v∈MK,∞
)
, where for every v ∈ MK,∞, ‖.‖v is the ℓ2-norm
mapping (t0, . . . , tn) to
√|v(t0)|2 + · · ·+ |v(tn)|2. We suppose that P has a K-
rational projective coordinate [x0 : · · · : xn], then we have (cf. [27, Proposition
9.10])
hOP(E)(1)(P ) =
∑
v∈MK,f
[Kv : Qv]
[K : Q]
log
(
max
16i6n
|xi|v
)
+
1
2
∑
v∈MK,∞
[Kv : Qv]
[K : Q]
log
 n∑
j=0
|v(xj)|2
 .
In addition, let the logarithmic height h(.) be as defined in (7). Then by some
elementary calculation, the inequality∣∣∣h(P )− hOP(E)(1)(P )∣∣∣ 6 12 log(n+ 1)
is verified uniformly for all P ∈ P(EK) when we choose E as above.
2.7. Further notations on counting rational points problem. — Let ψ : X →֒
P(EK) be a closed immersion of X in P(EK), and P ∈ X(K). We denote the height
of P by hOP(E)(1)(ψ(P )) at (17). We will just use the notations hOP(E)(1)(P ), hO(1)(P )
or h(P ) if there is no confusion of the morphism ψ and the Hermitian line bundle
OP(E)(1). This height also satisfies the Northcott’s property for arbitrary Hermitian
vector bundle E (cf. [44, Theorem 5.3]), so it can be used in the counting rational
points problem. Actually, the line bundle OP(EK)(1) can be replaced by arbitrary
ample line bundle for the correctness of the Northcott’s property.
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In the rest part of this article, unless specially mentioning, we will use the height
function defined at (17), and we will use the notation h(.) to denote this height
function. The classic height defined at (6) and (7) will not be essentially used any
longer.
3. A refinement of the determinant method
In this section, we will generalize a result in the determinant method.
3.1. Estimates of norms. — In this part, we will estimate the norms of some
local homomorphisms, which can be viewed as a generalization of parts of [14, §3].
The original idea comes from [37, §16.2]. This estimate is more precise than that in
[34, Lemma 2.4] and [14, Proposition 3.4], but will be more implicit because of some
technical obstructions.
Firstly, we refer a useful auxiliary result in [14], which will be useful in the approach
of Arakelov geometry. Before this, we recall an useful notion. Let (k, |.|) be a non-
Archimedean field, and (V, ‖.‖) be normed vector space over (k, |.|). We say that
(V, ‖.‖) is ultranormed if for all x, y ∈ U , we always have ‖x+ y‖ 6 max {‖x‖, ‖y‖}.
Lemma 3.1 ([14], Lemma 3.3). — Let k be a field equipped with a non-
archimedean absolute value |.|, U and V be two k-linear ultranormed spaces of finite
rank and φ : U → V be a k-linear homomorphism. Let m = dimk(U). For any
integer 1 6 i 6 m, let
λi = inf
W⊂U
codimU (W )=i−1
‖φ|W ‖.
If i > m, let λi = 0. Then for any integer r > 0, we have
(18) ‖∧rφ‖ 6
r∏
i=1
λi.
In the rest part of this section, unless specially mentioned, we denote by K a
number field, and by OK its ring of integers. We fix a Hermitian vector bundle
E of rank n + 1 on SpecOK , a closed integral sub-scheme X of P(EK), and the
Zariski closure X of X in P(E). We denote by XK → SpecK the generic fiber of
X → SpecOK , which is essentially X → SpecK in the above case.
Let p be a maximal ideal of OK , Fp be the residue field of OK at p. Let ξ be
an Fp-point of X , and k ∈ N+. We suppose that {fi}16i6k is a family of local
homomorphisms of OK,p-algebras from OX ,ξ to OK,p. Let a be the kernel of f1, then
we have OX ,ξ/a ∼= OK,p, which shows that a is a prime ideal. Furthermore, since
OX ,ξ is a local ring with the maximal ideal mξ, we have mξ ⊇ a. Moreover, for f1 is
a local homomorphism, we have the fact a+ pOX ,ξ = mξ.
In addition, we suppose that the point ξ is regular in X , which means OX ,ξ is
a regular local ring. In this case, the ideal a is generated by dim (OX ,ξ) − 1 regular
parameters (cf. [1, Proposition 4.10]). Since these elements form a regular sequence
on OX ,ξ (cf. [39, Chap. III, Proposition 6]), we have Symm(a/a2) ∼= am/am+1 as
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free OK,p-modules for all m > 0 due to [17, Chap. IV, §2, Corollary 2.4], where we
define a0 = OX ,ξ for convenience.
Let S = OX ,ξr a, and we denote by RX ,ξ = S−1 (OX ,ξ) the localization of OX ,ξ
at the prime ideal a. We denote by mξ the maximal ideal of the ring RX ,ξ, and then
we have mξ = aRX ,ξ by the definition of this localization.
Let u ∈ S and r ∈ am for every m > 0. If we have ur ∈ am+1, since (u + a)(r +
am+1) = am+1 is verified, then we have r ∈ am+1. Therefore, we obtain
(19) mm+1ξ ∩ am =
(
a
m+1 ·RX ,ξ
) ∩ am = am+1
for all m > 0.
Let E be a free sub-OK,p-module of finite type of OX ,ξ and let
(20) f = (fi|E)16i6k : E → OkK,p
be an OK,p-linear homomorphism. As f1 is a homomorphism of OK,p-algebras, it is
surjective.
We consider
(
E ∩ aj) / (E ∩ aj+1) and (E ∩mjξ) /(E ∩mj+1ξ ) as two free OK,p-
modules, where we consider E as a sub-OK,p-module of RX ,ξ when necessary. Then
we have the isomorphism(
E ∩ aj) / (E ∩ aj+1) ∼= (E ∩ aj) /((E ∩ aj) ∩ (E ∩mj+1ξ ))(21)
∼=
(
(E ∩ aj) + (E ∩mj+1ξ )
)
/
(
E ∩mj+1ξ
) ∼= (E ∩mjξ) /(E ∩mj+1ξ )
by (19), where we use the fact ajRX ,ξ +m
j+1
ξ = m
j
ξ in RX ,ξ.
We suppose that the reductions of all the above local homomorphisms f1, . . . , fk
modulo p are same, which means all the composed homomorphisms OX ,ξ fi−→ OK,p →
Fp are same for every i = 1, . . . , k, where the last arrow is the canonical reduction
morphism modulo p. Let N(p) = #Fp. In this case, the restriction of f on E ∩ aj
has its norm smaller than N(p)−j . In fact, for any 1 6 i 6 k, we have fi(a) ⊂ pOK,p
and hence we have fi(a
j) ⊂ pjOK,p.
From the above construction, we have the following result, which is a reformulation
of [37, Lemma 16.9].
Proposition 3.2. — Let p be a maximal ideal of OK , and ξ ∈ X (Fp) be a non-
singular point. Suppose that {fi}16i6k is a family of local OK,p-linear homomor-
phisms from OX ,ξ to OK,p whose reductions module p are same. Let E be a free
sub-OK,p-module of finite type of OX ,ξ and f = (fi|E)16i6k be as defined at (20),
N(p) = #(OK/p). We consider E as a sub-OK,p-module of RX ,ξ, and let
(22) Rξ(E) =
∞∑
k=1
dimK
(
E ∩mkξ
)
K
.
Then if r = dimK(EK), we have
log ‖ ∧r fK‖ 6 −Rξ(E) logN(p).
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Proof. — By the above notations and argument, we have the filtration
F : E ⊃ E ∩ a ⊃ · · · ⊃ E ∩ aj ⊃ E ∩ aj+1 ⊃ · · ·
of E, whose j-th subquotient
(
E ∩ aj) / (E ∩ aj+1) is a free OK,p-module. The
restriction of f on E ∩aj has norm smaller than N(p)−j . Meanwhile, let {qξ(m)}∞m=1
be the series of non-negative integers where the integer m appears exactly
dimK
(
E ∩mmξ
)
K
− dimK
(
E ∩mm+1ξ
)
K
times. Then by the isomorphism (21), the free OK,p-modules
(
E ∩ aj) / (E ∩ aj+1)
and
(
E ∩mjξ
)
/
(
E ∩mj+1ξ
)
have the same rank for all j > 0. Thus we have
(23) inf
W⊂EK
codimEK (W )=j−1
‖fK |W ‖ 6 N(p)−qξ(j).
Since the above filtration F is of finite length, then by some elementary calculation,
we obtain the equality
∞∑
m=1
qξ(m) =
∞∑
m=1
dimK
(
E ∩mmξ
)
K
.
Finally by applying Lemma 3.1 to (23), we obtain the result.
3.2. Existence of auxiliary hypersurfaces. — In this part, we will reformulate
the determinant method by the slope method. Different from [34, Theorem 3.2] and
[37, Theorem 16.12], our estimate will depend on the term Rξ(E) for some special
modules E defined at (22). We will give an estimate ofRξ(E) in §4 for our application
such that we can control the number of auxiliary hypersurfaces by this result. The
strategy is similar to that of [14, Theorem 3.1].
The following slope equality is useful in this reformulation, which is obtained by
the slope equalities and inequalities.
Proposition 3.3 ([13], Proposition 2.2). — Let E be a Hermitian vector bundle
of rank r > 0 on SpecOK , and {Li}i∈I be a family of Hermitian line bundles on
SpecOK . If φ : EK →
⊕
i∈I
Li,K is an injective homomorphism of K-vector spaces,
then there exists a subset I0 of I whose cardinality is r such that the following equality
µ̂(E) =
1
r
(∑
i∈I0
µ̂(Li) + h
(∧r(prI0 ◦φ))
)
is verified, where prI0 :
⊕
i∈I
Li,K →
⊕
i∈I0
Li,K is the canonical projection.
The following result is a refined determinant method, which is a direct generaliza-
tion of [14, Theorem 3.1] by involving the term Rξ(E) defined at (22).
Before providing the statement of this generalized determinant, we will introduce
the operation below. Let E be a Hermitian vector bundle of rank n+ 1 on SpecOK ,
X be a closed integral sub-scheme of P(EK), and X be the Zariski closure of X in
P(E). We choose a P ∈ X(K), and let P ∈ X (OK) be the Zariski closure of P in X .
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If we say that the reduction of P modulo a maximal ideal p of OK is ξ ∈ X (Fp), we
mean that we consider the reduction of P modulo p, whose image is ξ. We will use
this representation multiple times in this article below.
Theorem 3.4. — Let {pj}j∈J be a finite family of maximal ideals of OK , and
{Pi}i∈I be a family of rational points of XK such that, for any i ∈ I and any
j ∈ J , the reduction of Pi modulo pj coincides with the same non-singular point
ξj ∈ X (Fpj ). Let FD be as defined at Definition 2.3, Rξj (FD) be defined as (22),
r1(D) = rk(FD), N(pj) = #(OK/pj), and the height function h(.) of rational points
follows the definition at (17) by Arakelov theory. If the inequality
(24) sup
i∈I
h(Pi) <
µ̂(FD)
D
− log r1(D)
2D
+
1
[K : Q]
∑
j∈J
Rξj (FD)
Dr1(D)
logN(pj)
is verified for a positive integer D, then there exists a section s ∈ ED,K (see (9) for
its definition), which contains {Pi}i∈I but does not contain the generic point of XK .
In other words, {Pi}i∈I can be covered by a hypersurfaces in P(EK) of degree D which
does not contain the generic point of XK .
Proof. — We suppose the section predicted by this theorem does not exist. Then the
evaluation map
f : FD,K →
⊕
i∈I
P ∗i OP(EK)(D)
is injective. We can replace I by one of its sub-sets such that the above homomorphism
f is an isomorphism.
For every v ∈MK,∞, we have
1
r1(D)
log ‖ ∧r1(D) f‖v 6 log ‖f‖v 6 log
√
r1(D),
where the first inequality comes from Hadamard’s inequality, and the second one is
due to the definition of metrics of John introduced at §2.5.
For every v ∈ MK,f , let p be the maximal ideal of OK corresponding to the place
v. By definition, the isomorphism f is induced by a homomorphism OK-modules
FD →
⊕
i∈I
P∗i OP(E)(D),
where Pi is the OK-point of X extending Pi. Hence for any maximal ideal p, we
have log ‖ ∧r1(D) f‖p 6 0.
We fix a j ∈ J . For each i ∈ I, the OK-point Pi defines a local homomorphism from
OX ,ξj to OK,pj which is OK,pj -linear. By taking a local trivialization of OP(E)(D)
at ξj , we identify FD as a sub-OK,pj -module of OX ,ξj . Then by Proposition 3.2, we
have
log ‖ ∧r1(D) f‖pj 6 −Rξj (FD) logN(pj).
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From the above two upper bounds of the operator norms, combined with Proposi-
tion 3.3, we obtain
µ̂(FD)
D
6 sup
i∈I
h(Pi) +
1
2D
log r1(D)− 1
[K : Q]
∑
j∈J
Rξj (FD)
Dr1(D)
logN(pj),
which leads to a contradiction. That is the end of the proof.
4. Estimates of Rξj (FD)
In order to apply Theorem 3.4, more information about the term Rξj (FD) need to
be gathered. The aim of this section is to give an asymptotic estimate of Rξj (FD).
These estimates are proved by Per Salberger in his unpublished notes.
4.1. Finiteness of Rξj (FD). — Formally, the sum in Rξj (FD) defined at (22) is
infinite. But since the filtration F introduced in the proof of Proposition 3.2 is finite,
then Rξj (FD) is essentially a finite sum. Then when the positive integer m is large
enough in FD ∩mmξj , it will be a zero module, so essentially it is a finite sum.
The following result is a generalization of [37, Lemma 16.10], at which the case of
cubic hypersurfaces in P3 was considered only, but their proofs are quite similar.
Proposition 4.1. — We keep all notations and conditions in Theorem 3.4. Let
ηj ∈ X(K) be a rational point which specializes to ξj with respect to the operation
in Theorem 3.4, mξj be the maximal ideal of RX ,ξj defined at §3.1, and nηj be the
maximal ideal of OX at the point ηj . Then for every m ∈ N+ and j ∈ J in Theorem
3.4, we have
dimK
(
FD ∩mmξj
)
K
= dimK ker
(
FD,K → H0
(
X,OP(EK)(1)|⊗DX ⊗OX/nmηj
))
> max
{
0, r1(D)−
(
d+m− 1
m− 1
)}
,
where we identify FD as a sub-OK,pj -module of OX ,ξj for j ∈ J above.
Proof. — Let s1, . . . , sr1(D) ∈ FD which generate FD. Let T0, . . . , Tn be the ho-
mogeneous coordinate of X →֒ P(E). Without loss of generality, we suppose that
T0(ξj) 6= 0 with respect to the canonical morphism. Let ri = si/TD0 for all
i = 1, . . . , r1(D). and WD ⊂ RX ,ξj be the vector space over K generated by the
images of r1, . . . , rr1(D) in RX ,ξj , which is also of dimension r1(D). Thus for each
s ∈ FD, its image in H0
(
X,OP(EK)(1)|⊗DX ⊗OX/nmηj
)
is zero if and only if s/TD0 ∈
ker
(
WD →WD/mmξj
)
considered as an element in RX ,ξj , which means it holds if
and only if s/TD0 ∈WD ∩mmξj . Thus there exists an isomorphism of K-vector spaces
from FD,K toWD, which maps ker
(
FD,K → H0
(
X,OP(EK)(1)|⊗DX ⊗OX/nmηj
))
onto
WD ∩mmξj , and then we obtain the first equality in the assertion.
By the fact that dim(X) = d and the point ξj is regular in X , then the point ηj is
also regular in X , and the ring RX ,ξj is a regular local ring of Krull dimension d. By
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these facts, we have dimK
(
RX ,ξj/m
m
ξj
)
=
(
d+m−1
m−1
)
for all m ∈ N+. Furthermore,
we have dimK
(
WD/
(
WD ∩mmξj
))
6 dimK
(
RX ,ηj/m
m
ξj
)
. Hence we have
dimK
(
FD ∩mmξj
)
K
= dimK (WD)− dimK
(
WD/
(
WD ∩mmξj
))
> r1(D)−
(
d+m− 1
m− 1
)
,
which completes the proof.
4.1.1. A naive lower bound of Rξj (FD). — In order to apply Theorem 3.4, we need
a lower bound of Rξj (FD) defined at (22). By the definition of Rξj (FD), we have
Rξj (FD) >
∞∑
m=1
max
{
0, r1(D)−
(
d+m− 1
m− 1
)}
from Proposition 4.1 directly, where j ∈ J follows the assertions of Theorem 3.4.
When m is large enough, we have
r1(D)−
(
d+m− 1
m− 1
)
6 0,
so essentially the above sum is finite. Moreover, by an estimate of Sombra in [40],
the inequality
(25) r1(D) >
(
D + d+ 1
d+ 1
)
−
(
D − δ + d+ 1
d+ 1
)
is verified uniformly for all D > 1, and the equality holds when X is a hypersurface
of degree δ in PnK . So it is possible to obtain an effective lower bound of Rξj (FD).
In order to provide such a lower bound from Proposition 4.1, the inequality
(N − k + 1)k
k!
6
(
N
k
)
6
(N − (k − 1)/2)k
k!
will be useful, which is verified for all N > k > 1. Then we have the following result.
Proposition 4.2. — Let Rξj (FD) be the same as in Theorem 3.4, then we have
Rξj (FD) >
dδ1+
1
d
(d+ 1)!
Dd+1 +B2(d, δ)D
d,
where B2(d, δ) is an explicit constant depending on d and δ.
Proof. — By (25), we have
r1(D) >
δ∑
i=1
(
D − δ + d+ i
d
)
>
δ(D − δ + 2)d
d!
.
Meanwhile, we also have (
d+m− 1
m− 1
)
6
(m− (d+ 1)/2)d
d!
.
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Then from the relation
δ(D − δ + 2)d
d!
6
(m− (d+ 1)/2)d
d!
,
we deduce
m 6
d
√
δ(D − δ + 2) + d+ 1
2
.
We denote B(D, d, δ) =
[
d
√
δ(D − δ + 2) + d+12
]
for simplicity below, where [x] is
the largest integer smaller than x. Then we obtain
Rξ(FD) >
B(D,d,δ)∑
m=1
(
r1(D)−
(
d+m− 1
m− 1
))
by definition directly. And we have
B(D,d,δ)∑
m=1
(
r1(D)−
(
d+m− 1
m− 1
))
= B(D, d, δ)r1(D)−
(
d+B(D, d, δ)
d+ 1
)
− 1
> B(D, d, δ)r1(D)−
(
B(D, d, δ) + d2
)d+1
(d+ 1)!
− 1.
By some asymptotic estimates, we obtain
B(D, d, δ)r1(D)−
(
B(D, d, δ) + d2
)d+1
(d+ 1)!
− 1
>
(
d
√
δ(D − δ + 2) + d+ 1
2
)
δ(D − δ + 2)d
d!
−
(
d
√
δ(D − δ + 2) + d+ 32
)d+1
(d+ 1)!
− 1
>
dδ1+
1
d
(d+ 1)!
Dd+1 +B2(d, δ)D
d,
where B2(d, δ) is a constant depending on d and δ which can be given explicitly by
the above argument, and we terminate the proof.
Remark 4.3. — We keep all the notations in Proposition 4.2. In [21, (3.11)] and
[14, Proposition 3.5], we have the same dominant term as that obtained in Proposition
4.2. For some particular cases, we can obtain better estimates than that in Proposition
4.2. For example, in [37, Lemma 16.11] and the remark below it, if X →֒ Pn is a
hypersurface of degree δ satisfying 2 6 δ 6 2n−1, we have
Rξj (FD) >
2δ
n!
+
δ
(
δ
2
) 1
n−2
(n− 1)!
(
1− 2
n
)Dn +Oδ,n(Dn−1),
which has a better dominant term than that given in Proposition 4.2. In fact, in
[37], Salberger applied the numerical inequality in Proposition 4.1 (provided in [37,
Lemma 16.10]) for 1 6 m 6
(
δ
2
) 1
n−2 , and a very ingenious control in [37, (16.5)]
for those
(
δ
2
) 1
n−2 < m 6 2n. As an application, we consider the number of rational
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points with bounded height in the complement of the union of all lines on integral
cubic surfaces in P3Q. The above calculation is the key ingredient of the proof of [37,
Theorem 16.1], which refines the former results in [21, 35, 36].
Compared with Proposition 4.2, it is an important subject to give a better or even
the optimal dominant term in the estimate of Rξj (FD) for more general cases. In
fact, we will see that the lower bound of its dominant term given in Proposition 4.2
can also be given by a lower bound of a particular invariant about the positivity of
certain line bundles, see (36) and Theorem 4.7 below.
4.1.2. Connection with Seshadri constant. — In this part, we will give a lower bound
of the positive integer m such that
dimK
(
FD ∩mmξj
)
K
= dimK ker
(
FD,K → H0
(
X,OP(EK)(1)|⊗DX ⊗OX/nmηj
))
are both zero, where all the above notations are same as those in Proposition 4.1. For
this target, we will introduce some notions on the geometric positivity of line bundles.
We refer to [25, §5.1] for a systemic introduction to it.
Let X be an closed integral projective scheme over a field, L be a line bundle on
X , and ξ ∈ X be a regular point with the maximal ideal nξ ⊂ OX . We consider the
natural map
(26) H0 (X,L)→ H0
(
X,L⊗OX/ns+1ξ
)
taking the global sections of L to their s-jets at ξ. By definition, the kernel of the
map (26) is H0
(
X,L⊗ ns+1ξ
)
.
In addition, let L be a nef line bundle on X . We fix a closed point ξ ∈ X , and let
π : X˜ → X be the blow-up at ξ, and E = π−1(ξ) be the exceptional divisor. We
define the Seshadri constant of L at ξ as
(27) ǫ(X,L; ξ) = ǫ(L, ξ) = sup{ǫ > 0| π∗L− ǫE is nef }.
By [25, Proposition 5.1.5], we have
(28) ǫ(L; ξ) = inf
ξ∈C⊆X
{
(L · C)
µξ(C)
}
,
where C takes over all integral curves C ⊆ X passing through ξ, and µξ(C) is the
multiplicity of ξ in C, see §2.2 for its precise definition.
Some properties of the Seshadri constant will be useful in the proof of the propo-
sition below.
Proposition 4.4. — With all the notations and conditions in Proposition 4.1, when
m >
[
d
√
δD
]
+ 1, we have
ker
(
FD,K → H0
(
X,OP(EK)(1)|⊗DX ⊗OX/nmηj
))
= 0,
where [.] denotes the largest integer smaller than s.
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Proof. — By the definition of FD,K induced in (14), the K-vector space FD,K is a
sub-K-vector space of H0
(
X,OP(EK)(1)|⊗DX
)
, so it is enough to prove the bound for
the K-linear map
H0
(
X,OP(EK)(1)|⊗DX
)→ H0 (X,OP(EK)(1)|⊗DX ⊗OX/nmηj) .
In other words, we need a bound of m ∈ N such that H0
(
X,OP(EK)(1)|⊗DX ⊗ nmηj
)
is
zero.
By definition, the space H0
(
X,OP(EK)(1)|⊗DX ⊗ nmηj
)
is zero when m is strictly
larger than the possible maximal multiplicity of the point ηj in the divisors which are
linearly equivalent to OP(EK)(1)|⊗DX . We denote by µηj
(∣∣OP(EK)(1)|⊗DX ∣∣) the above
maximal multiplicity. By [16, Corollary 12.4] and (28), we have
(29) µηj
(∣∣OP(EK)(1)|⊗DX ∣∣) 6 ǫ (OP(EK)(1)|⊗DX , ηj) ,
where we consider the intersection in the regular locus of X , and the multiplicity of a
point in pure-dimensional schemes is considered at [16, Corollary 12.4]. In addition,
the multiplicity satisfies the additivity of cycles by [5, Chap. VIII, §7, n◦ 1, Prop. 3].
By [25, Example 5.1.4], we have
(30) ǫ
(OP(EK)(1)|⊗DX ; ηj) = Dǫ (OP(EK)(1)|X ; ηj) .
By [25, Proposition 5.1.9], we have
(31) ǫ
(OP(EK)(1)|X ; ηj) 6 d
√
OP(EK)(1)|dX
µηj (X)
=
d
√
δ,
for ηj is regular in X and deg(X) = δ with respect to O(1).
By (29), (30) and (31), when m >
[
d
√
δD
]
+1, we have m > µηj
(|OP(EK)(1)|⊗DX |),
and we will have a trivial kernel in this case.
4.2. Invariants induced by blow-up. — Let E be a Hermitian vector bundle
of rank n + 1 on SpecOK , X be a closed integral sub-scheme of P(EK) of dimen-
sion d and degree δ, and X be the Zariski closure of X in P(E). If the pos-
itive integer D is large enough, then we have FD = H
0
(
X ,OP(E)(1)|⊗DX
)
and
FD,K = H
0
(
X,OP(EK)(1)|⊗DX
)
, where FD and FD,K are defined at Definition 2.3.
By this fact, we will give an alternative description of the term Rξj (FD) in Theorem
3.4.
Let η ∈ X(K) be non-singular, nη be the maximal ideal of OX at the point η, and
(32) π : X˜ → X
be the blow-up of X at η. Let E = π−1(η) be the exceptional divisor of the
above blow-up morphism π, and IE ⊂ OX˜ be the ideal sheaf of E ⊂ X˜ .
By the projection formula (cf. [20, Chap. III, Exercise 8.3]) applied at
(32), we have Riπ∗
(
π∗
(OP(EK)(1)|⊗DX )) = 0 for all i > 1, and then we have
π∗
(
π∗
(OP(EK)(1)|⊗DX )) = OP(EK)(1)|⊗DX . So we obtain
H0
(
X,OP(EK)(1)|⊗DX
) ∼= H0 (X˜, π∗ (OP(EK)(1)|⊗DX )) .
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From the above isomorphism, we have the commutative diagram
H0
(
X,OP(EK)(1)|⊗DX
)

// H0
(
X,OP(EK)(1)|⊗DX ⊗OX/nmη
)

H0
(
X˜, π∗
(OP(EK)(1)|⊗DX )) // H0 (X˜, π∗ (OP(EK)(1)|⊗DX )⊗OX˜/ImE ) ,
where the kernel of the bottom map is isomorphic toH0
(
X˜, π∗
(OP(EK)(1)|⊗DX )⊗ ImE )
for m > 1. By the above argument, we have the following result.
Proposition 4.5. — With all the above notations, we have
dimK
(
H0
(
X˜, π∗OP(EK)(1)|⊗DX ⊗ ImE
))
= dimK ker
(
H0
(
X,OP(EK)(1)|⊗DX
)→ H0 (X,OP(EK)(1)|⊗DX ⊗OX/nmη ))
for all m > 1.
4.3. The volume of certain line bundles. — In this part, we will give a connec-
tion between the above invariant Rξj (FD) in Theorem 3.4 and the volume of certain
line bundles.
4.3.1. Definition of volume function. — In the first step, we will recall the definition
of the volume of line bundles on projective varieties at [25, Definition 2.2.31]. For
more details about this notion, see [25, §2.2.C].
Let X be a projective integral scheme of dimension d over a field, and L be a line
bundle on X . Let D ∈ N+, and we denote by h0 (X,L⊗D) = dimH0 (X,L⊗D) for
simplicity. Then the volume of the line bundle L is defined to be the non-negative
number
(33) vol (L) = volX (L) = lim sup
D→∞
h0
(
X,L⊗D
)
Dd/d!
.
Meanwhile, if E is a Cartier divisor on X , we denote the volume by vol(E) or volX(E)
for simplicity, or by passing OX(E).
Let NS(X) be the Néron-Severi group of X (see [25, Definition 1.1.15] for its
definition). By [25, Proposition 2.2.41], the volume of a line bundle only depends
on its class in Néron-Severi group. Let NS(X)R = NS(X)⊗Z R. By [25, Corollary
2.2.45], the above volume function can be extended uniquely to a continuous function
(34) vol : NS(X)R → R,
where Cartier R-divisors (see [25, §1.3.B] for its definition) are considered above.
4.3.2. Dependence on the reduction. — We keep all the notations as above. Let H
be a Cartier divisor on X given by a hyperplane section in P(EK). Let η1, η2 ∈ X(K)
be both non-singular, and π1 : X˜1 → X and π2 : X˜2 → X be the blow-up of X at η1
and η2 respectively, with respect to the exceptional divisors E1 ⊂ X˜1 and E2 ⊂ X˜2.
By Proposition 4.1 and Proposition 4.5, if two rational points of η1, η2 ∈ X(K) have
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the same non-singular specialization modulo a maximal ideal of OK in the sense of
Theorem 3.4, then we have
h0
(
X˜1, Dπ
∗
1(H)−mE1
)
= h0
(
X˜2, Dπ
∗
2(H)−mE2
)
for everyD,m ∈ N, which means it only depends on its specialization by the operation
of Theorem 3.4.
4.3.3. Pseudo-effective thresholds. — By the fact stated in §4.3.2 above, we will
introduce the following invariant.
Definition 4.6. — Let X be a closed integral sub-scheme of P(EK) over the number
field K, η ∈ X(K) whose specialization modulo the maximal ideal p of OK is the non-
singular point ξ in the sense of Theorem 3.4, π : X˜ → X be the blow-up at η, and
E ⊂ X˜ be its exceptional divisor. Let H be a Cartier divisor on X given by a
hyperplane section in P(EK). We define
IX(H, ξ) =
∫ ∞
0
vol (π∗H − λE) dλ,
where the above volume function vol(.) follows the extended definition introduced at
(34) over X˜.
4.4. The dominant term of Rξj (FD). — We keep all the above notations and
conditions. We will give an asymptotic estimate of Rξj (FD) defined at (22) by the
invariant IX(H, ξj), where j ∈ J is given in Theorem 3.4.
Theorem 4.7. — Let X be a closed integral sub-scheme of P(EK) of dimension d
and degree δ over a number field K. Let FD be the same as that in Theorem 3.4,
Rξj (FD) be defined at (22), where j ∈ J and ξj ∈ X (Fpj ) are the same as those
in Theorem 3.4, and H be a Cartier divisor on X given by a hyperplane section in
P(EK). Then we have
Rξj (FD) =
Dd+1
d!
IX(H, ξj) +Od,δ(D
d),
where IX(H, ξj) is defined in Definition 4.6.
Proof. — Let η ∈ X(K) be a rational point whose reduction modulo p is ξ in the
sense of Theorem 3.4, π : X˜ → X be the blow-up of X at η, E = π−1(η) be the
exceptional divisor of π. If denote B = H0(X,OX) and let dimB be the Krull
dimension of the ring B, then by [31, Lemma 2.1], when D > dimB − 1, we have
FD = H
0
(
X ,OP(E)(1)|⊗DX
)
and FD,K = H
0
(
X,OP(EK)(1)|⊗DX
)
. Then by Proposition
4.1 and Proposition 4.5, we have
Rξj (FD) ∼
∞∑
m=1
h0
(
X˜,Dπ∗H −mE
)
when D tends into infinite.
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It is evident that we have
h0 (X,DH) = h0
(
X˜,Dπ∗H
)
=
Dd
d!
δ +Od,δ(D
d−1),
since vol(π∗H) = vol(H) = δ. Meanwhile, ifm > 1, we have 0 6 h0
(
X˜,Dπ∗H −mE
)
6
h0
(
X˜,Dπ∗H
)
and vol
(
π∗H − mDE
)
6 vol (π∗H) = δ for every m ∈ N. Then by the
definition of volume at (33), when m = 1, . . . ,
[
d
√
δD
]
+ 1, we have
(35) h0
(
X˜,Dπ∗H −mE
)
=
Dd
d!
vol
(
π∗H − m
D
E
)
+Od,δ(D
d−1),
where [s] denotes the largest integer smaller than s ∈ R.
By Proposition 4.4, we have
∞∑
m=1
h0
(
X˜,Dπ∗H −mE
)
=
[ d
√
δD]+1∑
m=1
h0
(
X˜,Dπ∗H −mE
)
.
By the estimate of remainder term in (35) and Definition 4.6, we have
[ d
√
δD]+1∑
m=1
h0
(
X˜,Dπ∗H −mE
)
=
Dd
d!
∞∑
m=1
vol
(
π∗H − m
D
E
)
+Od,δ(D
d)
=
Dd+1
d!
IX(H, ξj) +Od,δ(D
d),
and we obtain the result.
Remark 4.8. — By [26, Corollary 4.2], when X →֒ P(EK) is of degree δ with respect
to O(1), we have the following lower bound of IX(H, ξ) introduced in Definition 4.6,
which is
IX(H, ξ) >
d vol(H)
d+ 1
d
√
vol(H)
µη(X)
>
d
d+ 1
ǫη(H) vol(H),
where the reduction of η ∈ X(K) modulo the maximal ideal p of OK is ξ in the
sense of Theorem 3.4, µη(X) is the multiplicity of η in X , and ǫη(H) is the Seshadri
constant of H at η. For the application in this article, we have
(36) IX(H, ξ) >
d vol(H)
d+ 1
d
√
vol(H)
µη(X)
=
dδ1+
1
d
(d+ 1)
,
since the point η is regular in X , and vol(H) = Hd = δ by definition. Then by
Theorem 4.7, we have
Rξj (FD) >
dδ1+
1
d
(d+ 1)!
Dd+1 +Od,δ(D
d),
which is the same as that obtained in Proposition 4.2 and some other former results,
for example, in [34, Main Lemma 2.5].
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5. The number of auxiliary hypersurfaces
In this section, for a closed integral sub-scheme X of P(EK), we will give
an upper bound of the number of hypersurfaces which cover S(X ;B) =
{ξ ∈ X(K)| HK(ξ) 6 B} but do not contain the generic point of X . The height
function HK(.) = exp ([K : Q]h(.)), and h(.) follows the definition (17) by Arakelov
theory with respect to the Hermitian vector bundle E on SpecOK .
5.1. Application of the asymptotic estimate of Rξj (FD). — Let E be a Her-
mitian vector bundle of rank n+1 on SpecOK , X be a closed integral sub-scheme of
P(EK), and X be the Zariski closure of X in P(E). Let p be a maximal ideal of OK ,
and ξ ∈ X (Fp). We denote by S(X ;B, ξ) the sub-set of S(X ;B) whose reduction
modulo p is ξ in the sense of Theorem 3.4.
Lemma 5.1. — We keep all the notations and conditions in Theorem 3.4. If⋂
j∈J
S(X ;B, ξj) is not empty, then for every j ∈ J , all the invariants {IX(H, ξj)}j∈J
are equal.
Proof. — By Proposition 4.1, the invariant IX(H, ξj) only depends on its specializa-
tion. Then we obtain the assertion from Proposition 4.5 directly.
We keep all the notations and conditions in Lemma 5.1, and we define
(37) IX(H, ξJ ) = IX(H, ξj)
for all j ∈ J . Then by the asymptotic estimate of Rξ(FD), we have the result below
deduced from Theorem 3.4.
Theorem 5.2. — We keep all the notations in Theorem 3.4. Let {pj}j∈J be a family
of maximal ideals of OK and B, ǫ > 0. For every j ∈ J , let ξj ∈ X (Fpj ) be a regular
rational point. Let IX(H, ξJ ) be defined at (37) (by Lemma 5.1 it is well defined). If
the inequality
(38)
∑
j∈J
logN(pj) > (1 + ǫ)
(
logB + [K : Q]
log ((n+ 1)(d+ 1))
2
)
δ
IX(H, ξJ )
is verified, then there exists a hypersurface of degree Od,δ,ǫ(1) in P(EK), which contains
the set
⋂
j∈J
S(X ;B, ξj) but do not contain the generic point of X.
Proof. — We only need to prove the assertion for the case when
⋂
j∈J
S(X ;B, ξj) 6= ∅.
Let D ∈ N+. Firstly, we suppose that such there does not exist such a hypersurface
of degree D. By Theorem 3.4, we have
(39)
logB
[K : Q]
>
µ̂(FD)
D
− log r1(D)
2D
+
∑
j∈J
Rξj (FD)
Dr1(D)
logN(pj)
[K : Q]
.
By the fact that ξj is regular for every j ∈ J , the fact
r1(D) =
δ
d!
Dd +Od,δ(D
d−1),
DETERMINANT METHOD AND THE PSEUDO-EFFECTIVE THRESHOLD 25
we apply Theorem 4.7 by combining the above to assertions, and then there exists a
constant C(d, δ) depending on d and δ, such that
Rξj (FD)
Dr1(D)
>
IX(H, ξJ )
δ
+
C(d, δ)
D
is verified for each D > 1 and j ∈ J . By [11, §1.2], we have
r1(D) 6 δ
(
D + d
D
)
6 δ(d+ 1)D.
We combine the above arguments and the trivial lower bound of µ̂(FD) introduced
at (16). From the inequality (39), we deduce
logB
[K : Q]
> −1
2
log(n+1)− log δ
2D
− 1
2
log(d+1)+
(
IX(H, ξJ )
δ
+
C(d, δ)
D
)∑
j∈J
logN(pj)
[K : Q]
,
and we obtainIX(H, ξJ )
δ
∑
j∈J
logN(pj)
[K : Q]
− logB
[K : Q]
− 1
2
log(n+ 1)− 1
2
log(d+ 1)
D
6
(
− log δ
2
+ C(d, δ)
)∑
j∈J
logN(pj)
[K : Q]
.
By the hypothesis (38), the left side of the above inequality is larger than or equal to
ǫ
1 + ǫ
· IX(H, ξJ )
δ
∑
j∈J
logN(pj)
[K : Q]
D,
which implies that
D 6 (ǫ−1 + 1)
δ
IX(H, ξJ )
(
− log δ
2
+ C(d, δ)
)
.
By [26, Corollary 4.2] (referred at (36)), there exists a lower bound of IX(H, ξJ ) which
only depends on the d and δ, since all ξj is regular in XFpj for each j ∈ J . Then we
obtain a contradiction which terminates the proof.
The following result can be considered as a generalization of [37, Main Lemma
16.3.1].
Corollary 5.3. — We keep all the notations and conditions in Theorem 5.2. Let
(40) IX(H) = inf
η∈S(Xreg ;B)
{IX(H, η)}.
Then if the inequality∑
j∈J
logN(pj) > (1 + ǫ)
(
logB +
1
2
[K : Q] log ((n+ 1)(d+ 1))
)
δ
IX(H)
is verified, then there exists a hypersurface of degree On,δ,ǫ(1) in P(EK), which contains⋂
j∈J
S(X ;B, ξj) but does not contain the generic point of X.
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Proof. — By definition (40), we have
δ
IX(H)
>
δ
IX(H, ξJ )
,
where IX(H, ξJ ) is defined in the assertion of Theorem 5.2. Then we obtain the
assertion from (38) in Theorem 5.2 directly.
5.2. Bertrand’s postulate of number fields. — In order to apply Theorem 5.2
and Corollary 5.3, we need some estimate about the distribution of prime ideals of
rings of algebraic integers. In fact, we need an analogue of Bertrand’s postulate for
the case of number fields.
Lemma 5.4. — Let K be a number field, and OK be the ring of integers of K.
There exists a constant α(K) > 2 depending on K, such that for all number N0 > 1,
there exists at least one maximal ideal p of OK , such that N0 < N(p) 6 α(K)N0.
We refer to [24] or [38, Théorème 2] for a proof by admitting the generalized
Riemann hypothesis, and to [43, Théorème 1.7] without admitting it.
5.3. Complexity of the singular locus. — Let E be a Hermitian vector bundle
of rank n+1 on SpecOK , X be a closed integral sub-scheme of P(EK) of degree δ and
dimension d. In order to give an upper bound of the number of auxiliary hypersurfaces
which cover S(X ;B) but do not contain the generic point of X , we divide S(X ;B)
into two part: the part of regular points and the part of singular points. In this part,
we will deal with the singular part S(Xsing;B).
By [13, Theorem 3.10] (see also [14, §2.6]), we have the following control to the
complexity of the singular locus.
Proposition 5.5. — Let E be a Hermitian vector bundle of rank n+1 on SpecOK ,
and X be a closed integral sub-scheme of P(EK), which is of degree δ and of dimension
d. Then there exists a hypersurface of degree (δ − 1)(n − d) in P(EK) which covers
S(Xsing;B) but do not contain the generic point of X.
5.4. Control of regular reductions. — Let p be a maximal ideal of OK ,
S(Xreg;B) be the sub-set of S(X ;B) consisting of regular points, and S(X ;B, ξ) be
the sub-set of S(X ;B) whose reduction modulo p is ξ, where the operation modulo
p follows the sense of Theorem 3.4. We denote
S(Xreg;B, p) =
⋃
ξ∈X (Fp)
µξ(X )=1
S(X ;B, ξ).
In other words, S(Xreg;B, p) is the sub-set of S(Xreg;B) with regular reduction
modulo p.
DETERMINANT METHOD AND THE PSEUDO-EFFECTIVE THRESHOLD 27
In order to give a numerical description of the regular reductions, we introduce the
following constants original from [14, Notation 19].
C1 = (d+ 2)µ̂max
(
Symδ
(
E∨
))
+
1
2
(d+ 2) log rk
(
Symδ E
)
+
δ
2
log ((d+ 2)(n− d)) + δ
2
(d+ 1) log(n+ 1),
C2 =
r
2
log rk
(
Symδ E
)
+
1
2
log rk
(∧n−dE)+ log√(n− d)! + (n− d) log δ,
and
(41) C3 = (n− d)C1 + C2.
The above constant C1 is original from [13, (21)], and C2 is from [13, Remark 3.9].
The constant C3 firstly appeared at [13, Theorem 3.10], and we have
(42) C3 ≪n,d δ.
By the above notations, we state the following result.
Lemma 5.6 ([14], Lemma 4.1). — Let N0 > 0 be a real number and r be the
integral part of
(43)
(n− d)(δ − 1) logB +
(
(n− d)hOP(E)(1)(X) + C3
)
[K : Q]
logN0
+ 1,
where the constant C3 is defined at (41), and the height hOP(E)(1)(X) is defined at
(15). If p1, . . . , pr are distinct maximal ideals of OK such that N(pi) > N0 is verified
for every i = 1, . . . , r, then
S(Xreg;B) =
r⋃
i=1
S(Xreg;B; pi).
5.5. An upper bound of the number of auxiliary hypersurfaces. — In this
part, we will estimate the number of auxiliary hypersurfaces which cover S(X ;B) but
do not contain the generic point of X . In fact, by Proposition 5.5, we only need to
consider the regular part S(Xreg;B).
By [13, Theorem 4.8] and [13, Proposition 2.12], the rational points with small
height in X can be covered by one hypersurface of degree On(δ) not containing
the generic point of X , where the "small" height means that the bound B is small
compared with the height of X . We will use the above argument to deal with the
points with small height and the method of Theorem 3.4 and Proposition 5.3 to deal
with the regular points with large height, and combine it with Lemma 5.6.
Theorem 5.7. — Let K be a number field and OK be its ring of integers. Let E
be a Hermitian vector bundle of rank n+ 1 on SpecOK , X be a closed integral sub-
scheme of P(EK) of dimension d and degree δ, and ǫ > 0 be an arbitrary real number.
Then there exists an explicit constant C4(ǫ, δ, n, d,K), such that for every B > e
ǫ,
the set S(X ;B) can be covered by no more than C4(ǫ, δ, n, d,K)B
(1+ǫ)dδ
IX (H) hypersurfaces
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with degree of On,δ,ǫ(1) which do not contain the generic point of X, where IX(H) is
defined at (40).
Proof. — We divide this proof into two parts, for the case of large heights and the
case of small heights.
Part 1. Case of large height varieties. - Suppose that the inequality
hOP(E)(1)(X) >
(2d+ 2)d+1
d!
δ
(
logB
[K : Q]
+
3
2
log(n+ 1) + 2d
)
is verified, where hOP(E)(1)(X) is defined at (15). Then by [13, Theorem 4.8] and [13,
Proposition 2.12] (see also §2.1 and §2.3 of [14]), there exists a hypersurface in P(EK)
of degree 2(n−d)(δ−1)+d+2 which covers S(X ;B) but does not contain the generic
point of X .
Part 2. Case of small height varieties. - Now we suppose that the inequality
hOP(E)(1)(X) 6
(2d+ 2)d+1
d!
δ
(
logB
[K : Q]
+
3
2
log(n+ 1) + 2d
)
is verified. Let
logN0 = (1 + ǫ)
(
logB +
1
2
[K : Q] (log(n+ 1) + log(d+ 1))
)
δ
IX(H)
,
and r be the positive integer defined at (43) in Lemma 5.6. In this case, we have
r 6
A1 logB +A2
logN0
+ 1,
where we denote
A1 = (n− d)(δ − 1) + (2d+ 2)
d+1
d!
(n− d)δ,
and
A2 = [K : Q]
(
C3 +
(2d+ 2)d+1
d!
δ
(
log(n+ 1) +
1
2
log(d+ 1) + 2d
))
,
with the constant C3 is defined at (41). By the assumption that logB > ǫ, we obtain
r 6 A3, where
A3 =
IX(H)
δ
(
A1 + ǫ
−1A2
)
+ 1.
By Bertrand’s postulate (cf. Lemma 5.4), there exists a family of maximal ideals
p1, . . . , pr of OK , such that
α(K)i−1N0 6 N(pi) 6 α(K)iN0
for every i = 1, . . . , r, where the constant α(K) > 2 depends only on the number field
K.
For each pi, we have
#X (Fpi) 6 δ
(
N(pi)
d + · · ·+ 1) 6 δ(d+ 1)N(pi)d 6 δ(d+ 1)α(K)diNd0 ,
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and then we obtain the following upper bound of the number of auxiliary hypersurfaces
which cover S1(X ;B) but do not cover the generic point of X . The upper bound
mentioned above is
r∑
i=1
#X (Fpi) 6 δ(d+ 1)N
d
0
r∑
i=1
α(K)di
= δ(d+ 1)Nd0
α(K)d(α(K)rd − 1)
α(K)d − 1
6 C′4B
(1+ǫ)dδ
IX (H) ,
where the constant
C′4 = δ(d+ 1)
α(K)d(α(K)A3d − 1)
α(K)d − 1 ((d+ 1)(n+ 1))
(1+ǫ)[K:Q]dδ
2IX (H)
6 δ(d+ 1)
α(K)d(α(K)A3d − 1)
α(K)d − 1 ((d+ 1)(n+ 1))
1
2 (1+ǫ)[K:Q](d+1)δ
−
1
d
=: C′′4 (ǫ, δ, n, d,K).(44)
In the above inequality, the second line is from the lower bound of IX(H) provided at
[26, Corollary 4.2] (see (36) for this lower bound in our application) and the definition
of IX(H) at (40). Then we obtain the assertion by Corollary 5.3.
Conclusion. - By the above argument, we obtain the assertion after com-
bining it with Proposition 5.5, where we choose the constant C4(ǫ, δ, n, d,K) =
C′′4 (ǫ, δ, n, d,K) + 1 introduced at (44).
Remark 5.8. — In the proof of Theorem 5.7, by the fact that A1 ≪n,d δ and
A2 ≪n,d δ, we have A3 ≪n,d,ǫ δ1+ 1d , we obtain
logC4(ǫ, δ, n, d,K)≪n,K,ǫ δ1+ 1d ,
since we have 1 6 d 6 n− 1.
Remark 5.9. — In Theorem 5.7, we do not give an explicit upper bound of the
degree of auxiliary hypersurfaces. The main obstruction is that in Theorem 4.7,
when we estimate Rξj (FD), until the author’s knowledge, we cannot find an explicit
lower bound of dimH0 (X,L⊗m) for arbitrary line bundle L . If L is ample, see [23,
Page 92] for such an explicit lower bound. So by the strategy of this article, we are
not able to control the dependence of S(X ;B) on the degree of X due to the limit of
the author’s ability.
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