Abstract: Developing metaheuristic algorithms has been paid more recent attention from researchers and scholars to address the optimization problems in many fields of studies. This paper proposes a novel adaptation of the multi-group quasi-affine transformation evolutionary algorithm for global optimization. Enhanced population diversity for adaptation multi-group quasi-affine transformation evolutionary algorithm is implemented by randomly dividing its population into three groups. Each group adopts a mutation strategy differently for improving the efficiency of the algorithm. The scale factor F of mutations is updated adaptively during the search process with the different policies along with proper parameter to make a better trade-off between exploration and exploitation capability. In the experimental section, the CEC2013 test suite and the node localization in wireless sensor networks were used to verify the performance of the proposed algorithm. The experimental results are compared results with three quasi-affine transformation evolutionary algorithm variants, two different evolution variants, and two particle swarm optimization variants show that the proposed adaptation multi-group quasi-affine transformation evolutionary algorithm outperforms the competition algorithms. Moreover, analyzed results of the applied adaptation multi-group quasi-affine transformation evolutionary for node localization in wireless sensor networks showed that the proposed method produces higher localization accuracy than the other competing algorithms.
Introduction
Over the last few decades, global optimization problems have attracted a lot of research interest [1] . Many optimization algorithms have been developed based on inspiration from natural phenomenon, e.g., biological, swarm, physical aspects that are known as natural-inspired intelligent algorithms [2] . The natural-inspired smart algorithms have been widely applied to solve optimization problems successfully [3] [4] [5] . Genetic algorithm (GA) [6] , particle swarm optimization (PSO) [7] , differential evolution (DE) [8] , ant colony optimization (ACO) [9] , Hierarchical archive based mutation strategy with depth information of evolution (HARD-DE) [10] artificial bee colony optimization (ABC) [11] , firefly algorithm (FA) [12] , bat algorithm (BA) [13] , fireworks algorithm (FWA) [14] and quasi-affine transformation evolution algorithm (QUATRE) [15] , and cat swarm optimization (CSO) [16] are examples of such algorithms.
The natural-inspired algorithms have been proving robust in delivering optimal global solutions and assisting in resolving the limitations encountered in traditional methods [17] . The optimization process of the natural-inspired intelligent algorithms usually begins with generating a set of randomly initialized agents that combined, immigrated, or evolved over a predefined number of generations. Theses algorithms can be an efficient way to produce acceptable solutions by trial and error to a complex problem in a reasonably reasonable time [18] . There are two algorithms of the algorithms as mentioned above, PSO and DE have been paid much attention and widely used in diverse fields of science and engineering because of their simple and powerful.
The QUATRE [15] algorithm elaborated its relationship with PSO and DE algorithms. The QUATRE considered as the parameter-reduced or enhanced DE algorithm that conquers representational or positional bias of the DE algorithm. Several variants of the QUATRE algorithm were represented by the conventional notation "QUATRE/x/y" that is similar to the notation of DE "DE/x/y/z" [15, 19] .
The QUATRE algorithm is considered as a robust algorithm [5, [20] [21] [22] with the advantages, e.g., simplicity, a few setting control parameters, easy implementation, and outputting excellent performance. However, similar to other stochastic optimization algorithms, QUATRE algorithm also exists some drawbacks when dealing with complicated problems such as the premature convergence and search stagnation. Some other QUATRE variants have been proposed to alleviate these weaknesses and to enhance the QUATRE's performance. C-QUATRE aimed to improve the QUATRE's performance by partitioning the entire population randomly into two groups that evolve the individual who loses in pairwise competition between two groups [20] . For S-QUATRE [21] , it partitions the entire population into two groups, i.e., the better group and the worse group using sort strategy, and its individuals only changed in the worse group. Both of these variants used bi-group approaches and employed one mutation strategy to enhance the QUATRE's performance. Several algorithms introduced the enhanced population diversity based on dividing the entire population into some groups or subpopulations to improve their performance, such as MPADE [23] , PPSO [24] , and PCSO [25] . In QUATRE variants, the mutation schemes and control parameters (e.g., scale factor) play essential roles in the optimization performance of solving problems due to it would offer unusual exploration and exploitation abilities that caused to methods performance [15] . The searching ability and convergence speed are affected by a scaling factor. The experimental results [19, 20] also recommended that setting the scaling factor to a specific constant number could produce functional optimization problems. However, the solution to different practical engineering problems, manual tuning of the control parameters with the appropriate value would be complicated and difficult implementing configuration. To avoid manual tuning of the control parameters, different categorizations of parameter adaptation techniques have been presented for other evolutionary algorithms in [26, 27] .
In this paper, motivated by multi-population approach and parameter adaptation technique, we propose a novel adaptation multi-group QUATRE algorithm (AMG-QUATRE) with an adaptation scale factor and adopting each group with different mutation scheme to overcome the mentioned weakness of the QUATRE. We evaluate the proposed algorithm by testing CEC2013 benchmark set, and a practical problem of node localization in wireless sensor networks (WSN). The simulation results show that the proposed AMG-QUATRE outperforms the competition algorithms, and improves localization accuracy of the distance vector-hop (DV-Hop) algorithm. Contributions behinds in this paper are as follows.
• A proposed novel AMG-QUATRE algorithm overcomes the deficiencies of the original QUATRE.
• Full use of different mutation strategies along with proper parameters makes a better trade-off between exploration and exploitation capability. • Compared results with three QUATRE variants, two DE variants, and two PSO variants on testing CEC2013 benchmark is to evaluate confirming the performance of the proposed algorithm.
• An applied AMG-QUATRE to the node localization in WSN by modifying the average hop distance improving the DV-Hop algorithm and implementing the proposed algorithm to obtain the position of the nodes in WSN.
The remainder of the paper is organized as follows. Section 2 reviews the original QUATRE algorithm and the localization in WSN problem. Section 3 presents the proposed AMG-QUATRE algorithm and its application to node localization in WSN. Section 4 analyses the experimental results of the proposed algorithm for CEC2013 benchmark set with 28 benchmark functions and simulation results for node localization in WSN. Finally, the conclusion is given in Section 5.
Related Works

Original QUATRE Algorithm
QUATRE [15] is a swarm-based algorithm for solving single-objective optimization problems over continuous space. QUATRE is a combination of the acronym quasi-affine transformation evolution. Individuals in this algorithm evolve with a quasi-affine transformation form, which is extended from the affine transformation in geometry from one affine space to another. The exact evolution Equation for QUATRE is shown as follows.
X represents the target population matrix consisting of ps target individuals,
. . , ps , is the ith row vector of the X, which represents the position of ith individual at the generation Gth, and it is a candidate solution to the optimization problem, and D represents the dimension of problem. B denotes the mutation/donor matrix,
⊗ represents component-wise multiplication of the corresponding elements in the two matrices. M is an evolution matrix, and M represents a binary operation of inverting all the elements in M. All elements of these two matrices are binary values, either 1 or 0. The inverse values of one elements are zeros, and inverse values of zero elements are ones. Equation (1) implements an alternative method of crossover operation in the DE algorithm. M is an automatically generated matrix which is transformed from an initial matrix M init . For simplicity, M init is initialized according to a lower triangular matrix whose elements equaling to ones. Equation (2) shows an example of the initialization and transformation when the dimension number D equals to population size ps. There are two consecutive steps incorporated in transforming from M init to M, indicated by " ∼ " operator in Equation (2) . First, the elements in each D-dimension row vector of M init are randomly permuted. Second, the sequence of all the row vectors is randomly permuted with each row vector unchanged. When the population size ps is larger than the vector dimension, the initial matrix M init requires to be extended according to ps. Equation (3) gives an example of extension with ps = 2D + 2. More generally, when ps%D = k, the top k rows of the D × D lower triangular matrix are included in M init , and M adaptively changed in accordance with the change of M init [15] . 
There are several different mutation schemes [19, 28] introduced for calculation B in QUATRE algorithm. The seven mutation schemes are listed in Table 1 . Table 1 is the global best matrix at generation Gth with each row vector equaling to the global best individual X gbest,G . X ri,G , i ∈ {1, 2, . . . , 5}, in Table 1 is a random matrix which is generated by randomly permutating the sequence of row vectors in the target population matrix X at generation Gth. The control parameter F, so-called mutation scaling factor, is a positive number for scaling the difference matrix, whose recommended domain is (0, 1] for most optimization problems. 
No.
QUATRE/x/y Equation
Statement of the Location Problem
In some applications of WSN, node locations play essential roles in its successful implementation, e.g., fire monitoring system, battlefield monitoring, animal monitoring, web tracking [29] [30] [31] . Practical applications of WSN are challenging in design under constraints such as limited sensor power and low computational cost [32, 33] . A suitable localization algorithm appreciates in developing application WSN. DV-Hop node localization has been widely used in many application because of its simplicity, easy implementing. However, the DV-Hop method has its accuracy still low. So, there are many improvements in the original DV-Hop algorithm have been proposed in the literature that attempts reducing its estimation error. The improved DV-Hop algorithms often have features of given anchor nodes, calculate hop distances, and estimate unknown nodes. Some approaches to improving localization algorithm included applying metaheuristics algorithms such as genetic algorithm (GA) for the DV-Hop and area coverage [34, 35] , PSO improved localization [36] , differential evolution (DE) for localization [37] , Improved DV-Hop algorithm based on teaching learning-based optimization (TLBO) [38] , multi-objective firefly algorithm (MOFA) for node localization [39] , shuffled frog leaping algorithm (SFLA) node localization, elephant herding optimization (EHO) for localization [40] , elephant herding optimization (EHO) and tree growth algorithm adapted (TGA) for node localization [41] . There are three typical phases in the node localizations as follows.
In the first phase, every anchor node broadcasts a beacon packet id, x i , y i , hop i , including its identifier id, location coordinate (x i , y i ) and a zero-initialized hop-count value hop i , to its neighbor nodes. Each node maintains its own hop-count table, which contains ids, location coordinates and minimum hop-count values of all anchor nodes. When any node receives a packet, it first checks if there is a record for the corresponding anchor node in the table. If the record does not exist, the anchor node is recorded in the table of this node. If the record exists and the hop-count value in the packet is less than the value recorded in the table, the value of the record will be updated. Then, the hop-count value is increased by one to form a new packet. This new packet will be sent to its neighbor nodes. Otherwise, if the hop-count value in the packet is greater than or equal to the value recorded in the table, the received packet is ignored. By this process, all nodes in the entire network get minimum hop-count value from every anchor node.
In the second phase, we estimate the distance between anchor node and the unknown node. Firstly, every anchor node estimates the average hop distances (hop size) using Equation (4):
where i is the id of anchor node i, m is the number of anchor nodes, hop ij is the minimum hop-count value between anchor nodes i and j, (x i , y i ), (x j , y j ) are the position coordinates of anchor nodes i and j. Then, each anchor node broadcasts one more packet containing its Hopsize i in the entire network by using controlled flooding. The unknown node will store the first hop-size, which it receives and transmits the hop-size packet to neighbor nodes. Next, each unknown node calculates the distances to all anchor nodes using Equation (5) which is given as follow.
where hopsize i is the average hop distances (hop size) obtained by unknown node u from nearest anchor node i, hop uv is the minimum hop-count value between the unknown node u and the anchor node v.
In the last phase, we estimate the coordinate of each unknown node by using the multilateration method. Suppose the (x, y) denotes the position coordinate of unknown node U,(x i , y i ) denotes position coordinate of ith anchor node, d i , i = 1 . . . m, represent the distance between the unknown node U and all anchor nodes. Then, we can obtain the following Equation (6) .
. . .
Equation (7) can be obtained by expanding Equation (6) and subtract the first (m − 1) as the equations follows.
. .
Equation (7) can be written in matrix form of AX = B, where A, X, and B are given by the following Equations. 
Coordinates of the unknown nodes U are obtained by using least-squares method with Equation (11) .
3. Adaptation Multi-Group QUATRE Algorithm and Its Application to Node Localization in WSN
The main idea of the proposed AMG-QUATRE algorithm is described in this section. As mentioned above, the canonical QUATRE algorithm has the problem of easily trapping into local optima and premature convergence. In order to reduce above weaknesses, we proposed an improved QUATRE, called AMG-QUATRE, which is made up of population initialization, random population division, group evolution, and group recombining and adaption method for updating parameter scale factor F. Figure 1 shows an illustration of the main framework of proposed AMG-QUATRE algorithm.
Population Division and Mutation Schemes
QUATRE variants adopting different mutation schemes usually have different performance in solving different optimization problems, due to different mutation schemes having different exploration and exploitation capability [15] . The mutation scheme "QUATRE/best/1" employs the best individual found so far to guide the search direction, so it has very fast convergence speed and excellent local search capability around the best individual. This mutation scheme performs well when solving unimodal problems. But it is more likely to fall into local optimum and thereby lead to a premature convergence when solving multimodal problems. The mutation scheme "QUATRE/rand/1" is the most commonly used, powerful and robust scheme. Although it has slow convergence speed, it has stronger exploration capability to maintain population diversities. This mutation scheme is usually more suitable for solving multimodal problems. The mutation scheme "QUATRE/target-to-best/1" has good exploration and convergence capabilities, because the individuals using this scheme are guided by the best individual found so far and two randomly selected individuals. To make full use these different schemes, in our proposed algorithm, we utilize multi-group approach to incorporating their advantages. As can be seen from Figure 1 , in our proposed algorithm, we first initialize the individual population and then randomly divide the population into three groups, say group1, group2 and group3, respectively. And each group use different mutation scheme, group1 uses the scheme "QUATRE/target-to-best/1", group2 employs the scheme "QUATRE/rand/1", and group3 utilizes the scheme "QUATRE/best/1", respectively. Therefore, this multi-group partition and different group adopting different mutation scheme approach can be traded off between the population diversity and convergence speed.
population into three groups, say 1 group , 2 group and 3 group , respectively. And each group use different mutation scheme, 1 group uses the scheme "QUATRE/target-to-best/1", 2 group employs the scheme "QUATRE/rand/1", and 3 group utilizes the scheme "QUATRE/best/1", respectively.
Therefore, this multi-group partition and different group adopting different mutation scheme approach can be traded off between the population diversity and convergence speed. 
Adaptation Scale Factor
In the whole evolution phases, scale factor plays an important role in affecting the exploration and development capability of QUATRE algorithm. In [15] , Meng et al. illustrate that QUATRE with different scaling factor values is suitable for different optimization problems. And there is no fixed parameter setting to obtain the optimal performance for all types of problems. Three categories parameter control methods have been proposed to adjust the evolutionary algorithms parameter values dynamically [27] . Nowadays, most of researchers focused on the adaptive control parameters. Hence, we use the adaptation scheme [22] to dynamically update the value of scale factor. In the proposed algorithm, scale factor F obeys Cauchy distribution, ~( , )
F F F C μ σ , with location parameter F μ and scale parameter F σ . The initial value for F μ is set to 0.5 , and F σ is set to a constant value 0.1 during the whole search process. Each individual in the population has its own F value which can be updated according to Equation (12) .
In each generation F μ is updated by weighted Lehmer mean according to Equation (13) . 
In the whole evolution phases, scale factor plays an important role in affecting the exploration and development capability of QUATRE algorithm. In [15] , Meng et al. illustrate that QUATRE with different scaling factor values is suitable for different optimization problems. And there is no fixed parameter setting to obtain the optimal performance for all types of problems. Three categories parameter control methods have been proposed to adjust the evolutionary algorithms parameter values dynamically [27] . Nowadays, most of researchers focused on the adaptive control parameters. Hence, we use the adaptation scheme [22] to dynamically update the value of scale factor. In the proposed algorithm, scale factor F obeys Cauchy distribution, F ∼ C(µ F , σ F ), with location parameter µ F and scale parameter σ F . The initial value for µ F is set to 0.5, and σ F is set to a constant value 0.1 during the whole search process. Each individual in the population has its own F value which can be updated according to Equation (12) .
In each generation µ F is updated by weighted Lehmer mean according to Equation (13) . S F indicates the set of parameters F i with which the associated individuals can obtain a better fitness value. f (U i,G ) represents the fitness value for trial vector of the ith individual at generation G, and f (U i,G ) represents the fitness value for target vector of the ith individual at generation G. ∆ f i represents the corresponding fitness difference of the ith individual with the associated parameter F i . Randomly partition the population into three groups, group1, group2 and group3 3:
Generate matrices M group1 and M group1 , M group2 and M group2 , M group3 and M group3 , using Equation (3).
4:
Calculate mutation matrix B group1 using QUATRE/target-to-best/1, B group2 using QUATRE/rand/1, B group3 using QUATRE/best/1.
5:
Evolve individuals in each group using Equation (1).
6:
Evaluate fitness values of all individuals. 7:
X pbest,i = X i 10:
end if 11:
end for 12:
Update scale factor F according to Equation (12). 14:
Gen = Gen + 1 15: end while Output: The global optimum X gbest , global best fitness value f (X pbset ).
Our Proposed Algorithm for DV-Hop Localization Algorithm
In this subsection, we introduce the proposed AMG-QUATRE algorithm for the DV-Hop node localization in WSN. As we all know, the estimated distance between nodes is obtained multiplying the hop-count values by the hop size of the anchor node. However, when the number of hops between the anchor node and the unknown node is greater than two, this method suffers from a problem of poor distance estimation that leads decreasing accuracy of localization. The main aim of the localization problem in WSN is to minimize the estimation error and to improve the localization accuracy. In order to reduce the estimation error, we present an improved DV-Hop based on AMG-QUATRE for node localization in WSN. The proposed algorithm first refines the hop size of anchor nodes according to the least square error criterion, and then calculates the hop size of unknown nodes by weighting the received hop size from all anchor nodes. Finally, the proposed algorithm employs AMG-QUATRE algorithm to estimate the locations of unknown nodes.
Modification of Hop Size
The hop size of anchor nodes mainly determines the accuracy of the estimated distance. Localization accuracy could be improved by modifying the hop size of anchor nodes according to the references [42] . The least square error criterion is used to refine the average hop distance of each anchor node as follow.
where d ij represents the distance from anchor node i to anchor node j. Then, the hop size of unknown nodes is calculated by weighting the m received hop size from all anchor nodes using Equations (15) and (16) . (16) where hop i represents the hop-count value from anchor node i to unknown node u and m is the number of all anchor nodes.
Using AMG-QUATRE Algorithm to Locate the Unknown Nodes
In this subsection, the proposed AMG-QUATRE algorithm is applied to minimize squared error of the estimated distances that means to locate unknown nodes. The second phase of DV-Hop algorithm, the distance between the unknown node and anchor node d ui is an estimated value, so it may be error prone. Let (x , y ) is the actual position coordinate of unknown node, (x i , y i ) denotes position coordinate of ith anchor node. The squared error of the estimated distances is defined as follows.
The main aim of the localization problem in WSN is to minimize this error. Take into consideration that the distance estimation error also increases as the number of hops increases. So the Equation (17) can be deal in a weighted way by the reciprocal of hop-count. Hence, the fitness function of the AMG-QUATRE can be defined as follows.
For every unknown node, we use an independent AMG-QUATRE optimization process to reckon its location. The individual encoding of AMG-QUATRE for location estimation is two dimension variables (x i , y i ) representing the coordinate of unknown node. The optimization process contains four steps as follows.
Step 1, initialize parameters of AMG-QUATRE and ps individuals.
Step 2, generate donor matrices.
Step 3, generate trial matrices.
Step 4, select a better vector between the trial vector and its corresponding target vector to enter the next generation. Repeat the above steps 2 to 4 until the stop condition is satisfied.
The whole flowchart of the proposed DV-Hop algorithm based on AMG-QUATRE is given in Figure 2 . The whole flowchart of the proposed DV-Hop algorithm based on AMG-QUATRE is given in Figure 2 . 
Experimental Analysis
In this section, two groups of experiments are conducted to verify the performance of our proposed AMG-QUATRE algorithm and its application to node localization in WSN.
Simulation Results on Standard Bound-Constrained Benchmarks
A benchmark set of CEC2013 [43] is utilized to verify the performance of our proposed AMG-QUATRE algorithm in the following experiment.
CEC2013 has 28 benchmark functions, including five (f1-f5) unimodal functions, fifteen (f6-f20) multi-modal functions and eight (f21-f28) composition functions. These benchmark functions' definition can be found in [43] . All these benchmark functions are shifted to the same global minimum { , , … , }.
The proposed AMG-QUATRE is compared with the three QUATRE variants [15, 19] "QUATRE/target-to-best/1", "QUATRE/rand/1" and "QUATRE/best/1" because of AMG-QUATRE utilizing these three mutation schemes. We also compare it with DE [8] , ODE [44] , CLPSO [45] , and SLPSO [46] due to the QUATRE algorithm has relationship with PSO and DE algorithms as described in paper [15] . The parameters of these algorithms are set in Table 2 according to the recommended values of the referenced papers. The dimension number D of all functions is set to 50. The maximal number of function evaluation (NFE) is set to 10000 D × . We run each of the contrasted algorithms on every benchmark function 20 times independently. Table 3 and Table 4 collect the best and mean/standard deviation of the function error
Symbols "+", "−" and "=" in parentheses after the values "Best" and "Mean/ standard deviation" 
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Simulation Results on Standard Bound-Constrained Benchmarks
CEC2013 has 28 benchmark functions, including five (f 1 -f 5 ) unimodal functions, fifteen (f 6 -f 20 ) multi-modal functions and eight (f 21 -f 28 ) composition functions. These benchmark functions' definition can be found in [43] . All these benchmark functions are shifted to the same global minimum
The proposed AMG-QUATRE is compared with the three QUATRE variants [15, 19] "QUATRE/target-to-best/1", "QUATRE/rand/1" and "QUATRE/best/1" because of AMG-QUATRE utilizing these three mutation schemes. We also compare it with DE [8] , ODE [44] , CLPSO [45] , and SLPSO [46] due to the QUATRE algorithm has relationship with PSO and DE algorithms as described in paper [15] . The parameters of these algorithms are set in Table 2 according to the recommended values of the referenced papers. The dimension number D of all functions is set to 50. The maximal number of function evaluation (NFE) is set to 10000 × D. We run each of the contrasted algorithms on every benchmark function 20 times independently. Tables 3 and 4 collect the best and mean/standard deviation of the function error ∆ f = f i − f * i respectively. Symbols "+", "−" and "=" in parentheses after the values "Best" and "Mean/ standard deviation" means "better performance", "worse performance" and "similar performance" respectively. Wilcoxon's signed rank test with a level of significance α = 0.05 is used for the evaluation of "Mean/Std". " 
As can see from Table 3 , the AMG-QUATRE outperform the other seven contrasted algorithms significantly over 28 benchmark functions from the optimization accuracy perspective. Comparing with DE algorithm, the proposed AMG-QUATRE algorithm obtained 20 better performances, 4 similar performances, and 4 worse performances out of 28 benchmarks. Comparing with ODE algorithm, it obtained 20 better performances, 4 similar performances, and 4 worse performances out of 28 benchmarks. Comparing with CLPSO algorithm, it obtained 20 better performances, 2 similar performances, and 6 worse performances out of 28 benchmarks. Comparing with SLPSO algorithm, it obtained 12 better performances, 5 similar performances, and 11 worse performances out of 28 benchmarks. Comparing with "QUATRE/best/1", it obtained 14 better performances, 4 similar performances, and 10 worse performances out of 28 benchmarks. Comparing with "QUATRE/ rand /1", it obtained 19 better performances, 2 similar performances, and 7 worse performances out of 28 benchmarks. Comparing with "QUATRE/ target-to-best /1", it obtained 14 better performances, 5 similar performances, and 9 worse performances out of 28 benchmarks. The convergence speeds of these algorithms are contrasted by plotting the convergence curves of best values in Figures 3-6 . As can see from the figures, the proposed AMG-QUATRE algorithm performs best on 8 f As can see from Table 3 As can see from the figures, the proposed AMG-QUATRE algorithm performs best on f 8 , f 12 , f 13 , f 16 , f 18 , f 20 than other competing algorithms.
From Table 4 , we can see that, for the "Mean/standard deviation" value, the proposed AMG-QUATRE algorithm obtained 18 better performances, 5 similar performances, and 5 worse performances out of 28 benchmarks by comparing with DE algorithm. It obtained 18 better performances, 6 similar performances, and 4 worse performances by comparing with ODE algorithm. It obtained 18 better performances, 3 similar performances, and 7 worse performances by comparing with CLPSO algorithm. It obtained 13 better performances, 6 similar performances, and 9 worse performances by comparing with SLPSO algorithm. It obtained 13 better performances, 11 similar performances, and 4 worse performances by comparing with "QUATRE/best/1" algorithm. It obtained 16 better performances, 4 similar performances, and 8 worse performances by comparing with "QUATRE/rand/1" algorithm. It obtained 13 better performances, 6 similar performances, and 9 worse performances by comparing with "QUATRE/target-to-best/1" algorithm. Overall, our proposed AMG-QUATRE algorithm performed better than the other seven competing algorithms.
Simulation Results of Applied AMG-QUATRE to Node Localization in WSN
Simulations were conducted to verify the performance of our proposed DV-Hop based on AMG-QUATRE. We compared simulation results of our proposed algorithm with the standard DV-Hop, Hyperbolic-DV-hop, DV-Hop based on PSO, and DV-Hop based on DE. Hyperbolic-DV-hop is the algorithm that uses 2D Hyperbolic to replace the multilateration method in original DV-Hop. Using 2D Hyperbolic to estimate the location of unknown node can be found in references [42, 47] . These five algorithms were implemented by MATLAB 2016a. The final performance of all the experimental results are the average of 20 runs of independent experiments. In simulations, sensor nodes were randomly scattered in 2-dimensional fixed square region of 100 m × 100 m. The parameter settings of simulation are shown in Table 5 . The other parameters of AMG-QUATRE and DE are the same as Section 4.1. The parameters of PSO are c 1 = c 2 = 2.05, w max = 0.9, and w min = 0.4. The average localization error is considered as performance metrics, which is given as follows.
where n is the total number of unknown nodes, (x i , y i ) is the estimated coordinate of unknown node and x i , y i is the actual coordinates and R is the communication range of sensors.
Sensitivity of Varying Anchor Node Ratio
In this experiment, there are 200 sensor nodes, each with a communication range of 20 m, randomly scattered in a sensing region of 100 m × 100 m. The number of anchor nodes gradually varies from 5 to 40. The experimental results are shown in Figure 7 and Table 6 . Convergence curve for metaheuristics of one single simulation run is shown in Figure 8 . We can see from Figure 7 and Table 6 that our proposed algorithm achieved better performance than the DV-Hop, Hyperbolic-DV-hop and PSO-DV-hop algorithms. Our proposed algorithm had similar a performance with the DE-DV-hop algorithm. The average localization error of the proposed algorithm is about 13.6%, 10.3% and 1.4% lower than the standard DV-Hop algorithm, Hyperbolic-DV-hop algorithm and PSO-DV-hop algorithm, respectively. It is also observed from Figure 7 that as the number of anchor node increased, the average localization error of all algorithms also decreased. This is because as the number of anchor nodes increases, the We can see from Figure 7 and Table 6 that our proposed algorithm achieved better performance than the DV-Hop, Hyperbolic-DV-hop and PSO-DV-hop algorithms. Our proposed algorithm had similar a performance with the DE-DV-hop algorithm. The average localization error of the proposed algorithm is about 13.6%, 10.3% and 1.4% lower than the standard DV-Hop algorithm, Hyperbolic-DV-hop algorithm and PSO-DV-hop algorithm, respectively. It is also observed from Figure 7 that as the number of anchor node increased, the average localization error of all algorithms also decreased. This is because as the number of anchor nodes increases, the We can see from Figure 7 and Table 6 that our proposed algorithm achieved better performance than the DV-Hop, Hyperbolic-DV-hop and PSO-DV-hop algorithms. Our proposed algorithm had similar a performance with the DE-DV-hop algorithm. The average localization error of the proposed algorithm is about 13.6%, 10.3% and 1.4% lower than the standard DV-Hop algorithm, Hyperbolic-DV-hop algorithm and PSO-DV-hop algorithm, respectively. It is also observed from Figure 7 that as the number of anchor node increased, the average localization error of all algorithms also decreased. This is because as the number of anchor nodes increases, the average hop distances of anchor nodes become more accurate and the errors of the estimated distances become smaller.
Sensitivity of Varying Communication Range
In this experiment, there were 200 sensor nodes with 10% anchor nodes randomly scattered in a sensing region of 100 m × 100 m. The communication range varies from 15 to 40 m. The experimental results are shown in Figure 9 and Table 7 . Convergence curve for metaheuristics of one single simulation run is shown in Figure 10 .
average hop distances of anchor nodes become more accurate and the errors of the estimated distances become smaller.
In this experiment, there were 200 sensor nodes with 10% anchor nodes randomly scattered in a sensing region of 100 m × 100 m. The communication range varies from 15 to 40 m. The experimental results are shown in Figure 9 and Table 7 . Convergence curve for metaheuristics of one single simulation run is shown in Figure 10 . 
In this experiment, there were 200 sensor nodes with 10% anchor nodes randomly scattered in a sensing region of 100 m × 100 m. The communication range varies from 15 to 40 m. The experimental results are shown in Figure 9 and Table 7 . Convergence curve for metaheuristics of one single simulation run is shown in Figure 10 . We can see from Figure 9 and Table 7 that our proposed algorithm achieved better performance than the DV-Hop, Hyperbolic-DV-hop and PSO-DV-hop algorithms. Our proposed algorithm had a similar performance with the DE-DV-hop algorithm. The average localization error of our proposed algorithm was about 13.6%, 11.9% and 0.6% lower than the standard DV-Hop algorithm, Hyperbolic-DV-hop algorithm and PSO-DV-hop algorithm, respectively. It was also observed that when the communication range exceeds 25m, the average localization error changes very little. This is because with the increase of communication range, the hop-count between sensor nodes decreases and hop size of anchor nodes increases.
Sensitivity of Node Density
In this simulation experiment, the number of sensor nodes varied from 100 to 400 with 10% anchor nodes randomly scattered in a 100 m × 100 m sensing region. The communication range of each sensor node is set to 20 m. The experimental results are shown in Figure 11 and Table 8 . Convergence curve for metaheuristics of one single simulation run is shown in Figure 12 . We can see from Figure 9 and Table 7 that our proposed algorithm achieved better performance than the DV-Hop, Hyperbolic-DV-hop and PSO-DV-hop algorithms. Our proposed algorithm had a similar performance with the DE-DV-hop algorithm. The average localization error of our proposed algorithm was about 13.6%, 11.9% and 0.6% lower than the standard DV-Hop algorithm, Hyperbolic-DV-hop algorithm and PSO-DV-hop algorithm, respectively. It was also observed that when the communication range exceeds 25m, the average localization error changes very little. This is because with the increase of communication range, the hop-count between sensor nodes decreases and hop size of anchor nodes increases.
In this simulation experiment, the number of sensor nodes varied from 100 to 400 with 10% anchor nodes randomly scattered in a 100 m × 100 m sensing region. The communication range of each sensor node is set to 20 m. The experimental results are shown in Figure 11 and Table 8 . Convergence curve for metaheuristics of one single simulation run is shown in Figure 12 . Total number of nodes We can see from Figure 11 and Table 8 that our proposed algorithm achieved better performance than the DV-Hop, Hyperbolic-DV-hop and PSO-DV-hop algorithms. Our proposed algorithm has similar performance with DE-DV-hop algorithm. The average localization error of our proposed algorithm was about 13.5%, 9.9% and 1.1% lower than the standard DV-Hop algorithm, Hyperbolic-DV-hop algorithm and PSO-DV-hop algorithm, respectively. It can be observed from Figure 11 that as the number of sensor nodes increased, the average localization error of all algorithms also decreased. Figure 13 shows a summary of the average localization error for the three groups of experiments including the rate of anchor nodes, the communicating ranges, and the density of nodes. It can be seen from Figure 13 that the proposed algorithm achieved a better performance than the DV-Hop, Hyperbolic-DV-hop, PSO-DV-hop algorithms. However, it is similar to the DE-DV-hop algorithm. 
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In this paper, a novel adaptation multi-group QUATRE algorithm (AMG-QUATRE) was presented for the global optimization problems. In AMG-QUATRE, the population has randomly partitioned into several groups. Each group adopted a different mutation scheme to reserve population diversity and improve the efficiency of the algorithm. Also, the control parameter scale factor F of mutation was updated adaptively during the search process to make a trade-off between exploration and exploitation ability. The CEC2013 test suite was used to verify the performance of the proposed algorithm. The compared experimental results with the other algorithms in the literature demonstrate that the proposed AMG-QUATRE algorithm not only has better performance than three QUATRE variants but also has better performance than two DE variants and two PSO variants in terms of converging rates and quality performance.
The proposed AMG-QUATRE algorithm was also applied to enhance the node location accuracy of DV-Hop algorithm. In this application, we first refined the hop size of anchor nodes and then used AMG-QUATRE algorithm to estimate the locations of unknown nodes. We conducted several empirical scenarios of experiments such as on the different ratio of anchor nodes, diverse communication range, and different sizes of sensor networks. Simulated experimental results demonstrated that our proposed algorithm AMG-QUATRE-DV-hop achieves higher accuracy than the DV-Hop, Hyperbolic-DV-hop, and PSO-DV-hop algorithms.
In future work, we will further expand the adopted efficient schemes to improve the performance of the evolution and swarm algorithms [48, 49] . We will also apply the improved algorithms to different kinds of WSN problems, e.g., clustering approaches [50] [51] [52] , hierarchical routing [53] , deployment, and coverage in WSN [54] .
