Abstract-This paper introduces an original video dataset containing dynamic index finger gestures in a mobile context. The dataset consists of 746 video sequences of 6 index finger gestures: left, right, up, down, tap, circle. The video sequences are obtained from a mobile phone's rear camera equipped with a wide angle lens, thus the dataset features particular challenges due to background motion and the distorted field of view. We present a baseline method that uses optical flow features in the form of a histogram to represent the motion information in the video sequences.
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I. INTRODUCTION
Video analysis is an important aspect of multimedia data description. A basic task in video analysis is the extraction of optical flow, that help understanding individual region motion in the video stream. Optical flow analysis enable several applications, such as video stabilization [1] , video compression [2] and gesture based interaction [3] . Human gesture can be inferred from video analysis using optical flow created by the dynamic parts of the body. Gestures can be interpreted at several levels. e.g. full body gestures, facial gestures, or hand gestures. We address a specific scenario of one-finger gesture in the context of mobile interaction. In this scenario, a user interacts with a mobile phone using the index finger on phone's back camera equipped with a wide angle lens. Using the back of devices has been proved to be efficient [4] to resolve the issues [5] such as the fat finger problem, target ambiguity and occlusion that emerges when the user interacts with the touchscreen. Phone cameras have been investigated for back of device interactions. Xiao et al. [6] proposed performing index finger gestures directly on the camera lens. They distinguished partial and full occlusion of the lens and the dynamic swiping with the index finger. A 3D-printed ring [7] was mounted on the camera to turn it to a joystick. Wong et al. [8] widened the interaction space on the back surface with a mirror attached to the camera. Similarly, we add a wide angle lens to increase the motor space for the index finger and offer more precise interaction capabilities. The ability to precisely capture index finger gestures opens interaction opportunities for daily tasks in mobile contexts, such as controlling widgets, sending messages, playing video games and so on. However, this innovative use of the back camera rises a number of issues, such as the non-linear field of view due to the fish-eye lens, and the constant background motion.
In this paper, we present a new index finger dataset including 6 gestures together with a baseline classification algorithm dedicated to this dataset. The 6 dynamic gesture classes are swipe left, swipe right, swipe up, swipe down, tap on the lens and a counter-clockwise circle ( fig. 2 ). We chose tap and swipe gestures because they are the most commonly used gestures for mobile interaction [9] . We added the circular gesture as the shape of the lens provides a guidance during its execution. Such a dataset is useful to help researchers compare their approaches on the dynamic aspect of the proposed gestures but it can also serve as a base for static fingertip detection. To the best of our knowledge, this is the first index-finger dataset released for the multimedia and interaction communities.
The rest of this paper is organized as follows: we first discuss the related work in hand gesture recognition and the available datasets to demonstrate the need for a index finger gesture dataset. Then we introduce our dataset containing 6 dynamic gesture classes and the gesture recognition baseline. Finally, we discuss the results of our experiments.
A. Related Work
Hands are the main body parts used in vision based gestural interaction [10] [11] [12] . We use our hands for non-verbal communication and we are able to perform various gestures ranging from simple hand poses to complex movements. The richness of the shape and motion content in video streams featuring hand gestures has been utilized for image and video recognition methods. However, using only one-finger gestures in front of a camera has not yet been explored for computer vision applications. An overview of hand gesture datasets and gesture recognition methods can be found in [12] . From the overview, one can deduct that the general approach to hand gesture recognition is to extract texture and/or motion features from either an RGB or RGB-D sensor and to classify them in order to obtain class labels for the gestures.
Several hand gesture databases were proposed for testing of hand gesture recognition algorithms. RGB-D datasets [13] [14] are not usable in a mobile context as the phone cameras 978-1-5386-7021-7/18/$31.00 c 2018 IEEE do not provide depth information. In RGB datasets, a hand gesture can refer several different situations.
1) A static pose [15] [16]: Static images of the hand can be used as an interaction input as the state of multiple fingers allows differentiating various postures, such as the sign language. But the index finger behind the mobile device doesn't allow performing more than a few finger poses. 2) A dynamic gesture corresponding to the whole hand's position relative to the user or to the environment [17] [18]: In these datasets, the performed gestures are very large while the index gestures we propose are of smaller nature.
3) The change of the hand posture by moving the hand and the fingers locally [19] [20]: In these datasets, the hand is the only moving object in the image, but movement of multiple fingers at the same time create more complex gestures than it is possible for the index finger. Moreover, both the use of a fish-eye lens and the back-of-device camera bring some deformation and background motion to the input stream that are specific to this context. A variety of approaches were employed to represent the hand movements in the above datasets. Hidden Markov Model based methods [21] are often used on dynamic hand gestures to spot the start and the end of the gestures. Mercel et al. [22] applied an input-output HMM on hand silhouettes. Moreover, Shen et al. [23] used a local descriptor to capture local motion patterns. In the original paper that created the Cambridge Hand Gesture Dataset [20] , tensor canonical correlation analysis features are combined with nearest neighbor (NN) classification.
None of the datasets above contain images that focus on individual finger movements that can be useful for back-ofdevice interaction. We need a set of images that involves index finger, hand tremor (unintentional shaking) and the spherical transformation induced by wide angle cameras to test simple descriptors that can be used in the mobile interaction context. Even thought the processing power of mobile devices increase continuously, methods with a low computational complexity are needed for a fluid interaction.
II. DATASET
We created an index finger gesture dataset consisting of 746 video sequences of 6 index finger gestures: left, right, up, down, tap, circle (as shown in Fig. 2 ). The gestures are performed several times by 14 users (2 left handed), and captured with a low-cost wide angle (235 • ) lens (see . 1 ). Each video shows a user performing gestures freely without visual feedback, in order to ensure the naturalness and authenticity of the finger movements. Sequences were taken over different backgrounds with an uncontrolled auto frame rate that varies between 20 and 28 fps depending on the lighting conditions. The dataset is representative of main issues that should be taken into account when the user interacts with the device. First of all, the semi-spherical lens does not map seamlessly to the rectangular sensor. This means there is an active circular region where the information is concentrated in the 320x240 image. The wide angle lens introduces shape deformation that is challenging for appearance based methods. Moreover, some cases of lateral illumination result in small lens glare in the videos.
Another challenge is the user's way of holding and interacting with the phone. Some large-handed users are able to hold the phone from the lower part to perform clear index gestures. Users with smaller hands hold the phone closer to the lens, and in that case other fingers may be visible in the image and introduce unwanted movements. Hand size also affects the shape and the size of the fingertip in the image.
Due to the fact that the index finger is attached to the hand holding the phone, moving the finger causes small changes in the orientation of the device (hand tremor). The changes in the orientation of the camera adds a global motion to the image sequence at the time of the gesture. The introduced motion is not uniform because of the shape of the wide-angle lens.
Finally, even though the swipe gestures are labeled as left, right, up and down, the gestures are almost diagonal because of the orientation of the index finger behind the device. As a result, left and down gestures are close to each other, so are up and right gestures. Such an effect is also observed in [6] .
Hence, with regard to the existing state of the art datasets, the newly proposed dataset brings new interactions opportunities as well as new challenges to deal with such as the ability to deal with index finger gesture in mobile context using back camera, the variations in terms of index finger dynamic, unconstrained usage of the mobile dynamic and challenging backgrounds.
III. BASELINE METHOD
In this section, we present our method to serve as a baseline for future works using the proposed dataset.
For a given gesture video sequence, a dense optical flow is calculated in every frame. We chose the DIS Flow by Kroeger [24] , a less precise method but, with very low complexity to match the computationally constrained scenario of using a smartphone -we used the OpenCV implementation. For the same reason, we keep the rest of our pipeline simplistic.
Unlike in fixed camera setups, use of a mobile camera introduces small movements due to hand tremor. Because of the form of the wide-angle lens, a given movement does not appear with the same magnitude and direction throughout the image. However, the magnitude of the optical flow due to the tremor is smaller than the flow induced by the finger gesture. Thus, in order to filter out the tremor, we discard the flow vectors with a magnitude less than a threshold t mag . Filtering should be applied considering the position of the vector in the image as unintentional flow has higher magnitudes at the center than on the borders. If the ratio of remaining vectors to image size is smaller than a threshold t vectors , the frame (f t ) is discarded as it is not sufficiently descriptive.
V alidF rames G refers to the number of valid frames in the sequence G corresponding to a gesture:
(1), N V P ft is the number of valid pixels, as obtained with:
where OF t is the matrix of optical flow for frame t and m is the magnitude of displacement for a pixel. An 8-bin histogram of directions is constructed to represent distribution of the optical flow in each frame. The tip of the index finger moves rigidly, creating most of the optical flow along the same direction. This behavior is expected to generate dominant directions in the flow as the induced motion share common characteristics along the finger. So, if a direction in the histogram is represented by less than a percentage (t direction ) of the non-zero pixels, that bin is cleared.
Hence, at each time instant, we have a filtered histogram of the optical flow. To represent the dynamic gesture, we construct a feature vector corresponding to the image sequence. As the gestures can start and end anywhere on the lens (especially the circle gesture), and the number of frames is highly variable, we proposed using the average histogram of the sequence as the feature vector.
IV. EXPERIMENTS
For the feature extraction parameters we obtained the best results by choosing t magnitude = 5, t vectors = 0.01 and t directions = 0.05. The average 8-bin histogram vectors is then fed to an SVM with RBF kernel. The average accuracy was obtained by using leave-one-user-out approach. A grid search was used to find the optimal RBF kernel parameters C and γ that give the best average accuracy. In order to demonstrate the need for magnitude filtering, we compared the performance of our proposed method with unfiltered averaged descriptors of histogram of optical flow [25] and of histogram of oriented optical flow [26] . From the results shown in Table I , it is clear that the noise introduced by the motion of the mobile device decreases the performance, and that filtering based on index finger motion coherency improves highly the results. Figure 3 shows the confusion matrix of the gestures for our method. The tap gesture appears to be the most challenging gesture to recognize because of the amount of rightward and downward motion in the video stream. This may be explained by the fact that the tap gesture motion involves at some point, vertical or horizontal motions similar to swipe gestures. Circular gesture is also difficult to recognize because the distribution of directions in the video varies according to the completion of the circle. [20] %82 -
We also tested our method on the Cambridge Hand Gesture Dataset [20] that consists of 9 dynamic hand gestures generated by 3 different poses and motions (Flat/Leftward, Flat/Rightward, Flat/Contract, Spread/Leftward, Spread/Leftward, Spread/Contract, VShape/Leftward, V-Shape/Rightward, V-Shape/Contract). The shape of the hand (Flat, Spread, V-Shape) has an effect on the classification which is not the case for index finger gestures. To approximate the gestures to ours, we can regroup the gestures in 4 classes based on their common dynamics: Left (Flat/Leftward, Spread/Leftward, V-Shape/Leftward), Right (Flat/Rightward, Spread/Rightward, V-Shape/Rightward), Down (Flat/Contract) and Contract (Spread/Contract, VShape/Contract). Table II V. CONCLUSION We presented an original video dataset consisting of 6 commonly used index finger gestures for mobile interaction. The dataset, captured with a smartphone camera equipped with a wide-angle lens carries distinctive properties such as a non linear field of view and hand tremor that are ready to be exploited. We describe a lightweight recognition method using optical flow features to provide a baseline that achieves 73% overall accuracy.
As feature work, the dataset can be used for shape based methods such as tracking fingertip position for gesture recognition.
