Vicinal surfaces are known to exhibit morphological instabilities during step-flow growth. Through a linear stability analysis of step meandering instabilities, we investigate two effects that are important in many heteroepitaxial systems: elastic monopole-monopole interactions arising from bulk stress and the EhrlichSchwoebel ͑ES͒ barriers due to the asymmetric adatom incorporation rates. The analysis shows that the effects of the ES barriers increase as the average terrace width increases, whereas the effects of elastic monopolemonopole interactions decrease. The ES barriers favor an in-phase step pattern with a zero phase shift between consecutive steps, while elastic stress favors an out-of-phase pattern with a phase shift of . However, our analysis shows that the instability growth rate becomes nearly independent of the phase shift when either the ES-barrier effect or the stress effect is large. In particular, for ES-barrier-driven instability, the in-phase step pattern develops only within an intermediate range of terrace widths when bulk stress exists. Similarly, for the elastic-interaction-driven instability, an out-of-phase pattern only forms within a certain range of monopole strength; if the strength is too small, the ES barrier effect dominates, and if it is too large, the peak in the instability growth rate becomes delocalized in the phase shift and no patterns form. This transition between patterned and random step morphologies depends on the monopole strength, but is independent of the terrace width. A phase diagram that describes the regions of the ES-barrier-dominant instability and the elasticinteraction-dominant instability is established, along with the morphological phase diagrams that predict the step configurations as a function of the controlling parameters for the two types of instabilities.
I. INTRODUCTION
Understanding the evolution of steps on a vicinal surface is crucial in many important problems involving surfaces, from the fundamental thermodynamics of surfaces to the fabrication of surface nanostructures. Since modern techniques such as molecular-beam epitaxy ͑MBE͒ have enabled nanoscale control during crystal growth, the effort to control the step dynamics has become an important topic in nanoscience research, where the fabrication of nanostructured materials with novel properties is an ultimate goal.
In epitaxial growth, a substrate typically suffers from a miscut, resulting in a surface normal slightly off from a crystallographic direction by what is known as a vicinal angle. The surface is then not completely flat, but rather contains atomic-height steps separated by broad terraces. Under appropriate experimental conditions, a surface may be grown through a regular flow of the steps and growth proceeds monolayer by monolayer ͓1͔. This step-flow growth is essential to the growth of tilted layer superlattices ͓2,3͔ and selforganized nanostructures, such as quantum wires ͓4͔.
Vicinal surfaces are known to exhibit morphological instabilities during step-flow growth; these instabilities have been observed in many experiments ͓5-12͔. In-phase step meandering caused by the Ehrlich-Schwoebel ͑ES͒ barrier on Cu surfaces has been observed ͓6-8͔.
Step meandering has also been observed during evaporation of strained Si surfaces ͓9-11͔ and during annealing of strained InGaAs/ GaAs pseudomorphic layers ͓12͔. Other factors, such as electric field or impurities, can also cause step meandering. These factors may affect the thermodynamics, the kinetics, or both. Such instabilities can be exploited to achieve self-organized nanostructures on surfaces by creating either a desired structure directly or a template for further growth. In other situations, morphological instabilities of steps are undesirable and must be suppressed. Therefore, extensive fundamental research has been devoted to step dynamics under various growth conditions.
Step-flow growth was first treated quantitatively in the seminal article by Burton, Cabrera, and Frank in 1951 ͓5,13͔ . The so-called Burton-Cabrera-Frank ͑BCF͒ model describes the evolution of steps by adatom diffusion and incorporation onto the steps. The deposited atoms are first adsorbed to the crystalline surface, and the adsorbed adatoms diffuse along the surface until they are either incorporated into the crystal at the step or desorbed from the surface.
In the years since its introduction, the BCF model has been generalized to include effects of many factors thought to be important in surface step evolution. One such factor is the elastic interactions between the steps. At the steps, there exist surface forces which generate elastic strain energy. These surface forces arise from various sources, such as applied stress, surface stress, epitaxial strain, and thermal stress. In particular, surface stresses and bulk stresses at steps caused by applied stress and/or epitaxial misfit strain engen-*Electronic address: kthorn@umich.edu der elastic interactions between steps and thus play an important role in self-organization of surface nanostructures. These interactions can influence the motion of the steps, produce step instabilities ͓14,15͔, and generate self-assembled surface patterns ͓16͔. Although much research has been performed to analyze the effects of elastic interactions between the steps on step dynamics ͓16-25͔, the kinetics of step instabilities is not fully understood. Stress also affects adatom diffusion on surfaces and at step edges ͓25,26͔. Another important factor influencing step dynamics is that adatoms are preferentially incorporated into the upper step of a terrace. This is due to an asymmetric energy barrier for diffusion across the step, the so-called Ehrlich-Schwoebel barrier, which gives rise to destabilization of straight steps during growth and gathering of steps into groups during evaporation ͓27-29͔. These phenomena are known as step meandering and bunching instabilities, respectively. Bales and Zangwill investigated the ES-barrier-driven morphological instability of the step in the absence of elastic interactions by performing a linear stability analysis ͓29͔. Recently, a morphological stability analysis of a circular island was performed when the ES barrier exist ͓30͔.
In this paper, we extend the Bales-Zangwill analysis ͓29͔ by including the effects of elastic interactions arising from bulk stress, which are important in many heteroepitaxial systems, and study simultaneously their effects on step meandering instabilities during step-flow growth. Using a linear stability analysis, the step meandering instability is investigated for widely spaced steps and close-packed steps, with a phase shift between consecutive steps. The effects of elastic interactions and the ES barriers are analyzed, the step profiles are predicted, and a phase diagram for the step morphology is established, which describes the regions of the ESbarrier-dominant instability and the elastic-interactiondominant instability. The paper is organized as follows. In Sec. II, a general introduction to step dynamics is presented. The mathematical descriptions of the ES barriers and elasticity such as force field, displacement field, and elastic interactions are also provided in this section. In Sec. III A, the linear stability analysis for the step meandering instabilities is presented. Section III B contains the discussion of instabilities mediated solely by the ES barriers. We generalize the analysis of Bales and Zangwill by considering the effects of the phase shift. In Sec. III C we discuss the instabilities mediated solely by elastic interactions. Our approach includes intrinsic step-line energy and bulk stress, resulting in a different feature from those of previous theories. We also provide an interpretation of the nonzero growth rate for a perturbation with infinite wavelength. Finally, the competition between these two factors is studied in Sec. III D. In the Appendix, the equilibrium adatom concentration at steps under stress is derived.
II. GENERALIZED STEP DYNAMICS ON SURFACES WITH ELASTIC INTERACTIONS BETWEEN STEPS AND EHRLICH-SCHWOEBEL BARRIERS
Let us consider the step-flow growth without nucleation of islands as described by the BCF model ͓13͔. Let the adatom concentration be c m ͑r ជ , t͒, on the mth terrace bounded by the mth step ͑upper step͒ and the ͑m +1͒th step ͑lower step͒. The evolution of the adatom density is described by
where D is the surface diffusion coefficient of adatoms, 1 / s is the evaporation probability of an adatom per unit time, c eq 0 is the equilibrium concentration of adatoms on a surface, and F is the deposition flux. The first term on the right-hand side of Eq. ͑2.1͒ corresponds to the diffusion of adatoms on the crystal surface; the second term and the last term describe evaporation and deposition of adatoms, respectively. Solving Eq. ͑2.1͒ requires mass conservation at steps and with an appropriate choice of boundary conditions at the steps and the computational domain boundary. The mass conservation condition provides the relationship between the normal velocity of the step and the flux of adatom concentration toward the step:
where v n m is the normal velocity of the mth step, n m is the unit vector normal to the mth step line, h m represents the position of the mth step, and ⍀ is the atomic area of the material. The boundary conditions at the mth step and the ͑m +1͒th step are
and
respectively. K + and K − are the attachment rates of adatoms to the step from the lower terrace and upper terrace, respectively, and ͉c m ͉ h m and c eq h m are the adatom concentration and the local equilibrium concentration of adatoms at the mth step, respectively.
The attachment rates K ± depend on the probability that diffusing atoms around the vicinity of steps bond to steps and are also related to the heights of the energy barriers that must be overcome by adatoms during the attachment process. The amount of adatoms incorporated into a step per unit time and length from the upper terrace is ͉K + c m ͉ h m . Because of the detailed balance principle, the number of atoms detaching from a step and moving onto the upper terrace should be equal to K + c eq . Therefore, the total flux of atoms at the upper side of a step is equal to −K + ͉͑c m ͉ h m − c eq h m ͒, and this flux should be equal to the normal flux at the upper side step,
For K ± → ϱ, the equation reduces to the original BCF model, which assumes that the attachment of adatoms to steps is infinitely fast, and thus the concentration of adatoms in the vicinity of each step immediately attains its local equilibrium value on the mth step, c eq h m . However, there exists an additional energy barrier for atoms diffusing from the upper terrace to the step edge, the so-called ES barrier, which causes the attachment rate from the upper terrace to be smaller than that from lower terrace ͑K − ഛ K + ͒ ͓27,28,31͔.
The local equilibrium concentration of adatoms, c eq h m , depends on the chemical potential of adatoms on the mth step. Using a linearized thermodynamics, the local equilibrium concentration of adatoms can be written in terms of the chemical potential of adatoms as
where k B is the Boltzman constant, T is the temperature, and m is the chemical potential of adatoms on the mth step. In this study, the chemical potential of adatoms on a step is determined by the step-line free energy and the elastic interactions between steps. Thus, the local equilibrium concentration of the mth step is given by
͑2.5͒
where ␥ is the step-line free energy and is the local curvature of the step. In this expression, m ␥ and m el are the contributions of the step-line energy and the elastic interactions between steps to the chemical potential of adatoms at the mth step on the mth terrace, respectively.
We assume that the elastic interactions between steps are generated by surface forces. Frequently, these surface forces are modeled by two types of forces ͓16,22͔. One is the force monopole, which arises in the presence of bulk stress from the imbalance of stress at a step. The other is the force dipole due to equal and opposite forces from the upper and lower terraces of the step, which are generated by a uniform surface stress. In this study, the force dipole is not considered because it typically generates short-range interactions. For an elastically isotropic system, the surface force field f͑R͒ at R, generated by a force monopole at r m located on the mth step, is given by
where R and r are the position vectors on a surface and P is the strength of the force monopole in units of force per unit length. The relaxation of the elastic field is generally much faster than that of the adatom concentration. Therefore, the elastic field can be obtained by solving the mechanical equilibrium equation
where ij is the stress tensor and repeated indices denote summation over the indices. Elastic stress can be obtained using Hook's law, ij = ijkl ⑀ kl , where ijkl is the fourth-order elastic constant tensor which relates the stress tensor ij to the infinitesimal strain tensor ⑀ kl :
For a coordinate where the surface normal vector is parallel with the x 3 axis and the surface is located at x 3 = 0, Eq. ͑2.7͒ is solved with the following boundary condition which should be satisfied at the surface;
where k is the unit vector normal to the surface, ͑0,0,1͒. We compute the solution for the displacement fields using the Green's function formalism ͓32͔. For the isotropic case, the elastic surface Green's function G ij ͑R , RЈ͒ reduces to G ij ͑R − RЈ͒ ͓14-16͔:
͑2.9͒
where E and are Young's modulus and Poisson's ratio, respectively, and ␦ ij is the Kronecker delta defined as 1 for i = j and 0 otherwise. The displacement field u m ͑R͒, caused by forces on the mth step, and the elastic interaction energy between the mth and nth steps, F el mn , are obtained using
͑2.11͒
respectively, where ds m is the infinitesimal arclength along the mth step. In Eqs. ͑2.10͒ and ͑2.11͒, the integrations with respect to dR and ds m are performed over the surface and along the mth step, respectively. The total elastic interaction energy F el can be obtained by summing F el mn over all pairs of steps. The elastic interactions between different parts of a single step are ignored, but are small as long as the steps are nearly straight. The contribution of elastic interactions to the chemical potential of the mth step is the difference in the elastic interaction energy for an infinitesimal change in the profile of the mth step, ␦ m , and can be obtained from Eq.
͑2.11͒:
m el = ͚ n=−ϱ͑n m͒ ϱ ␦F el mn ␦ m ͑x m ͒ .
͑2.12͒
Thus, the change in the local equilibrium concentration resulting from elastic monopole-monopole interactions can be obtained using an elastic field calculated with the surface elastic Green's function.
III. LINEAR STABILITY ANALYSES FOR STEP MEANDERING INSTABILITY

A. Derivation of the rate of step meandering instabilities
In this section, we present the linear stability analysis for step meandering instabilities against infinitesimal fluctua-tions on equidistant step positions by generalizing the analysis of Bales and Zangwill ͓29͔. The essential calculations are performed under the quasistatic approximation without desorption for convenience ͑that is, s → ϱ͒. Adatom diffusion is generally much faster than step motion, and therefore the time derivative of adatoms, ‫ץ‬c / ‫ץ‬t, in Eq. ͑2.1͒ can be neglected. Thus, Eq. ͑2.1͒ becomes
The adatom concentration can then be obtained for a given step distribution, and the step velocity is calculated with Eq. ͑2.2͒ using that adatom concentration. In this study, the x and y axes are set to represent the parallel and normal directions to straight equidistant steps, respectively. For a small perturbation, the positions of the mth and ͑m +1͒th steps are h m = ᐉm + m ͑x͒ and h m+1 = ᐉ͑m +1͒ + m+1 ͑x͒, respectively, where ᐉ is the average terrace length. Here, m is a small perturbation to the position of the mth step of the form A m e iqx , where the magnitude of A m has the order of ⑀.
Within the first order of ⑀, the adatom concentration is written as follows:
͑3.2͒
where c m1y ͑y͒ has the order of ⑀. Solutions of Eq. ͑3.1͒, c m0 ͑y͒ and c m1y ͑y͒, are given by
respectively. In Eqs. ͑3.3͒, ͑A , B͒ and ͑␣ m , ␤ m ͒ are determined by the zeroth and first orders of Eqs. ͑2.3͒ in ⑀ with the local equilibrium concentration of the mth step, c eq h m :
In Eqs. ͑3.4͒ and ͑3.5͒, is the phase shift between steps. The detailed derivation of c eq h m is provided in the Appendix. The coefficients in Eq. ͑3.3͒ are given by
where d 1 and d 2 are defined as D / K + and D / K − , respectively, and
͑3.7͒
With this adatom concentration field, Eq. ͑2.2͒ gives the normal velocity of the mth step, v n m , within the first order of ⑀: 
The initial change in magnitude of the perturbation in time can be regarded as linear:
Here, ⑀ 0 is the magnitude of the perturbation at t = 0 and r represents the growth rate of the meandering instability, where negative r corresponds to decay in the magnitude of the perturbation. In this linear regime, the evolution of the perturbation is given by Eq. ͑3.9͒ with r = ⍀q͓h͑q,ᐉ,͒ + g͑q,ᐉ,͒ − q 2 f͑q,ᐉ,͔͒ ͑3.10a͒
͑3.10b͒
In Eq. ͑3.10a͒, h͑q , ᐉ , ͒, g͑q , ᐉ , ͒, and f͑q , ᐉ , ͒ represent the effects of elastic interactions, the ES barriers, and the step-line energy, respectively, and are given by
Step meandering instability resulting from ES barriers
Without an elastic field ͓P = 0 and thus h͑q , ᐉ , ͒ =0͔, the rate of the meandering instability, r, is determined by the competition between the ES barrier favoring a growth of a perturbation and the step-line energy suppressing it. This meandering instability for = 0 was considered by Bales and Zangwill ͓29͔. For a small wave number ͑q Ͻ q c ͒, the effect of the ES barriers is dominant and one would expect to observe spontaneous morphological instabilities. On the other hand, for a large wave number ͑q Ͼ q c ͒, the contribution from the step-line energy is dominant and steps are stabilized. The critical wave number q c satisfies r = 0; thus,
The critical wave number increases as the magnitude of the deposition flux increases, the ES barrier increases ͑d 2 − d 1 increases͒, the step-line energy decreases, or the terrace width increases ͓29͔. Thus, for a given value of the ES barrier, the effect of the ES barrier on the instability increases with the terrace width and the flux. Figure 1͑a͒ 
Equation ͑3.13b͒ is plotted together with q c ͑Fᐉ͒ numerically obtained from Eq. ͑3.12͒ for three different values of the flux F in Fig. 1͑c͒ , where Fᐉ is proportional to the average velocity of steps. Equation ͑3.13͒ generally provides a good approximation for the critical wave number at high average step velocity. Next, the effects of the phase shift between steps, , are discussed. While the effects of the phase shift are diminished in the high-q c regime ͑or for large ᐉ͒, these effects are important in the low-q c regime ͑or for small ᐉ͒. From Eq. ͑3.10a͒, the rate of the meandering instability at q = 0 is given by LINEAR STABILITY ANALYSIS FOR STEP MEANDERING… PHYSICAL REVIEW E 76, 011601 ͑2007͒
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Therefore, a fluctuation with a small wave number and nonzero is suppressed not only by the step-line energy, but also by the ES barrier. Figure 1͑d͒ shows the relationships between critical wave numbers and terrace widths for different phase shifts. The perturbations below these curves are stabilized. For example, meandering instabilities for ᐉ =20 with ജ / 4 are suppressed. Figure 1͑d͒ shows clearly that the stable region increases as increases. In Fig. 2 , contour plots of the meandering instability rate for different values of the terrace width are presented. The largest critical wave number and the maximum instability rate can be found for = 0, and in-phase modes are most unstable for the ES-barrier-driven step instabilities. As the terrace width increases, effects of the phase shift decrease and eventually the critical wave numbers for nonzero approach that for = 0, even though the magnitude of the critical wave number increases, as seen in Fig. 1͑d͒ .
The evolution of step profiles for different terrace widths as given by the linear analysis are shown in Figs. 3͑a͒ and 3͑b͒. The initial step profiles are established by the superposition of 10 000 instability modes with each wave components having the same amplitude. These 10 000 instability modes are constructed by a combination of 100 different phase shifts uniformly distributed over ͓0,͔ and 100 different wavelengths ͑ =2 / q͒ uniformly distributed over ͓ c max , 200 c max ͔ where c max =2 / q c max and q c max is taken to be the critical wave number for = 0.0. The initial step length is set as 1000 c max . While the assumption of linearity is not valid when the amplitude of the perturbation becomes large, Figs. 3͑a͒ and 3͑b͒ illustrate the essential pattern exhibited during the linear growth for visualization. For close-packed steps shown in Fig. 3͑a͒ , the in-phase instability modes grow faster than other modes and the initial random step profiles with small magnitudes of perturbations become in-phase, resulting in a pattern formation. These in-phase step configurations resulting from the ES barrier have been observed in the growth of steps on Cu surfaces ͓6-8͔. For the widespread steps in Fig. 3͑b͒ , the difference among the most unstable growth modes for each phase shift is small and the instability modes corresponding to the in-phase profile grow together with other instability modes. Therefore, the step alignment pattern does not develop. The transition from the patterned in-phase step profile to the nonpatterned step profile occurs as tanh͑q c ᐉ͒ approaches 1, as shown in Fig. 3͑c͒ , where the plot of tanh͑q c ᐉ͒ is given together with a plot of q c vs ᐉ for F = 0.0005. Figure 3͑d͒ is the phase diagram that divides the regions of the patterned in-phase step alignment from the random step configuration. In the region of the random step configuration, tanh͑q c ᐉ͒ has the value around 1.0 and the line in Fig. 3͑d͒ represents tanh͑q c ᐉ͒ = 0.999 999.
C. Step meandering instability resulting from elastic monopole-monopole interactions between steps
In this section, we consider a special case where the values of d 1 and d 2 are assumed to be 0, and thus the adatom concentration at the steps has its local equilibrium value de- termined by the Gibbs-Thomson effect and elastic interactions between steps. Setting d 1 = d 2 =0 ͑corresponding to K ± → ϱ͒ in Eqs. ͑3.10a͒, ͑3.11a͒, ͑3.11b͒, and ͑3.11c͒, the rate of the meandering instability is given by
where ␥ is defined earlier and ␣ is defined as ͑⍀c 0 D / k B T͒ ϫ͓4͑1− 2 ͒ / E͔, respectively. Here, we define the characteristic ratio L = ␣ P 2 / ␥ that represents the competition between elastic interactions and the step-line energy in a similar manner as was done for a misfitted particle in a matrix ͓36͔.
The critical wave number q c can be obtained by setting r to 0 in Eq. ͑3.15͒:
Solving Eq. ͑3.16͒ gives q c ᐉ as a function of the strength of monopole, and materials properties such as the step-line energy and elastic properties. The critical wave number of the elastic-interaction-driven step meandering instability is inversely proportional to the terrace width. This is in contrast to the ES-barrier-driven step meandering instability, for which the critical wave number increases with the terrace width. The plots of the relationships between the critical wave number and the terrace width for different strengths of the force monopole are illustrated in Figs J/m ͓11,38͔. Therefore, our choice of parameters encompasses experimentally relevant regimes.
For large enough q c ᐉ such that tanh͑q c ᐉ͒ approaches 1, ⌼͑q c ᐉ , ñ , ͒ approaches 2.0, regardless of phase shift . The critical wave number in the high q c ᐉ regime is thus given by
In Fig. 4͑b͒ , q c ͱ3/͑ 2 L͒ is plotted against 1 / ᐉ for different strengths of force monopole. The line given by Eq. ͑3.17͒, whose slope is equal to 1.0, is also included in Fig. 4͑b͒ . While each line shows linear behavior with 1 / ᐉ for all P, only the lines with large P obey Eq. ͑3.17͒. The slopes of the lines for small P are smaller than the values suggested by Eq. ͑3.17͒ and must be calculated numerically. Figure 4͑c͒ shows the critical strengths of the force monopole, P c ͑q͒, for a given terrace width, defined as the strength of the force monopole below which step instabilities are suppressed at wave number q.
The effects of the phase shift on instabilities driven by monopole-monopole interactions are important in the smallq c ᐉ regime and diminish as q c ᐉ increases. The variation of q c with ᐉ for different values of is shown in Fig. 5 . The critical wave number for a given ᐉ is smallest at = 0 and largest at = for the elastic-interaction-driven instability, but the difference between these values decreases as the strength of the force monopole increases. Therefore, the fastest growing mode occurs with out-of-phase alignment for the elastic-interaction-driven step instabilities when P is small, but the growth rate becomes insensitive to the phase shift when P is large. Therefore, no pattern is expected to form when there is sufficiently large bulk stress. Nonpatterned step morphology has been observed during annealing of stressed surfaces, where the effects of the ES barrier can be excluded ͓12͔. Note that the functional form of the growth rate of meandering instabilities is independent of the terrace width and is determined by the properties of the material, such as the elastic constants and step-line energy, as well as the strength of the force monopole, which depends also on the magnitude of the applied stress. Only its magnitude depends on the terrace width. We present the morphological phase diagram in Fig. 5͑c͒ , which divides the regions of the patterned out-of-phase step alignment and the random step configuration. It shows that the expected step morphology is independent of the terrace width. The line in Fig. 5͑c͒ represents tanh͑q c ᐉ͒ = 0.999 999.
In order to investigate the most unstable mode resulting from elastic monopole-monopole interactions, the rate of meandering instabilities for different monopole strengths ͑P = 1.0 and P = 5.0͒ and different terrace widths ͑ᐉ = 50 and ᐉ = 250͒ is given as a function of q and in Fig. 6 . Figure 6 shows that the functional shape of the instability rate is sensitive to the strength of the force monopole, but is independent of the average terrace width. The most unstable mode is located around q = 0 for small P but its location moves to nonzero q as P increases. Note that the instability rates for 0 approach nonzero values as q → 0 although our linear stability analysis does not include the instability for q =0 ͑see . Contour plots of the growth rate r vs the wave number q and phase shift for different monopole strengths and terrace widths. For small monopole strength ͓͑a͒ and ͑c͔͒, the most unstable mode is located around = and out-ofphase step alignment is expected. ͑a͒ P = 1.0 and ᐉ = 50, ͑b͒ P = 5.0 and ᐉ = 50, ͑c͒ P = 1.0 and ᐉ = 250, and ͑d͒ P = 5.0 and ᐉ = 250. the Appendix͒. From Eq. ͑3.15͒, the instability rate for = as q → 0 is given by as follows:
͑3.18͒
Thus, the instability rates as q → 0 are determined not by step-line energy ␥ , but by the elastic constant ␣ , the strength of the force monopole, P, and the terrace width ᐉ. Similar behavior of step meandering instabilities with a phase shift has been investigated by Leonard and Tersoff ͓24͔. The main difference between their approach and ours lies in the treatment of the step-line energy. They considered the step-line energy resulting from the elastic selfinteraction. In contrast, we treat the step-line energy to be intrinsic, present even in the absence of elastic stress, following Bales and Zangwill ͓29͔. Leonard and Tersoff's result has a qualitative feature of the instability rates similar to that in Fig. 6 . However, in their case the main factor that determines the functional form of the rate of the meandering instability is not the strength of the force monopole, but rather the terrace width for given elastic properties.
Furthermore, Leonard and Tersoff interpreted the instability at ͑q , ͒ = ͑0,͒ for small terrace widths as the step bunching instability and thus concluded that meandering instabilities would occur for steps with large terrace widths, while step bunching instabilities would occur for closepacked steps. However, to examine whether a step bunching instability occurs, one must perturb the terrace widths. Since the basic assumption of our analysis is that the spacing between the average location of neighboring steps remains constant throughout the evolution, a bunching instability, wherein the terrace width must change, cannot be modeled. To consider step bunching and step meandering simultaneously, we must apply sinusoidal perturbations on nonequidistant, straight steps. In this study, due to the difficulties of obtaining analytic solutions for the elastic field with both bunching and meandering perturbations, we only consider meandering instabilities, as in Ref. ͓24͔ . Therefore, no information about a bunching instability can be obtained from the analysis, although it is expected to occur from previous analyses ͓21,39͔. In our interpretation, the fastest growing unstable mode at = and q → 0 observed for small P corresponds to that of infinite wavelength. More intuitively, this means that the fastest growing mode for a given domain ͑physical or computational͒ may be the one that just fits the domain. In practice, however, only modes with nonzero amplitude can grow, and the fastest growing mode will be the one that has the longest wavelength with sufficiently large initial amplitude. This implies that the evolution of the step morphology is highly sensitive to the initial condition. The growth of long-wave modes can occur not only for steps with large separation, but also for close-packed steps when P is small, in the absence of ES barriers as assumed in this section.
This result is similar to the linear stability analysis of the Allen-Cahn equation, in which the fastest growth mode has q → 0 ͓40͔. In that case, the result stems from the fact that phase transformation of nonconserved order parameter does not require mass transport. In our case, however, mass transport must take place, and therefore the origin of the result is quite different. Note that we ͑and Leonard and Tersoff͒ obtain a nonzero growth rate as q → 0 when two consecutive steps are out of phase. In such a case, mass transport perpendicular to the average step position dominates transport along the average step position. Therefore, increasing the length scale along the average step position does not hinder the growth of the perturbation. In this case, the instability growth rate at q → 0 is nonzero and can be maximum. On the other hand, for in-phase steps, mass transport must occur along the parallel direction, and therefore the growth rate is zero at q = 0 since mass transport takes an infinite amount of time as the wavelength approaches infinity.
The evolution of step profiles for P = 1.0 and P = 5.0 is presented in Fig. 7 . The initial step profiles are established in the same manner as in Sec. III B, except that q c max is chosen as the critical wave number for = . For P = 1.0, the instability modes corresponding to out-of-phase alignment grow faster than other modes, and the initially nearly straight step profiles with small random perturbations become dominated by the out-of-phase ordering. We set the largest wavelength of perturbation to be 1 / 5 of the computational domain to highlight the out-of-phase alignment. For P = 5.0, the growth rates of the most unstable modes for each value become nearly independent of . Therefore, no particular pattern forms during step evolution.
Finally, we will briefly discuss the effects of force dipoles neglected in this study. Whereas elastic monopole-monopole interactions produce attraction between steps, elastic dipoledipole interactions generate repulsion between steps and alter the behavior of meandering instabilities ͓17,18,25͔. Dipoledipole interactions are especially important in homoepitaxial systems, where bulk stress is negligible. On the other hand, since monopole-monopole interactions are long ranged and dipole-dipole interactions are short ranged, the dipole-dipole interactions are expected to be negligible when bulk stress exists and the terrace width is sufficiently large. Therefore, our results remain valid in this regime. However, when the effect of dipole-dipole interactions is large, the most unstable mode will have in-phase alignment ͓17,18͔. Consequently, the step morphology will be determined by how the two effects compete, and thus a full analysis that includes both monopole-monopole and dipole-dipole interactions must be performed to study this regime.
D. Step meandering instabilities when the ES barrier and elastic monopole-monopole interactions coexist
If the elastic monopole-monopole interactions and the ES barriers are simultaneously important, both of these factors play a role in step meandering instabilities against the stepline energy. However, their manner of contribution to the instabilities is different. As the terrace width increases, the effects of the ES barriers increase, whereas those of elastic monopole-monopole interactions decrease. Figure 8͑a͒ shows the relationships among critical wave numbers, terrace widths, and magnitudes of the deposition flux for the given material properties. When the terrace width is large, the ES barriers play a dominant role in the step meandering instabilities, and thus the critical wave number increases with the terrace width. For close-packed steps, the effects of elastic interactions dominate and the critical wave number decreases with the terrace width. If the elastic-interactiondominant regime is defined as the regime where the critical wave number decreases with the terrace width, the elasticinteraction-dominant regime and the ES-barrier-dominant regime can be divided as shown in Fig. 8͑b͒ . In this figure, the line represents the terrace width at the minimum growth rate for a given flux. As a result of the choice of P͑=5.0͒ in Fig.  8 , the effect of the phase shift is not observed. This is because the strength of the force monopole is large enough so that the effects of the phase shift disappear ͓e.g., Fig. 5͑b͔͒ . When the terrace width is large, the phase shift does not affect the instability because it is driven by the ES barrier.
When the strength of the force monopole is small, on the other hand, the effects of the phase shift are observed for close-packed steps. Figure 9 shows the instability rates for different values of the terrace width when the ES barriers and elastic interactions coexist for the case of P = 1.0. The characteristics of the ES-barrier-driven instability can be observed for large terrace widths ͓ᐉ = 100 in Fig. 9͑c͒ and ᐉ = 150 in Fig. 9͑d͔͒ , where the critical wave numbers become independent of . Clearly, the functional shape of the meandering instability rate r in the ͑q , ͒ plane depends on the terrace width ᐉ. This is different from the purely elasticinteraction-driven instability. The dependence of the critical wave number on the phase shift stemming from the ES barrier is not observed because the small-ᐉ regime is dominated by elastic monopole-monopole interactions. Figure 10 shows the instability rates for P = 0.1. The effects of phase shift stemming from the ES barriers and elastic interactions coexist for a small terrace width. According to Fig. 10͑a͒ , elastic interactions are dominant and the out-ofphase step profile is expected. When the terrace width increases to ᐉ = 50, two peaks in r appear as the contribution of the ES barriers to the step meandering instability increases. One peak occurs at = and small wave numbers due to elastic interactions, while another peak develops at = 0 and large wave numbers due to the ES barriers ͓cf. Fig. 10͑b͔͒ . Therefore, these two fast growth modes grow simultaneously and the surface will develop no step patterns. For ᐉ = 100 ͓Fig. 10͑c͔͒, the effects of the ES barriers are dominant over elastic interactions and the surface has the in-phase pattern. Finally, for a large terrace width of ᐉ = 150 ͓Fig. 10͑d͔͒, the maximum rate becomes nearly independent of and thus the steps develop no patterns.
IV. SUMMARY
In this paper, the effects of elastic monopole-monopole interactions and the Ehrlich-Schwoebel barriers on step meandering instabilities during step-flow growth were investigated by a linear stability analysis. We found that the effects of the ES barriers increase with the average terrace width, whereas those of elastic monopole-monopole interactions decrease. The most unstable mode for the step meandering instability mediated by the ES barrier has in-phase step alignment, while that driven by elastic monopole-monopole interactions has out-of-phase step alignment. In the former, where in-phase step alignment is favored, the instability growth rate becomes insensitive to the phase shift as the terrace width increases ͑and thus the ES barrier effect increases͒. Therefore, the in-phase patterns predicted by Bales and Zangwill are expected to form only when the terrace width is sufficiently large such that the ES barrier effects dominate the elastic interactions but is sufficiently small so that the instability growth rate has a distinct peak at zero phase shift. Similarly, we find that out-of-phase patterns with a phase shift of , expected from elastic monopolemonopole interactions, form only in a certain range of monopole strength. If the strength is too small, the ES barrier effect dominates, and if it is too large, the peak in the instability growth rate becomes delocalized in the phase shift. We investigated two values of the force monopole strength in detail, which exhibit very different step morphologies. We also show that the dependence of the instability rate on the wave number and the phase shift is sensitive to the strength of the force monopole, but is independent of the average terrace width. For the case where the ES barrier and elastic interaction effects compete, a phase diagram was established to describe the regions of the ES-barrier-dominant instability and the elastic-interaction-dominant instability. 
