In the veterinary professional curriculum, methods of examination in many courses are transitioning from the traditional paper-based exams to electronic-based exams. Therefore, a controlled trial to evaluate the impact of testing methodology on examination performance in a veterinary physiology course was designed and implemented. Formalized surveys and focus group discussions were also used to determine student attitudes toward the examination formats. In total, 134 firstyear veterinary students and 11 PhD/MS students were administered a total of 4 exams throughout 1 semester (2 on paper and 2 electronically) using a split-halves design. The paper (P) and electronic (E) exams contained 25 identical multiple-choice questions. Students were randomly assigned to two groups and were given exams in one of two sequences (E-P-E-P or P-E-P-E). Participants consented to and completed two anonymous surveys vis à vis their experience. Out of a maximum raw score of 25, the mean score for electronic examinations (20.8; 95% confidence interval, 20.3-21.2) was significantly (P ϭ 0.01) greater than that for paper examinations (20.3; 95% confidence interval, 20.0 -20.7). However, students expressed numerous concerns with the electronic examination format, and, at the completion of the study, 87% preferred to take their examination on paper rather than the electronic format. These data show that student attitudes concerning the examination format are not primarily determined by examination results, and that the additional anxiety related to the electronic examination format plays a large role in student attitudes.
ELECTRONIC EXAMINATIONS and questionnaires accessed via computer are no longer new to education and evaluation (1, 3, 10, 11, 17) . They have been widely adopted and implemented for in-class examinations, online quizzes, standardized testing for college admissions and licensing examinations, as well as in corporate testing centers. Several advantages of electronic (computer-based) examination over the traditional paper-based methods have been described, including rapid exam scoring and feedback, reduced scoring errors, more effective utilization of large question banks, test security, reduced cost and time, potential for adaptive testing, improved analysis of individual student performance, and automatic record keeping for item analysis and distance learning (1, 4, 12, 13, 15, 21) . Throughout this adoption process, evaluators have been concerned that the change in format from traditional paper-based examinations to electronic examinations would impact test-taker performance. Several studies have reported that high test anxiety is a predictor of poor academic performance (2, 5, 8, 18, 20, 23) . The possibility exists that the introduction of computerbased testing could impact the level of test anxiety experienced by test takers and, thereby, alter test performance.
A number of studies have been performed to evaluate the impact of computer-based testing (1, 3, 7, 9, 11, 13) ; however, interpretation and application of study results have been limited by several factors, including 1) continuous change in hardware and software technology; 2) improvement in testtaker computer skills and familiarity; 3) difficulty in utilizing a randomized controlled study design to provide a direct assessment of the impact of examination format (electronic vs. paper) on test-taker performance; 4) a broad range of academic levels being evaluated; and 5) lack of consistency in the testing environment, such as time allowed, question design, and proctoring.
In the veterinary professional curriculum at the Texas A&M University College of Veterinary Medicine and Biomedical Sciences, methods of examination are being transitioned from traditional paper-based exams to electronic exams. The electronic format is particularly useful to veterinary schools because it facilitates the capture, storage, and manipulation of assessment data necessary to meet the accreditation standards set by the American Veterinary Medical Association. In addition, the electronic format offers a clear benefit to courses that utilized high-quality images during examination, such as radiology, histology, and pathology. At our institution, Physiology I is a six-credit-hour course taught to first-year veterinary students during their first semester. In addition, a small number of physiology graduate students (Ͻ15) take the course for credit. It is common practice for students in this course to write notes, circle key words, and set up mathematical equations on their paper examination sheets, methods not easily transferrable to electronic exams. As a result of these observations, the authors were concerned that the introduction of electronic examinations would negatively impact student attitudes and performance. We, therefore, conducted a randomized controlled trial to test the hypothesis that student scores on computer-based electronic multiple-choice physiology examinations would be lower than those utilizing the traditional paperbased format. In addition, formalized surveys and focus group discussions were used to assess student attitudes toward the change in examination format.
METHODS
Subjects and study design. All procedures were approved by the Texas A&M University Institutional Review Board (IRB no. IRB2014-0592). The physiology class comprised 134 first-year veterinary students and 13 graduate (PhD and MS) students. Two of those students were granted special accommodations for examinations and were not included in the study. All others were informed of the study design and purpose, and they voluntarily agreed to participate. Students were randomly assigned to two groups and were given four exams throughout the semester in two formats [electronic (E) and paper (P)] in one of two sequences (E-P-E-P or P-E-P-E). Each student took two examinations on paper and two examinations electronically; each exam was worth 12% of their course grade. Grades were recorded and maintained by the instructor of record in the course. Identifying information was removed from the data set before any analysis.
Testing environment. Students taking the electronic examination were supplied with a clipboard containing a blank sheet of scratch paper. Students taking the paper-based examination were able to use their paper exam as scratch paper. Electronic and paper examinations were administered at the same time in the same room under identical conditions and consisted of the same 25 multiple-choice questions. Each question had five answer choices. The majority of the questions were applied in nature and were similar in length. There were approximately two to three longer questions on each exam that required use of a diagram or supplemental data to answer the question. The data were provided as text below the question on both exam formats. For the exam that included a Wiggers diagram (a plot of variables related to cardiac function), all students were provided with a paper copy of the diagram. All students had 50 min to complete the examination. The order of the questions on the electronic examination was randomized and was, therefore, different between students. The order of the questions on the paper examinations was identical.
Electronic examinations. ExamSoft testing software (ExamSoft Worldwide, Dallas, TX) was used to administer the electronic exams. Students supplied their own device (PC laptop, Apple laptop, or iPad) for the examinations. Examinations were available to be downloaded via the internet to the student's device before the scheduled examination, but could not be accessed until the password to open the examination was supplied at the beginning of the testing session. The examinations were thus administered offline. While the examination was open on the student's computer, the testing software blocked access to all other programs, documents, and notes on the computer, as well as access to the internet. Questions were presented as one question per screen. Students could advance to the next question, review previous questions, and change answers at will. Students were allowed 50 min to complete each examination. On completion, the examination was rendered inaccessible, and the students uploaded the examination file to the Examsoft database via the internet and turned in their scratch paper and clipboard. Before opening the exam, students using tablets were required to place the device in airplane mode and use guided access to access the exam. Students were also advised to turn off antivirus software to minimize interference with the software.
At the beginning of the semester, approximately 3 wk before the first examination, students attended a 30-min training session that provided instructions and tips for the testing process, as well as a practice examination. A list of tips that briefly described highlighting, crossing out answer choices, navigation, flagging questions (as a reminder to go back to that question), and image handling was provided, as well as step-by-step instructions on how to download and upload examination files. It was explained that students would need to download the examination and adequately charge their device before the scheduled testing session. A practice examination consisting of five multiple-choice questions was then administered, including downloading and uploading examination files.
Paper examinations. Students taking the examinations in paper format were also given 50 min to complete their examinations. They recorded their answers manually on Scantron ParScore test forms, which were subsequently graded electronically.
Surveys. Participants consented to and anonymously completed two surveys. The first survey was conducted at the beginning of the study (before the first exam and~2 wk after the training session) and consisted of three parts: part 1, experiences with technology and electronic devices; part 2, experiences and attitudes related to taking exams; and part 3, concerns related to electronic exams. The second survey, consisting of parts 2 and 3 of the first survey, was administered at the conclusion of the study. Instructors in the course did not have access to survey results until the course was completed.
Focus groups. To get more specific information, including information we could not anticipate with a survey, students were asked to participate in 1 of 12 focus group meetings during the semester. The focus groups were an important platform for students to more fully explain and elaborate on their experiences with the two testing formats and an opportunity for the investigators to explore why they preferred one format over the other. After each of the four exams during the semester, a focus group was held the 3 consecutive days after the examination for a total of 12 focus groups. This allowed all students to participate in one focus group discussion and kept the group size to 12 students. The meetings were scheduled during the lunch hour, food was provided, and each session lasted~55 min. The same questions were asked in each group and are listed in Table 1 . There was a total of 138 participants in the focus groups. On a few questions, students gave more than one answer. On those questions, the percentages were determined from the total number of responses.
Data analysis. The exam score data set contains scores from students who each took exams in two formats (E or P) in one of two sequences (E first followed by P, or P first followed by E). The data were analyzed using a PC running S-PLUS version 8.2 (TIBCO, Seattle, WA). The score data were tested for normality using the ShapiroWilkes test. The principal question asked was whether there was a difference in exam scores among students by format. Because there were repeated measures for individual students, data were analyzed using linear mixed-effects modeling, with student modeled as a random effect, and effects of format, exam, sequence, and their bivariate interaction terms modeled as fixed effects. Model coefficients and 95% confidence intervals (CIs) were estimated using maximum likelihood methods. Comparisons among multiple groups, with or without adjustment for potential confounders, was made using the method of Šidák (19) . Model fit was assessed by inspection of diagnostic residual plots and the Akaike information criterion value. For descriptive purposes, boxplots of data were generated. There were 16 paired preand postsurvey responses for comparison. The paired differences were compared using a Wilcoxon signed-rank test using R statistical software. The P values were considered with adjustment for multiple comparisons; adjustment was made using the method of Hochberg (6) . For all analyses, significance was established a priori as P Ͻ 0.05 and is reported as such.
RESULTS
One student withdrew from the course before completion of the study. Data from that student were not included in the final analysis. All other students completed the course and were included in the study. The examination score data set contains 576 scores from 144 students who each took four exams in two formats (E or P) in one of two sequences (E-P-E-P or P-E-P-E).
Examination format. Each examination was composed of 25 multiple-choice questions; therefore, the raw score for each Examination format sequence. Results of mixed-effects modeling indicated that there were no significant effects of sequence on scores, either as a fixed effect alone (i.e., in • Would be fine with no scratch paper 2.9 • Would NOT be okay to eliminate scratch paper 97.1 Did writing on scratch paper instead of directly on your exam impact your ability to think through the questions?
• There were a total of 138 participants in the focus groups. On a few questions, students gave more than one answer. On those questions, the percentages are out of the total number of responses. *The Wiggers diagram is a standard diagram used in cardiac physiology in which arterial, ventricular, atrial and venous pressures, aortic blood flow, ventricular volume, heart sounds, and an electrocardiogram trace are plotted simultaneously as functions of time.
bivariate analysis), or as a potential confounder (i.e., when included as a term in multivariable modeling), or as an interaction term with other fixed effects (i.e., examination or format).
Examination number. There was a small but statistically significant (P Ͻ 0.05) effect of examination number for scores. The means (95% CIs) for tests 1, 2, 3, and 4 were, respectively, 20.4 (19.8 -20.9 . After adjustment for multiple comparisons, scores for exam 2 were significantly (P Ͻ 0.05) greater than those for exam 4. However, no other pairwise differences among examinations were significant.
Multivariable modeling. The effects of sequence, exam number, exam format, and all of their possible bivariate interactions were considered in multivariable modeling to adjust (i.e., simultaneously account) for all possible effects, using mixed-effects modeling to account for repeated measures on individual students. As described previously, exam sequence had no significant effect, either as an individual fixed effect (confounder), or as an effect modifier of exam or format (interaction). Although exam scores (or their ranks) tended to be higher for exam 2, and the differences between formats appeared to be greater for exams 2 and 4, there was no significant interaction between format and exam number, and there were no significant differences among the various exam scores (or their ranks) after adjusting for exam format. Even after accounting for exam number, the effect of format was significant for scores (P ϭ 0.01) and rank of scores (P ϭ 0.02). After adjustment for (i.e., accounting for effects of) exam number, the scores were, on average, 0.45 units (95% CI, 0.11-0.80 score units out of a possible raw score of 25) higher for students taking exams in the electronic format than when they were taking exams in the paper format. Relevant coefficients, CIs, and P values are presented in Table 2 .
Preproject survey. This survey was conducted at the beginning of the study (before the first exam and~2 wk after the training session). It covered three areas: experiences with technology and electronic devices (Table 3) , experiences and attitudes related to taking exams (Table 4) , and concerns related to electronic exams (Table 4) . A summary of these findings follows.
The majority of students indicated that they preferred paper over electronic formats when reading for pleasure or for school and reported using a laptop more frequently than a tablet device. All students reported using an electronic device daily in their personal life, and 98.6% used an electronic device daily for school. Prior experience with electronic exams was limited, with 34.7% having no experience with electronic exams other than a standardized test, such as the GRE (Educational Testing Service, Princeton, NJ), SAT (The College Board, New York, NY), or ACT (ACT, Iowa City, IA). All of these results are presented in more detail in Table 3 .
Students indicated a strong preference for paper over electronic multiple-choice exams. Being able to write notes directly on the exam was very important to them, as was the ability to cross out answer choices (in either format). There was concern with electronic exams that writing on scratch paper instead of directly on the exam sheet would negatively impact their ability to think through a question and thus would increase their anxiety. There was considerable worry about technical problems with either their device or the testing software during electronic exams. They were confident that they could navigate through the pages of the exam and follow the testing software instructions and indicated only moderate concern about the ease of adjusting to electronic testing. There was strong opposition to the statement that electronic exams should be used in all classes throughout the curriculum, although they agreed with the statement that electronic exams had advantages over paper exams. All of these results are presented in more detail in Table 4 .
Postproject survey. This survey was conducted at the end of the study after all exams were completed. It covered two areas previously addressed in the presurvey for comparison: experiences and attitudes related to taking exams, and concerns related to electronic exams (Table 4 ). There were 16 questions that could be paired from the pre-and postsurveys for statistical analysis (Table 4) ; there was no significant difference between the pre-and postsurveys for 12 of these comparisons, with only 4 significantly changing from the pre-to postsurvey (Table 4) . A summary of these findings follows.
Students had the same preference for paper exams over electronic exams at the conclusion of the study and still had increased anxiety related to electronic exams. They were able to easily follow the software instructions and felt more confident navigating through the electronic exam (P ϭ 0.0001); however, some experienced difficulty using the feature to cross out answer choices on the exam. They felt more strongly at the end of the study that writing on scratch paper instead of directly on the exam impaired their ability to think through exam questions (P ϭ 0.001). There was no change in the considerable degree of worry about technical problems with either their device or the testing software during the exam (P ϭ 0.88). They indicated the training session was inadequate, and that multiple practice tests would help increase their confidence, as opposed to one practice test (P ϭ 0.01). Strong opposition remained to the statement that electronic exams should be used in all classes throughout the curriculum; there was no significant difference in pre-and postscores (P ϭ 0.23) for this statement, and adjusting to electronic exams was still not considered easy (same as they initially thought in the presurvey, P ϭ 0.09). Focus groups. One hundred thirty-eight out of the 144 students in the study participated in one focus group discussion, and group size was limited to 12 students. The same questions were asked in each group and are listed, along with tabulated responses, in Table 1 . A summary of these findings follows.
When asked if they experienced additional anxiety before the test because it was electronic, 84.8% responded yes, and all of these students indicated that they would feel this way again before their next electronic exam. We followed up with the students answering yes to this question, by asking what contributed to their anxiety. The most common reasons for the anxiety were as follows: battery issues, issues when downloading or uploading the exam, remembering to download exam and bring their device on test day, time management during exam, general worry about technical issues, and inability to write directly on an electronic exam. All of these results are presented in more detail in Table 1 .
One exam included a Wiggers diagram, and a paper copy was provided to both the electronic and paper test takers. Of the electronic test takers, 97.1% used the paper copy of the diagram for this question, even though it was also present in electronic form. Only 2.9% of students said it would be okay to eliminate the scratch paper provided for the electronic exams. While 97.1% of the class wanted scratch paper for electronic exams, 80.4% of them indicated that writing on scratch paper instead of directly on the exam negatively impacted their ability to think through exam questions. We followed up with these students by asking how it impacted their ability: 75.2% said simply crossing out answer choices or flagging questions on the electronic exams (which were the only options available) was not adequate. Along similar lines, 15.3% reported that having text on a screen and notes on scratch paper made it more difficult to process information. Additionally, 19.5% indicated that juggling their laptop and the clipboard with the scratch paper was frustrating and distracting.
A feature of the testing software, which was mentioned in the training session, is the ability to cross out answer choices. When crossing out an answer choice, the text either turns a lighter shade or has an actual line through the text, depending on the type of device being used. When asked how easily they were able to use this feature, 17.1% of students were unaware of this feature, 6.7% tried it and did not like it, and 34.3% The device I plan to use for the electronic exams is: 107 students (74.3%) 37 students (25.7%) Questions 1-3 were scored by the student using a Likert scale of 1-4, with 1 ϭ definitely like me; 2 ϭ somewhat like me; 3 ϭ somewhat unlike me; 4 ϭ not at all like me. The instructions for each statement were to select the answer choice that corresponds to how well the statement describes you. There were 144 respondents (all project participants).
found it easy to use. The remaining 41.9% knew about this feature, but did not use it because it took too much time to figure out how to use it, was one more distraction to think about, or were nervous that activating it would cause a technical problem or select an answer choice.
Only 27.5% of students reported no technical problems with their device or the testing software. The remaining 72.5% reported a technical problem, the majority of which included issues downloading or uploading the exam, a long delay (in some cases 5-7 min) waiting for the exam to open, or their device either froze or kicked them out of the exam and they had to reopen it and restart. The remainder of reported technical issues included old or slow-running computers, antivirus or guided access (on tablets) interference with the testing software, battery failure, difficulty opening attachment to the exam, accidentally changing an answer when scrolling back through the exam, and difficulty reading the entire text of some questions because they did not know how to change the size of the display.
There were 55.8% who said they were able to navigate through the pages of the exam with ease, whereas 29.4% found it difficult due to a long lag waiting for next question to load, tediousness of clicking back and forth between question text and figures, or not knowing how to change the display size to view the entire text of the question without scrolling. The remaining 14.8% only reported difficulty when attempting to go back through the exam, flagging questions, or accidentally clicking on save and exit when trying to review the exam. When asked if the electronic exam format allowed them to complete their exam in a more timely manner, 47.1% replied no, 21% replied yes, and 31.9% reported no difference.
There were 31.6% of the students who felt the training session prepared them adequately, 9.4% had prior experience that prepared them, and 2.6% did not attend the training session and so could not comment. There were 63.2% who stated that more training and practice were needed to be prepared. They indicated that the training covered the basics, such as downloading and uploading, but did not emphasize features such as highlighting, crossing out answers, or flagging questions. Many were unaware of these features, while others knew about them but could not remember how to use them. Other requests included device-specific instructions, list of shortcuts and features available during the exam, tips and strategies instead of just directions for using the software, and more practice tests. Students were disappointed by the fact that the testing software Questions were scored by the student using a Likert scale of 1-4, with 1 ϭ definitely like me, 2 ϭ somewhat like me, 3 ϭ somewhat unlike me, 4 ϭ not at all like me. The instructions for each statement were to select the answer choice that corresponds to how well the statement describes you. There were 144 respondents (all project participants) for both the pre-and postsurvey. The range for all answers was 1-4. Those questions that could be paired from the preand postsurveys were compared for statistical differences in score responses. P values (adjusted for multiple comparisons) for the presence of a difference are in the last column. NA, not applicable.
options differed between devices, because it limited their ability to share software usage tips and help each other.
DISCUSSION AND CONCLUSIONS
The results of this study do not support the authors' original hypothesis that the use of electronic-based examinations would negatively impact student scores in a physiology course. In fact, scores for electronic exams were modestly, but significantly, higher than those for paper exams that utilized the same questions. Just as importantly, these data show that student attitudes concerning the examination format were not primarily determined by examination results. Results from the surveys and focus group discussions demonstrate that, despite the better scores, students preferred paper exams and experienced additional anxiety related to the electronic examination format. The difference between electronic and paper-based test scores was 2% of the maximum score (0.5 out of 25 points). While the randomized, controlled trial design allowed detection of this relatively small improvement in performance on electronic exams, it is not likely that this difference would be a decisive factor in an educational setting, except to allay concerns that the electronic format would negatively impact student performance.
In the postproject survey, most students indicated that they maintained exam-related concerns about technical difficulties with both the exam software and their electronic device. In addition, most did not support broad use of electronic testing throughout the curriculum, did not see clear advantages in electronic testing, and did not believe that adjustment to electronic testing was easy. At the conclusion of the study, 84% of the students in the study preferred a paper exam to an electronic exam format.
During the focus groups, 85% of the students stated that they experienced additional anxiety related to the electronic exam and believed that they would continue to experience that anxiety with subsequent electronic exams. Most of that anxiety appeared to result from technical concerns. Students who had to reopen and restart their exam due to technical problems acknowledged that the work they had already done was still present and had been preserved, but they still reported this to be a highly stressful experience due to worry their work might not have been saved, as well as taking time away from the exam and distracting them. In addition, students were dismayed by the fact that the testing software options differed between devices. This limited students' ability to share electronic test-taking strategies and software usage tips.
The strong student preference for paper examinations as well as the use of scratch paper with electronic examinations could be related to cognitive benefits of writing by hand. Mueller and Oppenheimer (14) concluded that, because longhand notes contain students' own words and handwriting, they may serve as more effective memory cues by recreating the context (e.g., thought processes, emotions, conclusions) as well as content (e.g., individual facts) from the original learning session. In our study, the inability to write directly on an electronic exam was a widespread concern. Students placed a very high value on the ability to annotate directly on the exam and did not consider the provided scratch paper an adequate substitute. They were frustrated by trying to make sense of notes on scratch paper specifically because it was not located next to the associated question. The paper-based, test-taking strategies that they highly valued included circling and underlining key words in the question text, making notes or writing formulas next to the question text, crossing out incorrect words or choices, and annotating their rationale when eliminating an answer choice. This was also considered by students to be an important test-taking strategy, because it allowed the test takers to see their notes and recall thought processes when reviewing questions. There was strong consensus that electronic test-taking strategies should be taught, because the strategies that they had developed taking paper exams did not readily translate.
During the focus groups, students indicated an understanding that there were potential positives to the electronic format, such as faster grading, saving paper, no Scantron to fill out, and possibly better preparation for electronic board exams. However, they did not feel these advantages outweighed the perceived disadvantages.
In addition to the ability to write directly on the exam, the other most common suggestions for improvements included more space and electrical outlets, providing a paper copy of the exam as well as electronic, and having a testing center or college-supplied devices and readily available tutorials on software use and tips. The per-instance cost of taking an electronic exam was estimated at $0.86. It is difficult to make a direct comparison, since there are a number of administrative benefits associated with accreditation and curriculum with electronic examinations, such as course and program outcomes data, in-depth question analysis, and structured rubrics grading for both knowledge-and performance-based assessments (such as objective structured clinical exams, known as OSCEs). There are also a number of additional expenses with implementation of electronic exams, including the cost of a student supplying an eligible device, the expense of personnel to provide technical support to faculty and students using the electronic exam software, and potential modifications to the testing area to have an adequate number of electrical outlets.
It might have been expected that the increase in anxiety related to electronic examinations in this study would have resulted in lower test scores. Previous studies have linked high test anxiety to reduced academic performance (2, 5, 8, 18, 23) . Many of those studies were observational in design, making it difficult to identify the direction of causality (2, 5, 8, 18, 23) . However, the belief that high anxiety leads to poor performance is supported by the finding that behavioral interventions shown to reduce anxiety were also demonstrated to improve test performance (5) .
A negative impact of anxiety on test performance was not observed in the present study. Other studies comparing computer-based and paper-based exams have reported similar findings (4, 22) . A randomized study of undergraduate students reported higher anxiety levels with computer-based compared with paper-based exams, but no difference in scores (22) . In a more recent study of veterinary students, no formal investigation of the students' attitudes was conducted; however, the authors did report anecdotal evidence that the students believed that the electronic examination format negatively impacted their performance. Despite the reported negative attitudes toward computer-based testing, there was no statistical difference in test scores between the two formats (4). An explanation for these findings may be provided by the reported effects of stress, rather than anxiety, on cognitive function. Stress, de-fined in a review by Sandi (16) as "any challenge to the homeostasis of an individual that requires an adaptive response from that individual," may have positive or negative effects on cognition. Mild stress appears to improve many aspects of memory. That effect, however, is quite variable between individuals in that some individuals appears "vulnerable" to stress while others appears "resistant" (16) .
The findings of the present study showing better performance on electronic examinations despite higher levels of reported anxiety may not be broadly generalizable. The professional and graduate students involved in this study were selected into their training programs based on prior demonstrations of academic excellence. This selection process may have effectively identified students who respond positively to academic stress. Students in other academic settings may have a different experience.
