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Abstract
The objective of this paper is to discuss the regularity of viscosity solutions of time
independent Hamilton–Jacobi Equations. We prove analogs of the KAM theorem, show
stability of the viscosity solutions and Mather sets under small perturbations of the
Hamiltonian.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
The objective of this paper is to study the regularity and stability under small
perturbations of viscosity solutions of Hamilton–Jacobi equations
HðP þ Dxu; xÞ ¼ %HðPÞ; ð1Þ
using a new set of ideas that combines dynamical systems techniques with control
theory and viscosity solutions methods. In (1), Hðp; xÞ : R2n-R is a smooth
Hamiltonian, strictly convex, i.e., D2vvLðx; vÞ4g40 uniformly (this is also called
uniformly convex by some authors), and coercive in p ðlimjpj-NHðp;xÞjpj ¼N), and Zn
periodic in x ðHðp; x þ kÞ ¼ Hðp; xÞ for kAZn). Since Rn is the universal covering of
the n-dimensional torus, we identify H with its projection pr H : Tn  Rn-R: By
changing conveniently the Hamiltonian we may take P ¼ 0 and %HðPÞ ¼ %H; which we
will do throughout the paper to simplify the notation.
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In general, (1) does not admit global smooth solutions. The KAM theorem deals
with the case in which
Hðp; xÞ ¼ H0ðpÞ þ eH1ðp; xÞ: ð2Þ
Under generic conditions it is possible to prove that for most values of P and
sufﬁciently small e (1) admits a smooth solution that can be approximated by a
power series in e [Arn89]. In this paper, we will prove analogous results for viscosity
solutions of (1).
The outline of this paper is the following: in Section 2 we review basic facts
concerning the connections between Mather measures and viscosity solutions. A
general reference on control theory and viscosity solutions is [FS93]. The special
results concerning viscosity solutions of (1) can be found in [Con95,Con97,LPV88].
The main references on Mather’s theory are [Mat89a,Mat89b,Mat91,Mn92,Mn96].
The use of viscosity solutions to study Hamiltonian systems, and in particular
Mather’s theory is discussed by Fathi [Fat97a,Fat97b,Fat98a,Fat98b,W99] and
Jauslin, Kreiss and Moser [JKM99] (for conservation laws in one dimension).
Further developments and applications were considered in [EG01,Gom00,Gom01b].
Then we review representation formulas for %H [CIPP98].
In Section 3 study the behavior of %H as a function of e: We prove that %H is
Lipschitz in e; and depending only on properties of the unperturbed problem, we
show that %H is differentiable with respect to e: Then we obtain L2 estimates
(with respect to Mather measures) on the differences Dxu
e  Dxu (u and u e are
solutions of (1) for e ¼ 0; e; respectively), as well as some perturbative results for the
expansion of u e is a power series in e: Such results are an analog of the KAM
theorem for viscosity solutions. In particular they show L2 stability of the Mather
sets.
These estimates are fairly general, and to prove ﬁner results, in Section 4
we assume the additional hypothesis that the Mather measure is uniquely ergodic.
The main idea is that, like in KAM theory, a non-resonance-type condition should
be imposed to prove stronger stability results. This role is played by unique
ergodicity of the Mather measure. We show, in Section 4, that u e is uniformly
continuous in e:
2. Mather measures and viscosity solutions
The purpose of this section is to review some results concerning viscosity solutions
and Mather measures.
Theorem 1 (Lions, Papanicolaou, and Varadhan). For each PARn there exists a
number %HðPÞ and a periodic viscosity solution u of (1). The solution u is Lipschitz,
semiconcave, and %H is a convex function of P.
D. Aguiar Gomes / J. Differential Equations 187 (2003) 359–374360
Both %H and the viscosity solutions of (1) encode the dynamics certain trajectories
(global minimizers, see [EG01]) of the Hamilton equations
’x ¼ DpHðp; xÞ; ’p ¼ DxHðp; xÞ: ð3Þ
Let L; the Lagrangian, be the Legendre transform of H
Lðx; vÞ ¼ sup
v
pv  Hðp; xÞ: ð4Þ
This Lagrangian is deﬁned on the tangent space of the torus (or when convenient
one considers its lifting to the tangent space Rn  Rn of the universal covering
Rn of Tn). Note that through the paper we use the control theory convention, i.e. (3)
is time reversed (in classical mechanics one has ’x ¼ DpHðp; xÞ and ’p ¼ DxHðp; xÞ)
and the Legendre transform (4) also has an extra minus sign (instead of
supv pv  Hðp; xÞ).
Theorem 2 (Mather). For each P there exists a positive probability measure m
(Mather measure) on Tn  Rn invariant under the dynamics (3). This measure
minimizes
Z
Lðx; vÞ þ Pv dm
over all such measures.
Several important properties of Mather measures can be described in terms of
viscosity solutions. Mather measures, as deﬁned in the previous theorem, are
supported in the tangent space of the torus—however it is convenient to consider
another measure on the cotangent space of the torus induced by m using the
diffeomorphism v ¼ DpHðp; xÞ: By abuse of language we will call again Mather
measure to such measure.
Theorem 3 (Fathi). Suppose m is a Mather measure and let u be any solution of (1).
Then m is supported on the graph ðx; P þ DxuÞ: Furthermore, Dxu is Lipschitz on the
support of m:
The fact that the support of a Mather measure is a Lipschitz graph was proven by
Mather [Mat89b]. Therefore, once it is known that m is supported on the graph
ðx; P þ DxuÞ the last part of the theorem follows trivially. Similar statements can also
be found in [W99] or, using entropy solutions for conservation laws instead of
viscosity solutions of Hamilton–Jacobi equations in [JKM99]. The next proposition
gives more precise Lipschitz estimates on Dxu and shows that even outside the
Mather set Dxu is Lipschitz.
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Proposition 1. Suppose ðx; pÞ is a point in the graph
G ¼ fðx; DxuðxÞÞ : u is differentiable at xg:
Then for all t40 the solution ðxðtÞ; pðtÞÞ of (3) with initial conditions ðx; pÞ belongs G:
If for some T40; ðxðTÞ; pðTÞÞAG then for any y such that DxuðyÞ exists
jDxuðxÞ  DxuðyÞjpCjx  yj
with a constant depending on T.
Proof. The ﬁrst part of the theorem (invariance of the graph for t40) is a
consequence of the optimal control interpretation of viscosity solutions [FS93] and
the reader may ﬁnd a proof, for instance in [Gom01b] or [Gom00]. To prove the
second part, let S be the set of the points x such that Dxu exists and the solution of
(3) with initial conditions ðx; DxuÞ stays in G up to time t ¼ To0: We claim that
juðx þ yÞ  2uðxÞ þ uðx  yÞjpCðTÞjyj2
for all xAS and all yARn: Given this claim, the result follows from the proof in
[EG01], Section 6. Part of the claim
uðx þ yÞ  2uðxÞ þ uðx  yÞpCjyj2
is just a consequence of semiconcavity of viscosity solutions, and the constant C does
not depend on T [FS93]. Thus it sufﬁces to prove
uðx þ yÞ  2uðxÞ þ uðx  yÞX Cjyj2:
Let xðsÞ; 0pspT ; be a solution of (3). Set z ¼ xð0Þ; x ¼ xðTÞ: Observe that
uðzÞ ¼
Z T
0
LðxðsÞ; ’xðsÞÞ þ %H ds þ uðxÞ
and for any c
uðzÞp
Z T
0
LðxðsÞ þ c; ’xðsÞ þ ’cðsÞÞ þ %H ds þ uðx þ cðTÞÞ:
Choose cðsÞ ¼7 y
Ts
to get
uðx þ yÞ þ uðx  yÞ  2uðxÞX CðTÞjyj2: &
Note that CðTÞ ¼ Oð1
T
Þ; as T-0: Simple examples show that this is sharp—as one
would expect Dxu is not globally Lipschitz and the Lipschitz constant depends on
‘‘how much time it takes to hit a shock’’.
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Let f be a Lipschitz function. We need to deﬁne what DxfðxÞ means in the
support of a Mather measure. The problem is that although f is differentiable
almost everywhere with respect to Lebesgue measure, a measure m may be supported
exactly where the derivative does not exist. However, there is a natural deﬁnition of
derivative that is convenient for our purposes.
A function c : Rn-Rn is a version of Dxf if the graph of c is contained in the
vertical convex hull of the closure of the graph of Dxf: More precisely if
cðxÞADxfðxÞ;
where
DxfðxÞ ¼ co p : p ¼ lim
n-N
DxfðxnÞ with xn-x;f
differentiable at xn :
The next two propositions show that this deﬁnition is quite natural and useful to our
purposes:
Proposition 2. Assume that f has the property that if xn-x and f is differentiable at x
and at each xn then DxfðxnÞ-DxfðxÞ: Then any version of Dxf coincides with the
derivative of f at all points where f is differentiable.
Proof. The hypothesis on f implies immediately that
DxfðxÞ ¼ fDxfðxÞg
if f is differentiable at x: &
The solutions of (1) have this property but this is not true for general Lipschitz
functions.
Proposition 3. Suppose ðx; pÞ is a point in the graph G: Let ðxðtÞ; pðtÞÞ be a solution of
(3) with initial conditions ðx; pÞ If for some T40; ðxðTÞ; pðTÞÞAG then for any y and
any version DxuðyÞ
jDxuðxÞ  DxuðyÞjpCjx  yj
with a constant depending on T.
Proof. This follows from Proposition 1 and from observing that j 
 j is a convex
function. &
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Since Mather measures m are invariant under dynamics (3) one has for smooth
functions f
Z
TnRn
DxfðyÞDpHðp; yÞ dm ¼ 0:
We prove next that for Lipschitz functions f it is possible to choose a version of Dxf
such that the same identity holds.
Theorem 4. Let f : Rn-R be a Lipschitz function and m a Mather measure. Then
there exists a version of Dxf such thatZ
TnRn
DxfðyÞDpHðp; yÞ dm ¼ 0:
Proof. Consider a generic point ðx; pÞ in the support of m and the corresponding
trajectory ðxðtÞ; pðtÞÞ of (3) with initial condition ðx; pÞ: Let Tn be a sequence
converging to þN: Through some subsequence
1
Tn
Z Tn
0
jðpðtÞ; xðtÞÞ dt-
Z
TnRn
j dm
for all m-integrable, continuous, and periodic (in x) functions j: Let znARn be any
sequence such that jznj-0: If j is continuous and does not depend on p then
1
Tn
Z Tn
0
jðzn þ xðtÞÞ dt-
Z
TnRn
j dm:
Let f be a Lipschitz function. Note that f is differentiable almost everywhere.
Thus it is possible to choose zn-0 such that, for each n; Dxfðzn þ xðtÞÞ is deﬁned for
almost every t: Now consider the sequence of vector-valued measures Zn deﬁned by
Z
TnRn
zðp; yÞ dZn ¼
1
Tn
Z Tn
0
Dxfðzn þ xðtÞÞ zðpðtÞ; xðtÞÞ dt
for all vector valued smooth, and periodic in y; functions z: Since Dxf is bounded,
we can extract subsequence, also denoted by Zn; that converges weakly to a vector
measure Z:
Since Z{m; in the sense that for any set A; mðAÞ ¼ 0 implies that the vector
ZðAÞ ¼ 0: Therefore, by Radon–Nikodym theorem, we have dZ ¼ cdm; for some
L1ðmÞ function c: By standard techniques in weak limits it is clear that for almost
every xATn the density c is in Dxf; so it is a version of Dxf:
Finally, to see that
Z
TnRn
cDpHðp; yÞ dm ¼ 0;
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we just have to observe that
Z
TnRn
DpHðp; yÞdZn ¼ OðenÞ
and so
0 ¼
Z
TnRn
DpHðp; yÞdZ ¼
Z
TnRn
cDpHðp; yÞdm: &
The Hamilton–Jacobi equation (1) has two unknowns %H and u: In the remaining
of this section, we recall some representation formulas for %H that do not involve
solving (1). A classical result [LPV88] is that
%H ¼  lim
a-0
inf
xð
Þ
a
Z N
0
Lðx; ’xÞeat dt
with the inﬁmum taken over all Lipschitz trajectories xð
Þ: There are two distinct
formulas more convenient for our purposes—both will be optimization problems—
the ﬁrst one, which makes a connection between Mather’s problem and viscosity
solutions, is
%H ¼  inf
m
Z
L dm ð5Þ
in which the measure m is a generalized curve, i.e.
Z
vDxf dm ¼ 0
for all smooth f: This expression for %H has a dual formula that consists in an LN
calculus of variations problem. This result was ﬁrst proven in [CIPP98]. In [Gom00]
it was proved using Legendre–Fenchel duality theory, and stochastic generalization
was studied in [Gom01a].
Theorem 5 (Contreras, Iturriaga, Paternain, and Paternain).
%H ¼ inf
f
sup
x
HðDxf; xÞ; ð6Þ
where the infimum is taken over all periodic smooth functions f:
Unfortunately, this representation formula for %H does not yield a method to
compute the viscosity solution u: A sequence of minimizers un may or may not
converge to a viscosity solution of (1).
Now we discuss the Euler–Lagrange equations for this problem.
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Proposition 4. Suppose u is a smooth solution of (1) (and therefore is a minimizer of
(6)). Then
sup
x
DpHðDxu; xÞDxfX0 ð7Þ
for all smooth and periodic f:
Proof. Assume u solves (1) and therefore is a minimizer of (6). Then for any f
smooth and periodic
HðDxu þ eDxf; xÞpHðDxu; xÞ þ eDpHðDxu; xÞDxfþ Oðe2Þ:
Therefore,
sup
x
HðDxu þ eDxf; xÞp %H þ e sup
x
DpHðDxu; xÞDxfþ Oðe2Þ:
Since
sup
x
HðDxu þ Dxf; xÞX %H
we must have
sup
x
DpHðDxu; xÞDxfX0
for any f smooth and periodic. &
3. L2-Perturbation theory
In this section, we assume the Hamiltonian to be
Hðp; x; eÞ ¼ H0ðp; xÞ þ eH1ðp; xÞ
as in (2). We assume that e is always sufﬁciently small such that Hðp; x; eÞ is strictly
convex in p: The main objective is to obtain estimates that show that the solution of
the perturbed problem ðea0Þ is close to the unperturbed problem ðe ¼ 0Þ: In
particular, we prove that under appropriate hypothesisZ
jDxu e  Dxu0j2 dnpCe2
in which u e and u0 are solutions of (1) and n is a Mather measure. Then using the
similar techniques, we prove estimates on approximate solutions using an iterative
procedure. In spirit, this is close to the KAM theory in which a solution of (1) is
obtained as a power series. However, because viscosity solution theory guarantees
the existence of a solution of (1) for any e (as long as the Hamiltonian is strictly
convex) one can show that such a series is asymptotic to the solution without having
to worry about convergence or existence of a solution.
We proceed as follows: ﬁrst we study the dependence on e of %He: Then we show
that differentiability properties of %He characterize L
2 properties of the viscosity
solutions. More precisely, twice differentiability in e of %He implies Dxu e is L2 close
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(with respect to a Mather measure) to Dxu: Finally, we consider certain asymptotic
approximations and prove L2 estimates between the solution and approximate
solutions of
HðP þ Dxu e; x; eÞ ¼ %HeðPÞ: ð8Þ
Proposition 5. Suppose Hðp; x; eÞ ¼ H0ðp; xÞ þ eH1ðp; xÞ with H0 strictly convex in p
and H1 bounded with bounded derivatives. Then for each P and e sufficiently small there
exists a unique %HeðPÞ and a viscosity solution u e of (8). Furthermore, the function
%HeðPÞ is convex in P and Lipschitz in e:
Proof. The existence of %HeðPÞ as well as convexity in P follows from the results in
[LPV88]. Thus, it sufﬁces to prove the Lipschitz property. Observe that
j %He1  %He2 jpje1  e2j sup
jpjpR
sup
x
jH1ðp; xÞj
with R being an upper bound on the Lipschitz constant for the viscosity solutions of
(1). &
An interesting observation is that if H1ðp; xÞ ¼ VðxÞ (no dependence on p) then %H
is a convex function of e: To see this note that
Lðx; vÞ ¼ L0ðx; vÞ  eVðxÞ
(L0 is the Legendre transform of H0) and from (5)
%H ¼ sup
m

Z
L dm
in which the supremum is taken over all probability measures, invariant under (3).
Since L is a convex function of e; and the supremum of convex functions is convex,
%H is convex in e and therefore twice differentiable in e almost everywhere.
In the next theorem, we compute an expansion of %He close to e ¼ 0 in terms of
Mather measures and viscosity solutions. In Theorem 8 we will show that such an
expansion implies that regularity of %He yields regularity for the viscosity solutions.
Theorem 6. Let m be a Mather measure corresponding to the unperturbed problem
ðe ¼ 0Þ and n its projection in the x coordinates. Then
%HeX %H0 þ e %H1 þ g
Z
jDxu e  Dxuj2dnþ Oðe2Þ ð9Þ
in which
%H1 ¼
Z
H1ðDxu; xÞ dn;
u and u e are viscosity solutions of (1) for e ¼ 0; e and Dxu e denotes a version of Dxu e:
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Proof. Observe that for any version of Dxu
e
%HeXH0ðDxu e; xÞ þ eH1ðDxu e; xÞ
and so by strict convexity
%HeX %H0 þ eH1ðDxu; xÞ
þ DpH0ðDxu e  DxuÞ þ gjDxu e  Dxuj2 þ Oðe2Þ:
Integrate with respect to dn and use the fact thatZ
DpH0ðDxu e  DxuÞ dn ¼ 0
to get
%HeX %H0 þ e %H1 þ g
Z
jDxu e  Dxuj2dnþ Oðe2Þ: &
This theorem implies that %He has always non-empty subdifferential at e ¼
0 ð %HeX %H0 þ e %H1 þ Oðe2ÞÞ: Therefore, if %He is differentiable at e ¼ 0 its derivative is
%H1: Next we discuss a converse inequality and prove that under suitable conditions
%He ¼ %H0 þ e %H1 þ Oðe2Þ; and therefore %He is differentiable at e ¼ 0:
Theorem 7. Assume u is a smooth solution of the unperturbed problem corresponding
to e ¼ 0: Let n be, as in the previous theorem, the projection of a Mather measure
corresponding to e ¼ 0: Suppose there exists a smooth function v and a number %H1 such
that
DpH0ðDxu; xÞDxv þ H1ðDxu; xÞ ¼ %H1: ð10Þ
Then
%H1 ¼
Z
H1ðDxu; xÞ dn ð11Þ
and
%Hep %H0 þ e %H1 þ Oðe2Þ: ð12Þ
Proof. Let n be the x projection of a Mather measure corresponding to the
unperturbed problem ðe ¼ 0Þ: First observe that (10) implies (11) simply by
integration with respect to dn: Recall that
%Hep sup
x
H0ðDxu þ eDxv; xÞ þ eH1ðDxu þ eDxv; xÞ:
Since
H0ðDxu þ eDxv; xÞ þ eH1ðDxu þ eDxv; xÞ ¼ %H0 þ e %H1 þ Oðe2Þ;
it follows
%Hep %H0 þ e %H1 þ Oðe2Þ;
as claimed. &
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The next step in our program is to show that regularity of %He actually implies
regularity for the viscosity solutions u e:
Theorem 8. Suppose %He twice differentiable in e: Then, for any Mather measure m (and
corresponding projection n) there exists a version of Dxu e such that
Z
jDxu e  Dxuj2 dnpCe2:
Proof. Observe that for any version of Dxu
e
%HeXHeðDxu e; xÞ
XH0ðDxu; xÞ þ DpH0ðDxu; xÞðDxu e  DxuÞ þ gjDxu e  Dxuj2
þ eH1ðDxu; xÞ  CejDxu e  Dxuj:
Integrating with respect to the projection n and using Theorem 4.
%He  %H0  e %H1 þ Oðe2ÞXg
2
Z
jDxu e  Dxuj2dn:
Since %He is twice differentiable in e (the remark after Theorem 6 implies that De %He ¼
%H1 at e ¼ 0) we concludeZ
jDxu e  Dxuj2dnpCe2: &
An alternate way to state the previous theorem is that for any y sufﬁciently small
(for instance jyjpe2) we have
lim sup
T-N
1
T
Z T
0
jDxu eðxðtÞ þ yÞ  DxuðxðtÞÞj2dtpCe2; ð13Þ
provided %He is twice differentiable at e ¼ 0 and xðtÞ is a orbit of (3) for e ¼ 0 with
initial conditions on the Mather set.
The remaining part of this section is dedicated to the study of high-order methods.
The idea is that given an integer nX0; by solving a hierarchy of equations, one can
compute a function u˜ e such that
H0ðDxu˜ e; xÞ þ eH1ðDxu˜ e; xÞ
¼ %H0 þ e %H1 þ?þ en1 %Hn1 þ OðenÞ: ð14Þ
We call such a function an approximate solution of order n: To compute u˜ e write
u˜ e ¼ u þ ev1 þ e2v2 þ? :
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The ﬁrst equation is
H0ðDxu; xÞ ¼ %H0;
the second is
DpH0ðDxu; xÞv1 þ H1ðDxu; xÞ ¼ %H1
with %H1 ¼
R
H1ðDxu; xÞ dn; the remaining equations are
DpH0ðDxu; xÞvk þ fkðDxu; Dxv1;y; Dxvk1; xÞ ¼ %Hk
with %Hk ¼
R
fkðDxu; Dxv1;y; Dxvk1; xÞ dn; here fk is some function that can be
computed by assembling together the remaining terms of order ek: Assuming that
such equations can be solved we have immediately
%Hep %H0 þ e %H1 þ?þ en1 %Hn1 þ OðenÞ ð15Þ
as in Theorem 7.
Let *n be a measure deﬁned byZ
f d *n ¼ limT-N 1
T
Z T
0
fðxðtÞÞ dt
in which ’xðtÞ ¼ DpH0ðDxu˜ e; xÞ þ eDpH1ðDxu˜ e; xÞ and f is any continuous periodic
function. We call *n an approximate Mather measure. Note that if j is smooth and
periodic then Z
Dxj½DpH0ðDxu˜ e; xÞ þ eDpH1ðDxu˜ e; xÞ d *n ¼ 0; ð16Þ
and as before, if j is Lipschitz then (16) holds for a version of Dxj:
Let u e be a solution of (1). Our objective is to estimate Dxu
e  Dxu˜ e:
Theorem 9. Let u e be a solution of (1) and u˜ e an approximate solution of order n. Then
there exists a version of Dxu
e such thatZ
jDxu e  Dxu˜ ej2d *npCen: ð17Þ
Proof. Observe that for any version of Dxu
e; the strict convexity of H0 yields
%HeXH0ðDxu e; xÞ þ eH1ðDxu e; xÞ:
Thus
%HeXH0ðDxu˜ e; xÞ þ eH1ðDxu˜ e; xÞ
þ ½DpH0ðDxu˜ e; xÞ þ eDpH1ðDxu˜ e; xÞðDxu e  Dxu˜ eÞ
þ g
2
jDxu e  Dxu˜ ej2: ð18Þ
Integrate with respect to *n and use the fact thatZ
½DpH0ðDxu˜ e; xÞ þ eDpH1ðDxu˜ e; xÞðDxu e  Dxu˜ eÞ d *n ¼ 0:
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Then using (14) we get
%He þ OðenÞX %H0 þ e %H1 þ?þ en1 %Hn1 þ g
2
Z
jDxu e  Dxu˜ ej2d *n:
But then (15) implies (17). &
4. Uniform continuity
The results on the previous section show that viscosity solutions of (1) have some
degree of regularity in e: This apparently contradicts the examples in which (1) does
not have a unique solution (for ﬁxed e). Obviously, adding any constant to a
viscosity solution of (1) produces another viscosity solution. Furthermore, we know
that even up to constants the viscosity solutions are not unique. It is therefore
surprising that, under certain general conditions, we can prove that
u eðxÞ-uðxÞ
uniformly on the support of an uniquely ergodic Mather measure (provided an
appropriate constant is added to u e). This in particular implies uniqueness of
solution on each uniquely ergodic component of the support of a Mather measure.
Proposition 6. Suppose m is a Mather measure and n its projection. Let en-0: Then
there exists a point x in the support of n and a corresponding optimal trajectory xnðtÞ
such that for any T
sup
0ptpT
juðxnðtÞÞ  uenðxnðtÞÞj-0
as n-N; provided uenðxÞ ¼ uðxÞ:
Proof. We start by proving an auxiliary lemma.
Lemma 1. There exist a point ðx; pÞ in the support of m; and sequences xn; x˜n-x;
pn; p˜n-p; with ðxn; pnÞAsupp m optimal pair for e ¼ 0; and ðx˜n; p˜nÞ optimal pairs for
e ¼ en:
Remark. The non-trivial point of the lemma is that the limits of pn and p˜n are the
same.
Proof. Take a generic point ðx0; p0Þ in the support of m: Let xnðtÞ be the optimal
trajectory for e ¼ 0 with initial condition ðx0; p0Þ: Then for all t40
H0ðDxuðxnðtÞÞ; xnðtÞÞ ¼ %H0:
Also, for almost every y
HðDxuenðxnðtÞ þ yÞ; xnðtÞÞ ¼ %Hen þ OðjyjÞ
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for almost every t: Choose yn with jynjpen such that the previous identity holds. By
strict convexity of H in p and Lipschitz continuity of %He in e
’xnðtÞxþ yjxj2pCjenj;
where
x ¼ ½DxuðxnðtÞÞ  DxuenðxnðtÞ þ ynÞ;
’xnðtÞ ¼ DpH0ðDxuðxnðtÞÞ; xnðtÞÞ;
and y40: Note that
1
T
Z T
0
’xnðtÞx

p juðx
nð0ÞÞ  uðxnðTÞÞj
T
þ ju
enðxnð0Þ þ ynÞ  uenðxnðTÞ þ ynÞj
T
:
Therefore, we may choose T (depending on n) such that
1
T
Z T
0
’xnðtÞx

pen:
Thus
1
T
Z T
0
jDxuðxnðtÞÞ  DxuenðxnðtÞ þ ynÞj2pCen:
Choose 0ptnpT for which
jDxuðxnðtnÞÞ  DxuenðxnðtnÞ þ ynÞj2pCen:
Let xn ¼ xnðtnÞ; x˜n ¼ xnðtnÞ þ yn; and
pn ¼ P þ DxuðxnðtnÞ; PÞ; pn ¼ DxuenðxnðtnÞ þ ynÞ:
By extracting a subsequence, if necessary, we may assume xn-x; x˜n-x; etc. &
To see that the lemma implies the proposition, let xnnðtÞ be the optimal trajectory
for e ¼ 0 with initial conditions ðxn; pnÞ: Similarly, let x˜nnðtÞ be the optimal trajectory
for e ¼ en with initial conditions ðx˜n; p˜nÞ: Then
uðxnÞ ¼
Z t
0
L0ðxnn ; ’xnnÞ þ %H0 ds þ uðxnnðtÞÞ
and
uenðx˜nÞ ¼
Z t
0
Lenðx˜ *n ; ’˜x *n Þ þ %Hen ds þ uenðx˜ *n ðtÞÞ:
Note that, as en-0; Len-L0 uniformly on compact sets (here Le is the Legendre
transform of H ¼ H0 þ eH1). On 0ptpT both xnn and x˜ *n converge uniformly, and,
since by hypothesis,
uðxnÞ; uenðx˜nÞ-uðxÞ;
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we conclude that
uenðx˜ *n ðtÞÞ  uðxnnðtÞÞ-0
uniformly on 0ptpT : Therefore,
uenðxnðtÞÞ  uðxnðtÞÞ-0
uniformly on 0ptpT : &
Given a viscosity solution u of (1) consider the differential equation
’x ¼ DpHðDxu; xÞ: ð19Þ
Given an ergodic Mather measure m (and respective projection n) associated with u;
(19) restricted to suppðnÞ deﬁnes a ﬂow. We say that the ﬂow (19) is uniquely ergodic
if there n is the unique invariant probability measure with support contained in
suppðnÞ:
Theorem 10. Suppose m is an ergodic Mather measure associated to a viscosity solution
u of (1) with e ¼ 0: Let n denote the projection on m: Assume that the flow (19)
restricted to suppðnÞ is uniquely ergodic. Then
u eðxÞ-uðxÞ
as e-0; uniformly on the support of n; provided that an appropriate constant CðeÞ is
added to u e:
Proof. Fix k40: We need to show that if n is sufﬁciently large then
sup
xAsuppðnÞ
juenðxÞ  uðxÞjok:
Choose M such that jjDxuðxÞjj; jjDxuenðxÞjjpM: Let d ¼ k8M: Cover supp n with
ﬁnitely many balls Bi with radius pd: Choose ðx; pÞ as in the previous proposition.
Let ðxnðtÞ; pnðtÞÞ be the optimal trajectory for e ¼ 0 with initial condition ðx; pÞ:
Then there exists Td and 0ptipTd such that xi ¼ xnðtiÞABi: Choose n sufﬁciently
large such that
sup
0ptpTd
juðxnðtÞÞ  uenðxnðtÞÞjpk
2
:
Then, for each y in Bi
juðyÞ  uenðyÞjp juðyÞ  uðyiÞj þ juðyiÞ  uenðyiÞj
þ juenðyiÞ  uenðyÞjp4Mdþ k
2
pk: &
Actually, the unique ergodicity hypothesis is not too restrictive since by Mane’s
results [Mn96] ‘‘most’’ Mather measures are uniquely ergodic (in the sense that after
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small generic perturbations to the Lagrangian the restricted ﬂow (19) is uniquely
ergodic).
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