Constructing the adjacency graph is fundamental to graph-based clustering.
Introduction
Clustering is a fundamental and important technique in machine learning, data mining, and pattern recognition [1, 2, 3] . It aims to divide data samples into certain clusters such that similar objects lie in the same group. It has been utilized in various domains, such as image segmentation [4] , gene expression analysis [5] , motion segmentation [6] , image clustering [7] , heterogeneous data analysis [8] , document clustering [9, 10] , social media analysis [11] , subspace learning [12, 13] . During the past decades, clustering has been extensively studied and many clustering methods have been developed, such as K-means clustering [14, 15] , spectral clustering [16, 17] , subspace clustering [18, 19] , hierarchical clustering [20] , matrix factorization-based algorithms [21, 22, 23] , graph-based clustering [24, 25] , and kernel-based clustering [26] . Among them, the K-means and spectral clustering are especially popular and have been extensively applied in practice.
Basically, the K-means method iteratively assigns data points to their closest clusters and updates cluster centers. Nonetheless, it can not partition arbitrarily shaped clusters and is notorious for its sensitivity to the initialization of cluster centers [27] . Later, the kernel K-means (KKM) was proposed to characterize data nonlinear structure information [28] . However, the user has to specify a kernel matrix as input, i.e., the user must assume a certain shape of the data distribution which is generally unknown. Consequently, the performance of KKM is highly dependent on the choice of the kernel matrix. This will be a stumbling block for the practical use of kernel method in real applications. This issue is partially alleviated by multiple kernel learning (MKL) technique which lets an algorithm do the picking or combination from a set of candidate kernels [29, 30] . Since the kernels might be corrupted due to the contamination of the original data with noise and outliers. Thus, the induced kernel might still not be optimal [31] . Moreover, enforcing the optimal kernel being a linear combination of base kernels could lead to limited representation ability of the optimal kernel. Sometimes, MKL approach indeed performs worse than a single kernel method [32] .
Spectral clustering, another classic method, presents more capability in detecting complex structures of data compared to other clustering methods [33, 34] . It works by embedding the data points into a vector space that is spanned by the spectrum of affinity matrix (or data similarity matrix). Therefore, the quality of the similarity graph is crucial to the performance of spectral clustering algorithm. Previously, the Gaussian kernel function is usually employed to build the graph matrix. Unfortunately, how to select a proper Gaussian parameter is an open problem [35] . Moreover, the Gaussian kernel function is sensitive to noise and outliers.
Recently, some advanced techniques have been developed to construct better similarity graphs. For instance, Zhu et al. [36] used a random forest-based method to identify discriminative features, so that subtle and weak data affinity can be captured. More importantly, adaptive neighbors method [37] and selfexpression approach [38] have been proposed to learn a graph automatically from the data. This automatic strategy can tackle data with structures at different scales of size and density and often provides a high-quality graph, as demonstrated in clustering [37, 39] , semi-supervised classification [40, 41] , and many others.
In this paper, we learn the graph in kernel space. To address the kernel dependence issue, we develop a novel method to learn the consensus kernel.
Finally, a unified model which seamlessly integrates graph learning and kernel learning is proposed. On one hand, the quality of the graph will be enhanced if it is learned with an adaptive kernel. On the other hand, the learned graph will help to improve the kernel learning since graph and kernel are the same in essence in terms of the pairwise similarity measure.
The main novelty of this paper is revealing the underlying structure of the kernel matrix by imposing a low-rank regularizer on it. Moreover, we find an ideal kernel in the neighborhood of base kernels, which can improve the robustness of the learned kernel. This is beneficial in practice since the candidate kernels are often corrupted. Consequently, the optimal kernel can reside in some kernels' neighborhood. In summary, we highlight the main contributions of this paper as follows:
• We propose a unified model for learning an optimal consensus kernel and a similarity graph matrix, where the result of one task is used to improve the other one. In other words, we consider the possibility that these two learning processes may need to negotiate with each other to achieve the overall optimality.
• By assuming the low-rank structure of the kernel matrix, our model is in a better position to deal with real data. Instead of enforcing the optimal kernel being a linear combination of predefined kernels, our model allows the most suitable kernel to reside in its neighborhood.
• Extensive experiments are conducted to compare the performance of our proposed method with existing state-of-the-art clustering methods. Experimental results demonstrate the superiority of our method.
The rest of the paper is organized as follows. Section 2 describes related works. Section 3 introduces the proposed graph and kernel learning method.
Experimental results and analysis are presented in Section 4. Section 5 draws conclusions.
Notations. Given a data matrix X ∈ R m×n with m features and n samples, we denote its (i, j)-th element and i-th column as x ij and x i , respectively. The 2 -norm of vector x is represented by x = √ x T · x, where x T is the transpose of
ij . The definition of X's nuclear norm is X * = i σ i , where σ i is the i-th singular value of X. I represents the identity matrix with proper size. T r(·) denotes the trace operator. Z ≥ 0 means all elements of Z are nonnegative. Inner product is denoted by < x i , x j >= x T i · x j .
Related Work
To cope with noise and outliers, robust kernel K-means (RKKM) [42] algorithm has been proposed recently. In this method, the squared 2 -norm of error construction term is replaced by the 2,1 -norm. RKKM demonstrates compelling performance on a number of benchmark data sets. To alleviate the efforts for exhaustive search of the most suitable kernel on a pre-specified pool of kernels, the authors further proposed a robust multiple kernel K-means (RMKKM) algorithm. RMKKM conducts robust K-means by learning an appropriate consensus kernel from a linear combination of multiple candidate kernels. It shows that RMKKM has great potential to integrate complementary information from different sources along with heterogeneous features [43] . This leads to better performance of RMKKM than that of RKKM.
As aforementioned, the graph-based clustering methods have achieved impressive performance. To resolve the graph construction challenge, simplex sparse representation (SSR) [24] was proposed to learn the affinity between pairs of samples. It is based on the so-called self-expression property, i.e., each data point can be represented as a weighted combination of other points [18] . More similar data points will receive larger weights. Therefore, the induced weight matrix reveals the relationships between data points and encodes the data structure. Next, the learned affinity graph matrix is inputted to the spectral clustering algorithm. Empirical experiments demonstrate the superior performance of this approach.
Recently, Kang et al. [26] have proposed to learn the similarity matrix in kernel space based on self-expression. They built a joint framework for similarity matrix construction and cluster label learning. Both single kernel method (SCSK) and multiple kernel approach (SCMK) were developed. They learn an optimal kernel using the same way as adopted by RMKKM. In specific, SCMK and RMKKM directly replace the kernel matrix in single kernel model with a combined kernel, which is expressed as a linear combination of pre-specified kernels in the constraint. This is a straightforward way and also a popular ap-proach in the literature. However, it ignores the structure information of the kernel matrix. In essence, the kernel matrix is a measure of pairwise similarity between data points. Hence, the kernel matrix is low-rank in general [44] .
Moreover, they strictly require that the optimal kernel is a linear combination of base kernels. This might limit its realistic application since real-world data is often corrupted and the ideal kernel might reside in the neighborhood of the combined kernel. Besides, it is time-consuming and impractical to design a large pool of kernels. Hence it is impossible to obtain a globally optimal kernel. What we can do is to find a way to make the best use of candidate kernels.
In this paper, we propose to learn a similarity graph and kernel matrix jointly by exploring the kernel matrix structure. With the low-rank requirement on the kernel matrix, we are expected to exploit the similarity nature of the kernel matrix. Different from existing methods, we relax the strict condition that the optimal kernel is a linear combination of predefined kernels in order to account noise in real data. This enlarges the region from which an ideal kernel can be chosen and therefore is in a better position than the previous approach to finding a more suitable kernel. In particular, in a similar spirit of robust principal component analysis (RPCA) [45] , the combined kernel is factorized into a low-rank component (optimal kernel matrix) and residual.
Proposed Methodology

Formulation
In general, the self-expression based graph learning problem can be formulated as
where α > 0 is a regularization parameter, self-expression coefficient Z is often assumed to be nonnegative, ρ(Z) is the regularization term on Z. Two commonly used assumptions about ρ(Z) are low-rank and sparse, corresponding to Z * and Z 1 respectively. Suppose φ : R D → H maps the data points from the input space to a reproducing kernel Hilbert space H. Then, based on the kernel trick, the (i, j)-th element of kernel matrix
In kernel space, Eq. (1) gives
This model is capable of recovering the linear relationships among the data samples in the new space, and thus the nonlinear relationships in the original representation. One limitation of Eq. (2) is that its performance will heavily depend on the inputted kernel matrix. To overcome this drawback, we can learn a suitable kernel K from r predefined kernels
. Different from existing MKL method, we aim to increase the consensus kernel's representation ability by considering noise effect. Finally, our proposed Low-rank Kernel learning for Graph matrix (LKG) is formulated as following
where g i is the weight for kernel H i , kernel matrix K is nonnegative, the constraints for g are from standard MKL method. If a kernel is not appropriate due to the bad choice of metric or parameter, or a kernel is severely corrupted by noise or outliers, the corresponding g i will be assigned a small value.
In Eq. (3), K * explores the structure of the kernel matrix, so that the learned K will respect the correlations among samples, i.e., the cluster structure of data. Moreover, enforcing the nuclear norm regularizer on K will make K robust to noise and errors. The last term in Eq. (3) means that we seek an optimal kernel K in the neighborhood of
, which makes our model in a better position than the previous approach to identify a more suitable kernel.
Due to noise and outliers, i g i H i could be a noisy observation of the ideal kernel K. As a matter of fact, this is similar to RPCA [46, 47] , where the original noise data is decomposed into a low-rank part and an error part. Formulating Z and K learning in a unified model reinforces the underlying connections between learning the optimal kernel and graph learning. By iteratively updating Z, K, g, they can be repeatedly improved.
Optimization
We propose to solve the problem (3) based on the alternating direction method of multipliers (ADMM) [48] . First, we introduce two auxiliary variables to make variables separable and rewrite the problem (3) in the following equivalent form
The corresponding augmented Lagrangian function is
where µ > 0 is a penalty parameter and Y 1 , Y 2 are lagrangian multipliers.
These variables can be updated alternatingly, one at each step, while keeping the others fixed.
To solve Z, the objective function (5) becomes
It can be solved by setting its first derivative to zero. Then we have
Similarly, we can obtain the updating rule for K as
Depending on the regularization strategy, we obtain different closed-form solu-
µ and write the singular value decomposition (SVD) of D as U diag(σ)V T . Then, for low-rank representation, it yields
To obtain a sparse representation, we can update J elemently as
To solve W , we have
By letting
To solve g, the optimization problem (3) becomes
where
). It is a Quadratic Programming problem with linear constraints, which can be easily solved with existing packages. In sum, our algorithm for solving the problem (3) is outlined in Algorithm 1.
After obtaining the graph Z, we can use it to do clustering, semi-supervised classification, and so on. In this work, we focus on the clustering task. Specifically, we run the spectral clustering [27] algorithm on Z to achieve the final results.
ALGORITHM 1:
The algorithm to solve (3)
Calculate Z by (7).
2: Z=max(Z, 0).
Update K according to (8) .
4: K=max(K, 0).
5:
Calculate J using (11) or (10).
6: J=max(J, 0).
7:
Calculate W using (13). 
UNTIL stopping criterion is met. 
Complexity Analysis
The time complexity for each kernel construction is O(n 2 ). The computational cost for Z and K is O(n 3 ). For W , it requires an SVD for every iteration and its complexity is O(n 3 ), which can be O(kn 2 ) if we employ partial SVD (k is the lowest rank we can find) based on package PROPACK [49] . For J, depending on the choice of regularizer, we have different complexity. For lowrank representation, it is the same as W . The complexity of obtaining a sparse solution J is O(n 2 ). It is a quadratic programing problem for g, which can be solved in polynomial time. Fortunately, the size of g is a small number r. The updating of Y 1 and Y 2 cost O(n 2 ).
Experiments
Data Sets
We examine the effectiveness of our method using eight real-world benchmark data sets, which are commonly used in the literature. The basic information of data sets is shown in Table 1 . In specific, the first five data sets are images, and the other four are text corpora 12 .
Five image data sets include four famous face databases (ORL 3 , YALE 4 , AR 5 and JAFFE 6 ), and a binary alpha digits data set BA 7 . As shown in Figure 1a , BA consists of digits of "0" through "9" and letters of capital "A" through "Z".
In YALE, ORL, AR, and JAFEE, each image has different facial expressions or configurations due to times, illumination conditions, and glasses/no glasses.
Hence, these data sets are contaminated at different levels. Figure 1b and 1c show some example images from YALE and JAFFE database.
Following the setting in [26] , we manually construct 12 kernels. They consist of seven Gaussian kernels H(x, y) = exp(− x − y 
Evaluation Metrics
To quantitatively assess our algorithm's performance on the clustering task, we use the popular measures, i.e., accuracy (Acc) and normalized mutual information (NMI).
Acc discovers the one-to-one relationship between clusters and classes. Let l i andl i be the clustering result and the ground truth cluster label of x i , respectively. Then the Acc is defined by
where n is the total number of samples, delta function δ(x, y) equals one if and only if x = y and zero otherwise, and map(·) is the best permutation mapping 
where p(l) and p(l) represent the marginal probability distribution functions of L andL, respectively, induced from the joint distribution p(l,l) of L and
L. H(·)
is the entropy function. The greater NMI means the better clustering performance.
Comparison Methods
To fully examine the effectiveness of our proposed algorithm, we compare with both graph-based clustering methods and kernel methods. More concretely,
we have Kernel K-means (KKM) [28] , Spectral Clustering (SC) [27] , Robust Kernel K-means (RKKM) [42] , Simplex Sparse Representation (SSR) [24] and SCSK [26] . Among them, SC, SSR, and SCSK are graph-based clustering methods. Since SSR is developed in the feature space, we only need run it once. For other techniques, we run them on each kernel and report their best performances as well as their average performances over those kernels.
We also compare with a number of multiple kernel learning methods. We directly implement the downloaded programs of the comparison methods on those 12 kernels:
Multiple Kernel K-means (MKKM) 8 . The MKKM [50] is an extension of K-means to the situation when multiple kernels exist.
Affinity Aggregation for Spectral Clustering (AASC) 9 . The AASC [51] extends spectral clustering to deal with multiple affinities.
Robust Multiple Kernel K-means (RMKKM) 10 . The RMKKM [42] extends K-means to deal with noise and outliers in a multiple kernel setting.
Twin learning for Similarity and Clustering with Multiple Kernel (SCMK) [26] . Recently proposed graph-based clustering method with multiple kernel learning capability. Both RMKKM and SCMK rigorously require that the consensus kernel is a combination of base kernels.
Low-rank Kernel learning for Graph matrix (LKG). Our proposed low-rank kernel learning for graph-based clustering method. After obtaining similarity graph matrix Z, we run the spectral clustering algorithm to finish the clustering task. We examine both low-rank and sparse regularizer and denote their corresponding methods as LKGr and LKGs, respectively.
Results
For the compared methods, we either use their existing parameter settings or tune them to obtain the best performances. In particular, we can directly obtain the optimal results for KKM, SC, RKKM, MKKM, AASC, and RMKKM methods by implementing the package in [42] . SSR is a parameter-free model.
Hence we only need to tune the parameters for SCSK and SCMK. The experimental results are presented in Table 2 . In most cases, our proposed method Table 2 : Performance of various clustering methods on benchmark data sets. For single kernel methods (The 1st, 2nd, 3rd, 5th columns), the average performance over those 12 kernels is put in parenthesis. The best results for these algorithms are highlighted in bold.
LKG achieves the best performance among all state-of-the-art algorithms. In particular, we have the following observations.
1. For non-multiple kernel based techniques, we see big differences between the best and average results. This validates the fact that the selection of kernel has a big impact on the final results. Therefore, it is imperative to develop multiple kernel learning method.
2. As expected, multiple kernel methods work better than single kernel ap- proaches. This is consistent with our belief that multiple kernel methods often exploit complementary information.
3. Graph-based clustering methods often perform much better than K-means and its extensions. As can be seen, SSR, SCSK, SCMK, and LKG improve clustering performance considerably. 4 . By comparing the performance of SCMK and LKG, we can clearly see the advantage of our low-rank kernel learning approach. This demonstrates that it is beneficial to adopt our proposed kernel learning method. To see the significance of improvements, we further apply the Wilcoxon signed rank test to Table 2 . We show the p-values in Table 3 . We note that 
Examination on Multi-view Data
Nowadays, data of multiple views are prevailing. Hence, we test our model on multi-view data in this subsection. We employ two widely used multi-view data sets for performance evaluation, namely, Cora [52] and NUS-WIDE [53] .
Note that most of the data sets used in this paper have imbalanced clusters.
For example, there are 818, 180, 217, 426, 351, 418, 298 samples in Cora for each cluster, respectively. For clustering, imbalance issue is seldom discussed [54] . Hence we expect that our method can work well in general circumstances.
To do a comprehensive evaluation, more measures, including F-score, Precision, Recall, Adjusted Rand Index (ARI), Entropy, Purity, are used here. Each metric characterizes different properties for the clustering. Except for entropy, the other metrics with a larger value means a better performance.
We implement the algorithms on each view of them and report the clustering results in Table 4 
Conclusion
In this paper, we propose a multiple kernel learning based graph clustering method. Different from the existing multiple kernel learning methods, our method explicitly assumes that the consensus kernel matrix should be low-rank and lies in the neighborhood of the combined kernel. As a result, the learned graph is more informative and discriminative, especially when the data is subject to noise and outliers. Experimental results on both image clustering and document clustering demonstrate that our method indeed improves clustering performance compared to existing clustering techniques. 
