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Abstract—Spiking Neural Networks (SNNs) are biologically
inspired machine learning models that build on dynamic neu-
ronal models processing binary and sparse spiking signals in
an event-driven, online, fashion. SNNs can be implemented on
neuromorphic computing platforms that are emerging as energy-
efficient co-processors for learning and inference. This is the
first of a series of three papers that introduce SNNs to an
audience of engineers by focusing on models, algorithms, and
applications. In this first paper, we first cover neural models used
for conventional Artificial Neural Networks (ANNs) and SNNs.
Then, we review learning algorithms and applications for SNNs
that aim at mimicking the functionality of ANNs by detecting or
generating spatial patterns in rate-encoded spiking signals. We
specifically discuss ANN-to-SNN conversion and neural sampling.
Finally, we validate the capabilities of SNNs for detecting and
generating spatial patterns through experiments.
I. INTRODUCTION
Artificial Neural Networks (ANNs) have made remarkable
progress towards solving difficult tasks through data-driven
learning, but most recent successful applications have relied
on the availability of massive computing resources [1]. When
considering applications of machine learning for mobile or
embedded devices, it is hence both practically and theoretically
relevant to explore alternative learning paradigms that may
provide more suitable operating points in terms of “intelli-
gence per joule”. One such alternative framework is given
by neuromorphic computing via Spiking Neural Networks
(SNNs).
SNNs are recurrent networks of dynamic spiking neurons
that can process information encoded in the timing of events,
or spikes (see Fig. 1). SNNs can be implemented on efficient
dedicated neuromorphic computing platforms [2], such as
IBM’s TrueNorth, Intel’s Loihi, and Brainchip’s Akida. Using
such platforms, recent works have demonstrated practical
solutions for specific tasks such as keyword spotting in audio
signals [3] and object recognition in videos [4], obtaining
roughly 5− 10× improvements over conventional ANN deep
architecture in terms of energy consumption. Energy consump-
tion in SNNs is essentially proportional to the number of
spikes being processed, with each spike requiring as low as a
few picojoules [2].
Due to their potential as energy-efficient co-processors for
learning and inference applications on mobile and embedded
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Fig. 1: Illustration of neural networks: (left) an ANN, where
each neuron i processes real numbers {aj}j∈Pi to output and
communicate a real number ai as a static non-linearity; and
(right) an SNN, where each dynamic spiking neuron i outputs
and communicates a binary spiking signal si,t by processing
sparse spiking signals {sj,≤t−1}j∈Pi over time t.
devices, SNNs may play an important role in the design
of communication systems that rely on machine learning.
Examples include on-device personalized health assistants
trained via federated learning and Internet-of-Things (IoT)
monitoring systems for anomaly detection. With the aim of
making this topic more easily accessible for researchers in
communications, this three-part review paper [5], [6] will
provide an introduction to SNNs with a focus on learning
algorithms, applications, and implications on the design of
wireless systems.
Parts I and II describe learning algorithms and applications
for conventional tasks, such as memorization, sampling, and
classification. Part III covers two use cases of neuromorphic
learning for communication systems, namely federated learn-
ing for joint training across multiple devices and end-to-end
neuromorphic sensing, communication, and remote inference
for IoT systems. In the rest of this section, we outline the
content of Part I, and contrast it with that of Part II.
Neurons in ANNs encode information in spatial patterns of
real-valued activations. When using a non-negative activation
function such as the rectifier in Rectified Linear Units (Re-
LUs), real-valued activations can be interpreted – and were
originally introduced – as approximations of the spiking rates
of biological neurons. SNNs can mimic more closely the
operation of biological neurons by processing directly spiking
signals. When information is encoded in the rates of the
spiking neurons, an SNN can hence implement the same end-
to-end functionality as an ANN but with a potentially lower
energy expenditure, a graceful trade-off between performance
and operating time, and a lower latency [7], [8]. In Part
I, we will review algorithms and applications based on the






























Fig. 2: Architecture of a SNN with six neurons V =
{v1, v2, . . . , v6}. A directed arrow between two neurons rep-
resents a synaptic link. This indicates that spikes in the pre-
synaptic neuron (origin of the arrow) affect, causally over time,
the internal state of the post-synaptic neuron (destination of
the arrow). The directed graph may have loops, including self-
loops, indicating recurrent behavior.
concentrate on more advanced solutions that fully leverage the
unique capabilities of SNNs to encode information not only
in the spiking rates but also in the timing of individual spikes.
The rest of this paper is organized as follows. In Sec. II, we
first cover neural models used in ANNs and SNNs. In Sec. III,
we introduce learning algorithms for detecting spatial patterns,
then describe applications for memorization and sampling
tasks in Sec. IV.
II. DETECTING SPATIAL PATTERNS: MODELS
In this section, we first review the model typically used in
standard (non-spiking) ANNs, and then introduce two models
that are often used for SNNs, namely the (deterministic) Spike
Response Model (SRM) and a simplified version of the SRM
with stochastic threshold noise.
A. ANNs
An ANN is a directed acyclic network of inter-connected
neurons, which are typically arranged in a layered architecture.
As illustrated in Fig. 1, any neuron i in an ANN is a static
unit that outputs a real value ai in response to real-valued
inputs aPi = (aj : j ∈ Pi) from the set Pi of “parent”,
or pre-synaptic, neurons. It does so by applying an activation
function f(·) as








j∈Pi wijaj + γi is the membrane potential,
or pre-activation; wij is the synaptic weight assigned to the
connection between neurons j and i; and γi is a bias. The
activation function is often chosen to be a rectifier f(x) =
max(0, x). For an ANN with a layered architecture, the set
Pi of neuron i in layer l consists of the neurons in layer l−1.
B. Spike Response Model (SRM) for SNNs
As illustrated in Fig. 2, an SNN is a directed, possibly
cyclic, network of spiking neurons, where each spiking neuron
i is a dynamic system with inputs and outputs given by
sequences of spiking signals. Focusing on a discrete-time
implementation, as seen in Fig. 1, at each time t, any neuron
i outputs a binary value si,t ∈ {0, 1}, with “1” denoting the
emission of a spike. We collect in vector st = (si,t : i ∈ V)
the spikes emitted by the set V of all neurons at time t and
denote by s≤t = (s1, . . . , st) the spike sequences up to time
t. A spike is emitted by neuron i when the membrane potential
ui,t of the neuron at time t crosses a fixed threshold ϑ, after
which the membrane potential is reset. Therefore, the binary
output si,t at time t is defined as





where the activation function f(·) is given by the Heaviside
step function Θ(·) translated by the threshold value ϑ.
To elaborate, we denote as t(g)i ∈ {0, 1, . . .} with g =
1, 2, . . . the sequence of spiking times output by neuron
i. Furthermore, we introduce the synaptic filter αt, which
describes the (impulse) response of a synapse to spikes from a
pre-synaptic neuron; and the feedback filter βt, which instead
models the response to spikes of the neuron itself. We assume
strictly causal filters, i.e., αt = βt = 0 for t ≤ 0. Rather than
being a static function of the inputs as in ANNs, the membrane
potential of a spiking neuron evolves dynamically in response
to the spiking signals of the pre-synaptic neurons and of the






























where wij is the synaptic weight from pre-synaptic neuron
j ∈ Pi to post-synaptic neuron i; γi is a fixed bias that may
need to be scaled; and ∗ denotes the convolution operator.
An example for the synaptic response is given by the alpha-
function αt = exp(−t/τmem) − exp(−t/τsyn), with some
positive constants τmem and τsyn [9]; while a negative feedback
filter such as βt = − exp(−t/τref) is typically selected to
model the refractory mechanism upon the emission of a
spike, with the constant τref determining the duration of the
refractory period. These responses can be implemented using
auto-regressive filters that only require storing two and one,
respectively, auxiliary variables [10].
As a special case of the spike response model (3), ac-
counting only for the first spike by a neuron (and discarding
the others) while preventing additional spikes by assuming
rectifiers for the filters with sufficiently long refractory period,










C. Modeling Refractory Periods with Fixed Duration
Instead of modeling the refractory effects via a feedback
filter as in (3), an alternative approach is to enforce that,
3
after a spike is emitted by a neuron, no additional spikes are
allowed for τref > 0 time steps [12]. Let the binary variable
zi,t ∈ {0, 1} equal “1” if a spike is emitted by neuron i within
the time interval (t − τref + 1, . . . , t), i.e., if si,t′ = 1 for
some t′ ∈ {t−τref +1, . . . , t}. Furthermore, let the categorical
variable δi,t ∈ {0, 1, . . . , τref} specify the time remained in the
current refractory interval if zi,t = 1, i.e., si,t−(τref−δi,t) = 1.
Accordingly, a spike emitted by the neuron i at time t sets
zi,t′ = 1 for the duration τref of the refractory mechanism,
i.e., for t′ ∈ {t, t + 1, . . . , t + τref − 1}; and it sets the
categorical variable δi,t to τref, which counts down to 0 as
δi,t′ = τref − (t′ − t) for t′ ∈ {t, t + 1, . . . , t + τref − 1}. We
collect in vector zt = (zi,t : i ∈ V) and δt = (δi,t : i ∈ V)
the binary and categorical vector defined by the activities of
all neurons V at time t.
D. SRM with Stochastic Threshold Noise
In this section, we review a simplified version of the SRM
with stochastic threshold noise that can be used for Bayesian
Monte Carlo inference, as we will describe in the next section.
A more general version of the model will be discussed in
Part II. We consider the fixed-duration refractory period model
introduced above, so that the dynamics of the system are
described by the set of variables (zt, δt).
As a simplified version of the SRM (3), the membrane




wijzj,t + γi, (5)
where the contribution zj,t from pre-synaptic neuron j approx-
imates the response of the synapse; and γi is a constant bias.
Furthermore, instead of relying on a deterministic threshold
activation function, the model assumes that the probability of
spiking at time t for neuron i is given as
p(zi,t = 1|z\i,t) = σ(ui,t), (6)
where z\i,t collects the binary values zj,t of all other neurons
j 6= i at time t, and σ(x) = 1/(1 + exp(−x)) is the sigmoid
function.
III. DETECTING SPATIAL PATTERNS: ALGORITHMS
In this section, we describe learning algorithms that aim at
detecting spatial patterns in the input, hence mimicking the
operation of ANNs.
A. ANN-to-SNN Conversion
When information is encoded in the rate of the spiking sig-
nals, an SNN can approximate the behavior of a conventional
ANN with non-negative activation functions such as for ReLU
by transferring weights from a pre-trained ANN [11], [13],
[14]. This is done by matching the non-negative activations
of the neurons in an ANN with the spiking rates of the
corresponding spiking neurons in an SNN. Alternatively, one
could map the non-negative activation of a converted neurons
to the timing of a single spike emitted by a corresponding
spiking neuron. In this case, it is possible to train an auxiliary
non-spiking neural network in which the activation functions
approximate the spike timing of a spiking neuron, and then
transfer the weights for use in an SNN [15].
Consider first the case of rate encoding. To start, we train an
ANN with ReLU activation function f(x) = max(0, x). The
conversion mechanism introduced in [13] assumes an SRM
in which the synaptic responses are given by the exponential
filter αt = exp(−t) and a feedback filter βt = −ϑ · δ(t− 1),
with δ(·) being Kronecker delta function, i.e., δ(t) = 1 for
t = 0 and δ(t) = 0 otherwise. For any threshold value ϑ,
the dynamics of the spiking neurons in (3) with these choices
produce spiking sequences s≤t with an average rate that is
related to the corresponding average activation ai in the ANN.
Following [13], the spiking rate ri,t of neuron i at time t is
specifically given as
ri,t = ai −
ui,t
t · ϑ (7)
for a sufficiently large t. From (7), the rate coding-based
conversion becomes more accurate as the SNN is operated for
a longer period of time t, yielding a trade-off among accuracy,
latency, and energy expenditure through the number of spikes.
A potentially more efficient operation is obtained by en-
coding information in the first spiking time of the neurons
– an approach known as time-to-first-spike (TTFS) [11].
Considering the membrane potential model in (4), the timing
of the first spike t(1)i of neuron i is determined when the




















By replacing the constant threshold ϑ by a dynamic threshold
that adapts to the input spikes, as proposed in [11], it is
possible to ensure that the spike rate 1/t(1)i approximately
matches to the corresponding activation ai of the ANN.
B. Neural Sampling
While ANN-to-SNN conversion aims at mimicking the end-
to-end operation of an ANN, we now consider an approach that
leverages SNNs to tackle a key problem in Bayesian inference,
namely sampling from a Boltzmann distribution [12]. For a













for some parameters {wij} and {γi}, over a binary vector
z = (zi; i ∈ V), where we have omitted the normalization
constant. Neural sampling implements a Markov Chain Monte
Carlo algorithm that asymptotically produces samples from the
distribution (9). As shown in [12] and reviewed below, this can
be done by running the SNN model described in Sec. II-D.
Under this model, as illustrated in Fig. 3, the dynamics of
the joint variables (zt, δt) at time t described by (5)-(6) can
be interpreted as one step of a Markov chain. Refer to (zt, δt)
as the current state of the Markov Chain. If neuron i is in a
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Fig. 3: Illustration of a schematic of neural sampling (adapted
from [12]). The arrows represent the transition probabilities
for the Markov chain associated with the categorical variable
δi of a spiking neuron i that has a refractory period of fixed
duration τref. The values inside the circles correspond to δi,t,
while the values on top of the arrows represent transition
probabilities. The neuron emits a spike with probability σ :=
σ(ui,t − log τref) at time t if it is in the last refractory state
δi,t−1 = 1 or in the resting state δi,t−1 = 0 at time t− 1. We
have zi,t = 1 for all states δi,t ≥ 1 (solid circle) and zi,t = 0
for δi,t = 0 (dashed circle).
refractory state at time t, i.e., if δi,t−1 > 1 and zi,t−1 = 1, a
deterministic transition takes place to the state δi,t = δi,t−1−1
and zi,t = 1. If neuron i is not in refractory at time t, i.e., if
either δi,t−1 = 1 and zi,t−1 = 1 or δi,t−1 = 0 and zi,t−1 = 0,





a transition to zi,t = 1 and δi,t = τref is accordingly carried
out. In [12], it is shown that the resulting Markov chain is
aperiodic and irreducible, and that it has a unique invariant
distribution p(z, δ), with the marginal p(z) =
∑
δ p(z, δ)
being the Boltzmann distribution in (9). This ensures that after
a sufficiently large time, the probabilistic neural dynamics
of the SNN produce samples z from the given Boltzmann
distribution p(z) in (9).
IV. APPLICATIONS
A. Image Classification
Traditional image datasets have often been used in the
SNN literature to test the performance of training algorithms
[16]–[20] by adopting rate encoding. Accordingly, each pixel
is encoded into a spiking signal with a spiking probability
given by the (normalized) pixel intensities. The spiking signal
is generated following an i.i.d. Bernoulli process with the
spiking probability – a process known as Poisson encoding.
Alternatively, the pixel intensity can be directly encoded as an
analog, constant input [13].
We evaluate the performance of the rate encoding-based
ANN-to-SNN conversion described in Sec. III-A [13] on the
MNIST dataset [21]. For this purpose, we used the standard
Convolutional Neural Network (CNN) LeNet-5 [22], which
is trained on the 60, 000 images of the training dataset, and


















Fig. 4: Test accuracy as a function of the number of inference
time-steps. Shaded areas represent the standard deviation over
the test dataset.
tested on the remaining 10, 000 images. We compare the
classification test accuracy of the ANN with the accuracy
attained by the converted SNN.
Fig. 4 shows the classification test accuracy attained by the
SNN as a function of the inference time-step, that is, of the
number of processed input samples. The figure demonstrates
that SNNs provide a graceful time-to-accuracy performance,
whereby the prediction accuracy improves as the number of
processed time samples increases. This is in contrast to ANNs
for which a prediction is obtained by processing the entire
input signal at once. We also note that the converted SNNs
suffer from a minor precision loss as compared to the ANN,
and that the network with analog inputs slightly outperform
its counterpart with Poisson encoding.
B. Neural Sampling
In this section, we study the problem of training the GLM-
based SNN model described in Sec. II-B. We evaluate the
capability of SNNs to sample from the Boltzmann distribution
(9). We consider a network with five fully connected neurons,
so that the set of parents for all neurons is given as Pi =
V \ {i}. The synaptic weights wi,j are symmetric, i.e. wi,j =
wj,i, and independently sampled from distribution N (0, 0.32),
and the biases γi are independently sampled from distribution
N (−1.5, 0.52). After firing, a neuron enters a refractory state
for τref = 10 time-steps. The network is simulated for T =
1.5×106 time steps, and the state of the network is recorded to
evaluate the empirical distribution over the 32 configurations
of the 5 binary variables of interest.
In Fig 5, we plot the Kullback-Leibler (KL) divergence
between the Boltzmann distribution (9) and the histogram of
the samples generated so far by the SNN, as a function of the
number of samples. The figure shows that, after a sufficient
burn-in period, the histogram converges towards a probability
distribution that closely matches the Boltzmann distribution
(9). This is further confirmed by the bottom figure, in which
we compare the log-probability of the Boltzmann distribution
(9) with the logarithm of the histogram of the outputs of the
5






























































































































































































Histogram from neural sampling
Boltzmann distribution
Fig. 5: Illustration of neural sampling. Top: KL divergence
between the histogram of the samples produced by the SNN
via neural sampling, and Boltzmann distribution (9) as a func-
tion of the number of samples. Bottom: Histogram obtained
from neural sampling over 1.5×106 time steps and Boltzmann
distribution (9). Columns represent the different states taken
by the binary variables.
SNN evaluated after 1.5× 106 samples. Overall, these results
validate neural sampling via SNNs as a viable alternative to
classical sampling algorithms such as Markov Chain Monte
Carlo (MCMC) methods for Boltzmann distributions. Further
refinements, such as relative refractory mechanisms, can be
used to improve the performance [12].
V. CONCLUSIONS
In this paper, the first of a three-part review on SNNs, we
introduced the Spike Response Model (SRM), along with a
probabilistic variant, and reviewed two learning algorithms
aimed at detecting or generating spatial patterns with SNNs.
The first converts trained ANNs into spiking models. The
second, known as neural sampling, tackles the problem of
sampling from a Boltzmann distribution using SNNs. Through
experiments, we validated the capability of SNNs of closely
matching the performance of state-of-the-art algorithms for
detection and sampling. In the next part, we concentrate
on more advanced solutions that fully leverage the unique
capabilities of SNNs to encode information not only in the
spiking rates but also in the timing of individual spikes.
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