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Abstract
Let C be a closed convex subset of a real Hilbert space H and assume that T is a κ-strict pseudo-
contraction on C with a fixed point, for some 0  κ < 1. Given an initial guess x0 ∈ C and given
also a real sequence {αn} in (0,1). The Mann’s algorithm generates a sequence {xn} by the formula:
xn+1 = αnxn + (1 − αn)T xn, n  0. It is proved that if the control sequence {αn} is chosen so that
κ < αn < 1 and
∑∞
n=0(αn − κ)(1 − αn) = ∞, then {xn} converges weakly to a fixed point of T . How-
ever this convergence is in general not strong. We then modify Mann’s algorithm by applying projections
onto suitably constructed closed convex sets to get an algorithm which generates a strong convergent se-
quence. This result extends a recent result of Nakajo and Takahashi [K. Nakajo, W. Takahashi, Strong
convergence theorems for nonexpansive mappings and nonexpansive semigroups, J. Math. Anal. Appl. 279
(2003) 372–379] from nonexpansive mappings to strict pseudo-contractions.
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Let H be a real Hilbert space and C be a nonempty closed convex subset of H . Let T :C → C
be a self-mapping of C. Recall that T is said to be a strict pseudo-contraction if there exists a
constant 0 κ < 1 such that
‖T x − Ty‖2  ‖x − y‖2 + κ∥∥(I − T )x − (I − T )y∥∥2 (1.1)
for all x, y ∈ C. (If (1.1) holds, we also say that T is a κ-strict pseudo-contraction.) We
use Fix(T ) to denote the set of fixed points of T (i.e., Fix(T ) = {x ∈ C: T x = x}).
Note that the class of strict pseudo-contractions strictly includes the class of nonexpansive
mappings which are mappings T on C such that
‖T x − Ty‖ ‖x − y‖
for all x, y ∈ C. That is, T is nonexpansive if and only if T is a 0-strict pseudo-contraction.
Construction of fixed points of nonexpansive mappings via Mann’s algorithm [14] has exten-
sively been investigated recently in literature (see, e.g., [2,20] and references therein). Related
works can also be found in [1,8,11–13,16–19,21–23,25–30]. Mann’s algorithm generates, initial-
izing with an arbitrary x0 ∈ C, a sequence according to the recursive manner
xn+1 = αnxn + (1 − αn)T xn, n 0, (1.2)
where {αn}∞n=0 is a real control sequence in the interval (0,1).
If T is a nonexpansive mapping with a fixed point and if the control sequence {αn}∞n=0 is cho-
sen so that
∑∞
n=0 αn(1 − αn) = ∞, then the sequence {xn} generated by Mann’s algorithm (1.2)
converges weakly to a fixed point of T . (This is indeed true in a uniformly convex Banach space
with a Frechet differentiable norm [20].)
However, this convergence is in general not strong (see the counterexample in [4]; see
also [7]). So in order to get strong convergence, one must modify Mann’s algorithm (1.2). In [17],
Nakajo and Takahashi proposed such a modification for a nonexpansive mapping T which we
restate below.
Consider the algorithm
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x0 ∈ C chosen arbitrarily,
yn = αnxn + (1 − αn)T xn,
Cn =
{
z ∈ C: ‖yn − z‖ ‖xn − z‖
}
,
Qn =
{
z ∈ C: 〈xn − z, x0 − xn〉 0
}
,
xn+1 = PCn∩Qnx0,
(1.3)
where PK denotes the metric projection from H onto a closed convex subset K of H .
Nakajo and Takahashi [17] prove that the sequence {xn} generated by the algorithm (1.3)
converges strongly to a fixed point of T provided the control sequence {αn}∞n=0 is chosen so that
supn0 αn < 1 (i.e., {αn} is bounded away above from one). Related strong convergence results
appeared also in the articles [10–12,15–17,23,24,30]. More facts about fixed point theory for
nonexpansive mappings can be found in the books [5,6].
Note that the algorithm (1.3) is referred to as the (CQ) algorithm in [16], due to the fact that
each iterate xn+1 is obtained by projecting x0 onto the intersection of the suitably constructed
closed convex sets Cn and Qn. Note also that the (CQ) algorithm (1.3) has been extended [16] to
Ishikawa’s algorithm [9].
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to strict pseudo-contractions. The construction of the set Cn in the algorithm (1.3) differs among
distinct classes of mappings. Our form of the (CQ) algorithm for κ-strict pseudo-contractions T
is constructed as follows:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x0 ∈ C chosen arbitrarily,
yn = αnxn + (1 − αn)T xn,
Cn =
{
z ∈ C: ‖yn − z‖2  ‖xn − z‖2 + (1 − αn)(κ − αn)‖xn − T xn‖2
}
,
Qn =
{
z ∈ C: 〈xn − z, x0 − xn〉 0
}
,
xn+1 = PCn∩Qnx0.
(1.4)
Our main result states that the sequence {xn} generated by the (CQ) algorithm (1.4) is strongly
convergent to a fixed point of T for any choice of the control sequence {αn} such that αn < 1
for all n (not necessarily uniformly bounded away above from one as assumed in Nakajo and
Takahashi [17]). It is also worth mentioning that in our algorithm (1.4), the choice of the control
sequence {αn} is quite free and independent of the pseudo-contraction coefficient of T .
We will use the notations:
(1) ⇀ for weak convergence and → for strong convergence.
(2) ωw(xn) = {x: ∃xnj ⇀ x} denotes the weak ω-limit set of {xn}.
We need some facts and tools in a real Hilbert space H which are listed as lemmas below (see
[16] for necessary proofs of Lemmas 1.2 and 1.4).
Lemma 1.1. Let H be a real Hilbert space. There hold the following identities (which will be
used in the various places in the proofs of the results of this paper):
(i) ‖x − y‖2 = ‖x‖2 − ‖y‖2 − 2〈x − y, y〉 ∀x, y ∈ H.
(ii) ‖tx + (1 − t)y‖2 = t‖x‖2 + (1 − t)‖y‖2 − t (1 − t)‖x − y‖2 ∀t ∈ [0,1], ∀x, y ∈ H .
(iii) If {xn} is a sequence in H weakly convergent to z, then
lim sup
n→∞
‖xn − y‖2 = lim sup
n→∞
‖xn − z‖2 + ‖z − y‖2 ∀y ∈ H.
Lemma 1.2. Let H be a real Hilbert space. Given a closed convex subset C ⊂ H and points
x, y, z ∈ H . Given also a real number a ∈R. The set
{
v ∈ C: ‖y − v‖2  ‖x − v‖2 + 〈z, v〉 + a}
is convex (and closed).
Recall that given a closed convex subset K of a real Hilbert space H , the nearest point projec-
tion PK from H onto K assigns to each x ∈ H its nearest point denoted PKx in K from x to K ;
that is, PKx is the unique point in K with the property
‖x − PKx‖ ‖x − y‖ for all y ∈ K.
Lemma 1.3. Let K be a closed convex subset of real Hilbert space H . Given x ∈ H and z ∈ K .
Then z = PKx if and only if there holds the relation
〈x − z, y − z〉 0 for all y ∈ K.
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q = PKu. If {xn} is such that ωw(xn) ⊂ K and satisfies the condition
‖xn − u‖ ‖u− q‖ for all n. (1.5)
Then xn → q .
2. Facts about strict pseudo-contractions
Given a closed convex subset C of a real Hilbert space H and a self-mapping T :C → C.
Recall that T is a strict pseudo-contraction if there exists a constant 0 κ < 1 such that
‖T x − Ty‖2  ‖x − y‖2 + κ∥∥(I − T )x − (I − T )y∥∥2 ∀x, y ∈ C. (2.1)
Recall also that T :C → C is said to be a quasi-strict pseudo-contraction if the set of fixed point
of T , Fix(T ), is nonempty and if there exists a constant 0 κ < 1 such that
‖T x − p‖2  ‖x − p‖2 + κ‖x − T x‖2 for all x ∈ C and p ∈ Fix(T ). (2.2)
Note that we also say that T is a κ-strict pseudo-contraction if condition (2.1) holds and respec-
tively, T is a κ-quasi-strict pseudo-contraction if condition (2.2) holds.
Before proving weak and strong convergence of algorithms for strict and quasi-strict pseudo-
contractions, we discuss some properties of these mappings. Other discussions can be found
in [1,22].
Proposition 2.1. Assume C is a closed convex subset of a Hilbert space H let T :C → C be
a self-mapping of C.
(i) If T is a κ-strict-pseudo-contraction, then T satisfies the Lipschitz condition
‖T x − Ty‖ 1 + κ
1 − κ ‖x − y‖ ∀x, y ∈ C. (2.3)
(ii) If T is a κ-strict pseudo-contraction, then the mapping I − T is demiclosed (at 0). That is,
if {xn} is a sequence in C such that xn ⇀ x˜ and (I − T )xn → 0, then (I − T )x˜ = 0.
(iii) If T is a κ-quasi-strict pseudo-contraction, then the fixed point set Fix(T ) of T is closed
and convex so that the projection PFix(T ) is well defined.
Proof. (i) We compute
‖T x − Ty‖2  ‖x − y‖2 + κ∥∥(x − y) − (T x − Ty)∥∥2
= (1 + κ)‖x − y‖2 + κ(‖T x − Ty‖2 − 2〈x − y,T x − Ty〉).
It follows that
(1 − κ)‖T x − Ty‖2 − 2κ‖x − y‖‖T x − Ty‖ − (1 + κ)‖x − y‖2  0.
Solving this quadratic inequality, we obtain the Lipschitz condition (2.3).
(ii) Let
f (x) = lim sup
n→∞
‖xn − x‖2, x ∈ H.
By Lemma 1.1(iii), the weak convergence xn ⇀ x˜ implies that
f (x) = f (x˜) + ‖x − x˜‖2 for all x ∈ H.
340 G. Marino, H.-K. Xu / J. Math. Anal. Appl. 329 (2007) 336–346In particular,
f (T x˜) = f (x˜) + ‖T x˜ − x˜‖2. (2.4)
On the other hand, the assumption ‖xn −T xn‖ → 0 and the κ-strict pseudo-contractiveness of T
imply that
f (T x˜) = lim sup
n→∞
‖T xn − T x˜‖2
 lim sup
n→∞
(‖xn − x˜‖2 + κ
∥∥(I − T )xn − (I − T )x˜
∥∥2)
= f (x˜) + κ∥∥(I − T )x˜∥∥2.
This together with (2.4) yields that x˜ = T x˜.
(iii) To see that Fix(T ) is closed, assume that {pn} is a sequence in Fix(T ) such that pn → p˜.
Since T is a κ-quasi strict pseudo-contraction, we get, for each n,
‖T p˜ − pn‖2  ‖p˜ − pn‖2 + κ‖p˜ − T p˜‖2.
Taking the limit as n → ∞ yields ‖T p˜− p˜‖2  κ‖p˜−T p˜‖2. Since 0 κ < 1, we have T p˜ = p˜
and Fix(T ) is closed.
To see that Fix(T ) is convex, take p,q ∈ Fix(T ) and t ∈ (0,1). Put z = tp+(1− t)q . Noticing
that ‖p − z‖ = (1 − t)‖p − q‖ and ‖q − z‖ = t‖p − q‖ and using Lemma 1.1(ii), we obtain
‖z − T z‖2 = t‖p − T z‖2 + (1 − t)‖q − T z‖2 − t (1 − t)‖p − q‖2
 t
(‖p − z‖2 + κ‖z − T z‖2)+ (1 − t)(‖q − z‖2 + κ‖z − T z‖2)
− t (1 − t)‖p − q‖2
= [t (1 − t)2 + (1 − t)t2 − t (1 − t)]‖p − q‖2 + κ‖z − T z‖2
= κ‖z − T z‖2.
Since κ < 1, we must have z = T z and Fix(T ) is convex. 
3. Mann’s algorithm for strict pseudo-contractions
Recall that, given a self-mapping T of a closed convex subset C of a real Hilbert space H ,
Mann’s algorithm [14] generates a sequence {xn} in C by the recursive formula
xn+1 = αnxn + (1 − αn)T xn, n 0, (3.1)
where the initial guess x0 ∈ is arbitrary, and where {αn}∞n=0 is a real control sequence in the
interval (0,1).
Mann’s algorithm has been extensively investigated for nonexpansive mappings. One of the
fundamental convergence results is proved by Reich [20], which confirms the weak convergence
of Mann’s algorithm in a uniformly convex Banach space with a Frechet differentiable norm
if the mapping T is nonexpansive and if the control sequence {αn}∞n=0 satisfies the assumption∑∞
n=0 αn(1 − αn) = ∞. In this section we extend Reich’s result to strict pseudo-contractions in
the Hilbert space setting.
Theorem 3.1. Let C be a closed convex subset of a Hilbert space H . Let T :C → C be a κ-strict
pseudo-contraction for some 0 κ < 1 and assume that T admits a fixed point in C. Let {xn}∞n=0
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is chosen so that κ < αn < 1 for all n and
∞∑
n=0
(αn − κ)(1 − αn) = ∞. (3.2)
Then {xn} converges weakly to a fixed point of T .
Proof. Pick p ∈ Fix(T ). We first show that the real sequence {‖xn −p‖}∞n=0 is decreasing, hence
limn→∞ ‖xn − p‖ exists. To see this, using Lemma 1.1(ii), we obtain
‖xn+1 − p‖2 =
∥∥αn(xn − p) + (1 − αn)(T xn − p)
∥∥2
= αn‖xn − p‖2 + (1 − αn)‖T xn − p‖2 − αn(1 − αn)‖xn − T xn‖2
 αn‖xn − p‖2 + (1 − αn)
(‖xn − p‖2 + κ‖xn − T xn‖2
)
− αn(1 − αn)‖xn − T xn‖2
= ‖xn − p‖2 − (αn − κ)(1 − αn)‖xn − T xn‖2. (3.3)
Since κ < αn < 1 for all n, we get ‖xn+1 − p‖ ‖xn − p‖; that is, the sequence {‖xn − p‖} is
decreasing. Also (3.3) implies that
∞∑
n=0
(αn − κ)(1 − αn)‖xn − T xn‖2  ‖x0 − p‖2 < ∞. (3.4)
Using the condition (3.2), we see that (3.4) implies that
lim inf
n→∞ ‖xn − T xn‖ = 0. (3.5)
The trick is to prove that the limn→∞ ‖xn − T xn‖ actually exists. Indeed, we show now
that the sequence {‖xn − T xn‖} is decreasing. To see this, we compute (noting xn − xn+1 =
(1 − αn)(xn − T xn))
‖xn+1 − T xn+1‖2 =
∥∥αn(xn − T xn+1) + (1 − αn)(T xn − T xn+1)
∥∥2
= αn‖xn − T xn+1‖2 + (1 − αn)‖T xn − T xn+1‖2
− αn(1 − αn)‖xn − T xn‖2
 αn
∥∥(xn − xn+1) + (xn+1 − T xn+1)
∥∥2 − αn(1 − αn)‖xn − T xn‖2
+ (1 − αn)
[‖xn − xn+1‖2 + κ
∥∥(xn − T xn) − (xn+1 − T xn+1)
∥∥2]
= αn
(‖xn − xn+1‖2 + ‖xn+1 − T xn+1‖2
+ 2〈xn − xn+1, xn+1 − T xn+1〉
)
− αn(1 − αn)‖xn − T xn‖2
+ (1 − αn)
[‖xn − xn+1‖2
+ κ(‖xn − T xn‖2 + ‖xn+1 − T xn+1‖2
− 2〈xn − T xn, xn+1 − T xn+1〉
)]
= (1 − αn)2‖xn − T xn‖2 + αn‖xn+1 − T xn+1‖2
+ 2αn(1 − αn)〈xn − T xn, xn+1 − T xn+1〉
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+ κ(1 − αn)
(‖xn − T xn‖2 + ‖xn+1 − T xn+1‖2
− 2〈xn − T xn, xn+1 − T xn+1〉
)
= [αn + κ(1 − αn)
]‖xn+1 − T xn+1‖2
+ (1 − αn)(1 + κ − 2αn)‖xn − T xn‖2
+ 2(αn − κ)(1 − αn)〈xn − T xn, xn+1 − T xn+1〉

[
αn + κ(1 − αn)
]‖xn+1 − T xn+1‖2
+ (1 − αn)(1 + κ − 2αn)‖xn − T xn‖2
+ 2(αn − κ)(1 − αn)‖xn − T xn‖‖xn+1 − T xn+1‖.
Setting βn = ‖xn − T xn‖ for each n, we obtain that
(1 − αn)(1 − κ)β2n+1  (1 − αn)(1 + κ − 2αn)β2n + 2(1 − αn)(αn − κ)βnβn+1.
Since 1 − αn > 0 and since we may assume βn > 0, we can divide the last inequality by
(1 − αn)β2n and also set γn = βn+1/βn to get the quadratic inequality for γn,
(1 − κ)γ 2n − 2(αn − κ)γn − (1 + κ − 2αn) 0.
Solving this inequality, we get
γn 
αn − κ +
√
(αn − κ)2 + (1 − κ)(1 + κ − 2αn)
1 − κ = 1.
Therefore, βn+1  βn; hence limn→∞ ‖xn − T xn‖ exists. Now by (3.5), we find
lim
n→∞‖xn − T xn‖ = 0. (3.6)
(3.6) and Proposition 2.1(ii) imply that ωw(xn) ⊂ F(T ). To see that {xn} is actually weakly
convergent, we take p,q ∈ ωw(xn) and let {xni } and {xmj } be subsequences of {xn} such that
xni ⇀ p and xmj ⇀ q , respectively. Since limn→∞ ‖xn − z‖ exists for every z ∈ Fix(T ) and
since p,q ∈ Fix(T ), by Lemma 1.1(iii), we obtain
lim
n→∞‖xn − p‖
2 = lim
j→∞‖xmj − p‖
2
= lim
j→∞‖xmj − q‖
2 + ‖q − p‖2
= lim
i→∞‖xni − q‖
2 + ‖q − p‖2
= lim
i→∞‖xni − p‖
2 + 2‖q − p‖2
= lim
n→∞‖xn − p‖
2 + 2‖q − p‖2.
Hence p = q and the proof is complete. 
Remark 3.2. Weak convergence of Mann’s iteration algorithm (3.1) with a constant control se-
quence αn ≡ α for all n has also been studied in [1,22]. Namely, in [1,22], the following iteration
process has been studied:
xn+1 = αxn + (1 − α)T xn = Snαx0,
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the corresponding results in [1,22] in the sense that a variable control sequence {αn}∞n=0 is taken
into consideration. Accordingly, our argument is different from those in [1,22]. Moreover, if T
is nonexpansive, then κ = 0 and our Theorem 3.1 reduces to Reich’s theorem [20] in the Hilbert
space setting. However, we do not know if the result in Theorem 3.1 is true in the framework
of Banach spaces which are uniformly convex and have a Frechet differentiable norm. That is,
whether Reich’s theorem can be extended to strict pseudo-contractions.
4. The (CQ) algorithm for strict pseudo-contractions
In an infinite-dimensional Hilbert space, Mann’s algorithm has only weak convergence, in
general, even for nonexpansive mappings (see the example in [4]). Hence in order to have strong
convergence, one has to modify Mann’s algorithm. Some modifications have recently been ob-
tained (see [11,12,16,17,28]). These modifications are for either nonexpansive or asymptotically
nonexpansive mappings.
Below is another modification of Mann’s algorithm, referred to as the (CQ) algorithm, for
strict pseudo-contractions.
Theorem 4.1. Let C be a closed convex subset of a Hilbert space H . Let T :C → C be a κ-strict
pseudo-contraction for some 0 κ < 1 and assume that the fixed point set Fix(T ) of T is non-
empty. Let {xn}∞n=0 be the sequence generated by the following (CQ) algorithm:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x0 ∈ C chosen arbitrarily,
yn = αnxn + (1 − αn)T xn,
Cn =
{
z ∈ C: ‖yn − z‖2  ‖xn − z‖2 + (1 − αn)(κ − αn)‖xn − T xn‖2
}
,
Qn =
{
z ∈ C: 〈xn − z, x0 − xn〉 0
}
,
xn+1 = PCn∩Qnx0.
(4.1)
Assume that the control sequence {αn}∞n=0 is chosen so that αn < 1 for all n. Then {xn} converges
strongly to PFix(T )x0.
Proof. First observe that Cn is convex by Lemma 1.2. Next we show that Fix(T ) ⊂ Cn for all n.
Indeed, we have, for all p ∈ Fix(T ),
‖yn − p‖2 =
∥∥αn(xn − p)+ (1 − αn)(T xn − p)
∥∥2
= αn‖xn − p‖2 + (1 − αn)‖T xn − p‖2 − αn(1 − αn)‖xn − T xn‖2
 αn‖xn − p‖2 + (1 − αn)
(‖xn − p‖2 + κ‖xn − T xn‖2
)
− αn(1 − αn)‖xn − T xn‖2
= ‖xn − p‖2 + (1 − αn)(κ − αn)‖xn − T xn‖2.
So p ∈ Cn for all n. Next we show that
Fix(T ) ⊂ Qn for all n 0. (4.2)
We prove this by induction. For n = 0, we have Fix(T ) ⊂ C = Q0. Assume that Fix(T ) ⊂ Qn.
Since xn+1 is the projection of x0 onto Cn ∩ Qn, by Lemma 1.3 we have
〈xn+1 − z, x0 − xn+1〉 0 ∀z ∈ Cn ∩Qn.
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z ∈ Fix(T ). This together with the definition of Qn+1 implies that Fix(T ) ⊂ Qn+1. Hence (4.2)
holds for all n 0.
Notice that the definition of Qn actually implies xn = PQnx0. This together with that fact
Fix(T ) ⊂ Qn further implies
‖xn − x0‖ ‖p − x0‖ for all p ∈ Fix(T ).
In particular, {xn} is bounded and
‖xn − x0‖ ‖q − x0‖, where q = PFix(T )x0. (4.3)
The fact xn+1 ∈ Qn asserts that 〈xn+1 − xn, xn − x0〉  0. This together with Lemma 1.1(i)
implies
‖xn+1 − xn‖2 =
∥∥(xn+1 − x0) − (xn − x0)
∥∥2
= ‖xn+1 − x0‖2 − ‖xn − x0‖2 − 2〈xn+1 − xn, xn − x0〉
 ‖xn+1 − x0‖2 − ‖xn − x0‖2.
It turns out that
‖xn+1 − xn‖ → 0. (4.4)
By the fact xn+1 ∈ Cn we get
‖xn+1 − yn‖2  ‖xn+1 − xn‖2 + (1 − αn)(κ − αn)‖xn − T xn‖2. (4.5)
Moreover, since yn = αnxn + (1 − αn)T xn, we deduce that
‖xn+1 − yn‖2 = αn‖xn+1 − xn‖2 + (1 − αn)‖xn+1 − T xn‖2
− αn(1 − αn)‖xn − T xn‖2. (4.6)
Substitute (4.6) into (4.5) to get
(1 − αn)‖xn+1 − T xn‖2  (1 − αn)‖xn+1 − xn‖2 + (1 − αn)κ‖xn − T xn‖2.
Since αn < 1 for all n, the last inequality becomes
‖xn+1 − T xn‖2  ‖xn+1 − xn‖2 + κ‖xn − T xn‖2. (4.7)
But, on the other hand, we compute
‖xn+1 − T xn‖2 = ‖xn+1 − xn‖2 + 2〈xn+1 − xn, xn − T xn〉 + ‖xn − T xn‖2. (4.8)
Combining (4.8) and (4.7) we obtain
(1 − κ)‖xn − T xn‖2 −2〈xn+1 − xn, xn − T xn〉.
Therefore,
‖xn − T xn‖ 21 − κ ‖xn+1 − xn‖ → 0. (4.9)
Now Proposition 2.1(ii) and (4.9) guarantee that every weak limit point of {xn} is a fixed point
of T . That is, ωw(xn) ⊂ Fix(T ). This fact, the inequality (4.3) and Lemma 1.4 ensure the strong
convergence of {xn} to q = PFix(T )x0. 
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quence of Theorem 4.1 which improves on the main result of Nakajo and Takahashi [17] in the
sense that we relax their assumption that supn αn < 1 by requiring only αn < 1 for all n.
Corollary 4.2. Let C be a closed convex subset of a Hilbert space H and let T :C → C be
a nonexpansive mapping such that Fix(T ) = ∅. Let {xn}∞n=0 be the sequence generated by thefollowing (CQ) algorithm:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x0 ∈ C chosen arbitrarily,
yn = αnxn + (1 − αn)T xn,
Cn =
{
z ∈ C: ‖yn − z‖2  ‖xn − z‖2 − αn(1 − αn)‖xn − T xn‖2
}
,
Qn =
{
z ∈ C: 〈xn − z, x0 − xn〉 0
}
,
xn+1 = PCn∩Qnx0.
Assume that the control sequence {αn}∞n=0 is such that 0 αn < 1 for all n. Then {xn}∞n=0 strongly
converges to PFix(T )x0.
By an examination of the proof of Theorem 4.1, we see that the conclusion of Theorem 4.1
is indeed true of quasi-strict pseudo-contractions provided the demiclosedness of I − T holds.
Namely we have the following result.
Theorem 4.3. Let C be a closed convex subset of a Hilbert space H and let T :C → C be a
κ-quasi-strict pseudo-contraction for some 0 κ < 1. Let {xn}∞n=0 be the sequence generated by
the (CQ) algorithm (4.1). Assume that I − T is demiclosed (at 0). Assume also that the control
sequence {αn}∞n=0 is chosen so that αn < 1 for all n. Then {xn} converges strongly to PFix(T )x0.
Remark 4.4. Browder and Petryshyn [1] considered strong convergence of the sequence {xn}
generated by
xn+1 = αxn + (1 − α)T xn = Snαx0,
where α is a constant such that κ < α < 1 and Sα = αI + (1 − α)T denotes the averaged map
of T . This algorithm corresponds to a special case of the algorithm (3.1); that is, to the case where
αn ≡ α for all n. Browder and Petryshyn [1] assumed that I − T is demicompact; that is, I − T
satisfies the demicompactness condition: Whenever a bounded sequence {zn} in C is such that
(I − T )zn → 0 strongly, then {zn} possesses a subsequence which is strongly convergent. The
feature of our Theorem 4.1 is that, without the demicompactness condition imposed on I − T ,
we can still get the strong convergence of the sequence {xn} generated by the modified Mann’s
algorithm (4.1) by projecting the initial guess x0 onto the intersection of two appropriately con-
structed closed convex subsets Cn and Qn. It looks that the lack of demicompactness of I − T
is compensated by the projections involved. Note also that the choice of the control sequence
{αn} in Theorems 4.1 and 4.3 do not depend on the pseudo-contractiveness coefficient κ of the
mapping T . Finally it is of interest to extend the results of this paper (for example, Theorems 3.1
and 4.1) to pseudo-contractions which are mappings satisfying the condition (2.1) with κ = 1.
For such a mapping, Mann’a algorithm does not converge strongly even though C is assumed to
be compact (see [3]). The interesting problem is how to adapt the Ishikawa’s algorithm [9] to ob-
tain an algorithm similar to (4.1) and which has strong convergence (not assuming compactness
for C).
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