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A∞ structures and Massey products
Jose´ Manuel Moreno-Ferna´ndez
∗
Abstract
We study the relationship between the higher Massey products on the cohomol-
ogy H of a differential graded algebra, and the A∞ structures induced on H via
homotopy transfer techniques.
1 Introduction
Higher order Massey products were introduced in [13] and generalized in [14]. These
are of fundamental importance not only in the study of differential graded algebras
(dga’s) per se, but also exhibit a remarkable behavior in those geometrical contexts
where a dga plays a role. Classical instances of this fact are the detection of link-
ing numbers of knots [12], or the obstructions to formality of Ka¨hler manifolds [5].
Recently, Massey products prove useful in a wide range of applications: at the very
heart of homotopy theory, the authors of [10] use them to prove that in general,
the homotopy type of a manifold M does not determine that of its configuration
space in k ≥ 2 points, Fk (M). In group cohomology, the authors of [19] show that
2-groups of maximal nilpotency class are determined by their mod 2 group coho-
mology algebra and iterated Massey products. In number theory, these represent
obstructions for solving certain Galois embedding problems [16, 17]. There are more
applications to other fields, but our aim here is just to give a taste of how versatile
these are.
On the other hand, it goes without saying the importance of the modern higher
homotopy structures in homotopical algebra and mathematical physics. The sem-
inal papers are [20, 21], but the reference nowadays is [9], a extraordinary book
where one can find a extremely vast range of their applications.
In this paper, we carefully relate the aforementioned higher Massey products in
the cohomology of a dga with the possible A∞ structures induced on it via homotopy
transfer techniques. We give sufficient conditions under which higher operations re-
cover higher Massey products, whenever these are defined. We exhibit examples
showing that the conditions are not necessary. Being a bit more precise, we also
∗The author has been supported by the MINECO grant MTM2013-41762-P and by the Junta de
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give sufficient conditions under which higher operations recover a particularly cho-
sen Massey element x ∈ 〈x1, ..., xn〉M . Again, if the conditions are not fulfilled, we
show that there may not exist A∞ infinity structures recovering the chosen element.
The following three theorems are the core of the paper, the definitions involved
given in the corresponding section. The first, Thm. 2.4, concerns the recovery of
Massey products.
Theorem 1.1 Let x ∈ 〈x1, ..., xn〉M . Then, for any homotopy retract adapted to x,
mn(x1, ..., xn) = (−1)
εx,
where ε = 1 + |xn−1|+ |xn−3|+ ... .
The second, Thm. 2.13, is an existence result.
Theorem 1.2 Let x1, ..., xn ∈ H = H
∗(A, d) (n ≥ 3) be such that 〈x1, ..., xn〉M 6=
∅. Then, there exists an A∞ structure {mn} on H such that, up to a sign,
mn(x1, ..., xn) ∈ 〈x1, ..., xn〉M .
In the final Section, we provide some extra conditions under whichmn(x1, ..., xn) ∈
〈x1, ..., xn〉M , up to a sign, and whenever the expression makes sense. We highlight
the following result (Thm. 3.3).
Theorem 1.3 Let (A, d) be a dga such that for some homotopy retract of A onto
H, the induced higher operations satisfy m1 = ... = mn−2 = 0, with n ≥ 3. If
〈x1, ..., xn〉M 6= ∅, then
εmn (x1, ..., xn) ∈ 〈x1, ..., xn〉M ,
with ε as in Proposition 3.1.
The relationship between Massey products and A∞ algebras has been previously
studied in [9, 11, 22]. The analogs of the Massey products in the dg Lie setting have
been studied in [1, 2, 24], the emphasis being on the rational homotopic setting.
More recently, and in relationship with L∞ structures in [3], which has inspired this
work.
1.1 Background on infinity structures
Here we recall those definitions and facts on higher homotopy structures that will
be used, the standard reference being [9]. In this paper, all algebraic structures are
consider over a characteristic zero field, and gradings are taken over the integers.
An A∞ algebra is a graded vector space A = {A
n}n∈Z together with linear maps
mk : A
⊗k → A of degree 2− k, for k ≥ 1, satisfying the Stasheff identities for every
i ≥ 1:
i∑
k=1
i−k∑
n=0
(−1)k+n+knmi−k+1(id
⊗n ⊗mk ⊗ id
⊗i−k−n) = 0.
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A differential graded algebra (dga), is an A∞ algebra for which mk = 0 for all k ≥ 3.
An A∞ algebra is minimal if m1 = 0. An A∞ morphism f : A → A
′ between two
A∞ algebras is a family of linear maps fn : A
⊗n → A′ of degree 1−n such that the
following equation holds for every n ≥ 1:∑
n=r+s+t
s≥1
r,t≥0
(−1)r+stfr+1+t
(
id⊗r⊗ms ⊗ id
⊗t
)
=
∑
1≤r≤n
n=i1+...+ir
(−1)smr (fi1 ⊗ ...⊗ fir)
being s =
∑r−1
k=1 k(ir−k − 1). It is said to be an A∞ quasi-isomorphism if f1 :
(A,m1) → (A
′,m′1) is a quasi-isomorphism of cochain complexes. We assume A∞
algebras concentrated in non negative degrees, with A0 = K.
A homotopy retract is the data of a diagram
(M,dM ) (N, dN ),K
q
i
where (M,dM ) and (N, dN ) are cochain complexes, q and i are degree zero chain
maps and K is a degree −1 chain homotopy, satisfying the following two conditions:
1. (Deformation retraction) qi = idN and idM −iq = dMK +KdM , and
2. (Annihilation conditions) K2 = Ki = qK = 0.
In case of being (M,dM ) and (N, dN ) chain complexes, the definition is the same ex-
cept that the homotopy K is of degree 1. We will denote by (M, i, q,K) a homotopy
retract of M onto its (co)homology, endowed with trivial differential.
Remark 1.4 Given a chain complex (M,d), there always exists a homotopy re-
tract (M, i, q,K) of M onto its homology. Moreover, any homotopy retract can be
identified with a graded vector space decomposition M = A⊕B ⊕H, where A is a
complement of Ker(d), B ∼= Im(d) and H ∼= H∗(M,d). For it, define
A := Kd(M), B := dK(M) and H := iq(M).
As a consequence, we can unambiguously talk about retracts in terms of maps
(i, q,K) satisfying the homotopy retract identities, or in terms of decompositions
A⊕ B ⊕H of the underlying complex M . With the notation above, note that Kd
and dK are the projections onto A and dA, respectively.
We close this Section stating our main tool: the homotopy transfer theorem
(Merkulov’s construction, in this particular case). This result comes in many guises,
see [4, 7, 9, 15].
Theorem 1.5 Let (A, d) be a dga and consider a homotopy retract of A onto its
cohomology H. Then, there exists a minimal A∞-structure {mn} on H, unique up
to isomorphism, and A∞ quasi-isomorphisms Q and I extending q and i,
(A, d) (H, {mn}).
Q
I
The transferred higher operations can be recursively given as follows. Define for-
mally Kλ1 := − idA, λ2 the multiplication of A, and for n ≥ 3, set mn = qλn,
where:
λn = λ2
(
n−1∑
s=1
(−1)s+1Kλs ⊗Kλn−s
)
.
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2 A∞ structures and Massey products
This Section is devoted to the proof of the first two theorems mentioned in the
introduction.
The cohomology class of a (homogeneous) cocycle x ∈ A will be denoted by [x],
its degree by |x|, and we write a = (−1)|a|+1a. The cohomology H∗ (A, d) will be
denoted simply by H.
Define the Massey product of two cohomology classes x1, x2 ∈ H as the set given
by the usual product of x1 and x2, 〈x1, x2〉M = {x1x2}. We give the definition of
third order Massey products in order to see the pattern which generalizes to Massey
products of any order.
Definition 2.1 Let x1, x2, x3 ∈ H be such that x1x2 = x2x3 = 0. A defining
system (for the triple Massey product) is a set {aij} ⊆ A defined as follows.
• For i = 1, 2, 3 choose a cocycle ai−1,i representative of xi. These are {a01, a12, a23}.
• For 0 ≤ i < j ≤ 3 and j − i = 2, choose cocycles aij with the property that
d(aij) = ai,jaj,i+2. These are {a02, a13}, with differential given by:
d(a02) = a01a12 and d(a13) = a12a23.
The existence of such elements is guaranteed by the condition x1x2 = x2x3 = 0.
The triple Massey product is defined as
〈x1, x2, x3〉M = {[a01a13 + a02a23] | {aij} is a defining system} ⊆ H
s−1,
where s = |x1|+ |x2|+ |x3|. If the condition x1x2 = x2x3 = 0 is not fulfilled, define
the triple Massey product 〈x1, x2, x3〉M as the empty set.
The definition of higher Massey products is inductively given as follows.
Definition 2.2 Let x1, ..., xn ∈ H be such that for 1 ≤ i < j ≤ n and j− i ≤ n−2,
〈xi, ..., xj〉M exists and contains the class [0]. A defining system (for the nth order
Massey product) is a set {aij} ⊆ A defined as follows.
• For i = 1, ..., n choose a cocycle ai−1,i representative of xi.
• For 0 ≤ i < j ≤ n and 2 ≤ j− i ≤ n− 1, choose cocycles aij with the property
that
d(aij) =
∑
0≤i<k<j≤n
aikakj .
Their existence follows from the condition asked on 〈xi, ..., xj〉M .
The nth order Massey product is defined as
〈x1, ..., xn〉M =



 ∑
0≤i<k<j≤n
aikakj

 | {aij} is a defining system

 ⊆ Hs+2−n.
Here, s =
∑n
i=1 |xi|. If the condition on 〈xi, ..., xj〉M is not fulfilled, define 〈x1, ..., xn〉M
as the empty set.
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From now on, we drop the M from the notation of a Massey product set: these
are denoted simply by 〈x1, ..., xn〉. Also, whenever we choose an x ∈ 〈x1, ..., xn〉,
we are implicitly assuming that we have chosen a dga (A, d), as well as cohomol-
ogy classes x1, ..., xn ∈ H such that x ∈ 〈x1, ..., xn〉 6= ∅. When talking about an
A∞ structure on H we are understanding that it has been fixed on H via The-
orem 1.5. We will say that the A∞ structure {mn} recovers Massey products if
±mn(x1, ..., xn) ∈ 〈x1, ..., xn〉. Fixed a Massey product element x ∈ 〈x1, ..., xn〉, we
will say that the A∞ structure {mn} recovers x if ±mn(x1, ..., xn) = x.
The next Definition plays an important role in the paper.
Definition 2.3 Let x ∈ 〈x1, ..., xn〉. A retract (A, i, q,K) is adapted to x if there ex-
ists a defining system {aij} for x such that {aij}j−i≥2 ⊆ L, being L the complement
of Ker(d) given in the decomposition associated to the retract.
The following result gives a sufficient (although not necessary, see Example 2.6)
condition for higher order operations to recover Massey products.
Theorem 2.4 Let x ∈ 〈x1, ..., xn〉. Then, for any homotopy retract adapted to x,
mn(x1, ..., xn) = (−1)
εx,
where ε = 1 + |xn−1|+ |xn−3|+ ... .
Proof: Let x ∈ 〈x1, ..., xn〉 and let {aij} be a defining system for which (A, i, q,K)
is an adapted retract to x. Denote by λn the map such that mn = qλn, where {mk}
is the induced A∞ structure. First, we prove by induction that
Kλs(x1, ..., xs) = (−1)
bsa0s, and that
Kλn−s(xs+1, ..., xn) = (−1)
bn−sasn for every s = 2, ..., n − 1,
(1)
where bs = |xs−1|+ |xs−3|+ ...+ 1 and b
n−s = |xn−1|+ |xn−3|+ ...+ 1.
For n = 2, it is straightforward. Assume equations 1 true for every p ≤ s − 1,
and prove it for p = s.
Kλs(x1, ..., xs) = Kλ2
(
s−1∑
i=1
(−1)i+1Kλi ⊗Kλs−i
)
(x1, ..., xs)
= Kλ2
(
s−1∑
i=1
(−1)i+1+(|x1|+...+|xi|)(i−s+1)Kλi(x1, ..., xi)⊗Kλs−i(xi+1, ..., xs)
)
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apply the induction hypothesis and note that, recursively,
1 + |a0k| = |x1|+ ...+ |xk| − (k − 2) for every k = 1, ..., i.
Then:
= Kλ2
(
s−1∑
i=1
(−1)i+1+(|x1|+...+|xi|)(i−s+1)+bi+b
s−i
a0i ⊗ ais
)
= Kλ2
(
s−1∑
i=1
(−1)i+1+(|x1|+...+|xi|)(i−s+1)+bi+b
s−i+1+|a0k |a¯0i ⊗ ais
)
= (−1)bsK
( ∑
0<i<s
a¯0iais
)
= (−1)bsKd(a0s) = (−1)
bsa0s.
Similarly for Kλn−s. Once proved equations 1, compute λn:
λn(x1, ..., xn) = λ2
(
n−1∑
s=1
(−1)s+1Kλs ⊗Kλn−s
)
(x1, ..., xn)
= λ2
(
n−1∑
s=1
(−1)s+1+(
∑s
i=1 |xi|)(s−n+1)Kλs(x1, ..., xs)⊗ kλn−s(xs+1, ..., xn)
)
=
n−1∑
s=1
(−1)ba¯0sasn,
where b = |xn−1|+ |xn−3|+ ...+1. This sum defines the Massey element x, up to a
sign, hence the result is proven. 
Remark 2.5 We briefly compare the previous result with [11, Theorem 3.1]. In
their proof, the adapted retract hypothesis seems to be implicitly assumed. Our
proof resembles theirs in that it uses Merkulov’s formulas for the transferred A∞
structure, but our induction hypothesis is different. One can also prove this result
by mimicking the proof of [3, Theorem 3.3], or by using the tree formulas of the
homotopy transfer theorem.
The next example shows that if a retract is not adapted, then the associated
higher multiplication might not recover a Massey product.
Example 2.6 Let (ΛV, d) be the commutative dga (cdga) in which
V = {a01, a12, a23, a34︸ ︷︷ ︸
degree 3
, a02, a13, a24, z1, z2︸ ︷︷ ︸
degree 5
, a03, a14︸ ︷︷ ︸
degree 7
},
where ai−1,i and z1, z2 are cocycles, and for the rest of elements d(aij) =
∑
i<k<j
aikakj.
This is a very nice dga: it is commutative, free as an algebra, finite dimensional,
with purely quadratic differential, and verifies Poincare´ duality, to name a few, and
will constitute our example. With this, we mean that examples in which higher
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operations do not recover Massey products are not bizarre.
We claim that fixed the cohomology classes xi = [ai−1,i] for i = 1, 2, 3, 4, there
is a unique defining system {aij} (given by the obvious elections) which gives rise
to a unique Massey product [x] = [a01a14 + a02a24 + a03a34], which is not trivial.
That is,
〈x1, x2, x3, x4〉 =
{
[x] | x = a01a14 + a02a24 + a03a34
}
⊆ H10, and [x] 6= [0].
This fact is easy to prove, and left to the reader. It is also easy to see that the
cohomology in degree 10 admits the basis {[x], [z1z2]}. Fix the decomposition of
A given in the following table, in which elements appearing in (dL)s come from
differentiating the elements of Ls−1 in the order written, and a dot · indicates that
the corresponding subspace is the trivial one.
degree L dL H
3 · · a01, a12, a23, a34
4 · · ·
5
a02 + z1, a13,
a24 + z2
· z1, z2
6 ·
a01a12, a12a23,
a23a34
a01a23, a01a34, a12a34
7 a03, a14 · ·
8
a01a13, a01a24,
a02a34, a12a24
a01a13 + a02a23,
a12a24 + a13a34
a01a23, a02a12, a12a13,
a13a23, a23a24, a23a34,
a01z1, a12z1, a23z1, a34z1,
a01z2, a12z2, a23z2, a34z2
9 ·
a01a13a23, a01a23a34,
a01a12a34, a12a23a34
·
10 ·
x = a01a14 + a02a24 + a03a34
z1z2
For the homotopy retract associated to this decomposition, one has that
m4(x1, x2, x3, x4) = −q(x− a02a24 − a02z2 − z1a24 − z1z2) = −[x]− [z1z2],
and this cohomology class is not a Massey product by the discussion above. 
Remark 2.7 We have chosen to present the examples in this paper using mini-
mal free cdga’s with positive grading because these model rational homotopy types
([18, 23, 6]). Therefore, the cohomology algebras H∗(ΛV, d) are isomorphic to
H∗(X;Q) for some space X. So we are in fact studying Massey products which
are geometrically significant.
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The reason why the counterexample above concerns 4th order products, and
not 3rd, is that m3 always recovers Massey products. That is, for every homotopy
retract, whenever 〈x1, x2, x3〉 6= ∅, it happens that m3(x1, x2, x3) ∈ 〈x1, x2, x3〉, up
to a sign. This is easy to prove, and left to the reader.
Heuristically analyzing the proof of Theorem 2.4, we see that if a retract is not
adapted to a given Massey product element, maybe the corresponding projections
onto L, {Kd(aij)}j−i≥2 do give rise to a defining system of some (possibly different)
Massey product element. If so, the higher operation does recover some Massey
product, and Theorem 2.4 may be upgraded to include the following statement,
whose proof is obvious:
Theorem 2.8 If fixed a homotopy retract onto H, the set {bij} given by
bij = Kd(aij) for j − i ≥ 2, and bi−1,i = ai−1,i for i = 1, ..., n
is a defining system for some Massey product element x ∈ 〈x1, ..., xn〉, then
mn(x1, ..., xn) = εx. The sign ε is as in Theorem 2.4.
The combination of thms. 2.4 and 2.8 does not characterize the recovery of
Massey products, as the following example corroborates.
Example 2.9 (of a non adapted retract whose projections do not define a Massey
product, but m4(x1, x2, x3, x4) ∈ 〈x1, x2, x3, x4〉). Let (ΛV, d) be the cdga in which
V = {a01, a12, a23, a34︸ ︷︷ ︸
degree 3
, a02, a13, a24, z︸ ︷︷ ︸
degree 5
, a03, a14︸ ︷︷ ︸
degree 7
},
with ai−1,i and z cocycles, and for the rest of elements d(aij) =
∑
i<k<j
aikakj.
We claim that fixing xi = [ai−1,i] for i = 1, 2, 3, 4, there is a unique defining system
{aij} (given by the obvious elections) which assembles to a unique non trivial Massey
product [x] = [a01a14 + a02a24 + a03a34]. That is,
〈x1, x2, x3, x4〉 =
{
[x] | x = a01a14 + a02a24 + a03a34
}
⊆ H10, and [x] 6= [0].
This fact is easy to prove, and left to the reader. Note also that there are more
cohomology classes in degree 10 apart from [x]. Fix the obvious decomposition
A = L⊕ dL⊕H, and substitute a02 by a02 + z in the degree 5 basis:
degree L dL H
5 a02 + z z
6 a01a12
That is, we have chosen thatK(a01a12) = a02+z, and have not changed anything
else. Consider the set {lij}, where lij = Kd(aij). Then, lij = aij for every ij except
for l02 = a02+ z. Therefore {lij} is not a defining system for a Massey product, and
a straightforward computation shows that
m4(x1, x2, x3, x4) = −q(x+ za24) = −q(x) ∈ 〈x1, x2, x3, x4〉. 
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It is easy to come up with examples of Massey product sets containing lots of
different cohomology classes in such a way that for any election x ∈ 〈x1, ..., xn〉, one
may endow H with an A∞ algebra structure such that mn(x1, ..., xn) = x, all these
infinity structures being A∞ quasi-isomorphic to the original dga. But in general, it
is not always possible to make such choices, as the following example corroborates.
Example 2.10 Let (ΛV, d) be the free cdga where
V = {a01, a12, a23︸ ︷︷ ︸
degree 3
, a02, a13︸ ︷︷ ︸
degree 5
}
and
d(a01) = d(a12) = d(a23) = 0, d(a02) = a01a12, d(a13) = a12a23.
Let J be the differential ideal generated by {a01a12, a12a23}, and consider (A, d) the
quotient of ΛV by J , with the induced differential. We denote the elements of the
quotient algebra as in the original without confusion.
Fixed x1 = [a01], x2 = [a12] and x3 = [a23], the possible defining systems {bij} for
the triple Massey product 〈x1, x2, x3〉 are of the following form, where αk, βk ∈ Q:
b01 = a01, b12 = a12, b23 = a23,
b02 = α1a02 + α2a13 and b13 = β1a02 + β2a13.
This implies that the triple Massey product set is
〈x1, x2, x3〉 =
{
α1[a01a02] + α2[a01a13] + β1[a02a23] + β2[a13a23] | αk, βk ∈ Q
}
.
Note that the zero class belongs to the set, but there are infinitely many non trivial
Massey product elements. It is a straightforward computation now to check that
for any homotopy retract, one has that m3(x1, x2, x3) = [0]. Therefore, one never
recovers a non trivial Massey product element. 
Sometimes, it is very easy to build an A∞ structure recovering a given x ∈
〈x1, ..., xn〉. The following Proposition is a result in this direction.
Proposition 2.11 If there exists a defining system {aij} for x ∈ 〈x1, ..., xk〉 such
that {d(aij)}j−i≥2 is a linearly independent set, then there exists an A∞ structure
on H such that mk(x1, ..., xk) = ± x.
Proof: Assume that {d(aij)}j−i≥2 is a linearly independent set. It follows that
for each n = j − i ≥ 2, one has that {aij}j−i=n is linearly independent. A degree
argument forces that for each fixed αn = |aij | with j − i = n ≥ 2, the graded
subspace Aαn is different from Aαn′ . This ensures that we can build inductively a
decomposition A = L ⊕ Ker(d) in which, at each step, we enlarge {aij}j−i=n to a
basis of all of Lαn , so that Kd(aij) = aij (i.e., we can build an adapted retract to
x), and so mk(x1, ..., xk) = ± x either by construction, or applying Theorem 2.4. 
The following Lemma will find its application in Theorem 2.13.
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Lemma 2.12 Let (A, d) be a dga, and fix an A∞ structure on H by Thm. 1.5. Let
n ≥ 3, and assume 〈x1, ..., xn〉 6= ∅. If we can choose elements
{aij := Kλj−i+1(xi, ..., xj) | 2 < j − i < n− 1}
verifying that {aij} assembles into a defining system, then,
εmn(x1, ..., xn) ∈ 〈x1, ..., xn〉
with ε as in Theorem 2.4.
Proof: Follow the proof of [11, Theorem 3.1], and observe the importance of the
fact that {Kλj−i+1(xi, ..., xj) | 2 < j − i < n − 1} does assemble into a defining
system for concluding. 
We close the Section proving that, if the Massey product set is non empty,
then there always exists some A∞ algebra structure on H recovering some Massey
product element.
Theorem 2.13 If 〈x1, ..., xn〉 6= ∅, then there exists an A∞ structure on H such
that, up to a sign,
mn(x1, ..., xn) ∈ 〈x1, ..., xn〉 .
Proof: Fix an A∞ algebra structure on H. For n = 3, the elements a02 =
K(a¯01a12) and a13 = K(a¯12a23) are valid elections. Assume that for every p ≤ n−2
we have found a decomposition A = L⊕ dL⊕H (possibly different to the fixed at
the beginning) and elements {aij}j−i≤n−2 with the property that
aij = Kλj−i+1(xi, ..., xj), so that
daij =
∑
0≤i<k<j<n
a¯ikakj ∈ dL.
Define the elements
a0,n−1 := Kλn−1(x1, ..., xn−1) and a1,n := Kλn−1(x2, ..., xn).
Then,
d(a0,n−1) = (dK)λn−1(x1, ..., xn−1) = (dK)
(
n−2∑
s=1
±Kλs(x1, ..., xs)Kλn−1−s(xs+1, ..., xn−1)
)
= (dK)
(
n−2∑
s=1
a¯0sas,n−2︸ ︷︷ ︸
∈dL
)
=
n−2∑
s=1
a¯0sas,n−2.
Similarly for a1,n. Therefore, we find ourselves in the hypothesis of Lemma 2.12,
and we are done. 
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3 Some additional criteria for the recovery of
Massey products
Having seen in the previous Section that higher multiplications not always recover
Massey products, we close this paper giving some extra conditions under which
mn(x1, ..., xn) ∈ 〈x1, ..., xn〉, up to a sign, and whenever the expression makes sense.
Proposition 3.1 If 〈x1, ..., xn〉 6= ∅, then, for any A∞ structure on H induced by
Thm. 1.5, and for any x ∈ 〈x1, ..., xn〉 ,
εmn (x1, ..., xn) = x+ Γ, Γ ∈
n−1∑
j=1
Im (mj) ,
where ε = (−1)
∑n−1
j=1
(n−j)|xj|. In particular, m1 = ... = mn−1 = 0 implies that
mn (x1, ..., xn) ∈ 〈x1, ..., xn〉 .
Proof: Recall that an A∞ algebra structure on H is equivalent to a codifferential
in the complete tensor coalgebra T¯ (sH) ([8]). Filter this dg coalgebra by the as-
cending filtration Fp = (sH)
⊗≤p, obtaining the Eilenberg-Moore spectral sequence
([24, III.6(1)]). Now the same argument of [3, Proposition 3.1], now based on [24,
Thm. V.7(6)], finishes the proof. 
The following result is a consequence of Proposition 3.1.
Proposition 3.2 If the induced higher multiplications {mn} on H vanish up to
k − 1, then for any x1, ..., xk ∈ H, one has that 〈x1, ..., xk〉 6= ∅, and moreover, it
consists of a single cohomology class:
〈x1, ..., xk〉 = {x} ,
where x = εmk (x1, ..., xk), with ε as in Proposition 3.1.
Proof: It is easy to prove by induction, using Proposition 3.1 at each step, that
{0} = 〈xi, ..., xj〉 6= ∅ for all 1 ≤ i < ... < j ≤ k, and j − i ≤ k − 1.
This readily implies that 〈x1, ..., xk〉 6= ∅, so that given any x ∈ 〈x1, ..., xk〉 , a last
application of Proposition 3.1 proves the claim. 
The following Theorem uses the vanishing of certain higher multiplications to
ensure the recovery of Massey products.
Theorem 3.3 If for some homotopy retract of A onto H, the induced higher mul-
tiplications satisfy m1 = ... = mk−2 = 0, with k ≥ 3, and 〈x1, ..., xk〉 6= ∅, then
εmk (x1, ..., xk) ∈ 〈x1, ..., xk〉 ,
with ε as in Proposition 3.1.
Remark 3.4 The vanishing of the mi is independent of the chosen homotopy re-
tract, hence the result holds for all of them.
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Proof: Recall that 〈x1, ..., xk〉 6= ∅ implies
0 ∈ 〈xi, ..., xj〉 , for any 3 ≤ j − i ≤ k − 1.
Therefore, we apply Proposition 3.1, taking into account that mi = 0 for i ≤ k− 2,
to deduce:
mk−1 (xi, ..., xj) = 0 for any j − i = k − 1. (2)
Let A = L ⊕ dL ⊕ H be the decomposition equivalent to the chosen homotopy
retract. By induction on p, with 2 ≤ p ≤ k − 1, we will construct a set of elements
{aij}2≤j−i≤p ⊆ A with the property that d(aij) =
∑
i<l<j a¯ilalj.
For p = 2, as 〈x1, ..., xk〉 6= ∅, we define aij := Kdbij , being bij any election
such that d(bij) = x
′
ix
′
j . Here, x
′
α is a cocyle representing xα. Then, aij ∈ A by
construction, and the differential behaves as expected. Assume the assertion true
for p ≤ k− 2. Then, there exists a family of elements {aij}2≤j−i≤k−2 ⊆ A such that
d(aij) =
∑
i<l<j a¯ilalj. Now, as the defining system we are building is adapted, the
same argument as in the proof of Theorem 2.4 proves that
mp (xi, ..., xj) = q

∑
i<l<j
a¯ilalj

 for any 3 ≤ p = j − i ≤ k − 2.
By equation 2,
q

∑
i<l<j
a¯ilalj

 = 0 for j − i = k − 1,
hence there exists some Ψ with dΨ =
∑
i<l<j a¯ilalj. Finally, define
aij := K

∑
i<l<j
a¯ilalj

 for j − i = k − 1,
which belongs to A and satisfies our claim, proving the result. 
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