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Organic semiconducting materials are appealing, green alternatives to 
conventional semiconductors because they can be solution-processed into films. 
However, solution-processing fabrication methods can be prone to 
morphological disorder, which we define as the variety of sizes and 
shapes of crystalline structures produced within a single film. A large 
degree of morphological disorder in semiconducting films inhibits 
their electronic functionality for use in technological devices. 
Quantitatively characterizing the mesoscopic crystalline structures, or domains, of 
organic molecules after film formation from solution enables insight into how 
macroscopic deposition conditions, like temperature and solution concentration, affect 
spatial morphology. 
We constructed a homebuilt microscope to acquire images of films with 
polarization-dependent transmission. To complement this technique, we also developed 
an image analysis software package to characterize film morphology. A series of 
images are collected at a single spatial location on the sample, rotating the polarizer 
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between each image. This process is repeated for several spatial locations on the film 
surface. For every pixel in the image, the absorption signal as a function of polarization 
angle is fit to a sinusoidal curve, and the parameters from the best-fit curves are used to 
create a panoramic image of the entire film surface. Once the panoramic image has been
built, the sinusoidal fitting parameters are employed again to assign pixels in the image 
to discrete aggregate domains within the film. A collection of domain metrics (size and 
aspect ratio) are computed to describe the morphology of the film after these domain 
assignments have been made. 
In this work, several organic films are produced under different deposition 
temperatures and solution concentrations. The resulting morphologies of these films are 
compared. This examination provides insight into how the physical properties of 
organic semiconducting films are affected by macroscopic differences in their formation
environments. By better understanding the relationship between deposition conditions 
and film formation, existing solution-processing techniques can be further controlled 
and refined to achieve target physical properties in organic semiconducting materials. 
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Introduction: Transforming raw images into meaningful
characterization metrics. 
Framing the project.
My thesis is a continuation of the research I have conducted with my Primary 
Advisor, Dr. Cathy Wong, for the past three years. In the Wong Lab, we are interested 
in studying different molecular systems during structural formation. You can think of 
structural formation in molecular systems as analogous to putting a bunch of individual 
Lego pieces together to form larger objects. Systems in equilibrium (likened to a bunch 
of Legos spread on the floor, or the final Lego structure) have been extensively studied. 
However, we want to measure the electronic properties of these molecular systems 
during their structural formation (i.e. as the Legos are assembled!). Understanding these
dynamic processes is vital in optimizing our industrial production of semiconducting 
materials for use in technologies, which include solar cells and electronic devices.
My project aims to characterize the sizes, shapes, and orientations of these 
molecular systems after their structural formation. I have built a research-grade 
microscope to image samples I have prepared under different environmental conditions.
I have also developed an image analysis software package to extract meaning from 
these microscope images. Using these experimental and computational methods in 
tandem, I aim to characterize samples as a function of these environmental conditions. 
Ultimately, I want to connect the large-scale environmental conditions we can control 
(like temperature and solution concentration) to the tiny crystalline structures formed 
within the film. My thesis will present the background and theory necessary to 
understand my work, the development and optimization of both the microscope and the 
computational software, as well as an extensive set of results to showcase the 
functionality of my experimental and computational tools.
Setting the stage for film characterization. 
Organic semiconducting materials are versatile alternatives to conventional 
semiconductors because they can be solution-processed into films for use in electronic 
devices. However, solution-processing fabrication methods can be prone to 
morphological disorder1,2. We define morphological disorder as the 
variety of sizes and shapes exhibited by crystalline structures within a
film. Semiconducting films with a high degree of morphological 
disorder tend to have limited electronic functionality and thereby less 
utility in devices3. This phenomenon occurs because the electronic 
properties of a film are dictated by the packing structure of and grain 
boundaries between the molecular aggregates which compose it4. 
One way to control the physical structure of a film is to perturb its deposition 
environment5. It follows that molecular aggregation events can be 
largely determined by the macroscopic conditions during deposition, 
like temperature and solution concentration6,7. In this work, we present a 
characterization strategy for quantifying film morphology and apply 
this technique to characterize films produced in several deposition 
environments. Quantifying how film morphology varies with different deposition 
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conditions enables insight into how the physical properties of organic semiconducting 
films can be controlled. 
More control over the production of solution-processed films translates to 
increased reproducibility in their fabrication. By better understanding the relationship 
between deposition conditions and film formation, existing solution-processing 
techniques can be further refined to reproducibly achieve target physical properties in 
organic semiconducting films. Improving the reproducibility of solution-processing 
techniques will enable their widespread application in the manufacture of organic 
semiconducting films for use in technological devices—which can include solar cells, 
organic thin film transistors, and organic light-emitting diodes (OLEDs)8–10. 
How does a semiconductor work?
Many of the electrical components within technological devices are 
manufactured from semiconducting materials. A semiconductor is distinguished by its 
ability to conduct electrons only upon a thermal or optical excitation11. Unlike a 
conductor, electrons within a semiconducting material cannot flow freely unless an 
excitation is supplied by an external energy source.  
Fig. 1 shows that in conductive materials, such as most metals, the energy 
spacing between the highest occupied molecular orbital (HOMO) and the lowest 
unoccupied molecular orbital (LUMO) is almost nonexistent. This energy spacing 
between the HOMO and LUMO is called the band gap11. When the band gap is small, 
electrons require very little external energy to reach the LUMO. A low energy barrier to
overcome the band gap indicates that electrons can be easily conducted within the 
material12. 
3
In a semiconductor, the band gap is much larger than for a conductor (see Fig. 
1). The energy structure of a semiconductor differs from that of conductive materials in 
the sense that the electrons are bound in the HOMO without any external excitation. 
However, as Fig. 1 shows, if enough energy is supplied to match the band gap, then 
Fig. 1. Schematic representing the energy level diagrams of a conductor and of a 
semiconductor.
In a conductor, the band gap energy (ΔΕ) is very small, allowing electrons (black 
circles with minus signs) to flow freely within the material. In a semiconductor, the 
band gap is comparatively larger than for a conductor. An external energy source (Eext) 
is necessary to excite an electron to the LUMO. Excitation of an electron to the LUMO 
leaves a hole (white circle with plus sign) in the HOMO. As more electron-hole pairs 
are generated, electron conduction can occur in the semiconductor material.
electrons can be conducted within the material. In other words, semiconductors can 
selectively conduct electrons in the presence of sufficient external energy.
Semiconductors have increased control over when conduction occurs because of
their larger band gap energies. This property makes these materials extremely attractive 
for application in electronic devices, which require that the flow of electrons be 
controllable. Mainstream electronics conventionally employ silicon-based 
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semiconductors. As a semiconductor, silicon poses several advantageous qualities—it is
an abundant, inexpensive resource; it can operate at high temperatures (300 K); and it 
can be easily doped with a complementary (electron-rich or vacancy-rich) material to 
improve electronic efficiency13.
Why use organic semiconductors?
Another class of semiconducting materials are organic semiconductors. These 
materials are typically molecules with conjugated π-systems, which enables electrons to
delocalize within the molecule12. Organic semiconductors possess an electronic 
structure that can also be described by Fig. 1. Just as in silicon-based materials, organic 
semiconductors require an external excitation source to initiate electron conduction.
There are several advantages to using organic semiconductors instead of silicon 
in electronic devices. One such advantage is the ability to tune the electronic structure 
of organic materials. During synthesis of organic semiconducting molecules, their 
structures can be customized to attain target electronic properties14. These properties can
include narrow ranges of electronic absorption and emission energies. The ability to 
fine-tune the electronic properties of these materials enables their utility in 
optoelectronic devices, like OLEDs15. In other words, organic semiconductors enable 
the possibility of designer molecules for use in electronic devices. 
In addition to their high degree of electronic tunability, organic semiconductors 
can be manufactured by solution-deposition8. Typically, most silicon-based 
semiconductors are prepared via physical vapor deposition (PVD) or chemical vapor 
deposition (CVD). In PVD, the material used to form the semiconductor is vaporized 
under vacuum, and eventually condenses onto a substrate to form a thin crystalline layer
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of the semiconductor, called a film16. In CVD, the reaction between select chemical 
vapors deposits a new solid material, which becomes the film17. While effective in 
producing uniform films of the semiconductor, vapor deposition techniques are unideal 
due to the high quantities of material wasted during deposition. Since the materials used
to form the films must be vaporized, only a small fraction of material actually forms the
final film.
Most organic materials are currently produced using the same deposition 
techniques as for silicon. However, unlike silicon-based materials, organic 
semiconducting films can also be manufactured by various solution-deposition 
techniques. In solution-deposition, the process of film formation is analogous to how 
paint dries. The semiconducting material is dissolved in solution and deposited onto the 
substrate surface. As the solvent evaporates away, individual molecules aggregate 
together. The molecular aggregates form a solid film on the substrate surface after 
complete vaporization of the solvent. Film formation typically occurs within a few 
minutes, depending on the solvent and environmental conditions during deposition. 
There are a variety of film deposition methods which utilize solution-processing.
Some of these techniques include spin-coating, inkjet printing, and drop-casting8. Fig. 2 
demonstrates the solution-deposition of a film via drop-casting. Film deposition by 
drop-casting is employed extensively in this work.
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Fig. 2. Solution-deposition of an organic semiconducting film by drop-casting.
Solution containing the semiconducting molecule is deposited onto a substrate using a 
pipette (left). Aggregates are represented by the dark blue ovals. As the solvent 
evaporates (middle), more molecular aggregates form. After the solvent has completely 
evaporated (right), only a semiconducting film remains on the substrate surface.
Mimicking industrial-scale solution deposition.
Many organic semiconducting molecules are prime candidates for solution-
deposition because they are highly soluble in inexpensive organic solvents. Solution-
deposition is an ideal technique for industrial-scale film production because it 
minimizes waste and enables roll-to-roll printing strategies, thereby increasing 
manufacturing efficiency while decreasing the cost of production10.
In this work, organic films are prepared in a two-step solution-deposition 
process. The first step is to prime the glass surface of the substrates with a wetting layer.
The function of the wetting layer is similar to that of a paint primer. If a deposition 
solvent exhibits a high surface tension upon interaction with the substrate, it will not 
allow the solution to spread across the substrate surface18. A wetting layer primes the 
surface of the substrate by decreasing the surface tension of the solution and, 
consequently, weakening its cohesive forces19. By applying the wetting layer to the 
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substrate before depositing the molecule of interest, the surface coverage and the overall
reproducibility of the films can be drastically improved. 
The second step in film preparation is to drop-cast the molecule of interest on 
the primed substrate (see Fig. 2). This experimental approach was selected such that 
experimental techniques could be scalable. In other words, film preparation methods 
presented in this work are capable of being transferred to large-scale manufacturing 
processes. Choosing a scalable film preparation technique is critical in the application 
of small-scale experimental findings to large-scale, industrial film fabrication 
procedures. 
Tuning mesoscopic structure through macroscopic perturbations.
While solution-deposition is a promising technique for minimizing wasted 
material during film production, it is not widely implemented due to its lack of 
reproducibility1. There can be many environmental factors that can alter the structural 
evolution of films from solution. These factors can include temperature, humidity, air 
flow, headspace, and solution concentration. Controlling for as many of these 
environmental factors as possible is essential to maximize the reproducibility of drop-
cast films. Furthermore, understanding the relationship between macroscopic 
environmental perturbations and the resulting physical structure of the films produced is
critical to improve and standardize solution-deposition techniques. These insights will 
also enable control over the structural morphology of the film.
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Defining spatial heterogeneity.
The structural morphology of an organic film is intimately related to its 
electronic functionality. When two molecules aggregate, there is a change in electronic 
energy structure. This change depends on the transition dipole geometry between the 
two molecules20. Coulombic interactions between the transition dipole moments of two 
molecules can be thought of analogously to bar magnets. If two bar magnets are brought
together with their positive ends in parallel, the magnets will repel. The overall state of 
this configuration is higher in energy than for an individual bar magnet. A similar 
energetic effect occurs for molecules with a “side-by-side” alignment of their transition 
dipole moments20. Conversely, when the opposite poles of two bar magnets are brought 
together, the magnets attract. When the magnets attract, the energy of the two-magnet 
system is lowered relative to the single-magnet system. Again, a similar effect can be 
observed in the electronic structure of two molecules aligned in a “head-to-tail” 
configuration20. 
It follows that the electronic structure of an organic film is dictated by physical 
structure of the molecular aggregates. As a result, the packing arrangement of molecules
within the a crystalline film will determine its utility for electronic applications21. For 
this relationship between physical structure and electronic function to be exploited in 
the production of semiconducting films, it is necessary to quantify the degree of 
morphological disorder, or spatial heterogeneity, that is observed.  
Fig. 3 contrasts two drop-cast films to demonstrate the range of spatial 
heterogeneity produced by this solution-deposition technique. As depicted in Fig. 3, 
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spatial heterogeneity can be identified by any structural defects, impurities, and grain 
boundaries within the film. These morphological features can inhibit charge transport22. 
Fig. 3. Observing mesoscopic morphological disorder in drop-cast organic films. 
A comparison between spatially (a) homogeneous and (b) heterogeneous films 
produced via solution-deposition. The spatially homogeneous film (pseudoisocyanine 
in acetone) does not exhibit any major grain boundaries or discrete domains within the 
film. Alternatively, the spatially heterogeneous film (TIPS-Pn in toluene) contains a 
high population of discrete crystalline domains. 
Films should ideally be produced to minimize the spatial heterogeneity because an 
inhibition of charge transport translates to reduced functionality within an electronic 
device. 
TIPS-Pn: a model system for characterizing spatial heterogeneity.
The molecule 6,13-bis-(triisopropylsilylethynyl) pentacene (TIPS-Pn) is not 
only an appealing organic semiconductor for electronic applications, but is also an ideal 
model system for characterizing spatial heterogeneity. As a solution of TIPS-Pn forms a
structurally equilibrated film, individual aggregate domains can be observed on a 
mesoscopic scale. All crystalline domains in a structurally equilibrated film of TIPS-Pn 
have the same optical properties, which include absorption and fluorescence. However, 
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for a single polarization of incoming light, the optical response of the film depends on 
the orientations of the domains which exist there23. 
The relationship between optical response and physical orientation in TIPS-Pn 
structures can be explained through a consideration of the transition dipole moment 
(TDM). In classical electrodynamics, the electric dipole moment of an object describes 
its polarity, which can be thought of as its spatial distribution of positive and negative 
charges. This quantity is largely dictated by the geometric attributes of the object, which
can include size, density, and shape24. The electric dipole moment is a useful 
measurement when considering the induced electric potential of an object, particularly 
after application of an external field. 
In quantum mechanics, a quantity similar to the electric dipole moment emerges 
when considering how the electric field of a molecular structure interacts with an 
external electromagnetic field, like that from a light source. When a molecular system is
exposed to an external electric field, its electrons can be excited between different 
electronic states. The probability that a particular electronic transition will occur (which
is proportional to the measured absorption intensity) depends on its respective TDM. 
The TDM can be thought of as the electric dipole moment that describes the transition 
between a particular pair of electronic states. For example, the transition from the 
ground electronic state to the excited electronic state is only allowed if the TDM of the 
molecule can couple to the light. In other words, the direction of the TDM must overlap 
(at least in part) with the polarization of the external field for this transition to occur. 
The degree of overlap between the TDM of the molecule and the external field dictates 
the population of electrons which can undergo that particular electron transition25. 
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Akin to the classical dipole moment, the TDM is directly correlated to the 
geometry of the molecule20. The relationship between the TDM and molecular geometry
is the result of how charged particles are distributed throughout the molecule. For 
pentacene derivatives, including TIPS-Pn, the TDM from the ground electronic state to 
the first excited state exists along the short axis of the molecule (see Fig. 4)20. 
The connection between the TDM and molecular geometry enables the use of 
optical measurement techniques to determine the relative orientations of molecular 
structures within a larger bulk material25,26. For example, each mesoscopic crystalline 
domain within a TIPS-Pn film is comprised of a collection of molecular structures with 
TDMs oriented in the same direction9. As a result, an entire domain exhibits a uniform, 
polarization-dependent absorption intensity. This phenomenon is depicted schematically
in Fig. 4.
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Fig. 4. Polarization-dependent transmission in TIPS-Pn films.
UN-P, unpolarized; V-P, vertically polarized; H-P, horizontally polarized; LS, light 
source; P, polarizer; S, substrate; F, film; TDM, transition dipole moment. Light 
propagates from left to right, originating from the light source. TIPS-Pn films (dark 
blue) exhibit a polarization-dependent coupling to the incoming light (yellow)27. 
Ideally, a polarizer (grey rectangle) only lets one orientation of light through. Domains 
are depicted by ovals along the film. Arrows above the light indicate the polarization. In
(a), horizontal (H) domains transmit a maximal quantity of the incoming light, while 
vertical (V) domains transmit a minimal quantity of the incoming light. In this case, the 
TDM (orange arrow) of the H domains are decoupled to the incoming light and those 
for the V domains are coupled. (b) shows the same system after a 90° rotation of the 
polarizer. In this case, the TDM of the V domains are decoupled to the incoming light 
and those for the H domains are coupled.
Fig. 4 schematically demonstrates that solution-deposited TIPS-Pn films are 
comprised of distinct domains on the surface of the substrate. Each of these domains 
has its own TDM orientation, which dictates its optical response. These mesoscopic 
domains are evident in Fig. 3(b). As shown in Fig. 3(b), clear grain boundaries exist 
between these domains, making it easily to distinguish them by eye. An abundant 
population of large, distinct domains signify a high degree of spatial heterogeneity. 
Therefore, TIPS-Pn films are an ideal model system for the examination of spatial 
heterogeneity in organic films. Furthermore, films of TIPS-Pn can be produced with 
different degrees of spatial heterogeneity depending on the deposition conditions, like 
temperature and solution concentration. By changing these environmental parameters 
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during film deposition, the structural morphology of TIPS-Pn films can be controlled 
and characterized23,28. 
Using polarization-dependent brightfield microscopy to image TIPS-Pn samples.
The structural morphology of TIPS-Pn films can be characterized by studying 
film absorption as a function of polarization angle. A spatially resolved data acquisition 
technique is necessary to connect absorption measurements to spatial heterogeneity 
within the film. Microscope imaging can be used to satisfy this constraint. In this work, 
we employ brightfield microscopy, in which contrast is created by dark sample 
features and a bright, well-illuminated background29.
An introduction to brightfield microscopy.
Brightfield microscopy is the simplest form of optical microscopy because it 
does not require any specialized optomechanical elements. A brightfield microscope 
collects light from a light source, directs it to the sample with a series of lenses, and 
records information about the sample features (stored in the light) using a detector. 
The optical path of a brightfield microscope starts at the light source. In 
brightfield microscopy, this light source is typically broadband, meaning that several 
wavelengths are output simultaneously. Next in the path is the collector lens. This lens 
directs light from the light source into the optical path of the sample. This lens is 
necessary because undirected light (emitted by the light source) does not have enough 
intensity to show signal in measurements by the camera. After the collector lens is the 
condenser lens, which focuses light in the optical path onto a localized spot on the 
sample. The focal length of the condenser lens will determine the how much of the 
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sample is evenly illuminated. Ideally, the size of the illumination spot should be greater 
than the field of view imaged by the camera.
The two most important lenses in a brightfield microscope are the objective lens
and the tube lens. The function of the objective lens is to collect light after propagation 
through the sample. The tube lens collects incoming light from the objective lens and 
focuses it onto the pixel array of the camera detector. The ratio of focal lengths between
the objective lens and tube lens will determine the magnification of the image. The 
magnification, M, can be expressed as,
 
M =
ftube
fobj
,
                                                      (1)
where ftube is the focal length of the tube lens, and fobj is the focal length of the objective 
lens. If ftube and fobj are equal, then no magnification is achieved. 
Achieving Köhler illumination.
In order for a brightfield microscope to acquire accurate images of a sample, it 
must be aligned such that all features of the light source are defocused at the sample 
plane. If not completely defocused, the light source can introduce artificial glare and 
shadowing into the image of the sample. These artifacts, which are caused by uneven 
intensity present in the light source, inhibit accurate measurement of the sample. 
One alignment strategy, called Köhler illumination, can be performed to defocus the 
light source at the sample plane. 
The process of Köhler illumination can be understood by first considering how 
light propagates through a lens. When a lens is placed a single focal length after object 
(in the optical path), the spatial features of the object are mapped to the frequency 
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components of the transmitted light. In other words, the lens masks the spatial 
information contained in the light one focal length after the object. In 4f imaging, spatial
information is regained four focal lengths away from the object. Fig. 5 illustrates this 
concept through ray tracing. In a brightfield microscope, Köhler illumination is 
achieved by manipulating this property of lenses to ensure that there are no features of 
the light source at the plane of the sample. Light that is completely defocused at the 
sample plane ensures that only features of the sample are measured in the transmission 
images collected by the camera.
Introducing a polarizer to a brightfield microscope.
In this work, we present a brightfield microscope modified to acquire 
polarization-dependent transmission images. Given that TIPS-Pn exhibits polarization-
dependent transmission, this feature can be exploited to characterize mesoscopic spatial 
heterogeneity26. To characterize film morphology using polarization-dependent
Fig. 5. Light propagation through a 4f imaging system. 
The object plane is indicated by the leftmost vertical green line. As light propagates 
through the lens, the spatial information of the object is completely defocused. The 
object is defocused through the red region. After passing through the second lens, the 
light begins to converge, and the spatial information describing the object is regained.  
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transmission, it is necessary that brightfield images are collected over a series of 
different polarization angles. A linear polarizer, secured to a motorized rotation mount, 
is introduced into the optical path of a homebuilt brightfield microscope. A rotating 
polarizer enables brightfield imaging at a series of polarization angles. These data can 
be used in a homebuilt image analysis software to quantify the degree of spatial 
heterogeneity in TIPS-Pn. 
Employing sinusoidal fitting to extract physical meaning from microscope images.
Raw image files containing the polarization-dependent transmission at different 
spatial locations at the sample do not yield quantifiable determinations of spatial 
heterogeneity. Therefore, it is necessary to extract meaning out of these images by 
performing a series of computational routines. The first of these routines is convert the 
measured transmission signal to absorbance and fit these data pixel-by-pixel (as a 
function of polarization) to a sinusoidal waveform.
The utility of the sinusoidal waveform.
The periodicity of linear polarizers can be exploited to extract meaningful, 
quantitative information out of the raw transmission images. As a linear polarizer is 
rotated over a range of 180o, we should expect there to be an angle value where light is 
maximal transmittance, and an angle value where light is minimally transmitted. These 
angle values can be defined as the maximum and minimum angles, respectively. Given 
that the transmission of the polarizer is bounded by a maximum and minimum angle, 
the oscillatory transmission pattern can be well described by a sinusoidal function. 
This class of functions provides an adequate set of models for periodic behavior. As a 
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result, the polarization-dependent transmission signal of the sample can be modelled 
well by a cosine function.
It is ideal to use a cosine function to model polarization-dependent transmission 
because cosine is well behaved and can be fit easily to three different parameters. These
parameters include the amplitude, phase shift, and vertical offset of the sinusoid (see 
Fig. 6). The maximal amplitude describes the maximal output signal. The phase shift 
indicates how far from the “starting point” of the functional form the argument of the 
signal is. The vertical offset is a description of the baseline average for the signal. In 
other words, the vertical offset is the central value around which the function oscillates. 
A physical interpretation of the phase shift parameter.
The amplitude, phase shift, and vertical offset of a sinusoid correspond to 
physically significant quantities. The amplitude, in the case of a film, describes the 
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Fig. 6. Defining the characteristic parameters of sinusoidal functions.
The blue trace shows a cosine function, while the red trace shows a sine function. 
Cosine and sine differ by a phase shift (φ) of π /2, as shown by the green arrow. The 
maximal amplitude (purple arrow) describes the distance between the average value of 
the sinusoid and its maximal output. The vertical offset (not shown) describes the 
vertical shift necessary to return to an average value of zero. 
range of optical densities over the surface of the film. Optical density is indicative of 
film thickness. For TIPS-Pn films, the phase shift can be a gauge of the relative 
orientations between crystalline domains. Finally, the vertical offset can be thought of 
as a measure of the average film thickness.
In the analysis of spatial heterogeneity presented in this work, the most relevant 
sinusoidal parameter is the phase shift. The phase shift can be connected to domain 
orientation by considering the mathematical interpretations of two destructively 
interfering sinusoids. An example can be observed in Fig. 6, where the relative phase 
shift between waveforms is π /2 .For means of illustration, consider two distinct 
domains within a film, each with a distinct sinusoid describing its polarization-
dependent transmission. The relative phase shift between these sinusoids demonstrates 
that the maximum angle occurs at a different angle position for each of these domains. 
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If the maximum angle differs between these domains, then the physical packing of the 
domains must be distinct. Different packing structures signal that the overall orientation
of the two domains must be unique from one another, thus confirming that the two 
domains are also distinct.
Image stitching: Building a panorama shot.
To fully define and assess the differences between domains within a film, the 
entire surface of the film must be measured. However, the microscope instrument 
presented in this work is not capable of measuring the entire film in one image. The 
film area captured at a single spatial location on the film is small relative to the size of 
typical domain. To overcome this limitation, images are collected at several spatial 
locations on the film and are stitched together. This solution, in essence, creates a 
panorama image of the sample.
In a smartphone camera, for example, a panorama shot takes several images as 
the device is translated across the field of view and patches them together. “Seams” 
between different spatial locations are bound to occur with tilting of the device during 
translation. Often times these “seams” between individual images are smoothed out 
with a mathematical image mixing scheme. “Seam” smoothing occurs as the phone 
algorithm matches spatial coordinates of the two images according to their common 
features. Repeating this process for several images generates the full panorama image, 
capturing the full desired field of view.
A similar technique can be applied to the microscopy data, enabling the 
construction of panorama film images. As described above, a sinusoidal model and 
corresponding fits are generated for each pixel at a single spatial location on a film. 
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Each spatial location of a film can be represented by a unique amplitude, phase shift, 
and vertical offset maps, generated from the pixel-by-pixel fitting routine. Using the 
spatial maps of sinusoidal fitting parameters, instead of the raw transmission images, 
enhances the accuracy of the overlapping assignments. Enhancement in the image 
stitching accuracy can be attributed to using three sets of data (rather than one) to 
generate the panorama image. 
During the image stitching procedure, two sinusoidal maps are compared at a 
time. The absolute difference (per pixel) is calculated for possible overlap positions 
between the images. This calculation is performed for each of the sinusoidal maps: 
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Fig. 7. Schematic representing the image stitching procedure.
Images from two separate spatial locations (left and right) are compared. The red star in
both images represents a single feature. Optimal overlap of the images is achieved 
where this feature is completely overlapped between the two images, as shown in the 
composite image. Continuing this process for several spatial locations produces a 
composite image representative of the entire film.
amplitude, phase shift, and vertical offset. Ideal image overlap is illustrated 
schematically in Fig. 7.
The overall minimum absolute difference is computed from overlapping the 
three sinusoidal maps. An image overlap position which produces the lowest absolute 
difference is considered optimal. An ideal overlap position indicates that features of the 
two images have likely been matched. Once optimal overlap is achieved, the images are
blended together using a gradient weighting system to smooth the transition from one 
image to another. 
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Assigning mesoscopic domains: Coloring with a quasi-random paint bucket.
Once stitched images have been attained, a systematic method of assigning 
pixels to discrete domains is necessary to quantify the spatial heterogeneity of the film. 
By eye, it is straightforward to identify mesoscopic domains within a microscope 
image. However, picking out each domain manually would be a daunting task, 
considering that thousands of domains can be present in a single film! Therefore, it is 
essential to automate the domain assignment process by comparing quantitative 
measurements indicative of film morphology. 
In an image, there are several properties which can distinguish one shape from 
another. These include brightness, texture, and color30. When these properties are 
quantized and considered synchronously by a computer, pixels within an image can be 
assigned to distinct objects—which, in this work, we define as mesoscopic domains. 
There exist numerous, well-established computational techniques for assigning pixels to
discrete object as determined by their brightness, texture, and color. 
What is a flood fill algorithm?
One such assignment technique is a flood fill algorithm31. These algorithms are 
widely implemented in contemporary image processing software. An example of this 
algorithm can be found in the Microsoft Paint ‘paint bucket’ tool. By utilizing a flood 
fill algorithm, the interior of a closed shape can be colored radially by clicking on a 
single pixel in the image. 
The premise of a flood fill routine is straightforward. A starting (seed) pixel is 
first selected by the user. During initialization of the flood fill algorithm, the seed is 
assigned a particular numerical value. For images, this value is usually descriptive of 
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color, like RGB. The initial state of the seed (i.e. its numerical value) is stored. As the 
flood fill algorithm commences, a comparison between the seed and its nearest 
neighbors is performed. The value of the seed is compared to the value of its nearest 
neighbors. This comparison elicits a binary response: the seed either does or does not 
match the neighboring pixel. A binary comparison can occur because every color has a 
unique RGB value. 
The results of the seed-neighbor comparison determine the progression of the 
flood fill algorithm. If neighboring pixels match the seed, their current numerical value 
is stored, and they are assigned to the same value as the seed. These matching neighbors
are assigned as the next seed pixels. If neighboring pixels do not match the seed, they 
are ignored and are not assigned to the same numerical value. The flood fill algorithm 
ends when the seed pixel is surrounded by neighboring pixels that do not meet the 
match criterion.
What makes our flood fill algorithm distinct?
Conventional flood fill techniques are ideal for discerning shape boundaries 
where the data are discrete32. The flood fill strategy presented in this work diverges 
from other techniques through its handling of continuous data. The distinction between 
data types is critical in how pixels are assigned to different domains. In discrete data, a 
match is rejected if the seed and neighbor do not have identical numerical values. 
Rather than defining a match as identical, we consider a match for continuous data to be
defined by a range of acceptable values. The flood fill algorithm presented in this 
research employs the phase values (from the sinusoidal fitting routine) as the continuous
data for assigning domains. 
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A quasi-random approach: Guiding the seeds of the flood fill algorithm.
Another necessary consideration in the development of a flood fill routine is the 
reproducibility of results. Reproducibility is largely determined by the seed pixel. In 
mainstream flood fill algorithms (like the ‘paint bucket’ tool from Microsoft Paint), 
input from the user sets the starting pixel. However, a user-defined seed becomes 
unrealistic when there are thousands of domains to consider within a single image. 
Automation of the initial seed selection is an ideal strategy to mitigate irreproducibility 
in the case of domain assignments. 
To automate seed selection, the flood fill algorithm presented here considers the 
standard deviation of phase shift assignments across the surface of the film. The number
of neighboring pixels considered in the local standard deviation calculation is set by the 
user. This calculation builds a spatial map of local deviation in the phase shift 
assignment. The pixel with the absolute lowest standard deviation in the phase shift 
parameter is assigned as the first seed. All subsequent seeds are assigned by ascending 
order of standard deviation values. If a seed has already been assigned to a domain, it is 
removed from this list of potential seed pixels. 
Additionally, boundaries between two domains tend to exhibit more deviation in
the phase shift parameter. This trend occurs because pixels in a single domain should 
possess phase shift assignments distinct to that domain. It follows, then, that the 
boundary between two domains will contain phase shift assignments characteristic to 
both domains. If a local standard deviation is computed with pixel contributions from 
two different domains, the resulting value will likely be much higher than that for a 
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single domain. As a result, the standard deviation in the phase shift assignments can be 
used as a guide for which pixels to exclude from consideration as seeds. 
Furthermore, the standard deviation map is employed throughout the flood fill 
routine, during domain assignments. Upon initialization of the routine, the user defines 
a set threshold to the acceptable range of phase shift values. A threshold of acceptable 
standard deviations in the phase shift is set manually as well. If a pixel in the spatial 
map of phase shift standard deviation exceeds the maximal, user-defined threshold, then
it is not considered in domain assignments. Unassigned pixels are treated separately 
from assigned pixels during the quantification of spatial heterogeneity. 
Extracting characterization parameters: Defining the sizes, shapes, and 
orientations of mesoscopic domains.
The flood fill routine outputs a spatial map of unique domains within the film. 
Once distinct domains have been identified, it is necessary to extract meaningful 
characteristics out of these domain maps. In this work, three different physical metrics 
are considered in the quantification of spatial heterogeneity. These domain metrics 
include area, aspect ratio (AR), and intradomain spatial gradation in the phase shift
( dφdA ).
Measuring domain area.
One natural characteristic that arises from the domain data is area. Area is 
defined as the total number of pixels contained within a domain (including edges), 
converted to a physically significant unit like square millimeters. Domain area is 
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considered in our analysis of domain metrics because it can be related to the total area 
of film surface coverage. In other words, we want to probe whether or not there is a 
correlation between different environmental perturbations and the area of the domains 
which grow on the film. 
Defining a coordinate system for each aggregate domain.
Unlike domain area, AR and 
dφ
dA
 depend on the orientation of the domain in 
space. However, the directionality of each aggregate domain is oriented a different way 
upon the film surface. Therefore, a universal coordinate system cannot be used to 
describe domain directionality. One reasonable solution is to describe direction-
dependent metrics by a basis set that is unique to each domain. 
A basis set describes the simplest collection of directional components that 
constitute a physical space. In three dimensions, common basis sets are defined by 
different coordinate systems, the most familiar of which is the Cartesian coordinate 
system. However, data in this work only examine a two-dimensional space, along the 
film surface. The depth of a film is not considered. This observation implies that the 
simplest basis set for each domain will consist of two distinct, orthogonal vectors. 
When defining a basis set for different domains, it is necessary to use a 
mathematical approach that will be reproducible regardless of the domain geometry. 
One way this condition can be met is by considering the spread of pixels belonging to a 
single domain. The spread of pixels in the x- and y-directions is represented as a 
covariance matrix (see Fig. 8). A covariance matrix describes the spread of pixels that is
independent in each direction, as well as the cross-correlated spread. 
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Fig. 8. A schematic representation of assigning a coordinate system using eigenvectors.
An arbitrary set of data is shown with its covariance matrix. The covariance matrix 
describes the spread of the data in the x- and y-directions, in addition to the covariant 
spread (i.e. the spread along the diagonal). The arrows overlain on the data represent 
the coordinate system assigned by using the covariance matrix to solve the 
characteristic equation (Eq. 2).
The correlation matrix can determine the rotation of the domain from standard 
coordinates. This determination can be performed by solving the characteristic 
equation of the matrix, which is given by,
det A - lI( ) =0,                                                    (2)
where det is the determinant, A is the correlation matrix, λ describes the eigenvalues of 
the system, and I is the identity matrix. Further, we can find the direction to which each 
eigenvalue is associated, called an eigenvector, by the equation,
                                                       (3)
where     is the eigenvector from which we can describe the entire space of the domain.
Using the aspect ratio to describe domain symmetry.
Once an adequate pair of eigenvectors and eigenvalues has been determined for 
a domain, its aspect ratio (AR) can also be computed. AR can be defined as the ratio 
between the major and minor axes of a shape. In short, AR considers domain 
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proportionalities. An AR value of 1 signifies that the length and width of a domain are 
very similar. However, AR >>1 indicates that the domain is very long and thin. If the 
domain geometry is approximated as an ellipse, the calculated eigenvalues can be used 
to determine the AR value of the domain. There exists an eigenvector equation which 
describes the orientation and size of the ellipse. In this equation, the length of an axis 
along one eigenvector is set by the square root of the corresponding eigenvalue. 
Computing the ratio between the “major” and “minor” eigenvalues yields an 
appropriate measure of the domain AR.
Quantifying intradomain phase shift gradation.
Once a coordinate system has been defined for each domain, an assessment can 
be made of the magnitude and directionality of phase shift variation within a single 
domain. We are defining this variation as the intradomain phase shift gradation ( dφdA )
. There is bound to be some natural gradation in the phase over the spatial coordinates 
of the domain. This result is due to the fact that the absolute difference in phase shift 
assignments can vary a finite amount and that pixels are assigned to a domain based 
upon matching with a neighbor (rather than a statistical average of previously assigned 
phase shift values).  
A value of 
dφ
dA
 can be determined by computing an averaged two-dimensional 
gradient of the phase shift values within a single domain. The averaged two-
dimensional gradient works by considering the difference between a seed pixel and its 
nearest neighbors. Gradients maintain their directional components. A local average at a
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particular seed pixel is evaluated by taking the statistical mean of gradients from a fixed
subsection of pixels within the domain map. Taking a local average gradient helps to 
smooth over any features (like grain boundaries) which could cause very dramatic 
changes in the pixel-by-pixel gradient.   
Overarching objective: Quantifying the relationship between macroscopic 
perturbations and the spatial heterogeneity of TIPS-Pn films. 
By combining the techniques presented here, we report a homebuilt, 
polarization-dependent brightfield microscope and computational image analysis 
method for quantitatively measuring the spatial heterogeneity existent within films of 
TIPS-Pn. In this work, we demonstrate the functionality of this program by examining a
single TIPS-Pn film. Further, several TIPS-Pn films, deposited at different temperatures
and with varied solution concentrations, are investigated using the image analysis 
method. Quantifying the mesoscopic spatial heterogeneity of each film enables insight 
into how macroscopic perturbations to the deposition environment affect the formation 
of domains during solution-deposition. Understanding this relationship allows better 
control over film formation and can contribute toward improving the reproducibility of 
existing solution-deposition techniques.
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Materials and methods: A hybrid experimental-computational
technique.
Preparing TIPS-Pn samples: Small scale solution deposition. 
Glass substrates (38 mm x 25 mm x 1 mm; VWR 16004-422) were prepared by 
cleaning the surface with methanol. A 0.400 mL aliquot of a 10 mM 
trichloro(phenethyl)silane (PETS) in toluene solution was spin-cast onto each substrate 
to form a wetting layer. The PETS wetting layers were applied under ambient 
conditions. Solutions of TIPS-Pn in toluene were prepared at concentrations of 1.00, 
0.67, and 0.33 mg mL-1. These concentrations were selected because they provide a 
range of final film thicknesses on the same order of magnitude. During deposition, a 
0.300 mL aliquot of the desired TIPS-Pn solution was drop-cast onto the substrate 
surface using a single channel mechanical pipettor (VWR 89079-974). A Petri dish was 
used to cover the samples immediately after dropping the TIPS-Pn solution. 
To control for environmental perturbations, all films were produced in a 
homebuilt deposition chamber (see Fig. 9). The deposition chamber isolates the film 
during deposition from the surrounding room environment. Inside the deposition 
chamber is a metal sample stage connected to a recirculating bath (VWR AD7LL R-20).
The sample stage maintains a constant substrate surface temperature for the duration of 
the deposition. Film formation was examined at five different deposition temperatures: 
30, 40, 50, 60, and 70 °C. These temperatures were selected because they provide a 
range of film formation times that is on the order of minutes. Film formation on a 
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Fig. 9. Homebuilt deposition chamber for drop-casting TIPS-Pn films.
The deposition chamber is an acrylic box that is sealed from the surrounding 
environment. The sample (blue) rests on an aluminum sample stage (grey). The stage is 
connected to a recirculating bath (inlet/outlet represented by blue arrows) to control the 
deposition temperature. A Petri dish (transparent) is placed over the sample 
immediately after dropping the solution.
timescale of minutes enables an examination of how the rate of solvent evaporation 
impacts domain formation.
Polarization-dependent brightfield microscopy: imaging the sample.
During the imaging process, a film is secured to the sample stage (Thorlabs 
XYFM1). A broadband tungsten lamp illuminated the sample. The focal lengths of the 
objective lens and tube lens are 150 mm. Since these lenses are equal in focal length, 
there was no magnification to the microscope, as determined by Eq. 1. The detector 
used in this apparatus is a monochrome camera (Thorlabs DCC1545M). The sensor 
array of the camera contains 1280 x 1024 pixels. Each pixel in the camera has 
dimension 5.2 μm x 5.2 μm. Therefore, the camera is capable of imaging a single spatial
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location on the film surface with dimensions 6.7 mm x 5.3 mm.  Fig. 10 illustrates the 
optomechanical elements and optical path of a simple brightfield microscope. 
Before data acquisition, a series of polarization-dependent background images 
are collected. Background images measure the transmission of a blank substrate over 
eighteen polarization angles (0° to 180°), in 10° steps. A linear polarizer is secured to a 
motorized rotation stage.  When collecting sample measurements, only one spatial 
location on the film is imaged at a time. At maximal transmission, film optical density 
ranges from ~0.1 to ~0.3. A series of spatial locations is collected over 
Fig. 10. Experimental setup of the polarization-dependent brightfield microscope.
LS, light source; COL, collector; FS, field stop; F, spectral filter; AS, aperture stop; 
CON, condenser lens; M, aluminum mirror; P, polarizer; TS, sample plan on a 
translation stage; OBJ, objective lens; BFP, back focal plane iris; TL, tube lens; CAM, 
camera. The light source emits light into the optical path. The collector sends this light 
to the condenser. The condenser reflects vertically off of the aluminum mirror, 
propagates through the polarizer, and converges at the sample plane. Light transmitted 
by the sample is directed into the objective lens. The objective lens focuses the light 
onto the camera detector for image acquisition.
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the entire film surface such that they can be constructed into a larger comprehensive 
map of the sample. At every spatial location, eighteen different polarization images are 
collected. Pictures of the sample transmission are taken over a range of angle positions 
on the rotation stage from 0o to 180o, in 10o steps. 
Image processing methods. 
A sinusoidal fitting routine was built in Python. A best fit curve to the 
polarization-dependent absorption at each pixel was determined through a least-squares 
regression routine. Uncertainty in each sinusoidal fit is determined by its indeterminate 
error. The fit equation is given by Eq. 4,
f (x)=Acos(2px+j)+C                                           (4)
where A is the amplitude, φ is the phase shift, and C is the vertical offset.
Twenty spatial locations were used to develop a panoramic image of each film. 
These images yielded a total area of ~600 mm2 . For the domain identification 
algorithm, approximately 200,000 seeds were selected. The eight nearest neighbors 
were considered for every seed. Standard deviation thresholds considered for separation
of domains were 2.5°, 3.5°, 4.5°, and 5.5°. Flood fill thresholds considered for 
separation of domains were 3.0°, 4.0°, 5.0°, and 6.0°. Approximately 200-1000 domains
were identified for each film.  
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Results and discussion: A complete demonstration of the image
processing procedure.
In this work, we use polarization images collected over the entirety of a single   
film to show how the homebuilt image analysis technique is applied. A film produced at
60 °C with a solution concentration of 1.00 mg mL-1 demonstrates the image processing
method. 
Converting raw transmission images into absorption measurements.
Fig. 11 shows a series of absorption images collected at a single spatial location 
on the sample. The absorption value at each pixel within the image is computed by 
normalizing raw transmission values collected by the camera. Absorption values are 
computed by 
A=- log10
T
T0
æ
è
ç
ö
ø
÷
                                                  (5)
where A is the absorption, T is the measured transmission, and T0 is the background 
transmission recorded at a single polarization angle (with a blank slide in place). 
Absorption measurements are reported as optical density in this work.
The spatial location highlighted in Fig. 11 is located toward the outer periphery 
of the film, where more discrete domains are observed. In Fig. 11, each image shows 
the absorption at a particular polarization angle, which is listed above the image. 
Comparing the eighteen different absorption images, it is clear that particular crystalline
structures absorb more or less with respect to the polarization of the incoming light. 
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Fig. 11. A series of absorption images collected at a single spatial location.
Between each image, the polarizer is rotated ten degrees. The relative polarization angle
of the polarizer is listed above the image of the film. Dimensions of the film (L, length; 
W, width) are converted from pixels to millimeters by a factor of 5.2 mm/pixel. 
Crystalline structures within the sample absorb more or less light depending on their 
physical orientation relative to the polarization of the incoming light.
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It is also in Fig. 11 that we can observe the expected oscillatory absorption behavior as 
a function of polarization angle.
Fitting polarization-dependent absorption measurements to sinusoidal waveforms.
Since the absorption of every pixel in Fig. 11 is periodic as a function of 
polarization angle, it can be fit to a sinusoidal curve. Fig. 12 demonstrates this 
sinusoidal curvature. The five colored stars in Fig. 12(a) show the five select pixels used
for demonstration. The colored markers in Fig. 12(b) exhibit the absorption at the single
pixel as a function of polarization angle, while dashed lines demonstrate the sinusoidal 
fit to the measured data. Marker and trace colors shown in Fig. 12(b) correlate to the 
pixels highlighted by the colored stars in Fig. 12(a). 
Polarization-dependent absorption measurements illustrated in Fig. 12(b) 
demonstrate the relative orientations between crystalline structures, which can be 
Fig. 12. Sinusoidal absorption (at individual pixels) as a function of polarization angle. 
Five pixels from the absorption spatial map at a polarization angle of 0° (see Fig. 11) 
are highlighted, as indicated by the colored stars in (a). The corresponding absorption 
measurements as a function of polarization angle are shown as colored dots in (b). 
Dashed lines in (b) show the sinusoidal fit of the data. Colored traces in (b) correspond 
to the same colored star in (a). 
37
inferred by examining the positions of the maximal peaks of the fits (dashed lines). 
Observe that the minimum of the orange and red traces shown in Fig. 12(b) occur where
the purple, blue, and green traces approach their maximum absorption values. This 
behavior suggests that the crystalline structures marked by the orange and red stars are 
rotated in the spatial plane approximately ninety degrees relative to the structures 
marked by the purple, blue, and green stars. 
A qualitative examination of the crystalline structures shown in Fig. 12(a) can 
be used to confirm the differences in their relative orientations, shown in Fig. 12(b). As 
displayed in Fig. 12(a), structures marked by the orange and red stars exist within 
regions of the sample with a high optical density (~0.10-0.15). Meanwhile, structures 
marked by the purple, blue, and green exist within regions of the sample with a low 
optical density (~ 0.05-0.10). Crystalline structures that exhibit different optical 
densities at the same polarization angle could be described by different sinusoidal 
absorption curves. Alternatively, this observation could suggest that there is a difference
in film thickness between these two regions. The sinusoidal transmission behavior for 
different spatial locations on a single film is illustrated in Fig. 12(b). 
While Fig. 12 shows the absorption as a function of polarization angle for 
individual pixels, this sinusoidal behavior can be fit for all pixels within the image. Fig. 
13 illustrates the sinusoidal fitting parameters (amplitude, phase shift, and vertical 
offset) as a function of spatial coordinates. In other words, Fig. 13 shows the sinusoidal 
fitting parameters that correspond to polarization-dependent absorption values assigned 
to each pixel. We can clearly observe in Fig. 13(b) that pixels of uniform phase shift 
tend to reveal boundaries between the crystalline structures observed by eye. 
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Fig. 13. Spatial maps of the (a) amplitude, (b) phase shift, and (c) vertical offset of 
sinusoidal fitting parameters at a single location on the film.
Each map above enables a spatial comparison of the fitting parameters generated for 
each individual pixel. These parameters are extracted from the sinusoidal absorption 
measurements demonstrated in Fig. 12(b).
Comparing Fig. 13(b) to Fig. 12(a), the spatial map of phase shifts exposes the 
crystalline structures which can be considered as belonging to the same domain.
Notice also in Fig. 13(b) that the phase shift values are cyclic. This property 
arises from the oscillatory nature of sinusoidal functions. As a result, the color values 
representing the phase shift scale are also cyclic. We should not expect strong divisions 
between phase values of 180o and 0o because these are, in essence, the same phase angle
assignment.
Boundaries between crystalline structures are not as obvious in the spatial maps 
of amplitude and vertical offset, as can be observed in Fig. 13(a) and Fig. 13(c), 
respectively. This observation arises from the physical interpretation of the sinusoidal 
fitting parameters. Since the amplitude measures relative film thickness across the 
surface of a sample, ideally it should not vary dramatically in a sample with uniform 
surface coverage. A rather narrow range of amplitude fits (~0.02-0.04) is observed 
across the surface of this spatial location on the sample. Similar to the amplitude, the 
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vertical offset should not vary substantially because it represents the local average 
thickness at a particular pixel location. As expected, a small range of vertical offset 
values (~0.02-0.07) is exhibited in Fig. 13(c). 
Building panorama images.
Even though large structural features cannot be observed in the spatial maps of 
amplitude and vertical offset fits, these data can still be used, in combination with the 
spatial map of phase shift assignments, to build a comprehensive view of the sample 
(see Fig. 14). All three spatial maps of fitting parameters are employed to stitch together
several spatial locations along same film. The resulting output is shown in Fig. 14, 
which illustrates a cohesive map of phase angle assignments across the entire surface of 
Fig. 14. Complete spatial map of phase shift assignments on a single film.
This map enables a qualitative assessment of the spatial morphology of the film. 
Dramatic differences in the phase shift values between neighboring pixel groups can 
visually confirm the presence of what we are describing as a discrete domain.
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the sample. Fig. 14 enables an assessment of the discrete crystalline domains which 
comprise the film. 
Domains can be qualitatively determined by examining the stark boundary lines 
illuminated by the phase shift assignments. We can qualitatively observe in Fig. 14 that 
there are a variety of different domains occupying the surface of the film. These 
domains range from long, narrow geometries to elongated trapezoidal structures. In this 
particular film, most observed domains appear to be 2-5 mm in length. 
Identifying mesoscopic domains within a film.
In addition to a qualitative view, the spatial phase shift map can also be 
employed in a quantitative evaluation of domains contained within a film. A 
quantitative assessment of domains is performed by utilizing the complete phase shift 
map in the domain identification routine. One essential component used in this routine 
is a spatial map describing the local standard deviation of phase shift values, 
represented as σph. These maps define the boundaries between discrete domains. The 
threshold of permissible deviation in the phase shift, denoted as βstd, controls the 
strictness of domain boundaries. Fig. 15 illustrates how boundary strictness varies with 
βstd.
As observed in Fig. 15, adjusting the value of βstd changes the boundary lines 
between domains. However, domain assignments are not obvious from these spatial 
maps of σph alone. Rather, standard deviation maps must be paired with the homebuilt 
domain identification routine to systematically assign discrete domains within a film. 
Threshold parameters—which include both βstd and the flood fill threshold, βff—are 
selected for use in the domain identification routine from a calibration matrix, shown in
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Fig. 15. Spatial map of σph as a function of βstd.
Spatially mapping the deviation in the phase shift guides boundary decisions within the 
domain identification routine. These maps are generated using βstd = 2.5° (a), 3.5° (b), 
and 4.5° (c). Colors representing the data are binary. A value of 1 (black) indicates that 
σph > βstd, meaning that a boundary exists at this location. Conversely, a value of 0 
(white) translates to σph ≤ βstd, indicating that is unlikely for a boundary exists at this 
location.
Fig. 16. Calibration matrix for determination of ideal domain identification parameters.
The grid of images demonstrates how the spatial domain map, produced with the 
domain identification routine, changes as a function of both βstd and βff values. Gray 
areas represent spatially heterogeneous regions of the film that could not be assigned 
with the program. The color scale describes that domains are distinct. The (4.5°, 5.0°) 
domain map exhibits the most ideal identification of domains. As a result, the threshold 
combination of (4.5°, 5.0°) is used in further characterization procedures. 
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Fig. 16. The calibration matrix enables a visual evaluation of which βstd and βff values 
are ideal for building a domain map. Threshold parameters are considered “ideal” when 
the domain map produced aligns with our qualitative assessment of domain 
assignments.
Fig. 16 demonstrates that the combination of identification parameters 
considered optimal for this film are βstd = 4.5°and βff  = 5.0°. These values indicate that 
σph > 4.5° will result in a domain boundary, and that local (pixel-to-pixel) similitude in 
phase shift assignments will be less than 5.0°. Further analysis of the domains within 
the film will be performed on the domain map shown in Fig. 16, with threshold values 
of  βstd = 4.5° and βff  = 5.0°.
Calculating domain metrics to describe spatial heterogeneity.
Once ideal values of βstd and βff have been determined, physical characterization 
metrics—size and AR—can be extracted from the resulting domain map. Values of  
dφ
dA
 
were not considered in this work due to a computational runtime error. These metrics 
are obtained by using the domain characterization routine. Each domain within the 
domain map is considered individually when determining its physical characterization 
metrics. Fig. 17 shows the definition of a single domain within the spatial map of phase 
shift values.
Once a domain has been isolated, as illustrated in Fig. 17, its physical 
characterization metrics can be determined. Fig. 18 visually demonstrates these metrics 
for the single domain highlighted in Fig. 17. 
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Fig. 17. Using the domain map to define a single domain within the film.
The spatial map of domains shown in (a) is a small subset of data, cropped from (4.5°, 
5°) domain map shown in Fig. 16. This region was selected to highlight the single 
domain, shown in (b). The image illustrated in (b) demonstrates how single domains are
isolated from the complete domain map. Isolating domains enables computation of 
physical characterization metrics on a domain-by-domain basis. In (c) the spatial map 
of phase shift values is shown exclusively for the domain highlighted in (b).
Fig. 18. Visual representation of domain characterization metrics.
An isolated domain is shown, along with its corresponding eigenvectors. This image is 
reproduced from Fig. 17(b), with the eigenvectors overlaid. The magnitudes of the 
eigenvalues are scaled by a factor of 150. The AR is determined to be 4.3. 
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Each domain within the spatial phase shift map is isolated (as demonstrated in 
Fig. 17) and will contain a unique set of characterization metrics (as shown in Fig. 18). 
A distribution of domain sizes and AR values can be determined by computing these 
metrics for every domain in the film. Fig. 19 shows the distribution of domain areas, 
aspect ratios, and spatial phase shift gradation evaluated for a single film.  
Fig. 19. Distribution of areas, AR, and AR vs. area for all domains within a single film.
(a) Distribution of domain sizes; (b) distribution of domain AR values; and (c) 
correlation plot of AR as a function of domain area.
Fig. 19 demonstrates that the majority of the film surface (~25%) is composed 
of domains with area measurements < 5 mm2. Similarly, values of AR < 2.5 appear to 
be the most prominent contributors to the film composition. By comparing AR to 
domain size, it is clear that there is not a definitive trend between AR and domain area. 
This conclusion can be drawn from the fact that domains with areas < 5 mm2 appear to 
sample all of the AR values. Additionally, there appears to be a large population of 
domains that have AR values < 2.5, independent of domain size. This result is 
consistent with the distribution presented in Fig. 19(b).
As we can see from Fig. 19, the image analysis package described in this work 
provides a quantitative measure of spatial morphology through calculation of domain 
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characterization metrics. However, in order to draw meaningful connections between 
the macroscopic deposition and film spatial heterogeneity, it is necessary to apply this 
technique to several films.
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Results and discussion: How do deposition temperature and solution
concentration affect spatial heterogeneity?
The technique presented in this work for quantification of film spatial 
heterogeneity can be applied to several films produced at various deposition conditions. 
This section compares the spatial heterogeneity for a series of films produced under 
varied deposition temperatures and solution concentrations. In this analysis, spatial 
heterogeneity is described by two domain metrics: area and AR. Values of 
dφ
dA
 were not 
computed for these data because of a computational runtime error. Measuring the 
spatial heterogeneity as a function of deposition conditions will provide insight into 
how these environmental perturbations affect the formation of mesoscopic domains.
Using a calibration matrix to determine optimal values of βstd and βff.
Two films were prepared at each combination of deposition temperature and 
solution concentration. Individual transmission images collected for each film were 
converted to panoramic spatial maps of sinusoidal fitting parameters, as described in the
section, Results and discussion: A complete demonstration of the image processing 
procedure. A calibration matrix, similar to that presented in Fig. 16, is shown in Fig. 20.
The films displayed in Fig. 16 have a concentration of 1.00 mg mL-1. Only one of the 
two films prepared at each combination of solution concentration and deposition 
temperature is considered. The domain maps shown in Fig. 16 were produced using the 
following combinations of βstd and βff, denoted as (βstd, βff): (3.5o, 4.0o); (4.5o, 5.0o); and 
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(5.5o, 6.0o). For each set of three domain maps, the corresponding map of phase shift fits
is also shown.
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Fig. 20. Calibration matrix for determination of optimal βstd and βff values.
All films shown were produced with a solution concentration of 1.00 mg mL-1. Only 
one film is shown for every deposition temperature at this concentration. Rows 
correspond to deposition temperature: (a) 30 °C, (b), 40 °C, (c) 50 °C, (d) 60 °C, and 
(e) 70 °C. The first column shows the spatial phase map of each film. Remaining 
columns indicate the combination of (βstd, βff) employed for generation of domain maps 
in that column. 
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Several domain maps shown in Fig. 20 exhibit large grey regions. Grey regions 
signify that the pixels at these spatial locations are unassigned to a particular domain. 
Failure to assign pixels to a domain occurs due to the extreme spatial heterogeneity 
observed in those regions of the film. One example of this effect can be observed in the 
film deposited at 70 °C. For all combinations of βstd and βff at this temperature, there 
exists a large, grey region in the lower righthand corner of the film. Comparing these 
domain maps to their corresponding phase shift map reveals that there are a large 
quantity of small, radial structures. These radial structures exhibit a diverse collection of
phase shifts. A high diversity of phase shift assignments in one spatial region indicates 
that these pixels do not describe a single domain. Consequently, the domain 
identification algorithm refrains from assigning these pixels to discrete domains.
There is an inherent tradeoff between domain resolution and the magnification 
of the brightfield microscope instrument. Resolving unassigned domains within a film 
would require that images be collected at higher magnifications. At higher 
magnifications, more pixels in the camera detector are assigned to a particular spatial 
location on the film, providing more resolution. However, increasing the magnification 
of the microscope would, inherently, decrease the size of the viewing window. In turn, 
improvements to domain resolution require additional data acquisition time and 
computational power for stitching the images together. While higher resolution of 
domains is ideal for describing microscopic domains (area < 0.5 mm2), it is not ideal 
given the current experimental design and objectives presented in this work.  
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The overarching utility of Fig. 20 is to determine which values of βstd and βff best
represent the mesoscopic domain assignments observed by eye. While some of the 
differences between domain maps can be subtle, there are a few key features which can 
reveal the ideal combination of βstd and βff to use. Examining the domain maps produced
at a single temperature as a function of βstd and βff combination will expose which 
threshold parameters best reflect the true domain assignments.
Examination of the (5.5°, 6.0°) domain maps show that the domain features 
seem to merge together more in this parameter combination than in domain maps 
generated by (3.5°, 4.0°) or (4.5°, 5.0°). Merging of features, in these data, is not an 
accurate representation of the film morphology. This observation can be validated 
through the spatial phase maps shown in Fig. 20. The phase shift maps for these films 
display a large quantity of small pixel groups containing the same phase shift 
assignment. This observation suggests that several smaller domains, rather than fewer 
large domains, would be an ideal representation of structural morphology in these films.
The domain maps corresponding to the films deposited at 40 °C and 50 °C, 
shown in Fig. 20(b-c), can be used to reject the threshold parameter combination of 
(5.5°, 6.0°). For the 40 °C film, observe that the domain map produced at (5.5°, 6.0°) 
consists of only two major domains. However, remaining domain maps, (3.5°, 4.0°) and
(4.5°, 5.0°), separate these two features into several smaller aggregate domains. 
Examination of the spatial phase shift map suggests that features on the top right 
quadrant of the film should be separated into distinct domains. The combination (5.5°, 
6.0°) does not reflect this separation of features. An additional example can also be 
drawn from the 50 °C film. The light blue domain in the (5.5°, 6.0°) map engulfs a 
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smaller feature which, as suggested by the phase shift map, should be separated into a 
different discrete domain. Therefore, it is unlikely that (5.5°, 6.0°) is an ideal reflection 
of domain assignments. 
Comparing the domain maps produced for a single film to their corresponding 
phase shift map can also reveal when a threshold combination is too strict in domain 
assignments. While a strict threshold combination may accurately separate pixels into 
distinct domains, the resulting domains assigned may exhibit a smaller area on the film 
than the spatial phase shift map would suggest. The ideal threshold strictness can be 
determined by, again, looking to Fig. 20. 
The domain maps generated at (3.5°, 4.0°) and (4.5°, 5.0°) for the 50 °C film 
can be employed in the determination of ideal threshold strictness. Observe the large, 
light pink feature in the upper left quadrant of both domain maps. While it maintains the
same general shape in both domain maps, the area of this feature is reduced 
substantially in the (3.5°, 4.0°) combination compared to the less strict combination of 
(4.5°, 5.0°). The phase shift map describing the 50 °C film suggests that this feature 
should have a larger area, more comparable to that exhibited in the (4.5°, 5.0°) map. A 
similar observation can be made for the teal feature seen near the center of the (3.5°, 
4.0°) and (4.5°, 5.0°) for the 60 °C film. This domain is almost twice as large in the 
(4.5°, 5.0°) domain map as in the (3.5°, 4.0°) domain map. The phase shift map for the 
60 °C film suggests that the feature should constitute an area best represented by the 
(4.5°, 5.0°) domain map. These results confirm that the ideal threshold combination is 
βstd = 4.5° and βff = 5.0° for the films presented in this work.
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Choosing domain maps for quantification of spatial heterogeneity.
After determining an ideal combination of threshold parameters, domain maps 
produced at this combination can be compared to choose the best subset of domain 
maps for a quantitative analysis of spatial heterogeneity. The (4.5°, 5.0°) domain map 
for the film produced at 30 °C shows that the majority of the film area is unassigned. In 
other words, the 30 °C film exhibits a high degree of spatial heterogeneity, thus 
producing a sparse domain map with large regions of unassigned pixels. Large 
unassigned regions of the film will not yield meaningful results in the determination of 
domain metrics. As a result, this film will be omitted from further analysis. 
At 40 °C, large sections of the surface are dominated by a single domain as 
shown by the large bright pink and dark blue domains. While the 40 °C film contains 
domain assignments, the phase shift map illustrates that some domain assignments at 
the (4.5°, 5.0°) threshold combination were invalid. This discrepancy can be observed 
on the righthand edge of the film. The phase shift map suggests that several smaller 
domains should exist on the righthand edge of the 40 °C film, whereas the domain map 
presents a single domain in this region. Due to this discrepancy, we should omit this 
data from the discussion of domains identified by the (4.5°, 5.0°) threshold 
combination.
Though not shown, resulting domain maps for films produced at concentrations 
of 0.33 mg mL-1 presented mostly unassigned pixels. These data can also be omitted 
because they will not provide meaningful results in the domain quantification routine. 
Consequently, further results presented in this work will focus exclusively on films 
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deposited at temperatures of 50, 60, and 70 °C, as well as from solutions with 
concentrations of 1.00 mg mL-1 and 0.67 mg mL-1.  
Quantitative determination of domain metrics.
Domain maps considered for quantitative analysis were generated using a 
threshold combination of βstd = 4.5° and βff = 5.0°. Domain metrics describing area and 
ARare calculated as described in the section, Results and discussion: A complete 
demonstration of the image processing procedure. Distributions of domain metrics are 
visualized against fractional area, rather than the number of counts (as in a conventional
histogram). We are defining fractional area as the area occupied by a single domain 
compared to the total area of the two films combined. This visualization strategy reveals
how much of the film surface is dominated by a particular domain size or AR.
Examining domain size as a function of deposition temperature and solution 
concentration.
The effect of deposition temperature and solution concentration on domain size 
can be quantified by considering the temperature- and concentration-dependent 
distributions of domain area. Fig. 21 shows the fractional area as a function of domain 
area. Results in Fig. 21 are shown for two replicate films. 
Distributions are compared as a function of deposition temperature and solution 
concentration. It is evident from Fig. 21 that the overall distribution of domain sizes is 
approximately the same for all combinations of deposition temperature and solution 
concentration. In all plots displayed in Fig. 21, there is a sharp peak at domain area 
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Fig. 21. Fractional area occupied by all measured domains. 
Rows correspond to solution concentrations of 0.67 mg mL-1 (top) and 1.00 mg mL-1 
(bottom). Columns correspond to deposition temperatures of 50, 60, and 70 oC (left to 
right). The histograms are binned in 1.0 mm2 steps.
values of 0-5 mm2. These domains constitute a high percentage of the total film, ranging
from 30-50% of the total film area. 
The only conclusion that can be drawn from Fig. 21 is that a high population of 
small domains (area < 25 mm2) exist within each film. However, from this scale of 
domain areas, it is challenging to observe any meaningful trends in the distribution of 
small domains as a function of temperature and concentration. Fig. 22 reproduces Fig. 
21, limiting the area metric to domains less than 25 mm2.
Even with a change in scale, the relationship between deposition temperature, 
solution concentration, and domain size is still not clear from Fig. 22. The distribution 
of domain area decays exponentially for all deposition temperatures and solution 
concentrations. The only major difference between plots shown in Fig. 22 is the 
magnitude of the total film surface occupied by domains of area 0-1 mm2. For the film  
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Fig. 22. Fractional area occupied by small domains (area < 25 mm2).
Rows correspond to solution concentrations of 0.67 mg mL-1 (top) and 1.00 mg mL-1 
(bottom). The columns correspond to deposition temperatures of 50, 60, and 70 °C (left 
to right). The histograms are binned in 1.0 mm2 steps.
produced at 60 °C with a concentration of 0.67 mg mL-1, ~41% of domains exhibit area 
measurements between 0-1 mm2. For films produced at 60 °C with a concentration of 
1.00 mg mL-1, it is ~50%.  These values are about 10% higher than those reported for 
films at 50 and 70 °C at both solution concentrations. 
While the raw magnitudes of 60 °C film peaks may be higher than for other 
deposition temperatures, this trend is likely due to a higher quantity of small domains 
existing within the film. In other words, the results presented in Fig. 21 and Fig. 22 do 
not demonstrate a substantial difference between the fractional area and domain size in 
films produced at 50, 60, and 70 °C with solution concentrations of 0.67 mg mL-1 and 
1.00 mg mL-1. It is clear from the data that environmental perturbations were not able to
control domain size in these films.
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Examining aspect ratio as a function of deposition temperature and solution 
concentration.
A similar examination of AR can also be conducted. Fig. 23 illustrates the 
fractional area as a function of domain aspect ratio. Results in Fig. 23 are shown for 
replicate films produced under the same environment conditions. 
Fig. 23 shows that the distribution shapes are approximately the same for all 
temperature and concentration combinations. There are no clear trends in the data that 
can be observed from Fig. 23. Akin to the analysis of the domain sizes, the AR axis of 
the distributions can be rescaled to consider only domains with small AR values 
(AR ≤ 10). Fig. 24 reproduces Fig. 23, rescaling the AR axis.
Fig. 23. Fractional area as a function of domain AR for all domains measured.
Rows correspond to solution concentrations of 0.67 mg mL-1 (top) and 1.00 mg mL-1 
(bottom). Columns correspond to deposition temperatures of 50, 60, and 70 oC (left to 
right). The histograms are binned in AR steps of 0.5.
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Fig. 24.  Fractional area as a function of domain AR, for domains with small AR values 
(AR ≤ 10).
Rows correspond to solution concentrations of 0.67 mg mL-1 (top) and 1.00 mg mL-1 
(bottom). Columns correspond to deposition temperatures of 50, 60, and 70 °C (left to 
right). The histograms are binned in AR steps of 0.5.
The rescaled distributions shown in Fig. 24 can provide insight into how the AR 
distributions change with deposition temperature or solution concentration. Consider the
AR distributions at a single temperature. Fig. 24 shows that, for one deposition 
temperature, the AR distributions for films produced at a solution concentration of 0.67 
mg mL-1 may decay more rapidly than for films produced at 1.00 mg mL-1. In other 
words, domains with AR values greater than two constitute about 10% of the total film 
area when the solution concentration is 1.00 mg mL-1, and less than 5% when the 
solution concentration is 0.67 mg mL-1. However, given that only two films were 
considered during analysis, there is not enough evidence to definitively claim that a 
relationship exists between solution concentration and the width of the AR distribution. 
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For the most part, Fig. 23 and Fig. 24 demonstrate that the AR distribution shape
is independent of temperature and concentration. As a result, no conclusions can be 
drawn regarding the effect of deposition temperature and solution concentration on the 
observed AR values within a film.
Correlating aspect ratio to domain size as a function of deposition temperature and 
solution concentration.
One final comparison can be made between domain size and domain AR. 
Visualizing these data simultaneously as a function of both temperature and 
concentration can reveal any correlations between the size of a domain and its relative 
length-to-width ratio. Fig. 25 displays the domain AR as a function of domain area, for 
small domains (area ≤ 25 mm2) and small AR values (AR ≤ 10). Only small domains 
and small AR values were considered to highlight any trends in peak broadening that 
result because of deposition temperature or solution concentration.
Fig. 25 illustrates that a sharp peak exists in the AR data as a function of domain
size. This peak is located between area values of 0-1 mm2 and occurs for all 
combinations of deposition temperature and solution concentration. The distributions 
shown in Fig. 25 are, for the most part, very similar. However, there exist a few minor 
differences between these distributions. It can be observed that the distribution for films
produced at 0.67 mg mL-1 and 70 °C is much more centralized around its peak than 
other distributions. Though all AR values are sampled in this distribution, the 
corresponding domain sizes range from 0-0.5 mm2. This range is much narrower than 
for the other distributions, which instead include area measurements from 0-1 mm2. 
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However, in spite of this observation, there are no strong correlations between AR and 
domain area in these data.
Fig. 25. AR as a function of domain area, for small domains (area < 25 mm2) and small 
AR values (AR ≤ 10).
Rows correspond to solution concentrations of 0.67 mg mL-1 (top) and 1.00 mg mL-1 
(bottom). Columns correspond to deposition temperatures of 50, 60, and 70 °C (left to 
right). 
The only conclusion which can be drawn from Fig. 25 is that AR values from 1-
10 are equally sampled by domains smaller than 1 mm2. This result is independent of 
deposition temperature and solution concentration, as shown in Fig. 25. As a 
consequence, there are no definitive correlations between the deposition conditions and 
domain AR as a function of size. 
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Conclusions and future work: Characterizing spatial heterogeneity in
samples at structural non-equilibrium.
From the results shown in Fig. 21 through Fig. 25, it can be determined that the 
are no strong relationships between the deposition temperature, solution concentration, 
and domain metrics considered in this work. It can be concluded that all films 
considered exhibit a similar degree of morphological disorder. In other words, the 
relationship between spatial heterogeneity and environmental perturbations remains 
inconclusive from these data.
Potential improvements to the image analysis technique.
From the results presented in this work, we have demonstrated the utility of the 
homebuilt polarization-dependent brightfield microscope. Additionally, we have also 
presented a computational technique for quantifying the spatial morphology of TIPS-Pn
films. While the data presented for the temperature- and concentration-dependent 
images were majorly inconclusive, this result does not diminish the value of this 
technique for quantification of domain metrics. Rather, these results are likely the fault 
of an insufficient sample size. To further improve the robustness of the temperature- 
and concentration-dependent results, we should consider a sample size of 10 or more 
films. Using only two films it is not a large enough sample size to draw meaningful 
conclusions about the distributions of domain metrics.
Additionally, data presented in work were collected with a microscope that was 
not completely aligned. The current experimental design of the microscope was 
changed to include a vertical bend in the light. Introducing a vertical bend (with a 
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mirror) increases the complexity of the alignment procedure, as any subtle deviation 
from perfect planarity in the incoming light is propagated more dramatically to the 
camera detector. By optimizing this alignment procedure, data of better quality can be 
collected and used in the further analysis of temperature- and concentration-effects on 
domain formation from solution. 
Applying the image analysis technique to films at structural non-equilibrium.
Once the image analysis technique has been optimized for films of TIPS-Pn, it 
will be applied to examine films at structural non-equilibrium during formation from 
solution. The overall experimental microscope apparatus will remain unchanged. 
However, the position of the rotation stage, to which the polarizer is mounted, must be 
calibrated with respect to time such that the absolute polarization angle can be 
determined at the precise time of image acquisition. 
Applying the image analysis technique to films during structural evolution 
should be compatible with the computational software presented in this work. One 
limitation to the current hardware and instrumentation is that films could no longer be 
stitched together during film formation. Since translating the film during formation 
could disrupt its aggregation pathway, only one spatial location on the film can be 
imaged in situ. As a result, the image analysis software would only be able to 
characterize domain formation at a single spatial location in the film. 
Additionally, the current microscope design enables a 6.7 mm x 5.3 mm region 
of the film to be measured in one image. The size of the viewing window will inevitably
limit the range of domain sizes which can be measured accurately during film 
formation. In this work, most domain areas were less than 10 mm2, which is about 30% 
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of the viewing window. Domains of this size can be accurately resolved with the current
instrumentation. However, larger domains could exceed the area of the viewing 
window. It follows that any domain larger than the viewing window cannot be 
accurately characterized by the existing image analysis software. Further consideration 
of this issue may be necessary if films exhibit large domains during their formation 
from solution.  
While examining a single spatial location at once may be a limitation, the image 
analysis software presented in this work will still enable in situ measurements of 
mesoscopic aggregation events during film formation. This experiment would provide 
insight into how environmental perturbations not only affect the final domain structure 
in a film, but also the aggregation pathways which direct domain formation. 
Understanding how deposition conditions affect these aggregation mechanisms would 
permit further control over the physical structure and, consequently, the electronic 
functionality of solution-processed films of organic semiconducting molecules. 
Additionally, increased control over the solution-processing techniques used to develop 
these films would improve their reproducibility during manufacture. Better 
reproducibility in the production of organic semiconducting films would enable their 
use in a larger quantity of mainstream technological devices, including solar cells and 
OLEDs—technologies that are becoming increasingly widespread in our contemporary 
society.
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