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Introduction
Traffic flow analysis (TFA) [1] [2] [3] based on massive traffic data, is to evaluate road dynamics in term of various statistics from highway [2, 4] and urban roads [2, 5] . These statistics include flow rates, volume, density, vehicle class, etc. to identify location of congestions and incidents in the network. TFA can be applied effectively in traffic forecasting [3, 5] , control, design [2] , incident detection [6] and management [7, 8] . Useful as it is, TFA often ignores the fact that massive traffic data may easily be contaminated by noise and errors (we call these 'outliers') during data acquisition, rendering the analytical results questionable. Specifically, an outlier may include all possible inconsistencies as anomaly found in traffic data can be due to one or more of the following conditions: (a) congestions or very small volume of vehicles, (b) incidents, (c) data capturing hardware failure, and (d) transmission errors. Moreover, due to the strong correlation between data captured from different parts of the road network, these outliers are not easy to be identified and removed. In this paper, a new method is proposed for cleaning up such outliers effectively. The goal of Outlier Detection (OD) [9] is to detect any data points appearing not consistent with the majority of the data (inliers). The problem is trivial if the features of the outliers and inliers are distinctive. Unfortunately, when the features between these two quantities are highly correlated, much more sophisticated mechanism is required to separate the outliers from the inliers. According to the survey given in [9] , OD methods cover areas including fault diagnosis, satellite image analysis, activity monitoring and others as well as some recent ones related to fabric defect detection [10] [11]. However, OD research straightly linked to TFA is not as popular [1, 6, [12] [13] , for which [1, 6, 13] are supervised approaches for OD. Regarding OD algorithms, density-based, distance-based, and statisticsbased algorithms were compared in [8] on outliers in traffic incidents or detection devices. Statistical based algorithms were found to be computationally quickest. Density-based algorithms give the best precision rate, but false negatives are high as well. Regarding OD's effectiveness, the original domain in presenting traffic data is usually employed to detect outliers [1, 8, 13] and only Cheng [12] transformed the data into another domain (e.g., wavelet-based). The detection rate may reach 100% with a manual control of selected cut-off value in [13] , or 90% with a density-based approach in [8] . As much of spatial-temporal similarities exist in traffic data and the classical OD methods cannot effectively separate these similarities, exploiting traffic data in their original domain often arrives to unsatisfactory results. As such, it motivates us to investigate whether a transformation of traffic data into other domains for classification can improve OD.
Also, there is plenty of room to investigate whether an unsupervised approach like DPMM can offer a better OD result.
A Dirichlet process (DP), labeled as , and denoted by 2 parameters: one in base probability measure and one in scaling ( 0) is a distribution over probability distributions. Remarkably, in a sample's DP, its posterior distribution is still a DP. As DP has these characteristics, it is assumed if a DP generates a model of traffic flow from some traffic data, samplings of a fusion in these models of traffic flow are the corresponding observations which could be grouped as DPMM. DPMM is indeed composed of countable infinite mixture models and a DP could be developed from each model. Iteratively, the clusters number in DPMM can be explored. By this property, DPMM has recently become a widely discussed stochastic model in the applications of unsupervised clustering [14] [15] [16] [17] [18] [19] . DPMM has been applied to many applications such as abnormal activity detection [14, 18] , scene categorization [16] , tracking maneuvering targets [15] , trajectory-based video retrieval [17] , abnormal events [19] and motion segmentation [20] . In short, only one case [20] of DPMM was utilized to detect outliers in a problem of motion segmentation in large-scale video data. Among 6 real databases, the highest total rate in errors is 2.1% while the lowest one is 8.5% in evaluation. It supports the view that DPMM is promising to identify outliers in large-scale traffic data. Furthermore, in regard to literature review, it lacks an OD method for traffic data in model-based approach, especially using more generic approaches. The DPMM-based approach is shown to be generic and effective in segmenting outliers from a dataset by the unsupervised property in clustering. Therefore, DPMM is selected because of its elegance in mathematics for the stochastic data and its feature of unsupervised clustering.
In the proposed DPMM-based method, traffic signals (i.e., signals of Entry at Fig. 1a ) are extracted from the database firstly. Secondly, the signals are truncated, and then a covariance signal descriptor would describe their characteristics and be input as the data of the conjugate priors to the DPMM afterward.
Thirdly, a dimension reduction for the vector of each signal is carried out by a PCA. Next, the DPMM would model the dimension reduced signal vectors. Lastly, the collapsed Gibbs sampler would achieve the outlier detection. In summary, this paper has two major contributions: (1) This paper is organized as the following structure: The proposed DPMM method is described in details in Section 2. Data and measurement metrics are presented in Section 3. Results are given in Section 4, where Section 5 draws conclusion from the research.
Outlier Detection Based on DPMM
In this paper, a traffic video database taken at a four-arm junction in Hong Kong is used. This database was collected over 31 days, with two sessions per day: AM (07:00-10:00) and PM ( 
where is the vehicle number counted at the cycle, is the cycle number at the session.
Briefly , there are feature vectors expressed as  ,  ,  ,  , for Entry volume each arm each cycle,  ,  ,  ,  , for Exit volume each   arm each cycle as well as  ,  ,  , The details of the mathematical modeling can be referred to [21] . The procedures of the proposed DPMM-based method are as below. to be studied in Section IV.
Perform outlier detection by collapsed Gibbs sampler using Chinese restaurant process (CRP).
is obtained as the non-empty-group number in the clustering, , ⋯ , , , ⋯ , .
A proof of the updates of a class label is offered below.
Proposition 2.
The updates of a class label are computed as
where \ denotes to ignore from the set . As | \ ; is a multivariate Student-t distribution which can be expressed as 
Proof. As the numerator is sufficiently small, i.e. 0, then 0 and
As a result, the process of the class label updates is stabilized. This will be further proven in Section 4.
To determine whether , 1, ⋯ ,19 at the session is outside or inside a normal group after using collapsed Gibbs sampler, two assumptions are proposed:
(1) 1 as at least one clustering group exits; and (2) The majority with the maximum number of elements is the normal group.
Deduced from the results of CRP and Proposition 2, the traffic signal can be classified in the following definition. The DSR and NPV are defined as
Positive predictive value (PPV), / , is not included because abnormal signals do not appeared in all sessions, as denominator of goes to zero if no abnormal signal is present. As our literature survey review, there is no benchmark exists for outlier detection in traffic data. Therefore, the subsequent evaluation is focused on the performance and reliability of the proposed DPMM method.
Results

General Results
Initially, the mixture weights, as parameters of the DP prior, of the inliers (normal group) and outliers (abnormal group) are selected arbitrarily as 0.9, 0.1, respectively. This is because that normal traffic is assumed to be much more likely than abnormal traffic. The others are Λ , 0 0 , 0.0001, 3. Using the collapsed Gibbs sampler, the iteration number is set to 300. In fact, any number over 100 is stable empirically for Gibbs sampling. This is depicted in Fig. 4 , where the effect of the number of iterations versus log (the model's log probability in the training data) is clearly shown. In PCA, the maintained dimension is set to 2. The average DSR of 23 AM sessions (Mon-Fri), shown in Table 4 , are 97.59% and 95.74%, respectively.
The overall average of all sessions after 10-fold cross validation is 96.67% (98.32% in NPV). In general, every Entry, Exit and EDD signal achieves over 90% success rate. Moreover, compared to the DSR of 97.49% in the preceding evaluation, the result of 10-fold cross validation shows that the proposed DPMMbased method is reliable and robust. 
Effect of different parameter setting
How the hyper-parameters of the conjugate priors affect the OD is also investigated. The value of Λ is found not to affect the result much because Λ relies on the dimension of to be maintained in PCA and that the same detection results are acquired when is set to larger than 2. This is understandable because the first several principal components have already contained significant information of the signal. (blue line with circles) and the detection success rates (green dot-line with crosses). The best success rate of OD decreases from 100% to 95.65% when is higher than 0.001, in which the number of groups clustered is also steadily reduced from 2.1967 ( 0.0001) to 0.9967 ( 1) . From this empirical result, it is concluded that an appropriate is smaller than 0.001. This also proves Proposition 2 in Section 2.
For , the other parameters 0.9, 0.1, 0 0 , 0.0001 are fixed. In Fig. 7b , the best success rate at 100% is found when 3, then the success rate (green dot-line with crosses) starts to decrease to 30.43% when 11. At the same time, the number of groups (blue line with circles) increases from 2.0533 to 18.62 versus from 3 to 11. It implies that should be set as small as possible.
cannot be set to be smaller than 3 as the value of is determined by the dimension, , in the PCA plus 1, in which 2 is the basic dimension of Λ and .
Conclusion
From of the performance evaluation of the proposed method, it can be concluded that it achieves a high 96.67% detection accuracy from a 10-fold cross validation on a set of real-world traffic data. The proposed DPMM-based OD method is generic by nature and the result so far is positive. It is found that the proposed method performs outlier detection quite well in 19 real traffic signals generated from one of the busiest junctions in Hong Kong, especially from the study of the effect of different parameter settings. DPMM is a promising choice to model large-scale traffic data, which is challenging in itself because of the serious level of spatial-temporal similarities in such data. The DPMM-based OD method can be further developed as follows: A detailed evaluation of OD methods including supervised and unsupervised methods will be carried out. The proposed DPMM method may be extended to multiple junctions in scale, online detection and outlier classification in algorithm.
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