Consider the problem of sparse clustering, where it is assumed that only a subset of the features are useful for clustering purposes. In the framework of the COSA method of Friedman and Meulman, subsequently improved in the form of the Sparse K-means method of Witten and Tibshirani, a natural and simpler hill-climbing approach is introduced. The new method is shown to be competitive with these two methods and others.
Introduction
Consider a typical setting for clustering n items based on pairwise dissimilarities, with δ(i, j) denoting the dissimilarity between items i, j ∈ [n] ∶= {1, . . . , n}. For concreteness, we assume that δ(i, j) ≥ 0 and δ(i, i) = 0 for all i, j ∈ [n]. In principle, if we want to delineate κ clusters, the goal is (for example) to minimize the average within-cluster dissimilarity. In detail, a clustering into κ groups may be expressed as an assignment function C ∶ [n] ↦ [κ], meaning that C(i) indexes the cluster that observation i ∈ [n] is assigned to. Let C n κ denote the class of clusterings of n items into κ groups. For C ∈ C n κ , its average within-cluster dissimilarity is defined as
This dissimilarity coincides with the within-cluster sum of squares commonly used in k-means type of clustering algorithms, with δ(i, j) = x i − x j 2 . If under the Euclidean setting, we further define cluster centers
then the within-cluster dissimilarity can be rewritten as follows,
Since this paper deals with non-Euclidean settings also, we will use the more general within-cluster dissimilarity defined in (1) . The resulting optimization problem is the following:
Given (δ(i, j) ∶ i, j ∈ [n]), minimize ∆[C] over C ∈ C n κ .
This problem is combinatorial and quickly becomes computationally too expensive, even for small datasets. A number of proposals have been suggested [1] , ranging from hierarchical clustering approaches to K-medoids. Following in the footsteps of [2] , we consider a situation where we have at our disposal not 1 but p ≥ 2 measures of pairwise dissimilarities on the same set of items, with δ a (i, j) denoting the a-th dissimilarity between items i, j ∈ [n]. Obviously, these measures of dissimilarity could be combined into a single measure of dissimilarity, for example,
Our working assumption, however, is that only a few of these measures of dissimilarity are useful for clustering purposes, but we do not know which ones. This is the setting of sparse clustering, where the number of useful measures is typically small compared to the whole set of available measures.
We assume henceforth that all dissimilarity measures are equally important (for example, when we do not have any knowledge a priori on the relative importance of these measures) and that they all satisfy i,j∈ [n] δ a (i, j) = 1, ∀a ∈ [p],
which, in practice, can be achieved via normalization, meaning,
This assumption is important when combining measures in the standard setting (5) and in the sparse setting (8) below.
Suppose for now that we know that at most s measures are useful among the p measures that we are given. For S ⊂ [p], define the S-dissimilarity as
and the corresponding average within-cluster S-dissimilarity for the cluster assignment C as
If the goal is to delineate κ clusters, then a natural objective is the following:
In words, the goal is to find the s measures (which play the role of features in this context) that lead to the smallest optimal average within-cluster dissimilarity. The problem stated in (10) is at least as hard as the problem stated in (4), and in particular, is computationally intractable even for small item sets. Remark 1. In many situations, but not all, p measurements of possibly different types are taken from each item i, resulting in a vector of measurements
). This vector is not necessarily in a Euclidean space, although this is an important example -see Section 2.2 below. We recover our setting when we have available a dissimilarity measure δ a (i, j) between x ia and x ja . This special case justifies our using the terms 'feature' and 'attribute' when referring to a dissimilarity measure.
Related work
The literature on sparse clustering is much smaller than that of sparse regression or classification. Nonetheless, it is substantial and we review some of the main proposals in this section. We start with the contributions of [2] and [3] , which inspired this work.
2.1. COSA, Sparse K-means and Regularized K-means [2] propose clustering objects on subsets of attributes (COSA), which (in its simplified form) amounts to the following optimization problem
over any clustering C and any weights w 1 , . . . , w p ≥ 0 subject to
Here α is some function and λ ≥ 0 is a tuning parameter. When α(u) = 1 u, the objective function can be expressed as
(w a ∆ a [C] + λw a log w a ).
When λ = 0, the minimization of (13) over (12) results in any convex combination of attributes with smallest average within-cluster dissimilarity. If this smallest dissimilarity is attained by only one attribute, then all weights will concentrate on this attribute, with weights 1 for this attribute and 0 for the others. In general, λ > 0, and the term it multiplies is the negative entropy of the weights (w a ∶ a ∈ [p]) seen as a distribution on {1, . . . , p}. This penalty term encourages the weights to spread out over the attributes. Minimizing over the weights first leads to
over any clustering C.
where the minimum is over the w's satisfying (12) . (Note that the λ needs to be tuned.) The minimization is carried out using an alternating strategy where, starting with an initialization of the weights w (say all equal, w a = 1 p for all a ∈ [p]), the procedure alternates between optimizing with respect to the clustering assignment C and optimizing with respect to the weights. (There is a closed-form expression for that derived in that paper.) The procedure stops when achieving a local minimum. [3] observe that an application of COSA rarely results in a sparse set of features, meaning that the weights are typically spread out. They propose an alternative method, which they call Sparse K-means, which, under (6), amounts to the following optimization problem
over any clustering C and any weights w 1 , . . . , w p ≥ 0 (17) with w 2 ≤ 1, w 1 ≤ s.
The 1 penalty on w results in sparsity for small values of the tuning parameter s, which is tuned by the gap statistic of [4] . The 2 penalty is also important, as without it, the solution would put all the weight on only one the attribute with smallest average within-cluster dissimilarity. A similar minimization strategy is proposed, which also results in a local optimum.
As can be shown in later sections, Sparse K-means is indeed effective in practice. However, its asymptotic consistency remains unknown. [5] propose Regularized K-means clustering for high-dimensional data and prove its asymptotic consistency. This method aims at minimizing a regularized within-cluster sum of squares with an adaptive group lasso penalty term on the cluster centers:
over any clustering C and any sets of centers µ 1 , µ 2 , ⋯, µ κ .
Some methods for the Euclidean setting
Consider points in space (denoted x 1 , . . . , x n in R p ) that we want to cluster. A typical dissimilarity is the Euclidean metric, denoted by δ(i, j) = x i − x j 2 . Decomposing this into coordinate components, with
, and letting δ a (i, j) = (x ia − x ja ) 2 , we have
A normalization would lead us to consider a weighted version of these dissimilarities. But assuming that the data has been normalized to have (Euclidean) norm 1 along each coordinate, (6) holds and we are within the framework described above. This Euclidean setting has drawn most of the attention. Some papers propose to perform clustering after reducing the dimensionality of the data [6, 7, 8] . However, the preprocessing step of dimensionality reduction is typically independent of the end goal of clustering, making such approaches non-competitive.
A model-based clustering approach is based maximizing the likelihood. Under the sparsity assumption made here, the likelihood is typically penalized. Most papers assume a Gaussian mixture model. Let f (x; µ, Σ) denote the density of the normal distribution with mean µ and covariance matrix Σ. The penalized negative log-likelihood (when the goal is to obtain κ clusters) is of the form
where Θ gathers all the parameters, meaning, the mixture weights π 1 , . . . , π κ , the group means µ 1 , . . . , µ κ , and the group covariance matrices Σ 1 , . . . , Σ κ . For instance, assuming that the data has been standardized so that each feature has sample mean 0 and variance 1, [9] use
This may be seen as a convex relaxation of
Typically, this optimization will result in some coordinates set to zero and thus deemed not useful for clustering purposes. In another variant, [10] use
To shrink the difference between every pair of cluster centers for each variable a, [11] use the pairwise fusion penalty
Taking into account the covariance matrices, and assuming they are diagonal, [12] use
The assumption that the covariance matrices are diagonal is common in highdimensional settings and was demonstrated to be reasonable in the context of clustering [13] . Note that none of these proposals make the optimization problem (22) convex or otherwise tractable. The methods are implemented via an EM-type approach.
Another line of research on sparse clustering is based on coordinate-wise testing for mixing. This constitutes the feature selection step. The clustering step typically amounts to applying a clustering algorithm to the resulting feature space. For example, [14] use a Kolmogorov-Smirnov test against the normal distribution, while [15] use a (chi-squared) variance test. The latter is also done in [16] and in [17] . This last paper also studies the case where the covariance matrix is unknown and proposes an approach via moments. In a nonparametric setting, [18] use coordinate-wise mode testing.
Our method: Sparse Alternate Sum (SAS) Clustering
Hill-climbing methods are iterative in nature, making 'local', that is, 'small' changes at each iteration. They have been studied in the context of graph partitioning, e.g., by [19] and [20] , among others. In the context of sparse clustering, we find the K-medoids variant of [21] , which includes a hill-climbing step.
Many of the methods cited in Section 2 use alternate optimization in some form (e.g., EM), which can be interpreted as hill-climbing. Our method is instead directly formulated as a hill-climbing approach, making it simpler and, arguably, more principled than COSA or Sparse K-means.
Our approach: SAS Clustering
LetĈ be an algorithm for clustering based on dissimilarities. Formally, C ∶ D × N ↦ C, where D is a class of dissimilarity matrices and C ∶= ⋃ n ⋃ κ C n κ , and for (δ, κ) ∈ D × N with δ of dimension n,Ĉ(δ, κ) ∈ C n κ . Note thatĈ could be a hill-climbing method for graph partitioning, or K-medoids (or K-means if we are provided with points in a vector space rather than dissimilarities), or a spectral method, namely, any clustering algorithm that applies to dissimilarities. (In this paper, we will use K-means for numerical data and K-medoids for categorical data using hamming distances as dissimilarities.)
Our procedure is described in Algorithm 1.
Algorithm 1 Sparse Alternate Similarity (SAS) Clustering
Alternate between the following steps until 'convergence':
The use of algorithmĈ in Step 1 is an attempt to minimize
Step 2 is over S ⊂ [p] of size s and it is trivial. Indeed, the minimizing S is simply made of the s indices a ∈ [p] corresponding to the smallest ∆ a [C] . For the choice of parameters κ and s, any standard method for tuning parameters of a clustering algorithm applies, for example, by optimization of the gap statistic of [4] . We note that the initialization phase, by itself, is a pure coordinate-wise approach that has analogs in the Euclidean setting as mentioned Section 2.2. The hill-climbing process is the iteration phase.
Remark 2. We tried another initialization in Algorithm 1 consisting of drawing a feature set S at random. We found that the algorithm behaved similarly. (Results not reported here.)
Compared with COSA and Sparse K-means, and other methods based on penalties, we note that the choice of features in our SAS algorithm is much simpler, using a hill-climbing approach instead.
Number of iterations needed
A first question of interest is whether the iterations improve the purely coordinate-wise method, defined as the method that results from stopping after one pass through Steps 1-2 in Algorithm 1 (no iteration). Although this is bound to vary with each situation, we examine an instance where the data come from the mixture of three Gaussians with sparse means. In detail, the setting comprises 3 clusters with 30 observations each and respective distributions N (µ, I), N (0, I) and N (−µ, I), with µ = (µ, . . . , µ, 0, . . . , 0) having 50 µ's and 450 zeros. We assume that κ = 3 and s = 50 are both given, and we run the SAS algorithm and record the Rand indexes [22] and symmetric differences S * △Ŝ as the end of each iteration of Steps 1-2. The setting is repeated 400 times. The means and confidence intervals under different regimes (µ = 0.6, µ = 0.7, µ = 0.8, µ = 0.9) are shown in Figure 1 . At least in this setting, the algorithm converges in a few iterations and, importantly, these few iterations bring significant improvements, particularly over the purely coordinate-wise algorithm. 
Selection of the sparsity parameter
We consider the problem of selecting κ, the number of clusters, as outside of the scope of this work, as it is intrinsic to the problem of clustering and has been discussed extensively in the literature -see [4, 23] and references therein. Thus we assume that κ is given. Besides κ, our algorithm has one tuning parameter, the sparsity parameter s, which is the number of useful features for clustering, meaning, the cardinality of set S in (10) .
Inspired by the gap statistic of [4] , which was designed for selecting the number of clusters κ in standard K-means clustering, we propose a permutation approach for selecting s. Let ∆ obs s denote the average within-cluster dissimilarity of the clustering computed by the algorithm on the original data with input number of features s. Let ∆ perm s denote the same quantity but obtained from a random permutation of the data -a new sample is generated by independently permuting the observations within each feature. The gap statistic (for s) is then defined as
In practice, the expectation is estimated by Monte Carlo, generating B random permuted datasets. A large gap statistic indicates a large discrepancy between the observed amount of clustering and that expected of a null model (here a permutation of the data) with no salient clusters. The optimization of the gap statistics over s ∈ [p] is a discrete optimization problem. An exhaustive search for s would involve computing p gap statistics, each requiring B runs of the SAS algorithm. This is feasible when p and B are not too large. 1 See Algorithm 2, which allows for coarsening the grid.
Algorithm 2 SAS Clustering with Grid Search
Input:
, number of clusters κ, step size h, number of Monte Carlo permutations B Output: Number of useful featuresŝ, feature set S, group assignment C for s = 1 to p with step size h do Run Algorithm 1 to get the feature set S s and group assignment C s Run Algorithm 1 on B permuted datasets to get the gap statistic G s end for return Letŝ = arg max s G s and return Sŝ and Cŝ
To illustrate the effectiveness of choosing s using the gap statistic, we computed the gap statistic for all s ∈ [p] in the same setting as that of Section 3.2 with µ = 1. The result of the experiment is reported in Figure 2 . Note that, in this relatively high SNR setting, the gap statistic achieves its maximum at the correct number of features. In this experiment, at least, the gap statistic seems unimodal (as a function of s). If it were the case, we could use a golden section search, which would be much faster than an exhaustive grid search.
Numerical experiments
We performed a number of numerical experiments, both on simulated data and on real (microarray) data to compare our method with other proposals. Throughout this section, we standardize the data coordinate-wisely, we assume that the number of clusters is given, and we use the gap statistic of [4] to choose the tuning parameter s in our algorithm.
A comparison of SAS Clustering with Sparse K-means and IF-PCA-HCT
We compare our Algorithm 1 with IF-PCA-HCT [14] and Sparse K-means [3] in the setting of Section 3.2. We note that IF-PCA-HCT was specifically designed for that model and that Sparse K-means was shown to numerically outperform a number of other approaches, including standard K-means, COSA [2] , model-based clustering [24] , the penalized log-likelihood approach of [9] and the classical PCA approach. We use the gap statistic to tune the parameters of SAS Clustering and Sparse K-means. (SAS gs uses a grid search while SAS gss uses a golden section search.) IF-PCA-HCT is tuningfree -it employs the higher criticism to automatically choose the number of features.
In Table 1a , we report the performance for these three methods in terms of Rand index [22] for various combinations of µ and p. Each situation was replicated 50 times. As can be seen from the table, SAS Clustering outperforms IF-PCA-HCT, and performs at least as well as Sparse K-means and sometimes much better (for example when p = 500 and µ = 0.7). We examine a dataset from this situation in depth, and plot the weights resulted from Sparse K-means on this dataset, see Figure 3 . As seen in this figure, and also as mentioned in [3] , Sparse K-means generally results in more features with non-zero weights than the truth. These extraneous features, even with small weights, may negatively impact the clustering result. In this specific example, the Rand index from Sparse K-means is 0.763 while our approach gives a Rand index of 0.956. Let S * ⊂ [p] denote the true feature set andŜ the feature set that our method return. In this example, S * △Ŝ = 12.
While both SAS Clustering and Sparse K-means use the gap statistic to tune the parameters, IF-PCA-HCT tunes itself analytically without resorting to permutation or resampling, and (not surprisingly) has the smallest computational time among these three methods. However, as can be seen from Table 1a , the clustering results given by IF-PCA-HCT are far worse than those resulted from the other two methods. In Table 1b , we report the performance of SAS Clustering and Sparse K-means in terms of the running time, under the same setting as that in Table 1a but with tuning parameters for both of the methods given (so that the comparisons are fair). As can be seen in Table 1b , SAS Clustering shows a clear advantage over Sparse K-means in terms of the running time, and as p increases, the advantage becomes more obvious. (Note that both SAS and Sparse K-means are implemented in R code and, in particular, the code is not optimized.)
A more difficult situation (same covariance)
In Section 4.1, the three groups had identity covariance matrix. In this section, we continue comparing our approach with Sparse K-means and IF-PCA-HCT under a more difficult situation, where each of the 3 clusters have 30 points sampled from different p-variate normal distributions (p = and same diagonal covariance matrix Σ across groups, a random matrix with eigenvalues in [1, 5] . We used 50 repeats and varied δ µ from 0.6 to 1.0. The results are reported in Table 2a . We see there that, in this setting, our method is clearly superior to Sparse K-means and IF-PCA-HCT. We also report the symmetric difference S * △Ŝ between the estimated feature set S and the true feature set S * , as can be seen in Table 2b . Our algorithm is clearly more accurate in terms of feature selection. 
A more difficult situation (different covariances)
In both Section 4.1 and Section 4.2, the three groups have the same covariance matrix. In this section, we continue comparing our approach with Sparse K-means and IF-PCA-HCT under an even more difficult situation, where the mean vectors are the same as in Section 4.2 with δ µ = 1.0, but now the covariances are different: Σ 1 , Σ 2 and Σ 3 are random matrices with eigenvalues in [1, 2] , [2, 3] and [3, 4] , respectively. We used 50 repeats in this simulation. The results, reported in Table 3 , are consistent with the results of Section 4.2: our method clearly outperforms Sparse K-means and IF-PCA-HCT, both in terms of clustering and feature selection. Notice that the 3 clusters are well separated in the first 50 features as can be seen from the construction of the data, but when 450 noise features are present in the datasets, the task of clustering becomes difficult. See Figure 4(b) as an example where we project a representative dataset onto the first two principal components of the whole data matrix. However, if we are able to successfully select out the first 50 features and apply classical clustering algorithms, then we are able to achieve better results. See Figure 4(a) , where we project the same dataset onto the first two principal components of the data submatrix consisting of the first 50 columns (features). To illustrate the comparisons, we also plot in Figure 4 the clustering results by these three methods.
Clustering non-euclidean data
In the previous simulations, all the datasets were Euclidean. In this section, we apply our algorithm on categorical data (with Hamming distance) and compare its performance with Sparse K-medoids 2 . In this example, we generate 3 clusters with 30 data points each from three different distributions on the Hamming space of dimension p. Each distribution is the tensor product of Bernoulli distributions with success probabilities q a ∈ [0, 1] for a ∈ [p]. For the first distribution, q a = q for 1 ≤ a ≤ 5 and q a = 0.1 otherwise. For the second distribution, q a = q for 6 ≤ a ≤ 10 and q a = 0.1 otherwise. For the third distribution, q a = q for 11 ≤ a ≤ 15 and q a = 0.1 otherwise. See Table 4 , where we compare these two methods in terms of Rand index for various combination of q and p. Each situation was replicated 50 times. As can be seen from the table, SAS Clustering significantly outperforms Sparse Kmedoids in most situations. We examined why, and it turns out that Sparse K-medoids works well if the tuning parameter s in equation (18) is given, but it happens that the gap statistic often fails to give a good estimate of s in this categorical setting. We are not sure why.
Comparisons as the number of clusters κ increases
In Sections 4.1 -4.4, we have fixed the number of clusters to be 3 and considered the effects of cluster separation (µ, q), sparsity (p) and cluster shape (Identity covariance, same and different covariance matrices across groups) in the comparisons. In this section, we continue to compare our approach intervals with different κ's are shown in Figure 5 (a) and Figure 5 (b). Once again, the results were consistent with earlier results in that SAS Clustering outperforms IF-PCA-HTC and performs at least as well as Sparse K-means with different κ's. We also notice that the clustering results given by all these three methods become better as κ increases. This can be explained by the increased effective sample sizes (30 × κ or 20 × κ) as κ increases.
Applications to gene microarray data
We compare our approach with others on real data from genetics. Specifically, we consider the same microarray datasets (listed in Table 5 ) used by [14] to evaluate their IF-PCA method. Each of these 10 data sets consists of measurements of expression levels of p genes in n patients from κ different classes (e.g., normal, diseased). We notice from Table 5 that p is much greater than n, illustrating a high-dimensional setting. We also mention that, although the true labels are given by the groups the individuals belong to, they are only used as the ground truth when we report the classification errors of the different methods in Table 6 . For detailed descriptions and the access to these 10 datasets, we refer the reader to [14] .
In Table 6 , we report the classification errors of 10 different methods on these datasets. Among these 10 methods, the results from K-means, Kmeans++ [25] , hierarchical clustering, SpectralGem [26] and IF-PCA-HCT [14] are taken from [14] . We briefly mention that K-means++ is Lloyd's algorithm for K-means but with a more careful initialization than purely random; hierarchical clustering is applied to the normalized data matrix X directly without feature selection; and SpectralGem is PCA-type method. In addition to these 5 methods, we also include 3 other methods: AHP-GMM [10], which is an adaptively hierarchically penalized Gaussian-mixture-model based clustering method, Regularized K-means [5] , and Sparse K-means [3] . We can offer several comments. First, our method is overall comparable to Sparse K-means and IF-PCA, which in general outperform the other methods. It is interesting to note that SAS gss outperforms SAS gs on a couple of datasets. However, we caution the reader against drawing hard conclusions based on these numbers, as some of the datasets are quite small. For example, the Brain dataset has κ = 5 groups and a total sample size of n = 42, and is very high-dimensional with p = 5,597. Second, for Breast Cancer, Prostate Cancer, SRBCT and SuCancer, all methods perform poorly with the best error rate exceeding 31%. However, we note that even when the task is classification where class labels in the training sets are given, these data sets are still hard for some well-known classification algorithms [27, 28] . Third, we notice that in [5] , clustering results of the Leukemia and Lymphoma datasets have also been compared. The error rate on Lymphoma given by Regularized K-means in [5] is the same as reported here, however, the error rate on Leukemia is smaller than the result reported here. This is due to the fact that they applied preprocessing techniques to screen out some inappropriate features and also imputed the missing values using 5 nearest neighbors on this data set. Interestingly, [10] also reported a better error rate on SRBCT data using their AHP-GMM method. However, they split the data into training set and testing set, fit the penalized Gaussian mixture model and report the training error and testing error respectively. 
Conclusion
We presented here a simple method for feature selection in the context of sparse clustering. The method is arguably more natural and simpler to implement than COSA or Sparse K-means. At the same time, it performs comparably or better than these methods, both on simulated and on real data.
At the moment, our method does not come with any guarantees, other than that of achieving a local minimum if the iteration is stopped when no improvement is possible. Just like other iterative methods based on alternating optimization, such as Lloyd's algorithm for K-means, proving a convergence to a good local optimum (perhaps even a global optimum) seems beyond reach at the moment. COSA and Sparse K-means present similar challenges and have not been analyzed theoretically. IF-PCA has some theoretical guar- antees developed in the context of a Gaussian mixture model [14] -see also [15] . More theory for sparse clustering is developed in [16, 17, 18] .
